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Editorial

Editorial for the Special Issue on Heat and Mass Transfer
in Micro/Nanosystems

Ruijin Wang 1,* and Junfeng Zhang 2,*

1 School of Mechanical Engineering, Hangzhou Dianzi University, Hangzhou 310018, China
2 Bharti School of Engineering and Computer Science, Laurentian University, 935 Ramsey Lake Road,

Sudbury, ON P3E 2C6, Canada

* Correspondence: wangrj@hdu.edu.cn (R.W.); jzhang@laurentian.ca (J.Z.)

The miniaturization of components in mechanical and electronic equipment has been
the driving force for the fast development of micro/nanosystems. Heat and mass transfer
are crucial processes in such systems, and they have attracted great interest in recent years.
Tremendous effort, in terms of theoretical analyses, experimental measurements, numerical
simulation, and practical applications, has been devoted to improve our understanding of
complex heat and mass transfer processes and behaviors in such micro/nanosystems.

This Special Issue is dedicated to showcase recent advances in heat and mass transfer
in micro- and nanosystems, with particular focus on the development of new model and
theory, the employment of new experimental techniques, the adoption of new computa-
tional methods, and the design of novel micro/nanodevices. Thirteen articles have been
published after peer-review evaluations, and these articles cover a wide spectrum of active
research in the frontiers of micro/nanosystems. For example, Hu et al. [1] studied the
satellite droplet generation in piezoelectric methods, and found that there are two key
parameters responsible for this phenomenon: the pulse frequency for driving the piezo-
electric transducer tube and the fluid flow rate. Optimal operation conditions have also
been proposed to eliminate the satellite droplets for deionized water. In the article by
Song et al. [2], the authors developed a structural design to visualize the evaporation and
condensation processes in the silicon-based ultra-thin loop heat pipe (s-UTLHP), and per-
formed experimental measurements to study the heat transfer mechanism in such devices.
To gain a more accurate thermal measurement for microfluidic devices, Meng et al. [3]
proposed the use of a liquid metal to fill the gap space between the temperature sensor
and the microfluidic substrate, and they also tested this concept on a microchennel chip
with gallium. Furthermore, Wang et al. [4] developed a disposable microfluidic chip for the
real-time monitoring of sweat rate. This economical and convenient paper-based sticker
has a diameter of 25 mm and a thickness of 0.3 mm, and it can be applied to the skin at
any parts of the body. The chip consists of multiple layers; in particular, the sweat-sensing
layer has an impressed wax micro-channel containing chromogenic agent to show sweat
absorption amount, which can be read directly from the scale lines on the chip surface. The
proposed chip, as a low-cost and convenient wearable device, has potential applications in
the real-time monitoring of sweat loss for bodybuilders, athletes, firefighters, etc.

With the rapid advances in computational technologies, numerical modeling and
simulations have been proven as a valuable complement for studying complex systems
and processes. In this direction, Saghir and Ranman [5] numerically investigated the
thermal and hydraulic performances through minichannels with different pin-fin config-
urations, and their results showed that the wavy pin-fin configuration exhibited the best
performance with a high Nusselt number and a low pressure drop. On the other hand,
Jbeili and Zhang [6] examined the convective heat transfer performances of flows through
porous materials, and found that, in addition to the porosity, the aspect ration of the micro-
scopic porous structure and the possible interfacial thermal resistance can also affect the
macroscopic thermal performance of the porous media. For an efficient evaluation of the

1



Micromachines 2022, 13, 1151

flow and pressure distributions in a microchannel network, Zhao et al. [7] introduced an
electric circuit analogy and applied it to study the effect of microchannel length on the flow
behaviors. Another interesting study is presented by Huang et al. [8], where the immersed
boundary method has been combined with the lattice Boltzmann method to study the
trajectory of a neutrally buoyant circular particle in the pulsatile channel flow. The particle
exhibits rich dynamic behaviors which have not been observed in non-pulsatile situations,
and the results could be useful for nanoparticle transport in drug delivery applications.

Nanofluids, which are fluid suspensions of nanoparticles, have attracted great atten-
tion from scientists for the enhanced thermal performances, and extensive studies have
been conducted over the past decades. In this Special Issue, several papers have been de-
voted to exploring the thermal enhancement mechanisms of nanofluids in various situations.
Elsafy and Saghir [9] conducted simulations of the convective heat transfer by considering the
nanofluids through straight and wavy microchannels filled with porous materials, and Wu and
Zhang [10] studied the effects of the nanoparticle volume fraction of Al2O3-water nanofluids
and the aspect ratio of rectangular microchannels on heat transfer and pumping power con-
sumption for heat sink applications in electronic devices. Moreover, Rasool et al. [11,12] and
Shafig et al. [13] established a mathematical framework to consider the magnetohydrodynamic
flows of nanofluids in Darcy–Forchheimer porous media with moving boundaries.

The success of this Special Issue is built on the team work of everyone involved. We
would like to thank the authors for contributing their interesting research, and we are
also grateful to the anonymous reviewers for their critical comments which are valuable
for further improving the article quality. Moreover, we should not forget to mention the
help from Drs. Myung-Suk Chun, Khashayar Khoshmanesh, and Kwang-Yong Kim as
Academic Editors, and Ms. Violet Cheng and Mr. Toot Jiang at the journal office.

Conflicts of Interest: The authors declare no conflict of interest.
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1. Introduction

A simple base fluid, for example, water, ethylene glycol, and oil, etc., when upgraded
with the suspension of nanometric metallic strong conductive particles, is termed as
nanofluid. Such a formulation sufficiently intensifies the conduction abilities of the base
fluid. Numerous applications have been discovered for the so-called nanofluids in the
industrial and engineering aspects as well as in bio-medicine. For example, vehicle cooling,
heat exchangers, cooling and transformer cooling, electronic cooling, and many others
are typical and widely used applications of nanofluids. These are also applicable in the
medical treatments, especially cancer and tumor treatments, resonance imaging, and
wound treatment, etc., and they are typically dependent on the conductive nature of
nanofluids. Choi [1] introduced the definition of nanofluid in his experimental work
where he proved that the suspension of nanoparticles in typical fluids drastically changes
the thermo-physical properties of the fluid. Later on, Buongiorno [2] modeled the same
concept in the perspective of convective transport of nanofluids. Adding details to the
concept of nanofluids, Buongiorno emphasized the fact that the Brownian diffusion and
Thermophoresis are two major slip factors in the transport of nanofluids. Afterwards,
several interesting attempts have been reported by renowned researchers of fluid mechanics.
For instance, Khan et al. [3] reported convection phenomena in nanofluid flow passing a
linear stretching surface using the Keller–Box numerical method for the final solutions of
the modeled governing problems. An interesting study of Mustafa et al. [4] disclosed an
analysis on stagnation spot flow of nanofluids involving linear stretched sheet. For more
details on this topic, one can see [5–24] and cross references cited therein.

Flow past a linear as well as nonlinear stretching surface relates the fluid mechanics
with several important industrial and engineering setups, such as hot rolling, polymeric ex-
trusion, continuously stretching done in plastic thin films, crystal growth, fiber production,
and metallic extrusion, etc. Numerous articles are available in the literature that explain
the flow caused by stretching surfaces, whether linear or nonlinear rates. The importance
of linear stretching cannot be neglected but the flow caused by non-linear stretching rates
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have always played a significant role in the above mentioned procedures, especially in
polymeric extrusion. In all such scenarios, the work of Cortell [25] is considered to be a
pioneer. He considered a viscous fluid for studying heat and mass transfer developments
driven by a nonlinear or linear stretching in the sheet. The prescribed wall temperature
and constant wall temperature were both discussed in this study. Vajravelu [26] reported a
study on exploration of heat transfer developments in a viscous fluid flow past a stretching
sheet surface using power law velocity distribution with nonlinear stretching rate. Rana
and Bhargava [27] reported a study on the fluid flow analysis and heat transfer aspects
involving a nonlinear stretching rate in nanofluids flow over a sheet.

The type of nanofluids governed in the categorical classification of non-Newtonian
fluids have gained special attention for numerous engineering and industrial applications
based on their extended contributions in nuclear, chemical, metallic, polymeric, and plastic
industries. Shampoos, paints, apple sauce, katchup, as well as different type of oils are
typical genuine examples of non-Newtonian fluids. Having extended viscosity, the non-
Newtonian fluids are best treated by involving the viscoelastic terms (second grade model),
which is known as sub-categorical classification of differential non-Newtonian liquids
related with the normal stress attribute. For a better understanding of this model, one can
read [28–34] and the references cited therein.

The studies mentioned above are either concerned with a linear stretching surface
with effective convective heating or nonlinear stretching sheets without the involvement
of convective conditions together with the Darcy–Forchheimer model. Here, for the first
time, we involve convective conditions to consider a visco-elastic and strictly incompress-
ible nanoliquid (nanofluid) flow bounded by a nonlinear flat stretching surface. Firstly,
the model shapes in mathematical form using the famous Navier stokes equations for
incompressible non-Newtonian nanofluid. The leading problems are then transformed
into highly nonlinear ordinary problems via suitable transformations. A numerical scheme
is implemented for finding the final solutions. From now onward, fluid means means
incompressible viscoelastic nanofluid. The next section will physically justify the existence
of the problem and mathematical expressions with properly defined boundary conditions.
The rest of the article comprises of the results and discussion, a graphical display, and
concluding remarks.

2. Problem Formulation

In this numerical investigation, we have invoked the convective boundary on the
flow of nanofluid passing over a nonlinear flate stretching surface. These conditions are
invoked to balance the temperature difference within the system. The system relies on
Darcy–Forchheimer medium saturated via nanofluid over the stretching surface. Cartesian
coordinates are considered to analyze the fluid flow. The flow direction is assumed along
positive x−direction, whereas no-movement is allowed towards vertical. An induced
magnetic effect is directly invoked to the surface normal direction via MHD; however, a
tiny Reynolds number helps to dismiss the magnetic impact. The nonlinear stretching rate
is taken into account via n as a positive integer, whereas the stretching velocity is assumed
as u = Uw = mxn at the bottom line. However, the velocity diminishes away from the
surface and attains zero value at free surface (u = 0). The coefficient of heat and mass flux
(h1 and h2) are involved in convective boundary conditions. Figure 1 sketches a physical
display.
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Boundary layers  
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Figure 1. Physical model and coordinate system.

The modified Navier stokes problems are given below:
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Equations (1), (2), (7), and (8) are known as the governing equations with the follow-
ing boundary conditions, as per the present model,
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In the above governing equations, µ is taken as dynamic viscosity, ν
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known as kinematic viscosity, ρ f is taken as density, σ is involved for electrical conductivity,
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)

f ′′′ f ′
]

−
(

2n

1 + n

)

(1 + Fr)
(

f ′
)2 − λ

(

2

n + 1

)

f ′ − M2

(

2

n + 1)

)

f ′ = 0,

(12)

(1 + 4/3Rd)θ′′ + Pr f θ′ + NbPrθ′φ′ + NtPr
(

θ′
)2

= 0, (13)

φ′′ + LePr f φ′ +
Nt

Nb
θ′′ = 0, (14)

f (0) = 0, f ′ = 1, φ′(0) = −γ2(1 − φ(0)), θ′(0) = −γ1(1 − θ(0)),

f ′(∞) = 0, f ′′(∞) = 0, φ(∞) = 0, θ(∞) = 0.
(15)

Here, γi for i = 1, 2 are the convective parameters extracted from h1 = hpx
n−1

2 and

h2 = hqx
n−1

2 known as non-uniform heat transfer coefficient and mass transfer coefficient,
respectively. Fr is used for inertial frame, M is involved for magnetic impact, λ is treated
as porosity, Pr is the typical Prandtl, Le is the well known Lewis number, k0 is taken as
viscoelastic parameter, and Nb and Nt Brownian diffusion and thermophoretic factors,
respectively. Mathematically,

γ1 =
hp

k

√

2ν

m(n + 1)
, γ2 =

hq

DBr

√

2ν

m(n + 1)
, Fr =

Cbx

K1/2
, M2 =

2σB2
0

mxn−1ρ f
,

λ =
2ν

Kmxn−1
, Pr =

ν

α
, Le =

α

DBr
, k1 =

k0mxn−1

ν
,

Nb =

(

ρ f c
)

p
DBr(Cw − C∞)
(

ρ f c
)

f
ν

, Nt =

(

ρ f c
)

p
DTh(Tw − T∞)

(

ρ f c
)

f
νT∞

.

(16)
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Furthermore, using Rex = mxn+1/ν, the local tiny Reynolds, the non-dimensional
forms of physical quantities, are given below:

(Rex)
1/2

(

n + 1

2

)−1/2

C f =
[

(1 − 3k0) f ′′(0)
]

,

(Rex)
−1/2

(

n + 1

2

)−1/2

Nu =−
(

1 +
4

3

)

Rd
[

θ′(0)
]

,

(Rex)
−1/2

(

n + 1

2

)−1/2

Sh =−
[

φ′(0)
]

,

(17)

3. Methodology

RK45 is one of the most frequently used numerical methods for solving IVPs for its
accuracy and efficiency. The built-in codes involve basic concept of converting Boundary
value problems into the initial value problems and subsequent problems are solved using
a parallel scheme with RK45, such as shooting technique, secant method, etc., using an
appropriate set of initial guesses to approximate the solutions. Herein, the boundary
value problems are converted into initial value problems together with the given boundary
conditions and thereafter, careful selection of initial guess for repeated iterations of the
numerical scheme are chosen to obtain the solutions.

4. Results and Discussion

In this section, we have described the consequences noticed in flow profiles for all
relevant parameters that are involved in leading problems of present nanofluid model.
The arguments are comprehended by physical justifications as to why the variation is
occurred and what consequence is being witnessed. The results are obtained using the
numerical method and the data are graphically plotted in increasing and decreasing curves
to witness the difference. The first section of the graphs belongs to the velocity profile,
the second to temperature distribution, and third is related with the concentration of
nanoparticles. In particular, Figure 2 is plotted to see the variation in velocity profile
against augmented trend of visco-elastic parameter k0. The physical reasoning of the
behavior noted for this parameter is connected with the combination of k1 and kinematic
viscosity µ having an inverse relation with fluid viscosity. For larger values of k0, the fluid
viscosity shows a decline, and a consequent increasing trend is witnessed in the relative
profile. The magnetic parameter M that is given in Figure 3 with a relevant variation in
fluid motion produces a reduction. Physically, the affect of magnetic field is always in
anti-directional with the fluid flow because of the surface normal bumps. The certain
effect of magnetic field in the direction normal to the fluid flow is, for sure, the reason
behind this trend of decline in fluid velocity. The similar trend in velocity profile can
be figured out for the Forchheimer number Fr that is given in Figure 4, but this time
the decline is related with a higher friction and retardation offered by porous medium.
The larger the Forchheimer number, the higher the frictional force that is offered to fluid
motion and the consequence is a decline in fluid velocity. The thermal layer receives
significant modification in the incremental direction for augmented values of thermal
radiation Rd given in Figure 5. The influence of thermal radiation eases the way of heat
flux with a more convenient convection and the corresponding profile receives significant
enhancement. Physically, thermal radiation is responsible for the enhancement of the
thermal state of the fluid. Elevation in thermal Biot number γ1 apparently results in a
significant increase of the thermal layer and associated boundary layer thickness enhances,
as shown in Figure 6. The heat flux coefficient that is involved in constitution of the said
parameter is a sufficient justification for this behavior of thermal profile. Thermophoresis
and Brownian motion are the two important factors of nanofluid flow and boundary layer
phenomenon. By definition, Brownian motion is an uncertain movement of some particles
(nanoparticles in this case) in the given medium for any time t > 0. The parameters are both

7
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closed influential to each other as well as on the flow profiles. Here, the thermophoresis
enforces a stronger thermophoretic push to the given nanoparticles and the nanoparticles
receive certain inpredictive enhanced motion and, therefore, a disturbance appears and
thermal profiles increase for both of the given factors shown in Figures 7 and 8, respectively.
Figures 9–12 are related with the third important flow profiles, the concentration profiles,
which is solely based on the concentration of nanoparticles. In particular, Figure 9 presents
the display of variation that is noticed in concentration profile with respect to the elevation
in Schmidt number. Physically, the inverse relationship between Brownian diffusion and
kinematic viscosity is sufficient to justify the reducing trend noticed in concentration profile
for augmented values of Schmidt number. The solute Biot number is an enhancing factor
the concentration profile that is given in Figure 10. The coefficient of mass flux involved in
the constitutive expression justifies this variation. An enhancement is noticed for elevated
values of thermophoresis given in Figure 11. A decline can be seen in concentration profile
for augmented Brownian diffusion parameter given in Figure 12. For sure, the decline is
based on the in-predictive and uncertain fluctuation of nanoparticles. Figures 13 and 14
are the contour graphs sketched for both the linear and non-linear case, respectively, while
Figures 15 and 16 are the density graphs. A minor but significant difference can be seen in
both the linear and non-linear case settled at n = 1 & 1.5, respectively. Relevant data for
skin-friction, heat, and mass flux numbers are given in Tables 1 and 2, respectively. Skin
friction jumps for larger porosity and a larger Forchheimer number, therefore, declines
the easy movement of fluid.The heat flux and mass flux both receive a reduction for the
augmented values of Forchheimer number. Thermal radiation is an enhancing factor for
both of the flux rates. An opposite trend is noticed in both Nusselt and Sherwood numbers
for thermal Biot number. Heat flux enhances, while mass flux reduces with the passage
of time.

   Fr =  0.5, M = 0.3, n = 1.5, Λ = 0.2,  

 k0 = 0.0, 0.4, 0.8, 1.2

1 2 3 4 5
Η

0.2

0.4

0.6

0.8

1.0

f 'HΗL

Figure 2. Visco-elastic parameter versus velocity field.
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   Fr =  0.2, k0=0.2, n = 1.5, Λ = 0.2,  

 M  = 0.0, 0.35, 0.54, 0.71

1 2 3 4 5
Η

0.2

0.4

0.6

0.8

1.0

f 'HΗL

Figure 3. Magnetic number versus velocity field.

Fr = 0.0, 0.4, 1.0, 1.5

   M  =  0.2, k0=0.2, n = 1.5, Λ = 0.2,  

1 2 3 4
Η

0.2

0.4

0.6

0.8

1.0

f 'HΗL

Figure 4. Forchheimer number versus velocity field.
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  n = 1.5, k0 = 0.5, M = 0.3, Fr =  0.5, Λ = 0.2, Pr = 2.0, Γ1 = 0.5, Nt = 0.2, Nb = 0.3,

  Γ2 = 0.5, Sc = 1.0,     

Rd  = 0.0, 0.2, 0.4, 0.6

1 2 3 4 5
Η

0.1

0.2

0.3

0.4

0.5
ΘHΗL

Figure 5. Thermal radiation parameter versus thermal profile.

  n = 1.5, k0 = 0.5, M = 0.3, Fr =  0.5, Λ = 0.2, Pr = 2.0, Rd  = 0.5, Nt = 0.2, Nb = 0.3,

  Γ2 = 0.5, Sc = 1.0,     

Γ1 = 0.0, 0.2, 0.27, 0.4

1 2 3 4 5 6
Η

0.1

0.2

0.3

0.4

ΘHΗL

Figure 6. Thermal Biot number versus thermal profile.
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  n = 1.5, k0 = 0.5, M = 0.3, Fr =  0.5, Λ = 0.2, Pr = 2.0, Rd  = 0.5, Γ1= 0.5, Nb = 0.3,

  Γ2 = 0.5, Sc = 1.0,     

 Nt = 0.1, 0.5, 0.9, 1.3

1 2 3 4 5 6
Η

0.1

0.2

0.3

0.4

0.5

ΘHΗL

Figure 7. Thermophoresis versus thermal profile.

  n = 1.5, k0 = 0.5, M = 0.3, Fr =  0.5, Λ = 0.2, Pr = 2.0, Rd  = 0.5, Γ1= 0.5, Nt = 0.2,

  Γ2 = 0.5, Sc = 1.0,     

 Nb = 0.1, 0.5, 0.9, 1.3

1 2 3 4 5 6
Η

0.1

0.2

0.3

0.4

0.5

ΘHΗL

Figure 8. Brownian diffusion versus thermal profile.
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  n = 1.5, k0 = 0.5, M = 0.3, Fr =  0.5, Λ = 0.2, Pr = 2.0, Γ1 = 0.5, Nt = 0.2, Nb = 0.3,

  Γ2 = 0.5, Rd  = 0.5,      

 Sc = 1.2, 1.5, 1.9, 2.5 

1 2 3 4 5 6 7
Η

0.1

0.2

0.3

0.4

0.5

ΦHΗL

Figure 9. Schmidt number versus concentration profile.

  n = 1.5, k0 = 0.5, M = 0.3, Fr =  0.5, Λ = 0.2, Pr = 2.0, Rd  = 0.5, Nt = 0.2, Nb = 0.3,

  Γ1 = 0.5, Sc = 1.0,     

Γ2 = 0.2, 0.3, 0.5, 0.7

1 2 3 4 5 6 7
Η

0.1

0.2

0.3

0.4

0.5

0.6

ΦHΗL

Figure 10. Solute Biot number versus concentration distribution.
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  n = 1.5, k0 = 0.5, M = 0.3, Fr =  0.5, Λ = 0.2, Pr = 2.0, Rd  = 0.5, Γ1= 0.5, Nb = 0.3,

  Γ2 = 0.5, Sc = 1.0,     

 Nt = 0.1, 0.15, 0.22, 0.28 

2 4 6
Η

0.1

0.2

0.3

0.4

0.5

0.6

ΦHΗL

Figure 11. Thermophoresis versus concentration distribution.

  n = 1.5, k0 = 0.5, M = 0.3, Fr =  0.5, Λ = 0.2, Pr = 2.0, Rd  = 0.5, Γ1= 0.5, Nt = 0.2,

  Γ2 = 0.5, Sc = 1.0,     

 Nb = 0.1, 0.5, 0.9, 1.3

1 2 3 4 5 6 7
Η

0.1

0.2

0.3

0.4

0.5

0.6

ΦHΗL

Figure 12. Brownian diffusion versus concentration distribution.
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Figure 13. Contour graph for linear case.
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Figure 14. Contour graph for nonlinear case.
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Figure 15. Density graph for linear case.
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Density Plot for non-Linear Case

Figure 16. Density graph for nonlinear case.

Table 1. Numerical data obtained for skin friction setting n = 1.5.

k0 M Fr λ −RexCx

0.0 0.2 0.5 0.2 1.461310
0.2 0.551837
0.4 0.261381
0.1 0.0 0.5 0.2 0.984064

0.2 0.993470
0.4 1.021130

0.1 0.2 0.0 0.2 0.872001
0.3 0.946589
0.6 1.016160

0.1 0.2 0.5 0.0 0.945417
0.2 0.993470
0.4 1.039140
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Table 2. Numerical data obtained for Nusselt and Sherwood numbers setting n = 1.5, k0 = 0.1.

M Fr λ Rd Pr Nt Nb Sc γ1 γ2 −θ′(0) −φ′(0)

0.0 0.5 0.2 0.5 2.0 0.2 1.8 1.0 0.5 0.5 0.382563 0.284189
0.2 0.381299 0.283494
0.4 0.377592 0.281461
0.3 0.0 0.2 0.5 2.0 0.2 1.8 1.0 0.5 0.5 0.388611 0.287151

0.3 0.383151 0.284375
0.6 0.378095 0.281800

0.3 0.5 0.0 0.5 2.0 0.2 1.8 1.0 0.5 0.5 0.386118 0.286148
0.3 0.376684 0.280965
0.6 0.367978 0.276224

0.3 0.5 0.3 0.0 2.0 0.2 1.8 1.0 0.5 0.5 0.243061 0.280613
0.3 0.326357 0.280770
0.6 0.400512 0.281073

0.3 0.5 0.3 0.5 1.0 0.2 1.8 1.0 0.5 0.5 0.314527 0.282394
1.5 0.353191 0.281437
2.0 0.376684 0.280965

0.3 0.5 0.3 0.5 2.0 0.1 1.8 1.0 0.5 0.5 0.383141 0.284704
0.3 0.370253 0.277406
0.6 0.351170 0.267780

0.3 0.5 0.3 0.5 2.0 0.2 1.0 1.0 0.5 0.5 0.433003 0.27166
1.6 0.390927 0.279511
2.2 0.348077 0.283071

0.3 0.5 0.3 0.5 2.0 0.2 1.8 1.0 0.5 0.5 0.376684 0.280965
1.5 0.377924 0.321943
2.0 0.379042 0.348489

0.3 0.5 0.3 0.5 2.0 0.2 1.8 1.0 0.1 0.5 0.145086 0.285651
0.3 0.298417 0.282539
0.6 0.402833 0.280441

0.3 0.5 0.3 0.5 2.0 0.2 1.8 1.0 0.5 0.1 0.458177 0.090822
0.3 0.408401 0.208285
0.6 0.364879 0.307814

5. Conclusions

Here, in this research we have focused on the features of Darcy–Forchheimer relation
in nanofluid flow bounded by a convectively heated non-linear stretching plane sheet.
A visco-elastic and strictly incompressible nanofluid saturates the designated porous
medium under the direct influence of the Darcy–Forchheimer model. The magnetic effect
is taken non-uniformly normal to the flow direction. However, the model is bounded
to tiny magnetic Reynolds number for practical applications. The salient findings are
summarized below:

• A decreasing trend in velocity profile is noted for a stronger effect of Forchheimer
number Fr.

• The thermal layer receives significant modification in the incremental direction for
augmented values of thermal radiation Rd with a more convenient convection.

• Elevated values of thermal Biot number γ1 apparently result a in significant increase
of the thermal layer.

• The two important factors of nanofluid flow and boundary layer phenomenon,
the thermophoresis and the Brownian motion, apparently develop a rising trend
in thermal profile.

• The solute Biot number is an enhancing factor for the concentration profile.
• Skin friction rises for larger porosity, while both the heat flux and mass flux receive a

reduction for augmented values of Forchheimer number.
• A significant part of this study is the contour and density graphs.
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Nomenclature:

MHD Magnetohydrodynamics
RK45 Runge Kutta 45 method
PDE Partial Differential Equation
ODE Ordinary Differential Equation

u(x, y), v(x, y) velocity components in cartesian coordinates/m·s−1

u = mxn Horizontal velocity /m·s−1

m constant/s−1

T, C Local temperature and concentration of nanoparticles
T∞ Ambient temperature/K
Cb Drag coefficient

K Permeability/H · m−1

B0 Magnetic field/A · m−1

σ Electric conductivity/(Ohm · m)−1

ρ Density/kg·m−3

k1 viscoelastic coefficient
α Thermal diffusivisity/m2·s−1
qr, Rd Radiation
Nux Local Nusselt number
C f Skin-friction (wall drag force)

Rex Local Reynolds number
Le Lewis number

DB Brownian Diffusion/m2· s−1

DT Thermophoretic diffusion/m2· s−1

M Magnetic number
λ viscoelastic parameter
Pr Prandtl number
Nt Thermophoresis parameter
Nb Brownian diffusion parameter
τ Ratio of heat capacity of fluid and nanoparticles
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Abstract: This numerical study aims to interpret the impact of non-linear thermal radiation on

magnetohydrodynamic (MHD) Darcy-Forchheimer Casson-Water/Glycerine nanofluid flow due

to a rotating disk. Both the single walled, as well as multi walled, Carbon nanotubes (CNT) are

invoked. The nanomaterial, thus formulated, is assumed to be more conductive as compared to

the simple fluid. The properties of effective carbon nanotubes are specified to tackle the onward

governing equations. The boundary layer formulations are considered. The base fluid is assumed to

be non-Newtonian. The numerical analysis is carried out by invoking the numerical Runge Kutta

45 (RK45) method based on the shooting technique. The outcomes have been plotted graphically

for the three major profiles, namely, the radial velocity profile, the tangential velocity profile, and

temperature profile. For skin friction and Nusselt number, the numerical data are plotted graphically.

Major outcomes indicate that the enhanced Forchheimer number results in a decline in radial velocity.

Higher the porosity parameter, the stronger the resistance offered by the medium to the fluid flow and

consequent result is seen as a decline in velocity. The Forchheimer number, permeability parameter,

and porosity parameter decrease the tangential velocity field. The convective boundary results in

enhancement of temperature facing the disk surface as compared to the ambient part. Skin-friction

for larger values of Forchheimer number is found to be increasing. Sufficient literature is provided

in the introduction part of the manuscript to justify the novelty of the present work. The research

greatly impacts in industrial applications of the nanofluids, especially in geophysical and geothermal

systems, storage devices, aerospace engineering, and many others.

Keywords: Darcy-Forchheimer theory; carbon nanotubes; nanofluid; magnetohydrodynamics; ther-

mal radiation

1. Introduction

The contribution of nanomaterials (Nanofluids) in industry and engineering is very
diversified. A lot of advantages have been noted by induction of nanomaterials in fluid
flow analysis. Pioneered by Choi [1], the term nanofluid is also named as the nanomaterials
subject to the type of nanoparticles that are used in the formulation procedure. The chore
and basic property of nanomaterials is very important, i.e., enhanced thermal conductivity.
The base fluids such as water, ethylene, toluene, and kerosene oil are the most commonly
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used base fluids in this regard and there are several related works that have been reported
in the recent past to practically implement the idea of nanofluids and nanomaterials. For
instance, some important studies are mentioned in the following lines. Lin et al. [2]
reported discussion on the results obtained for MHD Transient Pseudo-Plastic nanofluid
flow giving a highlight of the heat transfer properties and the impact of drag force in
this transport. Bai et al. [3] analyzed the Brownian diffusion and the thermophoresis in
radiative MHD Maxwell type nanofluid flow. They highlighted both the heat and mass
transport phenomena in fluid flow procedures and provided sufficient numerical data to
adhere the physical quantities. Madhu et al. [4] analyzed the non-Newtonian fluid behavior
using the Maxwell model. The important aspect of this study is the consequence of MHD,
as well as thermal radiation, on the flow attributes, especially the drag force component.
Sheikholeslami et al. [5] reported the impact of MHD and radiation on Darcy-type flow
of nanomaterials using controlled volume based finite element method (CVFEM) scheme.
This scheme is more accurate as compared to the conventional analytic methods. Thus,
the results were more precise and accurate for implementation in respective industrial
applications. Williamson nanofluid flow using bi-directional stretching surface using
the Brownian diffusion and thermophoresis are the main features of study reported by
Hayat et al. [6] where they discussed three dimensional fluid flow analysis. The three
dimensional nanofluid convection in natural flow has been reported by Zadi et al. [7].
The second important aspect of this study is related with studies carried out using disks
and, here, this disk is assumed to be permeable under the definition of Darcian medium.
Such formulations are highly important in geophysical and geothermal systems, storage
devices, aerospace engineering, crystal growing procedures, medical instruments, and
many food processing techniques that are based on porous mediums. The purpose behind
such formulations is heat and mass transfer analysis by rotating frame. Several studies
are available in literature on such formulations. Turkyilmazoglu and Senel [8] reported
significant study on viscous nanofluid flow bounded by a porous disk using the usual
Van Karman type of transformations. Bödewadt et al. [9] reported boundary layer fluid
flow analysis using the rotating frame/disk. This study was used as a base study for
investigation of fluid flow analysis using stationary disk by Mustafa et al. [10]. The use
of partial slip conditions in nanofluid flow bounded by rotating disk under the impact of
MHD is an important study reported by Mustafa [11]. Dogonchi et al. [12] interrogated
the impact of heat convection using the magnetic field effect and shape and size factor
of the used nanoparticles, using a cavity as the core surface. The importance of Casson
material can not be neglected in this research, which is assumed to be a major factor for
fluid flow analysis under the present formulation. It has several important applications in
industry, such as metallurgy, food processing, bio-engineering and drilling operations, etc.
The mixing of Casson material with Water-Glycerine, etc., is the base of Casson nanofluid.
This so formulated nanomaterial has shear thinning properties, having infinite values
of viscosity even at a zero shearing rate and deformation, below to which there is no
flow. Besides, the importance of a porous (Darcy) medium is yet another very important
phenomena in fluid flow analysis. It has received utmost attention in the last few decades.
The efficiency of the typical energy systems is, therefore, enhanced using such formulations.
Law of Darcy is valid for very small Reynolds number and, therefore, the high speed
flows cannot be dealt under such theories. Therefore, the improvement was genuinely
required which was dealt by Forchheimer [13] for high flow rates. Therefore, the combined
Darcy-Forchheimer relation is way more effective to deal with fluid flow analysis in porous
medium for moderate flow rates. Several studies have been reported on the significance
of Darcy-Forchheimer medium, such as the impact of Cattaneo-Christov model in fluid
flow analysis in Darcy-Medium has been reported by Shehzad et al. [14]. Bakar et al. [15]
reported boundary layer approximation in stagnation point flow under Darcy-Forchheimer
model of heat and mass flux. Hayat et al. [16] reported the significance of Cattaneo-Christov
model in Darcy-Forchheimer model using variable thermal conductivity. In their study,
Chamkha et al. [17] categorically reported the impact of radiation on the nanofluid flow
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via wedge using a Darcy type medium. In another article, Chamkha et al. [18] discussed
the significance of thermal radiation in the mixed convective nanofluid flow having porous
medium. The concept on CNTs was first revealed in early 1991 leading to extensive
investigations for its not known properties. The micro-level structure of CNT is usually
seen in cylindrical shape rolled from the single sheet called graphite. CNTs are usually
divided into two categories as single wall nanotubes and multi walled nanotubes. For sure,
the multi wall structure is more complicated as compared to single wall nanotubes. In
theoretical fluid mechanics, the nanotubes are analyzed by their properties pre-defined for
a particular problem. Several studies related to the structure and the applications of these
tubes are available in literature. One can read [19–35] and cross reference therein.

Up till now, the literature survey indicates that there is a gap of study in the context of
heat and mass transfer investigation on the Casson-Water/Glycerine nanofluids convection
due to radially stretching disk. Therefore, the objective of present investigation is clear
and novel, i.e., to explore the variation imparted by Carbon nanotubes, non-linear thermal
radiation and Darcy-Forchheimer relation on Casson-Water/Glycerine nanofluid flow due
to radially stretching disk. These formulations are highly important in geophysical and
geothermal systems, storage devices, aerospace engineering, crystal growing procedures,
medical instruments, and many food processing techniques that are based on a porous
medium to help understand the fluid flow, heat transfer, especially the drag force intensity
at the surface, which is in contact with the fluid. Numerical scheme is implemented for
finding the solutions of so-formulated problems. The analysis is carried out via graphical
display of the results for various parameters and their impact on the three profile of
nanofluids in boundary layer approximations. Furthermore, the variation in skin-friction
and Nusselt number is noted via graphical display. The article concludes with physical
justifications and major findings of the study.

2. Problem Formulation

In this numerical investigation, we include the influence of non-linear thermal radia-
tion and Carbon nanotubes on viscous incompressible Darcy-Forchheimer nanofluid flow
bounded by rotating disk. Thermal convection is analyzed and convective boundary is in-
voked. The porosity factor appears highly under the implementation of Darcy-Forchheimer
model. The formulation is based on two type of materials, i.e., water and glycerine, respec-
tively. The single- and multi-walled carbon nanotubes are considered whose properties
are given in the Table 1. The velocity components are taken as (u, v, w), in the direction of
(r, φ, z), respectively. The rotation of disk is assumed at z = 0. One can see the physical
scenario in Figure 1.

Table 1. Thermophysical properties of fluid and nanoparticles (for reference see Sheikholeslami et al. [5]).

Base Fluid Nanoparticles

Properties Water Kerosene Glycerin Ethylene Glycol Engine Oil SWCNT MWCNT

Cp (J/kg K) 4179 2090 2427 2430 1910 427 796
ρ (KG/m3) 997 783 1259.9 1115 884 2600 1600
k (W/mK) 0.613 0.145 0.286 0.253 0.144 6600 3000
β × 10−5 21 48 65 70 27 44
Pr 6.2 21 6.78 203.63 6450 − −
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Figure 1. Physical model and coordinate system.
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The effective Carbon nanotubes are (see for reference Shaw et al. [36]),
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Such that,
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g → 0, f ′ → 0, θ → 0, as η → ∞. (14)
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are Forchheimer number, Prandtl number, nonlinear radiation factor, Suction parameter,
Eckert number, stretching strength parameter, and Biot number, respectively. The physical
quantities are,

Re1/2
r C f =

1

(1 − φ)2.5

(

1 +
1

β

)

√

(G′(0))2 + ( f ′′(0))2, (16)

Re−1/2
r Nur = −

[

Kn f

K f
+

4

3
R1

[

1 + (θ f − 1)θ(0)
]3
]

θ′(0). (17)

3. Solution Methodology

The numerical RK45 scheme, together with the shooting technique, is implemented
for final solutions of the problems. In order to gain a clear physical insight, firstly, the above
Equations (11) and (12), along with the boundary conditions (13) and (14), are converted
to an initial value problem and then solved numerically by means of the fourth-order
Runge–Kutta method coupled with the shooting technique, with a systematic estimate of
f ′′(0) and θ(0) according to the corresponding boundary conditions at f ′(∞) and θ(∞)
with the Newton–Raphson shooting technique. In this method, it is necessary to choose
a suitable finite value for η → ∞, say η∞. If the boundary conditions at infinity are not
satisfied, then the numerical routine uses the Newton–Raphson method to calculate the
corrections to the estimated values of f ′′(0) and θ(0). This process is repeated iteratively
until convergence is achieved to a specified accuracy, with order 10–5. Assuming the
governing parameters are as follows,

j1 = f , j2 = f ′, j3 = f ′′, j4 = g, j5 = g′, j6 = θ, j7 = θ′ (18)
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Thus, the above mentioned three equations are used to write down the system of
non linear governing ODEs in the form of a matrix subject to the converted boundary
conditions according to the new parameters, and solved by using the numerical scheme.
The skin friction coefficient and the Nusselt number are also converted accordingly.

4. Results and Discussion

Here in, Casson-water/glycerine MHD Darcy-Forchheimer nanofluid flow analysis
subject to a rotating frame is considered. The rate of heat transfer and skin-friction are
analyzed. The graphical display of results gives the impact of various parameters involved
in the flow model on the main profiles of momentum and energy. The numerical RK45
scheme is invoked to obtain the requisite solutions of the governing non-linear ordinary
differential equations. The graphs are sketched from the final solutions to analyze the
impact of various parameters on fluid flow profiles. It is pertinent to note that solid lines
represent the carbon nanotubes—water dilution, while the dashed lines are used for carbon
nanotubes—Glycerine dilute, respectively.

4.1. Radial Velocity

In particular, Figure 2 gives the impact of the Forchheimer number on the momentum
boundary layer in the context of radial velocity field. The enhanced Forcheimer number
physically relates with more frictional force offered to the fluid in the opposite direction of
the movement. Clearly, a decline in both cases, i.e., SWCNTs and MWCNTs can be seen
in the figure. Figure 3 represents the behavior of velocity profile subject to variation in
Casson parameter. Both, the solid and dashed lines present a declining trend. Physically,
the elevated Casson parameter means a reduction in yield stress which in turns correspond
to a Newtonian fluid, consequently, the fluid velocity undergoes a restriction. Figure 4
gives the variation in velocity field subject to augmented values of porosity factor. The
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larger the porosity parameter, the larger the resistance offered by the medium to the fluid
flow and consequent result is decline in velocity. Both the cases behave in similar trends.
The impact of stretching strength parameter on radial velocity is given in Figure 5. The
stronger stretching rate corresponds to declination in the radial component of velocity.
Away from disk, the result is significant decline in velocity profile. Figure 6 corresponds
to the significance of permeability parameter (K) in the radial velocity field. The velocity
profile shows drastic declination in both cases when the values of K are increased. Larger
values of K correspond to the dense porous matrix, which in turn offers intensive resistance
to the fluid flow, and consequently a stronger retardation is faced by the fluid movement.
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Figure 2. Impact of Fr on radial velocity.

  Α = 0.3, Fr = 2.0, k = 0.3, M1 =  0.5, Λ = 0.2, S1 = 0.5, ∆1 =
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Figure 3. Impact of β1 on radial velocity.
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  Α = 0.3, Fr = 2.0, k = 0.3, M1 =  0.5, Β1 = 0.5, S1 = 0.5, ∆1 = 0.5,

  R1 = 0.5, Θ f  = 1.5, Bi =  0.5, Ec = 0.5,     
Pr = 6.2
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Figure 4. Impact of λ on radial velocity.

  Α = 0.3, Fr = 2.0, k = 0.3, M1 =  0.5, Β1 = 0.5, S1 = 0.5, Λ = 0.3,
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Figure 5. Impact of δ1 on radial velocity.
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  Α = 0.2, Fr = 2.0, ∆1 = 0.7, M1 =  0.5, Β1 = 0.5, S1 = 0.6, Λ = 0.3,

  R1 = 0.5, Θ f  = 1.5, Bi =  0.5, Ec = 0.5,     
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Figure 6. Impact of k on radial velocity.

4.2. Tangential Velocity

Impact of various parameters on Tangential velocity profiles is given in Figures 7–11. In
particular, the impact of Casson factor on tangential velocity is given in Figure 7. A larger
Casson factor results in decay of the transport rate. Subsequently, a shrinkage appeared
in the corresponding boundary layer. Physically, the tensile stress appeared because of
the elasticity yields a reduction in fluid movement. The stretching strength parameter
results in the decline of the tangential velocity profile, as given in Figure 8. The impact of
Forchheimer number, permeability parameter, and porosity parameter on the tangential
velocity field is given in Figures 9–11. In both cases, the larger values of corresponding
parameters are found to be declining factors for the fluid velocity and the associated
boundary layer shrinks up to a significant level. More resistance is offered to the fluid
flow that causes disturbance in the smooth movement and, thereby, the velocity profile
and associated boundary layer ends up with a reducing trend. The convective condition
involved in the governing equations results in scattered diagrams of thermal profile at the
boundary.
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  Α = 0.2, Fr = 1.5, k = 0.1, M1 =  0.3, Λ = 0.2, S1 = 0.5, ∆1 = 0.5,

  R1 = 0.5, Θ f  = 1.5, Bi =  0.5, Ec = 0.5,     Pr = 6.2
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Figure 7. Impact of β1 on tangential velocity.

  Α = 0.3, Fr = 2.0, k = 0.3, M1 =  0.5, Β1 = 0.5, S1 = 0.5, Λ =
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 SWCNT-Water 

MWCNT-Water

Pr = 6.78
 SWCNT-Glycerine 

 MWCNT-Glycerine 

∆1 =  0.5, 0.7 

1 2 3 4 5
Η

0.2

0.4

0.6

0.8

1.0

gHΗL

Figure 8. Impact of δ1 on tangential velocity.
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  Α = 0.2, Β1 = 0.6, k = 0.3, M1 =  0.5, Λ = 0.2, S1 = 0.5, ∆1 = 0.5,

  R1 = 0.5, Θ f  = 1.5, Bi =  0.5, Ec = 0.5,     
Pr = 6.2
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Figure 9. Impact of Fr on tangential velocity.

  Α = 0.2, Fr = 2.0, ∆1 = 0.5, M1 =  0.5, Β1 = 0.5, S1 = 0.6, Λ =
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Figure 10. Impact of k on tangential velocity.
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  Α = 0.3, Fr = 2.0, k = 0.2, M1 =  0.3, Β1 = 0.5, S1 = 0.6, ∆1 =
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Figure 11. Impact of λ on tangential velocity.

4.3. Temperature Field

The impact of various parameters on thermal profile is given in Figures 12–14. The
impact of θ f on thermal profile is given in Figure 12. In both cases, the profile shows
enhancement for elevated values of the corresponding parameter. A significant rise in
thermal profile is noted for larger values of Biot number. The convective boundary results
in enhancement of temperature facing the disk surface as compared to the ambient fluid.
Physically, the trend of justified by the convective boundary. Similarly to Biot number,
the enhanced radiation parameter results in more convenience in heat transfer rate and,
therefore, the thermal state of the fluid enhances with larger values of radiation factor as
given in Figure 14.

  Α = 0.4, Fr = 2.0, Β1 = 0.5, k = 0.3, M1 =  0.5, Λ = 0.2, S1 = 0.5,

  R1 = 2.0,  Bi =  0.5, Ec = 0.5,     
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Figure 12. Impact of θ f on temperature field.
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Bi = 0.2, 0.8

  Α = 0.4, Fr = 2.0, Β1 = 0.5, k = 0.3, M1 =  0.5, Λ = 0.2, S
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Figure 13. Impact of Bi on temperature field.
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  Β1 = 0.5, Θ f  = 1.5, Bi =  0.5, Ec = 0.5,     Pr = 6.2
 SWCNT-Water 

MWCNT-Water

Pr = 6.78
 SWCNT-Glycerine 

 MWCNT-Glycerine 

 R1=  0.0, 0.5 

2 4 6 8
Η

0.5

1.0

1.5

2.0

Θ HΗL

Figure 14. Impact of R1 on temperature field.

4.4. Contour and Density Graphs

In Figures 15–22, the contour graphs have been sketched for various values of Casson
parameter and permeability parameters against the single- and multi-walled Carbon
nanotubes—Water/Glycerine dilution. Results are prominent near the surface, as compared
to away from the surface. Figures 23 and 24 are the density graphs for both the SWCNT
and MWCNT based Water/Glycerine nanofluid.
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Figure 15. Contour graph at β1 = 1.0 for SWCNT.
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Figure 16. Contour graph at β1 = 1.0 for MWCNT.
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Figure 17. Contour graph at β1 = 1.0 for SWCNT at larger k.
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Figure 18. Contour graph at β1 = 1.0 for MWCNT at larger k.
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Figure 19. Contour graph at β1 = 1.0 for SWCNT-Glycerine.
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Figure 20. Contour graph at β1 = 1.0 for MWCNT-Glycerine.
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Figure 21. Contour graph at β1 = 1.0 for SWCNT-Glycerine at larger k.
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Figure 22. Contour graph at β1 = 1.0 for MWCNT-Glycerine at larger k.
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Figure 23. Density graph of single-walled nanotubes—Glycerine dilute.
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Figure 24. Density graph of multi-walled nanotubes—Glycerine dilute.
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4.5. Skin Friction and Nusselt number

The variation of Skin-friction and Nusselt number is given in graphical, as well as
tabular date form in Figures 25–32 and in Tables 2 and 3. One can see an enhancement in
Skin-friction for larger values of Forchheimer number. Similarly, the non-linear radiation
parameter shows an increasing trend in skin-friction. However, the friction faces a decline
for enhancement in Casson parameter. The Forchheimer number results in the decline
of the nusselt number (heat flux) as compared to the skin-friction. Whereas, the non-
linear radiation parameter significantly increases the heat flux rate. Similar to skin-friction,
Casson parameter results in decline of heat flux.

(a) (b) (c)

Figure 25. Impact of β1, k, Fr on Skin-Friction.

(a) (b) (c)

Figure 26. Impact of M1, λ, S1 on Skin-Friction.

(a) (b) (c)

Figure 27. Impact of δ1, R1, Ec on Skin-Friction.
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Figure 28. Impact of Bi on Skin-friction.

(a) (b) (c)

Figure 29. Impact of β1, k, Fr on Nusselt number.

(a) (b) (c)

Figure 30. Impact of M1, λ, S1 on Nusselt number.

(a) (b) (c)

Figure 31. Impact of δ1, R1, Ec on Nusselt number.
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Figure 32. Impact of Bi on Nusselt number.

Table 2. Skin friction for water and Glycerine θ f = 1.5.

Re1/2
r C f r

β1 k Fr M1 λ S1 δ1 R1 Ec Bi Water Glycerine

SWCNT MWCNT SWCNT MWCNT

0.1 0.2 2.5 0.5 0.2 0.6 0.7 2.0 0.3 0.5 19.7657 17.8553 17.6526 16.1825
1.0 13.0225 10.4887 10.4983 8.66245
4.5 0.14328 10.1416 10.4776 8.39699
0.5 0.0 2.5 0.5 0.2 0.6 0.7 2.0 0.3 0.5 10.6214 8.32063 8.21341 6.53598

0.3 14.7054 12.4243 12.4494 10.7341
0.6 18.9673 16.6524 16.7279 14.9684

0.5 0.2 2.0 0.5 0.2 0.6 0.7 2.0 0.3 0.5 12.6357 10.5266 10.4493 8.87910
2.5 13.3034 11.0272 11.0261 9.32473
3.0 13.9716 11.5281 11.6032 9.77056

0.5 0.2 2.5 0.0 0.2 0.6 0.7 2.0 0.3 0.5 12.9807 10.7047 10.6962 8.99791
0.5 13.3034 11.0272 11.0261 9.32473
1.0 14.2790 12.0000 12.0179 10.3069

0.5 0.2 2.5 0.5 0.0 0.6 0.7 2.0 0.3 0.5 11.0137 8.88799 9.84887 8.19953
0.2 13.3034 11.0272 11.0261 9.32473
0.4 16.7807 13.6939 12.2522 10.4769

0.5 0.2 2.5 0.5 0.2 0.0S1 0.7 2.0 0.3 0.5 11.7618 10.2215 9.56906 8.39600
0.3 12.4679 10.5686 10.2605 8.83408
0.6 13.3034 11.0272 11.0261 9.32473

0.5 0.2 2.5 0.5 0.2 0.6 0.6 2.0 0.3 0.5 11.9408 9.8956 9.99115 8.45475
0.7 13.3034 11.0272 11.0261 9.32473
0.8 14.858 12.3131 12.2073 10.3156

0.5 0.2 2.5 0.5 0.2 0.6 0.7 1.0 0.3 0.5 13.2737 11.007 11.0182 9.31907
1.5 13.2921 11.0195 11.0235 9.32291
2.0 13.3034 11.0272 11.0261 9.32473

0.5 0.2 2.5 0.5 0.2 0.6 0.7 2.0 0.3 0.5 13.3034 11.0272 11.0261 9.32473
0.6 14.1180 11.7456 11.3985 9.67443
0.9 15.1645 12.5899 11.7679 10.0173

0.5 0.2 2.5 0.5 0.2 0.6 0.7 2.0 0.3 0.1 13.3856 11.1041 11.0596 9.35773
0.3 13.3034 11.0272 11.0261 9.32473
0.6 13.2351 10.9636 10.9973 9.29656
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Table 3. Nusselt number for water and Glycerine θ f = 1.5.

−Re−1/2
r Nur

β1 k Fr M1 λ S1 δ1 R1 Ec Bi Water Glycerine

SWCNT MWCNT SWCNT MWCNT

0.1 0.2 2.5 0.5 0.2 0.6 0.7 2.0 0.3 0.5 2.72417 2.92365 2.68766 2.89888
1.0 0.91080 1.00791 0.95407 1.08853
4.5 0.44625 0.84863 0.64852 0.75176
0.5 0.0 2.5 0.5 0.2 0.6 0.7 2.0 0.3 0.5 1.34392 1.54669 1.52461 1.79443

0.3 1.15684 1.26787 1.18983 1.31951
0.6 1.09396 1.17903 1.07275 1.16492

0.5 0.5 2.0 0.5 0.2 0.6 0.7 2.0 0.3 0.5 1.20741 1.33764 1.27875 1.43563
2.5 1.19711 1.32598 1.26199 1.41770
3.0 1.18774 1.31515 1.24651 1.40093

0.5 0.2 2.5 0.0 0.2 0.6 0.7 2.0 0.3 0.5 1.20872 1.34297 1.28280 1.44644
0.5 1.19711 1.32598 1.26199 1.41770
0.6 1.16758 1.28325 1.20911 1.34551

0.5 0.2 2.5 0.5 0.0 0.6 0.7 2.0 0.3 0.5 1.33927 1.53368 1.37677 1.56811
0.2 1.19711 1.32598 1.26199 1.41770
0.4 1.15735 1.32016 1.18569 1.31217

0.5 0.2 2.5 0.5 0.2 0.0 0.7 2.0 0.3 0.5 2.41234 2.64023 2.47135 2.73877
0.3 1.70987 1.87156 1.78679 1.98671
0.6 1.19711 1.32598 1.26199 1.41770

0.5 0.2 2.5 0.5 0.2 0.6 δ10.6 2.0 0.3 0.5 0.76412 0.84210 0.80450 0.90057
0.7 1.19711 1.32598 1.26199 1.41770
0.8 1.73098 1.92357 1.82502 2.05697

0.5 0.2 2.5 0.5 0.2 0.6 0.7 1.0 0.3 0.5 0.97540 1.07386 1.02538 1.14234
1.5 1.09687 1.21185 1.15426 1.29241
2.0 1.19711 1.32598 1.26199 1.41770

0.5 0.2 2.5 0.5 0.2 0.6 0.7 2.0 0.3 0.5 1.19711 1.32598 1.26199 1.41770
0.6 2.26631 2.46395 2.34889 2.61519
0.9 3.76661 3.98323 3.68677 4.07933

0.5 0.2 2.5 0.5 0.2 0.6 0.7 2.0 0.3 0.1 0.78688 0.87391 0.81871 0.92290
0.3 1.19711 1.32598 1.26199 1.41770
0.6 1.54587 1.70867 1.64654 1.84455

5. Conclusions

The present investigation aims to reveal the significance of non-linear thermal radia-
tion on Casson-water/glycerine MHD Darcy-Forchheimer fluid flow analysis subject to
a rotating frame. The rate of heat transfer and skin-friction are analyzed. The graphical
display of results gives the impact of various parameters involved in the flow model on the
main profiles of momentum and energy. The numerical RK45 scheme is invoked to obtain
the requisite solutions of the governing non-linear ordinary differential equations. Salient
features are listed below:

• The enhanced Forcheimer number results in a decline in radial velocity;
• Casson parameter restricts the fluid velocity at larger values;
• The larger the porosity parameter, the larger the resistance offered by the medium to

the fluid flow and the consequent result is the decline in velocity;
• The larger permeability parameter (K) results a drastic declination in both cases

(SWCNT and MWCNT) when the values of K are increased;
• A larger Casson factor results in the shrinkage in the corresponding boundary layer

of thermal field;
• Forchheimer number, permeability parameter and porosity parameter on tangential

decrease the velocity field;
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• The convective boundary results in enhancement of temperature facing the disk
surface as compared to the ambient fluid;

• The contour graphs have been sketched for various values of Casson parameter and
permeability parameter against the single- and multi-walled Carbon nanotubes—
Water/Glycerine nanofluid.

• Skin-friction for larger values of Forchheimer number.
• The non-linear radiation parameter significantly increases the heat flux rate.
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Nomenclature

MHD Magnetohydrodynamic

ODEs Ordinary Differential Equations

PDEs Partial Differential Equation

CNTs Carbon Nanotubes

ρn f density of given nanofluid

ρCNTs density of carbon nanotubes

u, v, w Velocity components/m·s−1

P Pressure /Pa

µ f dynamic viscosity of considered base fluid /kgm−1 s−1

µn f dynamic viscosity of the given nanofluid /kgm−1 s−1

T Local temperature/K

T∞ Ambient temperature/K

f , g Nondimensional velocity components

g1 Gravitational force

Gr Grashof number

K Permeability parameter

Fr Forchheimer number (inertia)

β1 Casson parameter

φ Volume fraction (solid)

Ω Angular Velocity (angular)

C f Skin-friction (wall drag force)

Nux Local Nusselt number

Rex Local Reynolds number

M1 magnetic number

Pr Prandtl number

Ec Eckert parameter

λ Ratio of Grashof and Reynolds square

S = W√
2Ωv f

Suction parameter
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Abstract: In the present work, an attempt is made to investigate the performance of three fluids

with forced convection in a wavy channel. The fluids are water, a nanofluid of 1% TiO2 in a water

solution and a hybrid fluid which consists of 1% Al2O3–Cu nanoparticles in a water solution. The

wavy channel has a porous insert with a permeability of 10 PPI, 20 PPI and 40 PPI, respectively.

Since Reynolds number is less than 1000, the flow is assumed laminar, Newtonian and steady state.

Results revealed that wavy channel provides a better heat enhancement than a straight channel of

the same dimension. Porous material increases heat extraction at the expenses of the pressure drop.

The nanofluid of 1% TiO2 in water provided the highest performance evaluation criteria.

Keywords: porous cavity; wavy channels; nanofluids; forced convection; heat enhancement; pressure

drop; mesh model

1. Introduction

Thermal engineering is one of the major fields in which energy conservation and
sustainable development demands are increasing requiring more research efforts towards
more energy efficient equipment and processes. The petroleum and process industries
helped in many ways through the years to enhance the efficiency and find promising
solutions [1]. A new era of microelectronic applications and devices has started requiring
more thermal management efficiency specially with the obvious increase of the heat flux of
chips. Microchannels heat sinks have been investigated firstly by Tuckerman and Pease [2]
and a lot after because of the excellent heat transfer efficiency and capacity plus the small
dimensions that are needed nowadays in most new technological applications.

Flow and heat transfer from irregular surfaces are often encountered in many engi-
neering applications to enhance heat transfer such as micro-electronic devices, flat-plate
solar collectors and flat-plate condensers in refrigerators, geophysical applications, under-
ground cable systems, electric machinery, cooling system of micro-electronic devices, etc.
In addition, roughened surfaces could be used in the cooling of electrical and nuclear com-
ponents where the wall heat flux is known [3]. An extensive amount of research has been
performed in the last decades to obtain a better understanding of flow mixing and heat
transfer enhancement in channels with geometrical inhomogeneities, such as serpentine
channels, asymmetric and symmetric wavy walls, natural convection heat transfer in wavy
porous enclosures, wavy microchannels, etc. [3–6]. In recent years, it has been shown that
nanofluids can be applied in heat exchangers to enhance the heat transfer, leading to higher
heat exchanger efficiency [7].

The advantages of wavy channels are the ease of manufacturing and the significant
enhancement of heat transfer as it was operated [8,9]. Direct liquid cooling incorporating
microchannels is considered one of the promising solutions to the problem [10,11]. Sec-
ondary flow (Dean vortices) is generated when liquid coolant flows through the wavy
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microchannels. It is found that along the flow direction, the quantity and the location
of the vortices may change leading to chaotic advection, which can greatly enhance the
convective fluid mixing.

Choi [12] was the first to mention the term nanofluid which refers to any liquid
that contains solid metallic particles in submicron scale/nano scale (e.g., Ag, TiO2, Cu
or Al2O3). These nanoparticles then are added to water to form a nanofluid which was
found to increase the thermal conductivity and enhance the heat transfer performance
of the base working fluids [13]. Widely speaking, it was found from different results
that the type of nanoparticles used in the base fluid is the main factor to enhance the
performance of heat transfer of traditional work fluids such as Ag nanofluid which gave
experimentally the higher performance value due to the inherent properties of this metal
oxide that overcomes the thermal diffusion that happens due to the small sizes of its
particles [14,15]. Lee et al. [16] used the base fluids such as water and ethylene glycol
and added nanoparticles of Al2O3 and CuO to measure the thermal conductivity. The
results obtained by them showed that ethylene glycol based nanofluid achieved a higher
value of thermal conductivity than the water-based type. Xuan and Roetzel [17] were
also studying the performance of heat transfer using nanofluids and had some interesting
results. They were able to derive many equations using single and double-phase flow
techniques for the analysis of convective heat transfer in nanofluid. The heat transfer
enhancement of nanofluids and the laminar flow were investigated by Heris et al. [18,19]
in a circle tube, and the results were typical compared to the other research. Flow and
heat transfer characteristic of copper-water nanofluid in a two-dimensional channel was
studied by Santra et al. [20] using Cu water nanofluid. The results were notable as with
the increase of volume fraction of the solid nanoparticles and Reynolds number, the heat
transfer rate was found to be higher.

Saghir research team [21–32] have experimentally and numerically investigated the
forced convection of Al2O3–Cu hybrid nanofluid, Al2O3/water nanofluid in porous media
at different flow rates and heating conditions in a straight channel. Results revealed that
fluid such as water with metallic nanoparticle can enhance the heat extraction by no more
than 6% when compared to water circulation. They concentrated their effort in straight
channel with identical dimension.

In the present paper, attempt is made to investigate the performance of wavy channel
using the same geometrical parameters and heating condition as the straight channel’s cases
done by Saghir et al. The novelty of this research is to be able to enhance the heat removal
by allowing the flow to circulate a longer pathway when compared to rectangular case.
Pressure drop is a main concern for engineering application thus the need to evaluate the
Performance Enhancement Criteria. Section 2 presents the problem description, followed
by the finite element formulation in Section 3. Section 4 is allocated for the case studied
and the conclusion is in Section 5.

2. Problem Description

In this work, we are investigating a numerical approach of forced convection of
nanofluids and hybrid fluid in three-wavy porous channels configuration as shown in
Figure 1. The objective is to investigate the heat transfer performance of these fluids
that could act as coolants. The three fluids used in the current analysis are water, ti-
tanium dioxide/water based nanofluid (1% TiO2/water) and aluminum oxide/copper
nanoparticle/water-based hybrid fluid (1% Al2O3–Cu/water). For the hybrid fluid, the
single nanoparticles are composed of 90% Al2O3 and 10% copper [27].
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(a) Model setup. (b) Channels’ block. 
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Figure 1. (a) Model setup. (b) Channels’ block.

The numerical setup model consists of an inlet tube, a mixing chamber, three wavy
porous channels insert, an exit chamber and an outlet tube. The described setup is placed
over a heated aluminum block that represents the hot surface. The heated surface of
the aluminum block is in direct contact with the bottom of the three channels block. The
channel dimensions have a width of 0.00535 m, a height of 0.0127 m and a length of 0.0375 m.
The heated aluminum block dimensions are 0.0375 m × 0.0375 m × 0.0127 m. The fluid
enters the system with a specific velocity uin and temperature Tin. The temperature was
calculated numerically along the fluid path 1mm below the interface of the aluminum
block at the centre as shown in Figure 1a. Different flow rates were applied corresponding
to 0.05 US gallon per minutes (USGPM), 0.1 USGPM, 0.15 USGPM and 0.2 USGPM. This
corresponds to a flow rate of 3.15 × 10−6 m3/s, 6.3 × 10−6 m3/s, 9.45 × 10−6 m3/s
and 1.26 × 10−5 m3/s, respectively. The wavy channels are assumed porous, and the
permeabilities used were 10 pore per inches (10 PPI), 20 PPI and 40 PPI. This corresponds
to a permeability of 9.557 × 10−7 m2, 2.38 × 10−7 m2 and 3.38 × 10−8 m2, respectively. The
porosity is maintained constant at 0.91. The inlet pipe diameter is set equal to 0.01 m, and
the heat flux applied to the model, as shown in Figure 1a, has an intensity of 75,000 W/m2.
Table 1 presents the physical properties of the fluid used in our simulation. The main
reason for selecting these fluids is that we have conducted experimental measurement with
these fluids in a straight channel configuration, and no sedimentation of the nanoparticles
has been observed.

Table 1. Thermo-physical properties of the fluid used in the analysis [27–29].

Fluid µnf (kg/m·s) ρnf

(

Kg/m3
)

Cpnf (J/Kg·K) knf (W/m·K) Pr (Prandtl Number)

Water 0.001002 998.2 4182 0.613 6.83
1% TiO2-0.99 Water 0.001019 1030 4040 0.835 4.93

1% (Al2O3–Cu)-0.99 Water 0.0016025 1024 4067 0.657 11.11

3. Governing Equation and Boundary Conditions

In the present work, we attempt to solve the Navier-Stokes equation for the fluid in
the entrance and exit chamber combined with the Brinkman formulation for the flow in the
porous channels and the energy equation for the fluid in the setup. In addition, the heat
conduction equation is solved for the solid surface. The problem is assumed steady state
and the flow is in laminar regime. The set of equations used in our model is as follows:

Momentum equations along x, y and z directions, respectively,

ρnf

(

u
∂u

∂x
+ v

∂u

∂y
+ w

∂u

∂z

)

= −∂p

∂x
+ µnf(

∂2u

∂x2
+

∂2u

∂y2
+

∂2u

∂z2
) (1)

ρnf

(

u
∂v

∂x
+ v

∂v

∂y
+ w

∂v

∂z

)

= −∂p

∂y
+ µnf(

∂2v

∂x2
+

∂2v

∂y2
+

∂2v

∂z2
) (2)
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ρnf

(

u
∂w

∂x
+ v

∂w

∂y
+ w

∂w

∂z

)

= −∂p

∂z
+ µnf

(

∂2w

∂x2
+

∂2w

∂y2
+

∂2w

∂z2

)

(3)

Continuity equation,

(
∂u

∂x
+

∂v

∂y
+

∂w

∂z
) = 0 (4)

Energy conservation equation,

(ρ Cp)nf(u
∂T

∂x
+ v

∂T

∂y
+ w

∂T

∂z
) = knf(u

∂2T

∂x2
+ v

∂2T

∂y2
+ w

∂2T

∂z2
) (5)

For the porous flow, the following formulation are used. In particular:

µ nf

κ
u = − ∂p

∂x
+ µnf(

∂2u

∂x2
+

∂2u

∂y2
+

∂2u

∂z2
) (6)

µ nf

κ
v = −∂p

∂y
+ µnf

(

∂2v

∂x2
+

∂2v

∂y2
+

∂2v

∂z2

)

(7)

µ nf

κ
w = − ∂p

∂z
+ µnf(

∂2w

∂x2
+

∂2w

∂y2
+

∂2w

∂z2
) (8)

Energy formulation for the porous flow,

(ρnfCpnf)eff(u
∂T

∂x
+ v

∂T

∂y
+ w

∂T

∂z
) = (knf)eff(u

∂2T

∂x2
+ v

∂2T

∂y2
+ w

∂2T

∂z2
) (9)

The effective conductivity and the heat capacity combine the porous material and
the flow. For further information, readers should consult the reference by Bayomy and
Saghir [29]. For the purpose of studying the performance of the wavy channel, two
important parameters have been investigated. The first is the local Nusselt number, and
the second is the Performance Enhancement criterion. The Nusselt number is defined
as the ratio of the convective heat coefficient multiplied by the inlet pipe diameter over
the water conductivity (i.e., hD

kw
). The heat convection coefficient is known as the ratio of

the heat flux over the temperature θ which is the temperature calculated at 1 mm below
the interface minus the inlet temperature Tin (i.e., θ = T − Tin). The blue dots shown in
Figure 1a indicate the location where the temperature was calculated.

The performance evaluation criterion is an important parameter which combines
the average Nusselt number and the friction factor. Nanofluid and hybrid fluid exhibit a
larger pressure drop when compared to water. In our analysis, the performance evaluation
criteria is shown in Equation (10).

PEC =
Nu

(f)0.333
(10)

Here Nu is the Nusselt number defined earlier, and f is the friction coefficient in
the channels.

The fanning friction coefficient is known to be represented by Equation (11).

f =
4(∆p)

( L
D )(ρnf)

(

u2
in

) (11)

The pressure difference shown in Equation (11) is the pressure taken at the middle of
the inlet mixing chamber to the one at the middle of the exit chamber. Here L is the channel
Length equal to 0.0375 m without waviness.
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Boundary Conditions and Solution Approach

The boundary conditions used in the model consist of applying an inlet velocity uin

and an inlet temperature Tin. The heat flux is applied at the bottom of the heated block,
and the remaining external surface is insulated. Figure 1a shows the graphical location of
the boundary condition. Porous material is used as an insert inside the channel. At the
exit of the flow, a free flow boundary condition is applied. Different approaches exist in
COMSOL to tackle the convergence criteria. In this particular model, the default solver
used was the segregated method. Details about this approach could be found in any finite
element’s textbook. The convergence criterion is clearly explained in COMSOL manual.
In a short summary, the convergence criteria were set as follows: at every iteration, the
average relative error of u, v, w, p and T were computed. These were obtained using the
following relation:

Rc =
1

n · m

i=m

∑
i=1

j=n

∑
j=1

∣

∣

∣

∣

∣

(Fs+1
i,j − Fs

i,j)

Fs+1
i,j

∣

∣

∣

∣

∣

(12)

where F represents one of the unknowns, viz., u, v, w, p, or T; s is the iteration number;
and (i, j) represents the coordinates on the grid. Convergence is reached if Rc for all the
unknowns is below 1 × 10−6 in two successive iterations. For further information on
detailed solution method, the reader is referred for COMSOL software manual [33].

4. Mesh Sensitivity Analysis, Convergence Criteria and Model Verification

The mesh sensitivity is examined in purpose of determining the optimal mesh required
for the analysis. In the table below, we demonstrated different mesh sensitivity which were
investigated following the terminology used by COMSOL software.

The mesh levels that COMSOL supports and the elements number for each mesh
level are shown in Table 2. The average Nusselt number was evaluated at 1 mm below the
interface in the aluminum block, and the results are represented in the Figure 2a. Here,
the heat flux applied is equal to 75,000 W/m2, and the conductivity of the water was used
to evaluate the Nusselt number. It is evident that a coarse or normal mesh level will be
suitable to be used in the COMSOL model. Figure 2b, presents the finite element mesh
used in our simulation with normal mesh level.

Table 2. Mesh information for different level of meshing [33].

COMSOL Mesh. Details on Number of Elements at the Boundary and in the Domain

Coarser 71,301 domain elements, 9686 boundary elements, 908 edge elements

Coarse 157,028 domain elements, 17,902 boundary elements, 1276 edge elements

Normal 320,985 domain elements, 29,642 boundary elements, 1674 edge elements

Fine 643,293 domain elements, 47,756 boundary elements, 2140 edge elements

The model has been tested against experimental data to demonstrate the model
accuracy. Welsford, Saghir et al. [31], Plant and Saghir [24,27] and Delisle, Saghir et al. [32]
conducted experimental measurement of heat enhancement in straight porous channel.
They used the same proposed numerical model except the channels were straight channels.
Identical boundary conditions are used as well. Results revealed a good agreement between
the experimental measurement and the numerical code. Thus, the accuracy of the current
numerical model.
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(a) Different mesh performance. (b) Final adopted mesh. 
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Figure 2. Mesh sensitivity analysis. (a) Different mesh performance. (b) Final adopted mesh.

5. Results and Discussion

In the present study, an attempt is made to investigate the effectiveness of wavy chan-
nel in improving heat enhancement. Different flow rates were applied corresponding to
0.05 US gallon per minutes (USGPM), 0.1 USGPM, 0.15 USGPM and 0.2 USGPM. This corre-
sponds to a flow rate of Q1 = 3.15 × 10−6 m3/s, Q2 = 6.3 × 10−6 m3/s Q3 = 9.45 × 10−6 m3/s
and Q4 = 1.26 × 10−5 m3/s, respectively. The question the authors raised is whether a
wavy channel leads to a better performance enhancement criterion when compared to a
straight channel? Different fluids are used in the current analysis with water, then a 1%
TiO2 nanoparticles diluted in 99% water, and finally, a hybrid fluid which consists of 1%
nanoparticles containing 90% Al2O3 and 10% copper diluted in 99% water. The differences
between these fluids are their conductivity, density and viscosity. Thermal conductivity
may affect the Nusselt number whereas the viscosity, specific heat and density can affect
the friction coefficient and thus the pressure drop. Different flow rates will be applied, but
the heating condition remains the same with a heat flux of 75,000 W/m2. The model was
studied for three different permeabilities by maintaining the porosity constant at 0.9.

5.1. Heat Enhancement Using Water as Working Fluid

Figure 3 presents the temperature distribution 1 mm below the interface for the three
porous material types and for four different flow rates as stated earlier. The temperature
profile shows that at the beginning of the flow entrance, the boundary layer is very small,
thus allowing the heat to pass from the solid block to the fluid. However, as the boundary
layer starts developing, it appears that it reduces the amount of heat extracted from block.
This temperature profile is identical regardless of the permeability of the material. By
carefully examining the temperature magnitude, it is noticeable that as the permeability
varies from 10 PPI to 40 PPI, the heat extraction is improving. This is shown as the
temperature in the heated block drop in magnitude. It is evident that having porous
material helps to absorb more heat. To study further the heat extraction, Figure 4 presents
the local Nusselt number variation for the case or a permeability of 40 PPI.

A negative slope for the local Nusselt number variation is an indication that as the
boundary layer developed, the heat extraction decreased accordingly. It is evident for
this case that as the flow rate increased, the Nusselt number increased. This increase is
noticeable around 3% for the highest flow rate of 0.2 USGPM. For a constant flow rate
of 0.2 USGPM, one may notice that the average Nusselt number increases by 3% when
compared to the case of 10 PPI and by an additional 2% when compared to 20 PPI case.
This is another indication that as the permeability increases the heat extraction improves.
Similar observations are noted for three remaining flow rates.
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5.2. Heat Enhancement Using 1% TiO2 in Water as Working Fluid

The previous model is repeated by using Titanites as the working fluid. As indicated
earlier, a 1% Titanium oxide in water solution is used. The nanoparticles diameter is found
to be around 31 nm. Figure 5 presents the local Nusselt number variation along the flow
for the four flow rates used and for a permeability of 20 PPI.

 

(a) Permeability 10 PPI. 

 

(b) Permeability 20 PPI. 

 

(c) Permeability 40 PPI. 

Figure 3. Temperature distribution with water as working fluid.

Since the thermal conductivity of the Titanite is higher, one expects a heat enhancement
improvement when compared to water solution. By carefully examining the average
Nusselt number ad for the same permeability, the 1% TiO2/water nanofluid exhibits a
higher average Nusselt number when compared to water. This improvement is merely

55



Micromachines 2021, 12, 654

0.5% for a flow rate of 0.2 USGPM. As the permeability increases to 40 PPI, the additional
increase in average Nusselt number is found to be around 0.5% as well. Then, one may
conclude that nanofluid increases the amount of heat removal.

 

Figure 4. Local Nusselt number variation for different flow rates.

 

Figure 5. Local Nusselt number variation for a permeability of 20 PPI.

5.3. Heat Enhancement Using 1% (Al2O3–Cu) in Water as Working Fluid

The model was repeated with a hybrid fluid consisting of a single nanoparticle con-
taining Al2O3 and Copper. Figure 6 displays the local Nusselt number variation for the
case of a 10 PPI permeability and for the four flow rates. The Nusselt number variation
profile is identical to the other cases, but its magnitude is different.

 

Figure 6. Local Nusselt number variation for a permeability of 10 PPI. (hybrid fluid is the work-

ing fluid).
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A similar observation was made regarding the average Nusselt number when com-
pared to water. It is evident that there was not a large change when compared to water. This
may be due to the fact that water can provide a good cooling fluid if it is given the chance
to circulate more in a hot surface. It is worth noting that using the thermal conductivity
of the water in the Nusselt number calculation offers an opportunity to make a correct
comparison between the three fluids.

5.4. Performance Evaluation Criteria for All Fluids

In the previous sections, we have investigated the importance of heat removal based on
different flow rates and porous medium permeabilities. However, an important parameter
worth investigation is the pressure drop. One may find a suitable fluid for heat removal
but at the expense of higher pressure drop. To overcome this issue, it is important to
combine the heat effect and the fluid effect by using the performance evaluation criteria.
As shown in Equation (10), it is defined as the ratio of the average Nusselt number and
the friction factor to the power one third. The friction factor is defined in Equation (11),
which combines the physical properties of the fluid, the inlet velocity and the geometrical
dimension of the channel. Figure 7 displays the average Nusselt number, the pressure
drops and the performance evaluation criteria for all cases when the permeability is set
at 40 PPI. Figure 7c displays the PEC and shows that the TiO2/water nanofluid exhibits
a slightly better performance than water, and the hybrid is the worst candidate between
the three studied fluids. In order to determine the reason, Figure 7a displays the average
Nusselt number for the three fluids. Almost all of them have a close to identical heat
enhancement which may indicate that the waviness of the channel enhances heat removal
regardless the fluid used. However, in Figure 7b, a large pressure drop is found for the
hybrid fluid contrary to the other remaining two fluids. Thus, there is justification for a
higher PEC for the water and the TiO2 nanofluid.

As the permeability changes to 20 PPI, the fluid circulates with less obstruction, thus
less pressure drop is observed. Figure 8 presents the PEC for all cases at a permeability of
20PPI. It is evident from this figure that the nanofluid slightly outperformed the water and
more evident that the hybrid performance is very weak. It is obvious that as the flow rates
increase, the PEC increases accordingly.

Finally Figure 9 presents the cases when the permeability is set at 10 PPI. Larger pore
provides less pressure drop and thus higher PEC. Nevertheless, the same observation is
justified here which indicates that the TiO2 nanofluid exhibits the highest performance
evaluation criteria followed by the water. The hybrid fluid due to its high pressure drop
exhibits the lowest PEC.
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(a) Average Nusselt number for all cases for 40 PPI. 

 

(b) Pressure drop for all cases for 40 PPI. 

 

(c) PEC for all cases for 40 PPI. 

Figure 7. Average Nusselt number, pressure drop and PEC for all cases at a permeability of 40 PPI.
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Figure 8. PEC for all cases when the permeability is set at 20 PPI.
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Figure 9. PEC for all cases and for a permeability of 10 PPI.

6. Conclusions

This paper presented a numerical study of the heat performance of three different
fluids mainly a single fluid water, a nanofluid 1% TiO2/water and a hybrid fluid 1%
(Al2O3–Cu)/water. Three wavy channels with a porous insert, having the three different
permeabilities of 10 PPI, 20 PPI and 40 PPI, were investigated numerically. For each case,
four different flow rates were implemented. Results reveal the following:

1. Channel waviness allows the flow to circulate longer than a straight channel, thus
providing higher heat extraction.

2. By increasing the flow rate, heat enhancement is improved.
3. The presence of porous material helps in heat removal, and as the permeability

increases, the pressure drop in the channel decreases accordingly.
4. Amongst the three fluids, the TiO2 nanofluid exhibits slightly better performance

than the water based on the Performance Evaluation Criteria coefficient. The hybrid
fluid provided less performance due to the large pressure drop it exhibited.
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Nomenclature

ρnf Density

µnf Viscosity

Cpnf Specific heat

knf Conductivity

κ Permeability

(ρnfCpnf)eff Effective heat capacity

(knf)eff Effective conductivity

∆p Pressure difference

u,v,w Velocity in x, y and z

p Pressure

L Block Length

Nu Average Nusselt number

Nu Local Nusselt number

f Fanning friction factor

PEC Performance Evaluation Criterion

D Hydraulic diameter

uin Inlet velocity
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Abstract: A fluid simulation calculation method of the microfluidic network is proposed as a means

to achieve the flow distribution of the microfluidic network. This paper quantitatively analyzes the

influence of flow distribution in microfluidic devices impacted by pressure variation in the pressure

source and channel length. The flow distribution in microfluidic devices with three types of channel

lengths under three different pressure conditions is studied and shows that the results obtained by

the simulation calculation method on the basis of the fluid network are close to those given by the

calculation method of the conventional electrical method. The simulation calculation method on the

basis of the fluid network studied in this paper has computational reliability and can respond to the

influence of microfluidic network length changes to the fluid system, which plays an active role in

Lab-on-a-chip design and microchannel flow prediction.

Keywords: microfluidic; flow distributions; fluid network

1. Introduction

Nowadays, the rapid development of science and technology constantly drives the
upgrading of scientific and technological products. The portability, integration and intelli-
gentization of scientific and technological products are the key points and difficulties in
current science and technology product development. Meanwhile, with the improvement
of living standards, health issues have become the focus of people’s attention so that people
put forward higher standards for the accuracy of test results and detection methods. How-
ever, the real-time detection and rapid diagnosis technology in medical and health fields
are currently less developed and need to be improved urgently. Therefore, the microfluidic
chip technology arises at the right moment.

Microfluidic chip technology refers to building biological or chemical laboratories
on chips that are only a few square centimeters in size. Different types of fluid channels,
whose diameters are in the dozens to hundreds of micrometers range, are built on the
microfluidic chip based on various functions. These channels have many utilities, such as
biological or chemical reactions and extraction or detection of reagents. Meanwhile, the
microfluidic transmission process can be controlled through the design of the microchannel
network [1].

The main functions of the microfluidic system are transferring and mixing, reaction
separation, and flow control of microfluidics in the microchannels. Because of the small
size of the fluid channel, the fluid flowing in the microchannel is mostly in the laminar
flow state, such as particles, droplets or bubbles, which generally belong to the field of low
Reynolds number fluid theory in microchannels [2].

In order to calculate and control the flow of the microfluidic network more accu-
rately, the study method that is commonly used by researchers is the electrical equivalent
method [3]. By using the electrical equivalent method to liken the micropipe to an electrical
device, the microfluidic network can be integrated and analyzed. However, it cannot
simulate the issues of the local resistance well in the microfluidic pipe, and the diverting
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resistance in the microfluidic network needs to be calculated by mathematic methods to
be more accurate [4]. This manner aforementioned is the calculation method of a fluid
network which is on the basis of the three conservation equations of basic fluid mechanics,
including the conversation of mass, momentum and energy [5]. Pressure value and flow
rate can be obtained by simultaneous calculations of mass and momentum and heat is
solved by the energy equation. However, this study method is rarely reported at present.

Recently, the flow characteristics of microfluidic networks have been studied by many
scholars. However, most of them focus on computational fluid dynamics (CFD) and electri-
cal analogy methods [3,6]. For example, Ali Y. Alharbi’s group studied the flow process of
fractal-like branching networks in micropipes and the pressure drop characteristics and
force mode in branching microchannels using three-dimensional computational fluid dy-
namics approaches [7]. Dalei Jing and Yongping Chen et al. also studied the heat and mass
transfer in branched microfluidic channels, but the equivalent methods of microfluidic
resistance are all hypotheses of using circuits [8,9]. Bassiouny’s group [10,11] developed
analytical equations to predict the fluid flow distribution in rectangular, U-shaped and
Z-shaped manifolds. Kim’s group [12] analyzed the influence of a Z-manifold on channel
flow distribution and studied three different shapes, including rectangle, trapezoid and
triangle. Delsman’s group [6] performed a numerical analysis of the flow distribution in a
multi-channel microfluidic device with Z-shape and inline manifolds. They obtained the
results of multiple manifold designs by changing the shape and flow direction of the de-
vice’s inlet and outlet. Wang’s group [13] took friction and momentum effects into account
in the manifold and modified the U-shaped manifold model established by Bassiouny and
Martine; they found that the effects of friction and momentum could increase and decrease
the pressure drop in the manifold, respectively. Therefore, it is observed that a uniform
distribution of fluid flow can be achieved by balancing these two opposite effects properly.

In this paper, we use the fluid network calculation method to analyze the flow charac-
teristics of the microfluidic network and the conservation equation of mass and momentum
to solve the pressure and flow in the microfluidic network. The method that we used
was on the basis of the structural characteristics and flow process of the actual network.
The flow distribution in a microfluidic device with five microchannels is analyzed and
compared with the conventional electrical method. The fluid network method takes the for-
mula of resistance term in the calculation program into account, and its calculation results
are closer to the actual flow process than those using the conventional electrical method.

2. Model Development

In this study, it is assumed that the fluid flowing in the microfluidic network is water
and that there is no phase change during transportation. Therefore, it can be considered
a single-phase incompressible fluid. The hypotheses made to establish the model in this
study can be expressed as follows:

(a) No power source in the fluid network model.
(b) The fluid state in the nodes is uniform (the internal pressure is equal).
(c) The flow resistance only takes the equivalent frictional resistance along the pipeline

into account and keeps the flow resistance coefficient constant.
(d) The cross-sectional area in the same branch pipe remains unchanged, and the work-

ing medium parameters are represented by the weighted average of the connected
node parameters.

The construction of the microfluidic pipe network model mainly includes the following
two parts:

(a) Nodes, including pipe transitions and other essential components in the microflu-
idic network.

(b) Branches, a connecting component between two nodes.

The directed topology model of the microfluidic network is shown in Figure 1. In
the microfluidic network, both the micropump, as a power source, and the network outlet
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are regarded as boundary nodes. Moreover, the intermediate branches include various
resistance components, such as a micropipe and microvalve.

Figure 1. Directed topology model of the microfluidic network.

For a stable microfluidic network, the continuity equation (continuous mass) in the
flow process can be expressed as follows:

Vi
dρi

dt
=

N

∑
j=1

DijGij (1)

Without considering the influence of heat from
dρ
dt = ∂ρ

∂p
dp
dt + ∂ρ

∂H
dH
dt ≈ ∂ρ

∂p
dp
dt , the

following equation can be obtained:

Ci
dpi

dt
=

N

∑
j=1

DijGij (2)

where, Ci = Vi
∂ρi
∂pi

is the compressibility (kg/MPa) of the working fluid; p is the pressure of

the working fluid; ρ is the density of the working fluid; t is the time; N is the total number
of nodes; Gij is the mass flow between nodes i and j; Vi is the volume of node i; Dij is the
connection mode between nodes i and j (i = 1, 2, . . . , N; j = 1, 2, . . . , N) and the specific
meaning is:

Dij







1, there is a connection between nodes i and j, and the flow direction is from j to i
0, there is no connection between nodes i and j
- 1,there is a connection between nodes i and j, and the flow direction is from i to j

The continuity equation is the flow conservation relationship at a node, and the flow
state of the node is affected by the nodes connected to it. Figure 2 shows a schematic
diagram of the volume elements of all nodes which are connected to i. It is important to
note that a node can be connected to N nodes logically. However, a node to connect the
number of other nodes is limited in the actual model.
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Figure 2. Schematic diagram of the topological structure of the i-th node of the pipeline. P is the

pressure at node i. Gij is the flow rate between node i and node j.

The momentum conservation equation in the microfluidic network can be expressed
as follows:

ρijLij

dUij

dt
= Dij ×

(

Pj − Pi + Dij × Hij

)

− hw (3)

where, Hij is the pressure generated by macro kinetic energy, potential energy and power
source between node i and j; Uij is the fluid velocity between node i and j; Dij has the same
meaning as Dij in Equations (1) and (2).

In the formula, hw = ∑

[

0.5λ L
d + ξ

]

is the on-way and local resistance loss [14]; λ is

the on-way resistance coefficient; L is the length of pipe; d is the diameter of the pipe; ξ is
the local pressure loss.

According to the pipeline inertia coefficient Iij =
Lij

Aij
, the friction resistance coefficient

on the pipeline Rij =
hw

(Aijuijρij)
2 , and no power supply in the pipeline, Hij = 0 is introduced

into the Equation (3):

Iij

dGij

dt
= Dij ×

(

Pj − Pi

)

− Rij × G2
ij (4)

Rij is the resistance characteristic term between node i and j, which can be expanded
as follows:

R f =

(

λL

d
+ ξ

)

1

2ρA2
(5)

where, λ is the equivalent resistance coefficient on the way of the microchannel; ξ is the
local resistance coefficient of the microchannel; ρ is the working medium density; A is the
cross-sectional area of the microchannel.

Equations (2) and (4) are nonlinear differential and algebraic equations. For dynamic
simulation, the priority is to ensure real-time performance, which requires high robustness
of the calculation process. Using an implicit Euler integration algorithm to calculate, the
equation can be obtained by equations (2) and (4) as follows:

Cr+1
i

Pr+1
i − pr

i

∆t
=

N

∑
j=1

Dr
ij

√

√

√

√

Dr
ij

(

pr+1
j − pr+1

i

)

Rij
(6)

where, r is the discrete-time variable, time is t = t0 + r∆t, r = 0, 1, 2, . . . Equation (6)
is completely decoupled. The pressure of each node can be obtained by solving the N-
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order nonlinear algebraic equations composed by equation (6) in the process of dynamic
simulation. Under the slight perturbation condition, Ct+1

i can be substituted by Ct
i , which

has little influence on precision and can reduce the calculation amount. After solving the
pressure of each node, the momentum equation is introduced to obtain the branch flow.
The calculation process is shown in Figure 3.

Figure 3. Schematic diagram of calculation process using fluid network method.

3. Results and Discussions

3.1. Model Design and Electrical Equivalent

The basic structure of the microfluidic system model includes micropump, micromixer,
microvalve, and microchannel with appropriate size. The flow characteristics of the fluid
in the chip can be analyzed at the micron or even nanometer level through these unique
miniaturized structures and control devices.

In this case, taking the microscopic scale issues of fluid flow into account, a fluid flow
model of an incompressible fluid with a low Reynolds number is adopted to study pipeline
pressure distribution under microscale conditions and flow distribution characteristics in
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the process of fluid flow. Therefore, we designed a microfluidic flow distribution model
that has a single entry with three exports, such as Figure 4, as a simulation tool. The
variation of fluid flow value in different pipe segments under different inlet pressures
was observed and compared with the results obtained by using the electrical method.
Since there is no mixing of the two fluids, in this case, the micromixer is not considered
in the design of the structure, and the position of the microvalve does not affect the final
equivalence study of the fluid flow distribution. Therefore, the electrical analogy method
can treat microchannels as resistors.

Figure 4. Structure of the microfluidic platform.

Figure 4 shows the specific device design of the microfluidic model. The first is the
drive system, which consists of a pressurized chamber, a microchannel controller, and a
microvalve that activates the pulse. According to the actual characteristics of our pipe
network, we choose the pressure pump as the driving device, whose main role is to provide
driving pressure for the microfluidic network. The size of the pressure chamber can be
determined on the basis of the size of the microvalve and microchannel used. In the
electrical model, this is a power supply that provides voltage. The pressurized chamber is
one of the ways to provide the driving pressure. Through the combination of the pressure
chamber and the micro valve as a controllable pressure source, the driving pressure can be
adjusted according to the system demand.

In order to verify the accuracy of our algorithm, we have mentioned previously the
conventional electrical equivalence method in which the microfluidic network is equivalent
to a circuit model and the fluid flow parameters are equivalent to electrical parameters.
According to the electrical abstraction of our model, Figure 4, the microfluidic network with
circuit characteristics can be obtained, as shown in Figure 5. Where, RF1 is the microchannel
resistance of the microvalve output, RF2 is the main channel resistance of fluid flow, and
RF3, RF4, RF5 is the branch channel resistance of fluid flow, respectively. Corresponding
to the resistance of the storage tank where the fluid is located and taking the processing
technology of the microfluidic chip into account, the cross-section of the microfluidic tube
is generally rectangular, and its resistance is [15]:

R f =
12uL

(1 − 0.63(h/w))h3w
(7)

where, L is the length of the microchannel, h is its height, w is its width, and u is the
viscosity of the fluid. Because of the greater sizes of reservoir and outlet, their resistances to
remaining resistors are ignored. Excluding the influence of structure and considering only
the logical model of the circuit, the equivalent circuit can be obtained, as shown in Figure 6.
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𝑅𝐹1𝑅𝐹2𝑅𝐹3 𝑅𝐹4 𝑅𝐹5
=

−

 
Figure 5. Fluidic resistors of the microfluidic circuit.

Figure 6. Electrical model of microfluidic platform.

P0(t) represents the pressure in the supercharging chamber, that is, namely the pres-
sure value at the inlet of the channel; P1(t) and P2(t) corresponding to the pressure value
at the node of the channel; P3(t), P4(t), and P5(t) corresponding to the pressure value at
the outlet of the channel and atmospheric pressure is considered. Q1(t) and Q2(t) are the
fluid flows in the main channel, and Q3(t), Q4(t), and Q5(t) are the fluid flows in each
branching channel.

In this paper, we use Simulink to build the model because of using the circuit analogy
method to analyze the parameters of the fluid network in the microchannel. Simulink is
a graphical modeling tool in MATLAB software, which can build and calculate various
circuit models. The circuit analogy built by Simulink satisfies basic electrical laws, such
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as Ehrhoff’s and Ohm’s law. According to the structure in Figure 6, the relevant power
parameter relationship can be obtained, and the specific expression is as follows:

P0(t)− P1(t) = Q1(t)RF1 (8)

P1(t)− P2(t) = Q2(t)RF2 (9)

P1(t)− P4(t) = Q4(t)RF4 (10)

P2(t)− P3(t) = Q3(t)RF3 (11)

P2(t)− P5(t) = Q5(t)RF5 (12)

Q1(t) = Q3(t) + Q4(t) + Q5(t) (13)

Q2(t) = Q3(t) + Q5(t) (14)

P0(t) =
PiVi

(V(t) + Vi)
(15)

V(t) =
∫

q(t)dt (16)

3.2. Model Calculation Results

According to the electrical method, the equivalent resistance and the dimensions
of each branching channel in this example are shown in Table 1. The main local drag
coefficient in this model is brought about by the micro three-way pipe. For the time being,
we do not consider the local resistance coefficient ξ, but only consider the resistance of the
micropipe, which is compared with the circuit model of the electrical method.

Table 1. Dimensions of the device and values of some parameters of the setup.

Parameter RF1 RF2 RF3 RF4 RF5

Width (µm ) 500 500 350 350 350
Height (µm ) 500 500 350 350 350
Length (mm) 10 8 50 30 30

Equivalent resistance
(

109Pa · s/m3 ) 4.64 3.71 96.6 57.9 57.9

In order to reduce the activation energy required for fluid flow, the microvalve needs
to have a higher length-width ratio. A PDMS film deformation valve can be selected, and
both the height of the valve and the main channel are designed to be 500 µm, whose main
role is to control the inlet pressure of the fluid network. The driving pressure here is the
network pressure, so the micro-valve resistance does not need to be considered. Meanwhile,
considering the uniformity of the fluid flow in the microchannel, the distance of the fluid
movement should be as long as possible, and the cross-sectional area design of the fluid
flow channel should be narrow. Therefore, the length percentages of channels 3, 4, and 5
are set to 5:3:3 and the height is set to 350 µm.

Above all, we keep other parameters constant and change the driving pressure, P0(t),
in the microfluidic network, set as 15 kPa, 18 kPa, and 20 kPa, respectively. In the outlet
boundary condition of the microchannel, the pressure values, P3(t), P4(t) and P5(t), are set
as 11 kPa, 12 kPa and 11 kPa, respectively. The results of the fluid network algorithm and
electrical simulation of Simulink are shown in Table 2. Both the results indicate that the
flow in the microfluidic network satisfies the relationship of flow distribution. The flow
rate of Q2 in the main microchannel is the sum of Q3 and Q5. The flow rate of Q1 is the sum
of Q2 and Q4. Moreover, there is a certain nonlinear relationship among the microchannels
when the input pressure of the pressure pump increases. The electrical method is very
similar to the results of the fluid network method we used, which proves the correctness of
the fluid network method and can be used to calculate the microfluidic network.
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Table 2. Model Simulation and Simulink calculation results under different pressures.

Entrance Pressure (KPa) 15 18 20

Q1 (mL/min)
Simulink Data 7.623 13.990 18.235

Simulation Data 7.767 13.812 17.945
Relative Error (%) 1.883 1.272 1.585

Q2 (mL/min)
Simulink Data 5.126 8.895 11.407

Simulation Data 5.217 8.802 11.246
Relative Error (%) 1.772 1.054 1.414

Q3 (mL/min)
Simulink Data 1.921 3.333 4.275

Simulation Data 2.000 3.211 4.086
Relative Error (%) 4.100 3.671 4.421

Q4 (mL/min)
Simulink Data 2.497 5.095 6.827

Simulation Data 2.550 5.011 6.700
Relative Error (%) 2.111 1.653 1.871

Q5 (mL/min)
Simulink Data 3.205 5.561 7.132

Simulation Data 3.217 5.590 7.160
Relative Error (%) 0.378 0.515 0.388

The first example shows that the total flow rate of the system, Q1(t), increases with
the increase of the input pressure. Microchannel 3 is still the outlet with a smaller flow
rate, due to the longer length of microchannel 3, so its equivalent resistance value is
greater than that of microchannel 4 and 5. Afterward, the increase of pressure leads to
the flow rate rise, which is mainly reflected in the shunting of micro-channel 4 and 5.
While the flow rate increase in micro-channel 3 is relatively lower. Both calculation results
show this point, as shown in Figure 7, and can prove that the computational results of
the fluid network method are closer to those of the electrical method, which has certain
computational accuracy.

Figure 7. Schematic diagram of different driving pressures.

In the second example, in order to study the influence of microchannel structure on
flow characteristics, the width and depth of microchannel 4 were kept at 350 µm. The flow
distributions at different channel lengths (40 mm, 50 mm and 60 mm) were studied. The
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boundary condition at the inlet was set as 15 kPa and the three outlet pressures, P3(t), P4(t),
and P5(t), are set as 11 kPa, 12 kPa, and 11 kPa, respectively. The calculation results of the
two methods are shown in Table 3 and Figure 8. The diagram shows that the flow rate
in microchannel 4 decreases with the increase of its length, which is because the increase
of the length of the microchannel leads to the resistance value rise. On the other hand,
comparing microchannel 3 with microchannel 5, it can be found that the flow rate in
these two channels is relatively stable. Under certain pressure conditions, the flow rate
change caused by changing the structure of microchannel 4 does not affect the flow rate in
microchannel 3 and 5.

Table 3. Simulation results under different lengths of microchannel 4.

Microchannel 4 Length (mm) 40 50 60

Microchannel 4 Resistance
(

1010Pa · s/m3 ) 7.73 9.66 11.6

Q1 (mL/min)
Simulink Data 7.090 6.764 6.541

Simulation Data 6.855 6.488 6.680
Relative Error (%) 3.305 4.078 2.104

Q2 (mL/min)
Simulink Data 5.188 5.226 5.252

Simulation Data 5.047 5.016 5.342
Relative Error (%) 2.733 4.014 1.721

Q3 (mL/min)
Simulink Data 1.944 1.958 1.968

Simulation Data 1.894 1.912 2.026
Relative Error (%) 2.580 2.369 2.943

Q4 (mL/min)
Simulink Data 1.903 1.538 1.290

Simulation Data 1.81 1.472 1.337
Relative Error (%) 4.863 4.297 3.663

Q5 (mL/min)
Simulink Data 3.244 3.267 3.284

Simulation Data 3.152 3.104 3.316
Relative Error (%) 2.825 5.000 0.989

Figure 8. Schematic diagram of calculation results under different lengths of microchannel 4.
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In the first example in this section, we have verified the calculation accuracy of the
fluid network algorithm and electrical methods. Compared the results, which are similar.
However, the resistance items of the fluid network algorithm can be more detailed, such as
three or more pipe diversion coefficients of local resistance, and is a good way to add items
in resistance, Rij, in the model. Electrical methods can treat micro-channels or micro-valves
as resistance items, but it is difficult to deal with local resistance items such as three-way
or multi-way, and some approximate formulas are generally adopted to calculate it [15].
According to Figures 7 and 8, we know that the feedback results of the fluid network
method and electrical method to the pressure and structure changes in the microfluidic
network are similar, which can be used for the simulation of the fluid flow process in the
microfluid network and set up test-rig in the follow-up work. According to the actual
measurement parameters, the calculation model can be modified to improve its accuracy.

4. Conclusions

In this paper, a computational method of microfluidic pipeline network on the basis of
fluid network is studied and compared with the conventional electrical equivalent method.
It is found that the computational results obtained by using the fluid network method
are closer to those given by using the electrical method. Therefore, we believe that the
computational accuracy of the fluid network method is the same as that of the electrical
method. From the research results of the simulation examples established in this paper, it
can be concluded that the fluid network method can reflect the fluid flow process under
different pressures, and the effects caused by structural changes in the microfluidic network
are consistent with the results obtained by the electrical equivalent method. However, the
electrical method has limitations in the treatment of local resistance, which is difficult to
deal with the network shunt, the gradual shrinkage or expansion of microchannels, etc.
that can be solved in the algorithm of fluid network easily. Furthermore, the accuracy of
its calculation can be improved by merely modifying the resistance term in the algorithm.
The computational method of the microfluidic network that we proposed in this paper
can be used as an alternative to the electrical method. The follow-up work is to study
the resistance term of the model and how to deal with the various devices presented in
microfluidic is an important research direction.
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Abstract: The study of the influence of the nanoparticle volume fraction and aspect ratio of mi-

crochannels on the fluid flow and heat transfer characteristics of nanofluids in microchannels is

important in the optimal design of heat dissipation systems with high heat flux. In this work, the

computational fluid dynamics method was adopted to simulate the flow and heat transfer character-

istics of two types of water-Al2O3 nanofluids with two different volume fractions and five types of

microchannel heat sinks with different aspect ratios. Results showed that increasing the nanoparticle

volume fraction reduced the average temperature of the heat transfer interface and thereby improved

the heat transfer capacity of the nanofluids. Meanwhile, the increase of the nanoparticle volume

fraction led to a considerable increase in the pumping power of the system. Increasing the aspect

ratio of the microchannel effectively improved the heat transfer capacity of the heat sink. Moreover,

increasing the aspect ratio effectively reduced the average temperature of the heating surface of the

heat sink without significantly increasing the flow resistance loss. When the aspect ratio exceeded 30,

the heat transfer coefficient did not increase with the increase of the aspect ratio. The results of this

work may offer guiding significance for the optimal design of high heat flux microchannel heat sinks.

Keywords: microchannel; nanofluid; heat transfer enhancement; numerical simulation

1. Introduction

With the continuous miniaturization and integration of electronic devices, the heat
flux density continues to increase, and conventional cooling methods are no longer effec-
tive. Therefore, the heat dissipation problem of high heat flux density has been a research
hotspot in the field of heat transfer [1,2]. In 1981, Tuckerman and Pease [3] proposed a
silicon microchannel heat sink, which uses deionized water as a liquid cooling medium
and whose heat dissipation capacity can be as high as 790 W/cm2. In 1995, Choi and
Eastman [4] proposed the concept of nanofluids; a proportion of solid particles with di-
ameters less than 100 nm were added into a base fluid with low thermal conductivity,
and the resulting suspension with high thermal conductivity was found to be relatively
stable. This special liquid can significantly improve the convective heat transfer capacity
of cooling media. The addition of nanoparticles to high-Prandtl number liquids signif-
icantly increases the heat transfer performance of micro heat-sinks [5]. An increase in
nanoparticle concentration can lead to an increase in thermal conductivity and viscosity
and an increase in nanoparticle size [6]. Nanofluids contribute to the improvement of
heat transfer processes and reduce and optimize thermal systems. Different properties,
such as wettability and thermal conductivity, can be adjusted by altering the nanoparticles’
concentration, thereby making nanofluids suitable for a wide range of applications [7].
Nanofluids contain metal or nonmetal particles with nanometer sizes and exhibit much
greater thermal conductivity. M. Goodarzi’s [8] expression for calculating the enhanced
thermal conductivity of nanofluids has been derived from the general solution of the
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heat conduction equation in spherical coordinates and the equivalent hard-sphere fluid
model representing the microstructure of particle/liquid mixtures. The cooling method of
microchannel heat sinks combined with nanofluids has become one of the effective ways
to solve the heat dissipation problem of high heat flux. By comparing the heat transfer
characteristics of trapezoidal, semicircular and rectangular cross-section microchannels,
Vinoth et al. [9] found that, compared with rectangular and semicircular cross-section
microchannels, trapezoidal cross-section microchannels have the best heat transfer effect
because of their larger wall area and effective inlet length, but a larger pressure drop. For
some special-shaped cross-sections, Alfaryjat et al. [10] used numerical simulation methods
to study hexagonal, circular and rhombic cross-section microchannels. The results show
that the heat transfer coefficients of hexagonal cross-section microchannels are the highest,
followed by circular and rhombic cross-section microchannels. Ahmed et al. [11] used
the three-dimensional numerical simulation method to optimize the microchannel with
triangular, trapezoidal and rectangular grooves. The results showed that the optimized
microchannel with trapezoidal groove had the best heat transfer effect, the Nusselt number
increased by 51.59% and the friction coefficient increased by 2.35% compared with the
optimization. Kumar [12] used the finite volume method to simulate and optimize the
trapezoidal microchannel. The results show that the heat transfer performance of trape-
zoidal microchannels with semicircular grooves is 16% higher than that of trapezoidal
microchannels with a rectangular groove, but the friction coefficient is 18%. At present, the
structure optimization of microchannels has some limitations; namely, the processing is
very difficult, and the cost is high. Researchers gradually try to improve the heat transfer
by changing the flow medium in the microchannel. Farsad et al. [13] numerically simulated
the heat transfer performance of Al2O3, CuO and Cu-H2O nanofluids in copper rectangular
microchannels. The results show that the thermal conductivity of metal nanofluids is
higher than that of metal oxide nanofluids. Researchers have conducted numerous studies
to obtain the optimized aspect and states in order to improve the heat transfer of equipment
and use various nanofluids. Shi Xiaojun et al. [14] carried out a multi-objective optimization
design on a single-layer nanofluid rectangular microchannel. The results show that the
pump power and thermal resistance are more sensitive to the channel width and spacing
ratio than the aspect ratio. Naphon and Khonseur [15] used air as a cooling medium to con-
duct an experimental study on the flow and heat transfer characteristics of microchannels
with different heights and widths in the Reynolds number range of 200–1000. The results
showed that the height and width of rectangular microchannels exert a significant impact
on their heat exchange effect and resistance loss. Studies of this research indicate that the
fluid in the indented sections has a higher heat transfer with the heated wall. Karimipour
et al. [16] numerically studied a two-dimensional indented rectangular microchannel. They
concluded that by increasing the volume fraction of nanoparticles, the thermal efficiency
of the nanofluid is enhanced. Yari Ghale et al. [17] numerically studied the laminar and
forced flow of a Water/Al2O3 nanofluid in an indented microchannel by using two-phase
or single-phase methods. Their results showed that the Nusselt numbers and friction
factors in an indented microchannel are higher compared to the smooth microchannel,
and therefore, these parameters can improve fluid flow efficiency by increasing the width
of the rib. A segmental analysis pertaining to the heat exchanger takes place to evaluate
the influence of nanofluid usage on the heat transfer coefficient, the exchanger’s length
and its pressure drop. When the volume fraction of Al2O3 nanofluids is 5%, the heat
transfer coefficient is increased by 10% compared with pure water, and the pressure drop
is significantly reduced [18]. T Raghuraman [19] used pure water as a cooling medium to
study the effect of the microchannel aspect ratio on heat transfer performance; the study
showed that the microchannel aspect ratio influences the heat transfer coefficient, pumping
power, pressure drop and heat transfer performance at different Reynolds numbers. A large
aspect ratio can enhance heat transfer, but it can also increase power consumption. Based
on the computational fluid dynamics (CFD) method, Mohamadpour et al. [20] carried out
a numerical simulation study on the heat transfer efficiency of the cooperative jet in the

76



Micromachines 2021, 12, 868

microchannel. It was found that increasing the jet frequency and pulse amplitude can
significantly improve the heat transfer ability of the microchannel.

In the current work, a rectangular microchannel heat sink is used as the research object,
and a three-dimensional flow and heat transfer numerical simulation study is conducted
on the basis of the computational fluid dynamics method. Water/Al2O3 nanofluids of
different concentrations are utilized as the cooling medium, and their influence on the
heat transfer performance of microchannels is analyzed. This work also focuses on the
evaluation of the flow resistance characteristics and heat transfer laws of microchannels
with different aspect ratios. The purpose of the study is to provide theoretical guidance for
the optimal design of high heat flux density microchannel heat sinks.

2. Numerical Method and Model Description

2.1. Mathematical Model

The single-phase fluid model is commonly used to study the flow and heat transfer
of nanofluids in microchannels. The nanoparticles in nanofluids are considered to be
uniformly distributed in base fluids, and they are in thermal equilibrium. No relative
slip velocity exists between nanoparticles and base liquids, and the flow is regarded as an
incompressible steady laminar flow.

On the basis of these assumptions, the governing equations of nanofluid flow and
heat transfer can be expressed as:

∂

∂xj

(

ρnfuj

)

= 0 (1)
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(

ρnfuiuj
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where ui and uj are velocity components, xi and xj are Cartesian coordinate components,
p is the pressure in the flow field, T is the temperature, ρnf is the density of nanofluids,
and µnf is the dynamic viscosity. Cpf is the specific heat capacity, and λnf is the thermal
conductivity. The calculation formula is as follows [21,22]:

ρnf = (1 − α)ρw + αρp (4)

µnf =
(

1 + 0.025α + 0.015α2
)

µw (5)

Cpf =
[

(1 − α)(ρCp)w
+ α

(

ρCp

)

p

]

/ρnf (6)

λnf =
λp + (n − 1)λw − (n − 1)α(λw − λp)

λp + (n − 1)λw + α(λw − λp)
λp (7)

The subscripts w and p denote the corresponding thermophysical properties of the
base fluid and nanoparticles, respectively. α represents the volume fraction of nanoparticles,
and n is the shape factor of nanoparticles. In this work, nanoparticles are regarded as
regular spheres with a value of n = 3.

The heat distribution in the solid area of the heat sink can be calculated by the
following formula, Ts is the temperature of the solid region; λs is the thermal conductivity
of the solid region:

∂

∂xi

(

λs
∂Ts

∂xi

)

= 0 (8)
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2.2. D Model and Boundary Conditions

A microchannel heat sink is usually composed of more than 10, or even dozens, of
microchannels, and complete modeling and simulation require a large amount of comput-
ing resources. As a result of the symmetry of the model, a typical microchannel heat sink
unit can be extracted for simulation. The structure and size of the microchannel heat sink
used in this study are shown in Figure 1. The width W of the heat sink unit is 1 mm, the
length L is 50 mm, and the microchannel width Wc is 0.5 mm. The microchannel height Wh

values are 5, 10, 15, 20 and 25 mm; they correspond to five different aspect ratios, that is,
HW = Wh/Wc with values of 10, 20, 30, 40 and 50, respectively. The bottom height of the
heat sink is set at 6 mm. Symmetrical boundary conditions are set on both sides of the heat
sink, and a uniform heat flux q = 0.8 MW/m2 is set at the bottom. The top wall is set as the
adiabatic boundary. The inlet of the microchannel fluid adopts the velocity inlet boundary,
the inlet fluid temperature is set at 300 K, the outlet of the microchannel fluid is set as
pressure outlet, the upper wall of the fluid domain adopts an adiabatic solid wall boundary
condition and the interface between fluid and solid adopts a coupled heat flow boundary
condition. In this paper, ICEM CFD software is used for 3D modeling and mesh generation,
and the general CFD software FLUENT 15.0 is used for numerical simulation. According to
the geometric models with different aspect ratios, three sets of grids are divided to analyze
the grid independence under the maximum Reynolds number.

λ

0
 
 
 

 

α

Figure 1. Schematic of heat sink with square cross-section.

2.3. Model Validation

The experimental data of Lei [23] are used for comparison to verify the prediction
performance of the mathematical model. The microchannel width Wc is 0.1 mm, the height
Wh is 0.5 mm, the length L is 10 mm, and the heat flux q at the bottom of the heat sink is
0.6 MW/m2. The cooling medium is pure water. In the calculation, the volume fraction of
the nanoparticles α is 0.

The characteristic scale of microchannels can be defined as:

Dh =
2WhWc

Wh + Wc
(9)

The microchannel Reynolds number is:

Re =
ρfUinDh

µf
(10)

where Uin is the fluid inlet velocity.
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The average temperature Tc of the heat transfer surface and the average temperature
Tf of the whole microchannel fluid can be respectively defined as:

Tc =

∫

TdA
∫

dA
(11)

Tf =

∫

ρfTdV
∫

ρfdV
(12)

Therefore, the average heat transfer coefficient can be expressed as:

h =
qAb

Ac(Tc − Tf)
(13)

where Ab is the heating area of the bottom of the thermal sink and Ac is the heat exchange
area between the fluid domain and the solid domain in the microchannel.

The average Nusselt number is defined as follows:

Nu =
hDh

λf
(14)

The comparison between the average Nusselt number predicted by the mathematical
model and the experimental results is shown in Figure 2. The results show that the
proposed model achieves certain accuracy and reliability in the prediction of fluid laminar
flow and heat transfer in microchannels. The article only carried out simulation research,
and there will be errors between the simulation results and the experiment. There are many
sources of error, such as the flow may not be completely laminar, the number of grids, the
finite element method and so on.
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Figure 2. Model validation by comparing the present results with Lei et al. experiments [23].

3. Result Analysis and Discussion

3.1. Influence of Nanoparticle Volume Fraction

Take the microchannel heat sink with aspect ratio HW = 10 (HW = Wh/Wc) as an
example. The three-dimensional flow and heat transfer of the nanofluids are simulated in
the Reynolds number range of 100–500, and the nanoparticle volume fractions α are 0.5%
and 5%, respectively. According to Formula (10), the Reynolds number is directly related
to density, inlet velocity, characteristic scale and viscosity, while density and viscosity are
related to the content of solid particles in nanofluids. In this paper, the physical properties
of the fluid and the characteristic scale of the channel are determined by giving the solid
particle content and aspect ratio in the nanofluid. Finally, the Reynolds number can be
changed by adjusting the inlet velocity. The temperature distributions in the middle section
of the heat sink are extracted for comparison, and the results are shown in Figure 3. The
laws of the temperature distributions in the middle sections of two types of nanofluids at
different Reynolds numbers are similar. The temperature at the bottom of the heat sink is
the highest, and the temperature in the solid region decreases gradually along the height
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of the microchannel. The temperature of the fluid at the center of the fluid domain of
the microchannel is relatively low. At the fluid structure coupling heat transfer surface,
the fluid temperature is relatively high because of the heating of the solid surface. At the
same time, with the increase of the Reynolds number, the heat sink temperature and fluid
temperature decrease significantly. When the Reynolds number remains the same, the
heat sink temperature and fluid temperature of the nanofluid with a nanoparticle volume
fraction of 5% are significantly lower than those of the nanofluid with a nanoparticle
volume fraction of 0.5%.

in h c

 

 

Figure 3. Temperature distributions of fluid and solid domains at the middle plane.

The average temperature on the heat exchange surface of the fluid and solid domains
under each working condition is obtained. The results are shown in Figure 4. With the
increase of the Reynolds number, the average temperature on the heat transfer surface of the
two types of nanofluids decreases. At the same Reynolds number, increasing the volume
fraction of nanoparticles in the nanofluid can reduce the temperature on the heat transfer
surface. In the range of Reynolds numbers studied in this work, the average temperature
difference on the heat transfer surface caused by the differences in nanoparticle volume
fraction decreases with the increase of the Reynolds number. When the Re is 100, the
average temperature difference between the nanofluid with a nanoparticle volume fraction
of 5% and that with a nanoparticle volume fraction of 0.5% is 6.3 K. When the Re is 500,
the average temperature difference of the heat exchange surface decreases to 2.6 K. This
result shows that the average temperature of the heat exchange surface can be reduced
by increasing the nanoparticle volume fraction under the condition with a low Reynolds
number.
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Figure 4. Average temperature distributions of the fluid-solid surface.

Figure 5 shows the effects of the nanoparticle volume fraction on heat transfer coeffi-
cients with different Reynolds numbers. The results show that the average heat transfer
coefficient increases with the increase of the Reynolds number and that the increase of the
nanoparticle volume fraction can improve the heat transfer ability of the nanofluids. As
shown in Figure 6, in order to comprehensively consider the difference of fluid thermal
conductivity caused by different volume fractions of nanoparticles, the Nusselt number
is used as the evaluation index for comparative analysis, and the same conclusion can be
obtained.
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Figure 5. Effects of nanoparticle volume fraction on heat transfer coefficients.
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Figure 6. Influence of nanoparticle volume fraction on Nusselt number.
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Figure 7 shows the distribution of the pressure difference between the inlet and
outlet of the microchannel with different volume fractions. The drag loss of nanofluids
through microchannels increases with the increase of the Reynolds number. However, the
drag loss of nanofluids with a nanoparticle volume fraction of 5% is greater than that of
nanofluids with a nanoparticle volume fraction of 0.5%. At the same time, because the
volume fraction of nanoparticles affects the density and dynamic viscosity of nanofluids,
the velocity of the microchannel inlet must be adjusted to keep the same Reynolds number.
As shown in Figure 8, with the increase of the Reynolds number, the inlet velocity of the
5% nanofluid is greater than that of the 0.5% nanofluid. Pumping power is introduced
as the evaluation index to reasonably evaluate the synergistic effect of inlet velocity and
resistance loss. Its physical meaning is the external work required for nanofluids to pass
through microchannels. Pumping power p is expressed as:

P = N · Uin · Wh · Wc ·∆ p (15)

N is the number of microchannels in the whole heat sink, and the value is N = 1.
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Figure 7. Influence of nanoparticle volume fraction on pressure difference.
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Figure 8. Effect of nanoparticle volume fraction on inlet velocity.

The variation of pumping power with the Reynolds number is shown in Figure 9.
With the increase of the Reynolds number, the pumping power of the nanofluid with a
nanoparticle volume fraction of 5% is significantly higher than that of the nanofluid with a
nanoparticle volume fraction of 0.5%. This result shows that the heat transfer performance
cannot be improved by increasing the nanoparticle volume fraction because doing so
greatly increases the power consumption of the whole system. At the same time, a high
volume fraction renders the nanoparticles in nanofluids unable to maintain a stable and
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uniform suspension state [23]. Therefore, in engineering applications, the nanoparticle
volume fraction in nanofluids needs to be maintained at a low level.
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Figure 9. Effects of nanoparticle volume fraction on pumping power.

3.2. Influence of the Aspect Ratio of Microchannels

This work studies nanofluids with a nanoparticle volume fraction of 5%. The different
aspect ratios (HW) of microchannels can be obtained by changing their height (Wh). The
aspect ratios of the five microchannel heat sink models are 10, 20, 30, 40 and 50. A three-
dimensional simulation of flow and heat transfer under different Reynolds numbers is
conducted, and the flow and heat transfer characteristics of nanofluid microchannels with
different aspect ratios are analyzed and compared. As shown in Figure 10, the pressure
difference between the inlet and the outlet increases with the increase of the Reynolds
number under different aspect ratios of the microchannel heat sink. The pressure difference
decreases with the increase of the aspect ratio at the same Reynolds number. When the
aspect ratio is 20–50, the pressure difference is not obvious. This result shows that the
increase of the aspect ratio of the microchannel does not greatly enhance the flow resistance
loss of nanofluids under the parameters studied in this work. Figure 11 shows the variation
of the resistance coefficient f of the microchannel with the Reynolds number. The simulation
results of the five different aspect ratios show that the drag coefficient decreases with the
increase of the Reynolds number. Moreover, the differences in the drag coefficients caused
by different aspect ratios decrease with the increase of the Reynolds number.
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Figure 10. Distributions of pressure difference between the inlet and the outlet of the microchannel

heat sink with different aspect ratios.
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Figure 11. Distributions of friction coefficients.

Figure 12 shows the variation of the average temperature at the bottom of the mi-
crochannel heat sink with the Reynolds numbers at different aspect ratios. The results
show that the mean bottom temperature, corresponding to the five microchannel heat
sinks, decreases with the increase of the Reynolds number and that increasing the aspect
ratio of the microchannel can reduce the bottom temperature of the heat sink. However,
when the aspect ratio exceeds 20, the decrease of the heat sink’s bottom temperature drops,
caused by an increase in the aspect ratio of the microchannel. Furthermore, the average
temperature values at the bottom of the three microchannels with aspect ratios 30, 40, and
50 almost coincide.
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Figure 12. Temperature distributions of the heat sink bottom with different aspect ratios.

The average temperature distribution of the fluid-solid surface relative to the heat
transfer in the microchannels with different aspect ratios is shown in Figure 13. With the
increase of the Reynolds number, the average temperature of the heat transfer surface
decreases. When the aspect ratio HW increases from 10 to 20, the corresponding tempera-
ture drop is 16.8 K at an Re of 100. When the aspect ratio HW increases from 20 to 30, the
corresponding temperature drop is 5.7 K. When the aspect ratio HW increases from 30 to 40,
the corresponding temperature drop decreases to 2.9 K. When the aspect ratio HW increases
from 40 to 50, the corresponding temperature drop further decreases to 1.8 K. As shown in
Figure 14, when the aspect ratio HW increases from 10 to 30, the Nusselt number increases.
When the aspect ratio further increases from 30 to 50, the Nusselt number does not increase
significantly. This result indicates that the increase of the aspect ratio does not significantly
improve the heat transfer performance of the microchannel heat sink in this range. The
above analysis shows that the change of the aspect ratio of the microchannel affects its heat
transfer performance and resistance characteristics. In this work, the comprehensive heat
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transfer performance index is used to quantitatively evaluate the synergistic effect. It is
defined as:

η =
(Nu/Nu0)

( f / f0)
1/3

(16)

where f 0 is the resistance coefficient of the microchannel with aspect ratio HW = 10 and
Nu0 is the average Nusselt number of the microchannel with aspect ratio HW = 10.
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Figure 13. Temperature distributions of fluid-solid surface in microchannels with different aspect

ratios.
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Figure 14. Nusselt number distributions of microchannels with different aspect ratios.

Figure 15 shows the variations of the comprehensive heat transfer performance pa-
rameters of the microchannel heat sinks with different aspect ratios and given different
Reynolds numbers. In the range of the Reynolds numbers studied in this work, the com-
prehensive heat transfer performance parameters are greater than 1. The results indicate
that for the microchannel heat sink with HW = 10, increasing the aspect ratio can improve
its comprehensive heat transfer performance. When the aspect ratio is increased to 30, the
comprehensive heat transfer performance of the microchannel heat sink does not continue
to improve.
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Figure 15. Comparisons of comprehensive heat transfer performances of microchannels with different

aspect ratios.

4. Conclusions

In this work, a microchannel heat sink is studied on the basis of computational fluid
dynamics. The flow and heat transfer of two nanofluids with different volume fractions
and five microchannel heat sinks with different aspect ratios in the Reynolds number range
of 100–500 are simulated. The flow and heat transfer characteristics of the microchannel
heat sinks are compared, and the optimal parameters of the aspect ratio are analyzed. The
conclusions are as follows:

(1) Increasing the volume fraction of nanoparticles can effectively reduce the average
temperature of the heat transfer surface and improve the heat transfer capability
of nanofluids. However, because of the dual increase of the inlet velocity and flow
resistance, the power consumption of the whole system increases greatly;

(2) Increasing the aspect ratio of the microchannel does not cause significant flow resis-
tance loss, and the resistance coefficient of the microchannel tends to be consistent
with the increase of the Reynolds number at different aspect ratios;

(3) Increasing the aspect ratio of the microchannel can reduce the temperature of the heat
sink. When the aspect ratio exceeds 30, the average temperature at the bottom of the
microchannel does not decrease, and the heat transfer coefficient does not increase;

(4) In the range of the parameters studied in this paper, the aspect ratio of the mi-
crochannel heat sink with a thickness of 6 mm has an optimal value. Based on the
comprehensive heat transfer performance parameters, the optimal value of the aspect
ratio of the microchannel heat sink is 30.

This study shows that the aspect ratio of the heat sink has a significant impact on
the heat transfer performance of a microchannel, and there is an optimal value in the
range of Reynolds numbers under the condition of a given thickness. Further research
will be carried out for different thicknesses of heat sinks under different Reynolds number
conditions to obtain a universal empirical formula for guiding engineering practice.
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Nomenclature

ui velocity components in direction i

uj velocity components in direction j

xi cartesian coordinate components

xj cartesian coordinate components

p pressure in the flow field

T temperature

ρnf density of nanofluids

µnf dynamic viscosity

Cpf specific heat capacity

λnf thermal conductivity

w corresponding thermophysical properties of the base fluid

p corresponding thermophysical properties of the nanoparticles

α volume fraction of nanoparticles

n shape factor of nanoparticles

Uin fluid inlet velocity

q heat flux

Nu Nusselt number

N the number of microchannels

Ts the temperature of solid region

λs the thermal conductivity of the solid region.
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Abstract: One of the key questions in the generation of monodisperse droplets is how to eliminate

satellite droplets. This paper investigates the formation and elimination of satellite droplets during the

generation of monodisperse deionized water droplets based on a piezoelectric method. We estimated

the effects of two crucial parameters—the pulse frequency for driving the piezoelectric transducer

(PZT) tube and the volume flow rate of the pumping liquid—on the generation of monodisperse

droplets of the expected size. It was found that by adjusting the pulse frequency to harmonize with

the volume flow rate, the satellite droplets can be eliminated through their coalescence with the

subsequent mother droplets. An increase in the tuning pulse frequency led to a decrease in the size

of the monodisperse droplets generated. Among three optimum conditions (OCs) (OC1: 20 mL/h,

20 kHz; OC2: 30 mL/h, 30 kHz; and OC3: 40 mL/h, 40 kHz), the sizes of the generated monodisperse

deionized water droplets followed a bimodal distribution in OC1 and OC2, whereas they followed

a Gaussian distribution in OC3. The average diameters were 87.8 µm (OC1), 85.9 µm (OC2), and

84.8 µm (OC3), which were 8.46%, 6.14%, and 4.69% greater than the theoretical one (81.0 µm),

respectively. This monodisperse droplet generation technology is a promising step in the production

of monodisperse aerosols for engineering applications.

Keywords: monodisperse droplet generation; satellite droplets; piezoelectric method; droplet

coalescence

1. Introduction

In recent years, monodisperse droplet generation technology has been widely used in
the fields of additive manufacturing [1,2], inkjet printing [3,4], electronic packaging [5,6],
bioengineering [7–9], instrument calibration [10,11], etc. It has prompted many researchers
to become engaged in developing droplet generation techniques to meet new requirements
such as droplets that are highly uniform and monodisperse in terms of their size, shape,
density, and surface characteristics, with a variety of solutes and solvents.

Many attempts have been made to generate monodisperse droplets, such as hot bub-
ble [12], mechanical [13], pneumatic [14,15], piezoelectric [16], electromagnetic [17], and
droplet-based microfluidic [18–20] technologies. Among these, the piezoelectric droplet
generation method is one of the best choices to obtain monodisperse droplets. On the basis
of the piezoelectric method, the generation of droplets depends on the control of the pulse
waveform for the driving of the PZT tube. Li et al. [21] reported that monodisperse droplets
can be obtained through adjusting the frequency and amplitude of a rectangular pulse
waveform at a high operating pressure of 3.5 MPa. Fan et al. [22] reported that monodis-
perse droplets were generated by controlling the upper and lower limits of the pulse
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amplitude. However, during droplet generation, many satellite droplets were produced,
leading to a wide size distribution of the droplets. Shin et al. [23] also reported that, for
low viscosity liquid, satellites were generated when a single-pulse waveform was applied,
whereas when a double-pulse waveform was utilized, the satellites were eliminated. A
simple change in the time separation can precisely control the droplet size. If the time
separation is shortened, the droplets’ size becomes smaller, since the second pulse reduces
the mass and momentum of the ejected liquid. However, the double-pulse waveform can
possibly result in the coalescence of two adjacent mother droplets. Lin et al. [24] further
studied the influence of pulse frequency, positive voltage time, and voltage magnitude on
droplet ejection velocity using a double-pulse voltage pattern, but they estimated it to have
a scarce effect on droplet size.

Regardless of the control associated with the single-pulse waveform or the double-
pulse waveform, the breakup of fluid filaments ejected from the nozzle leads to an array of
uniformly spaced large droplets (called mother droplets) with smaller droplets (known as
satellite droplets) in between them. Therefore, to generate uniform mother droplets based
on piezoelectric method, the problem of eliminating a large number of satellite droplets
has to be solved. Otherwise, this situation would result in a nonuniform size distribution
of the breakup droplets. There is no doubt that one of the key steps involved in generating
uniform and monodisperse droplets is eliminating the satellite droplets and avoiding the
coalescence of two adjacent mother droplets.

In this work, we have aimed to investigate the formation and elimination of satellite
droplets during the generation of monodisperse deionized water droplets based on the
piezoelectric method. The emphasis of this study was on harmonizing the relationship
between the frequency of the square-pulse waveform and the volume flow rate in order
to obtain monodisperse droplets of the expected size. Therefore, this work involves:
(1) observing the formation and elimination processes of satellite droplets during the
generaton of monodisperse deionized water droplets through a high-resolution imaging
system; (2) estimating the effect of pulse frequency and volume flow rate parameters on the
droplet size and its distribution; (3) revealing the mechanisms involved in the generation
and elimination of satellite droplets related to these two crucial parameters.

2. Experimental Methods

A schematic of the experimental setup is shown in Figure 1a. It was mainly composed
of a micropump and syringe, filter, nozzle, controller, high-speed camera, and an LED lamp.
The micropump was used to feed the deionized water stored in the syringe and to control
the volume flow rate with an accuracy of ± 2%. The deionized water (the properties of
which are listed in Table 1) was transported to the nozzle through the connecting pipe and
filter. The droplets were then extruded by means of the PZT tube in the nozzle, controlled
by the controller. The high-speed camera (Phantom M310, Vision Research Inc., Wayne,
NJ, USA) with a lens (AT-X M100 AF PRO, Tokina, Japan) was utilized to record the pinch-
off process of the liquid filaments, the formation of mother droplets, and the generation
of satellite droplets. The recording frame was set to 5000 fps. The LED lamp with an
adjustable luminance was used to illuminate the field of view for clear imaging using the
high-speed camera.

The nozzle (MDG100) was purchased from TSI Co. Ltd., USA, and was based on a
squeeze mode design. A PZT tube was wrapped outside a glass tubular reservoir, shown
in Figure 1b. The orifice diameter at the bottom of the nozzle was 50 µm. The PZT tube
was driven by the controller using a transistor–transistor logic (TTL) signal to modulate the
width and frequency of periodic rectangle-wave pulse as shown in Figure 2. The period of
the pulse waveform is T, and its voltage amplitude is V. The duty ratio is Tp/T, where Tp

is the applied time of the pulse. The single-pulse waveform is a rectangle wave, which is
defined by a pulse width, a rising edge, and a falling edge. The applying time of the pulse
can be divided into three parts—the rising time (tr), dwelling time (td), and falling time
(tf). When the rising (falling) edge of the waveform is applied to the PZT tube, a negative
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(positive) pressure wave is produced, expanding (contracting) the glass tubular reservoir,
so that the fluid filaments will be ejected and broken up. These parameters of the driving
pulse for the PZT tube are listed in Table 2.
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Table 1. Physical properties of deionized water.

Items Density (kg/m3)
Surface Tension

(N/m) @25 ◦C
Viscosity (Pa·s)

@15 ◦C
Acoustic

Velocity (m/s)

Value 1.0 × 103 0.072 1.14 × 10−3 1435 [24]
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Table 2. Parameters of pulse waveform for driving the PZT tube.

Items Amplitude Frequency Duty Ratio

Value 4.2 V 5~40 kHz 0.5

The measurement of droplet size is crucial to estimate performance in the generation
of monodisperse droplets. In this work, a digital image processing method was used. The
elaborate operation procedures have been presented in our previous work [25]. Briefly,
(1) a magnified image of the calibrating ruler was acquired; (2) pictures of the breakup
droplets were taken under the same imaging conditions; (3) a self-programming digital
imaging treatment program was then used to compare the images of the breakup droplets
with calibrated pixel pitches. If the droplets appeared ellipsoidal or non-spherical due to
deformation, a characteristic dimension d21 (called the equivalent diameter) was calculated
by d21 = 4Sd/Ld, where Sd and Ld represent the area and the perimeter of each droplet, re-
spectively. Finally, the statistical average diameter of multiple droplets (d) was determined

by the equation d = ∑ nidi
∑ ni

.

3. Results and Discussion

3.1. Pinch-Off of Liquid Filament and Generation of Satellite Droplets

Figure 3 demonstrates a snapshot taken during the pinch-off process of the liquid
filament at a pulse frequency of 10 kHz and a volume flow rate of 30 mL/h. It can be
observed that surface waves cover the liquid filament, and a mother droplet has been
produced; another droplet is being generating at the liquid neck (the narrowest position
along the liquid filament). At the bottom of the picture, when a mother droplet is detached
from the liquid filament, a satellite droplet is simultaneously generated.
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The Reynolds and Weber numbers can be expressed as Re = ρvd/µ and We = ρv2d/σ,
in which ρ, v, d, σ and µ represent the density, velocity, orifice diameter, surface tension,
and viscosity of the deionized water, respectively. In this case, the Reynolds number was
~186.2 and the Weber number was ~1.4. This suggests that the pinch-off of the deionized
water filament generally exhibited a laminar regime, and the surface tension played a key
role in the detachment.

The evolution of the liquid filament was considered as a function of the viscosity
ratio (p) of the fluids and the initial wavenumber of the interface perturbation, and the
satellite droplets were generated around the neck region of a highly deformed filament.
Tjahjadt et al. [26] numerically and experimentally explained that, in low-viscosity ratio
systems, p < O (0.1), the breakup mechanism depends on self-repetition in multiple breakup
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sequences in which every pinch-off is always associated with the formation of a neck; the
neck undergoes pinch-off, and the process repeats. In this case, unlike multiple breakup
sequences, at each period, we observed one breakup sequence and a generated satellite
droplet. This means that, at each corresponding period of the controlled rectangle-wave
pulse of PZT tube, the duty ratio, the frequency, and the sequence of time applied will be
crucial in order to affect the formation of mother and satellite droplets.

3.2. Elimination of Satellite Droplets

Theoretically, if the liquid filament breaks up into monodisperse mother droplets
without the generation of satellite droplets, the input volume per unit time should be
equal to the total volume of the monodisperse droplets (mother droplets) generated per
unit time:

q × 10−6

3600
=

π

6
d3

th × 10−18 × f × 103 (1)

In which dth, q, and f represent the theoretical average diameter of the generated
monodisperse droplets (µm), the volume flow rate of the feeding liquid (mL/h), and the
pulse frequency for the driving of the PZT tube (kHz), respectively.

Thus, the theoretical average droplet diameter of the generated monodisperse droplets
in an ideal state can be calculated as follows:

dth = 3

√

q

600π f
× 103 (2)

The volume flow rate of deionized water was still set to 30 mL/h. As the pulse
frequency was adjusted from 10 kHz to 30 kHz, we observed the coalescence of satellite
droplets and mother droplets, as shown in Figure 4. During the pinch-off process of the
liquid filament, a satellite droplet was generated (Figure 4a), but it immediately merged
with the subsequent mother droplet (Figure 4b,c). Finally, monodisperse droplets were
generated with a highly uniform size distribution (Figure 4d). The average diameter of the
generated monodisperse droplets was 85.9 µm in this case, which is 6.14% larger than the
theoretical one. This suggests that the adjustment of the pulse frequency could eliminate
the satellite droplets by means of coalescence, validating the feasibility of this methodology.
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It is worthy of notice that the number of monodisperse droplets is theoretically equal
to the pulse frequency, i.e., only a single droplet is generated as a pulse is applied to the
PZT tube. Thus, the pulse width and the duty ratio of each pulse need to be negotiated
for the detachment of each droplet from the liquid filament, as shown in Figure 5. The
generation time of monodisperse droplets (tgen) is equal to the theoretical pulse width,
or the applied time of the practical pulse, i.e., tgen=Tp=tr + td + tf, in which tr, td, and tf

are the rising time, dwelling time, and falling time, respectively. The flight time of the
monodisperse droplets (tfly) is the same as the vacant time of the pulse, i.e., tfly=T − Tp, in
which T and Tp are the period of the pulse waveform and the applied time of the pulse,
respectively. Lin et al. [24] suggested that a sufficient time of tr and tf is necessary to reach
the desired voltage amplitude and to make the PZT tube expand and contract enough.
The empirical expression of the voltage amplitude of the pulse waveform must meet the
following requirements [24]:

V/tr ≤ 15, V/t f ≤ 15 (3)
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This indicates that the slope of the voltage variation should be less than 15 V/µs.
Additionally, the voltage amplitude should be high enough to ensure that the droplet is
ejected, but not so high that the ejection becomes chaotic and it becomes difficult to obtain
monodisperse droplets.

To generate monodisperse droplets, the rising time (tr) and the falling time (tf) should
also harmonize with the detaching time of each droplet. Under the same operating con-
ditions, the detaching time depends mainly on the viscosity of the liquid. The larger the
viscosity, the longer the detaching time becomes. The dwelling time (td) has been given by
Bogy et al. [27], i.e., the optimum pulse width (topt), which can be calculated as follows:

td = topt = L/vaco,liq (4)

in which L and vaco,liq are the length of nozzle and the velocity of acoustic wave propagation
in the liquid, respectively. In this work, the theoretical value of the optimum dwelling
time (td) was ~12 µs. In Figure 4d, the central spacing between two adjacent droplets was

94



Micromachines 2021, 12, 921

twice as large as the droplet diameter, since the duty ratio of the rectangular pulse was 0.5.
To avoid the coalescence of two spherical mother droplets without satellite droplets, the
central spacing must be greater than the droplet diameter. However, since the droplets
exhibited severe deformation after being detached from the liquid filament (Figure 4a–c),
the maximum ratio of droplet length to width reached 1.8, and the central spacing was
close to the droplet diameter. This suggests that the duty ratio should be below 0.8.

3.3. Effect of Pulse Frequency on the Elimination of Satellite Droplets

Figure 6 demonstrates the snapshots of droplet generation as the pulse frequency
ranged from 5 to 45 kHz at the volume flow rate of 30 mL/h. At the pulse frequencies
of 5 kHz, 10 kHz, and 15 kHz, it was observed that the satellite droplets were difficult to
eliminate (Figure 6b3,c2), and the two adjacent mother droplets coalesced (Figure 6a5).
When the pulse frequency was enhanced to 20 kHz or 25 kHz, satellite droplets with greater
size were generated (Figure 6d4,e3). At 30 kHz and 35 kHz, the satellite droplets were
almost eliminated (Figure 6f3,g3). However, as the pulse frequency exceeded 40 kHz, the
generated droplets were chaotic, and they had a wide size distribution.
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(f1–f3): 30 kHz; (g1–g3): 35 kHz; (h1–h2): 40 kHz; (i1–i2): 45 kHz).

Experiments on the influence of pulse frequency on the formation and elimination of
satellite droplets were also carried out at the volume flow rates of 20 mL/h and 40 mL/h,
respectively. According to the results, it can be concluded that, at a certain volume flow
rate, the pulse frequency must be adjusted to an optimum range to generate monodisperse
droplets. At the volume flow rate of 20 mL/h, the optimum range of the pulse frequency
was 18–22 kHz. For the volume flow rates of 30 mL/h and 40 mL/h, the optimum ranges
of the pulse frequency were 25–35 kHz and 35–50 kHz, respectively.

3.4. Effect of Pulse Frequency on the Average Diameter of Droplets

According to Equation (2), the diameter of the generated droplets depends on the
volume flow rate and the pulse frequency. As the volume flow is fixed, the desired diameter
of the droplets can be obtained through adjusting the pulse frequency. Figure 7 shows
the average diameters of the generated droplets at the volume flow rate of 30 mL/h, at
different pulse frequencies of 25–40 kHz, with an interval of 5 kHz. The theoretical diameter
of the droplets was calculated using Equation (2), and these are also shown in Figure 7.
In general, the experimental result displayed a similar trend to the theoretical one. As
the pulse frequency for driving the PZT tube was enhanced, the average diameter of the
generated droplets decreased. The average droplet diameters based on the experiments
were 5–11% greater than those based on the theoretical calculation. This difference can be
attributed to the random error associated with dealing with the images and the systematic
calibration error.
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3.5. Size Distribution of Monodisperse Droplets under Optimum Operating Conditions

If the ratio of the volume flow rate and the optimum pulse frequency are kept con-
stant, based on Equation (2), the diameter of the generated droplet would be theoretically
the same. This was also supported by the experimental results. Figure 8 illustrates the
snapshots of the generated monodisperse droplets under three optimum conditions (OCs)
(OC1: 20 mL/h, 20 kHz; OC2: 30 mL/h, 30 kHz; and OC3: 40 mL/h, 40 kHz). In the
optimum pulse frequency range, no satellite droplets were observed.
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The size distributions of the monodisperse droplets generated under the three opti-
mum conditions were further extracted and analyzed in detail, as shown in Figures 9–11.
Under OC1, the size of generated monodisperse droplets were mainly distributed in the
range of 80–95 µm, with a small number of droplets of 95–110 µm (Figure 9). As for
OC2, the size distribution of generated monodisperse droplets ranged from 80 to 93 µm
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(Figure 10). In OC3, the droplet size was mainly distributed in the range of 75–95 µm
(Figure 11). We observed two-peak profiles for both OC1 and OC2. Compared with the bi-
modal size distribution in OC1 and OC2, under OC3, the generated monodisperse droplets
had a better dispersion uniformity, and the droplet size followed a Gaussian distribution.
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The droplets generated under the three optimum conditions were generally well dis-
persed and had a good uniformity of dispersion. The average diameters of the generated
monodisperse droplets were 87.8 µm (OC1), 85.9 µm (OC2), and 84.8 µm (OC3), respec-
tively, as shown in Figure 12. Compared to the theoretical diameter (81.0 µm), the experi-
mental results were 8.46%, 6.14%, and 4.69% greater than the theoretical one, respectively.
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Experiments on the generation of monodisperse deionized water droplets based on
the piezoelectric method were conducted. Our observations demonstrated that satellite
droplets were generated because the mother droplets detached from the liquid filament
with surface waveform perturbations. As the frequency of the square-wave pulse was tuned
to match the volume flow rate of the pumping liquid, the satellite droplets merged with the
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subsequent mother droplets, and we were thus able to generate monodisperse droplets with
a uniform size distribution. If the pulse frequency is relatively low, the satellite droplets
cannot merge with the subsequent mother droplets. It is also possible that the two adjacent
mother droplets can coalesce if the pulse frequency is so high that the generated droplets
are chaotic. This results in a wide size distribution. Under different volume flow rates, the
optimal ranges of pulse frequency required to generate monodisperse droplets are different.
The size of the monodisperse droplets decreases with the increase in the pulse frequency,
as the volume flow rate is given. The sizes of the monodisperse droplets generated follow
bimodal and Gaussian distributions under optimum operating conditions.
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Abstract: A neutrally buoyant circular particle migration in two-dimensional (2D) Poiseuille chan-

nel flow driven by pulsatile velocity is numerical studied by using immersed boundary-lattice

Boltzmann method (IB-LBM). The effects of Reynolds number (25 ≤ Re ≤ 200) and blockage ratio

(0.15 ≤ k ≤ 0.40) on particle migration driven by pulsatile and non-pulsatile velocity are all numer-

ically investigated for comparison. The results show that, different from non-pulsatile cases, the

particle will migrate back to channel centerline with underdamped oscillation during the time period

with zero-velocity in pulsatile cases. The maximum lateral travel distance of the particle in one cycle

of periodic motion will increase with increasing Re, while k has little impact. The quasi frequency of

such oscillation has almost no business with Re and k. Moreover, Re plays an essential role in the

damping ratio. Pulsatile flow field is ubiquitous in aorta and other arteries. This article is conducive

to understanding nanoparticle migration in those arteries.

Keywords: lattice Boltzmann method; inertial migration; Poiseuille flow; pulsatile velocity

1. Introduction

Particle two-phase flow is a very complex problem, which ubiquitously exists in
nature, industry, hemodynamics, such as the formation and movement of sand dunes, haze
(PM2.5), ventilation dusting system, spread of virus (COVID-19), inertial microfluidics,
drug delivery in blood, etc. Numerous researches have revealed the behavior of the
particles in fluid flow depends on Reynolds number (Re = UmH/ν, where Um is the
maximum inlet velocity, H is the channel width, ν is the fluid kinematic viscosity) and
blockage ratio (k = Dp/H, donates the ratio of particle diameter Dp and the channel width),
whether or not the particles are neutrally buoyant [1–6]. The density of the neutrally
buoyant particles is the same as the suspension fluid, which means the particles will
suspend in the fluid.

Segré and Silberberg [7] first discovered experimentally neutrally buoyant spherical
particles would migrate to a radial equilibrium position in a pipe flow and form the Segré

and Silberberg (SS) annulus, which is known as SS effect. This phenomenon prompted a lot
of correlation research to reveal the underlying mechanism. Ho and Leal [8] theoretically
studied particle migration in two-dimensional (2D) Poiseuille flow. Asmolov [9] interpreted
that the particles migration was due to the effect of inertial lift by using the matched
asymptotic expansions method. The results indicated the wall induced inertial lift became
significant in the thin layers near the channel wall, and such lift could be neglected when
the particles are far away from the wall. Matas et al. [10] found that the particles would
move closer to the circular tube wall as Re increased and revealed additional inner annulus
when Re was greater than 600. Moreover, if Re exceeded 700, the particles in the inner
annulus accounted for the majority. Matas et al. [11] also utilized the matched asymptotic
expansions method to calculate the lateral force in the pipe geometry (used to be in the
plane geometry), but they did not find the second zero lateral force intersection point which
indicates the inner annulus. Thus, they concluded the inner annulus was most likely due
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to finite-size effect. Hood et al. [12] calculated the lateral forces by a perturbation analysis.
Morita et al. [13] predicted that all particles in the inner annulus would return to the SS
annulus according to their experimental results when Re is less than 1000 and the tube is
long enough. Due to their equipment limitations, the tube length was only 500 times the
particle diameter. Then, Nakayama et al. [14] increased the length of the tube to 1000 times
of the particle diameter, and the results showed that three regimes were eventually formed:
only the SS annulus, only the inner annulus or those two annuli exist at the same time. The
transition between these three regimes was determined by the critical Re which decreases
with increasing of k.

Besides the aforementioned theoretical and experimental methods, computational
fluid dynamics (CFD) simulation has become a powerful tool in analyzing particle-fluid
interaction. Feng et al. [15] adopted finite-element method to investigate a circular particle
migration in Poiseuille flow. Their simulations agreed qualitatively with the results of
perturbation theories and pertinent experiments. By using LBM [16–19], the same problem
was studied, and the SS effect was reconstructed. Shao et al. [20] found the inner annulus
for elevated Re by using the fictitious domain method. Abbas et al. [21] mentioned that the
equilibrium position (TEP) depends exclusively on Re and k. Recently, inertial microfluidics
can precisely separate particles with or without extra external force field by realizing SS
effect [22–28].

All the research works mentioned above are based on a non-pulsatile flow field, but in
the artery, the blood pumped by the heart behaves as a pulsatile flow field. To the best of
our knowledge, there are no articles related to particle migration in the pulsatile flow field.

Cancer is one of the leading causes of death in the world; nanoparticles are widely
used for cancer therapy. Ideally, the therapeutic nanoparticles system should be able to
deliver drugs just to the tumor and have no severe side effects on the body [29]. However,
nanoparticle movement in non-pulsatile blood flow field is quite different from that in the
pulsatile blood flow field.

In this study, we perform a series of CFD simulations to investigate the migration of
one neutrally buoyant circular particle in 2D Poiseuille flow driven by pulsatile velocity.
The influence of Re and k on the particle migration is analyzed in detail. The difference
between particle migration driven in pulsatile and non-pulsatile velocity is illustrated.
Engineering precision therapeutic nanoparticles system in artery [30] can be attainable by
understanding the particle migration in pulsatile blood flow field. Furthermore, it can help
to optimize therapeutic nanoparticles system for achieving precise medical against cancer
near arteries.

The organization of this article is as follows. The numerical method, boundary
conditions, and problem description are introduced in Section 2. In Section 3, we simulated
TEPs of one particle at several specific parameters, and our computational code is validated
by comparing with the published paper. Afterwards, the simulation results are presented
and discussed in Section 4. Finally, conclusions are provided in Section 5.

2. Method and Problem

LBM is widely used to simulate particle migration, turbulence, flow in porous media,
multiphase flow, non-Newtonian rheology, and so on [31–43]. Because of its advantages in
efficiency, easy to code, and parallel run, LBM has become a very popular CFD numeri-
cal tool.

2.1. Lattice Boltzmann Method

In this work, the single-relaxation time (SRT) lattice Bhatnagar–Gross–Krook (LBGK)
Boltzmann method is adopted to solve particles migration in incompressible viscous
flow [44]:

fi(x + ei∆t, t + ∆t) = fi(x, t)− 1

τ

[

fi(x, t)− f
(eq)
i (x, t)

]

, (1)
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where fi(x, t) is the distribution function at space coordinate x = (X, Y) and time t in

the ith direction; f
(eq)
i (x, t) is the correspond equilibrium distribution function; τ is the

SRT; ∆t is the time step; the discrete velocities ei of 2D nine-velocity (D2Q9) model are
shown in Figure 1; c = ∆x/∆t is the lattice velocity; ∆x is the lattice spacing. For coding
conveniently, both the time step and the lattice spacing are set to be equal to 1, which result
in ∆t = ∆x = c = 1.

– –

𝑓 𝒙 𝐞 𝛥𝑡, 𝑡 𝛥𝑡 𝑓 𝒙, 𝑡 1𝜏 𝑓 𝒙, 𝑡 𝑓 𝒙, 𝑡 ,𝑓 𝒙, 𝑡 𝒙 𝑋, 𝑌 𝑡𝑖 𝑓 𝒙, 𝑡 𝜏Δ𝑡 𝐞𝑐 Δ𝑥 Δ𝑡⁄ Δ𝑥Δ𝑡 Δ𝑥 𝑐 1

 

𝑓 𝒙, 𝑡 𝜔 𝜌 1 3𝐞 ⋅ 𝒖𝑐 4.5 𝐞 ⋅ 𝒖𝑐 1.5𝒖𝑐 ,𝜔 𝜔 4 9⁄ 𝜔 ~ 1 9⁄ 𝜔 ~ 1 36⁄ 𝜌𝒖 𝜌 𝑓 𝒙, 𝑡 , 𝒖 1𝜌 𝐞 𝑓 𝒙, 𝑡 .
–

–

𝑡

Figure 1. D2Q9 Cartesian lattice and discrete velocities.

The equilibrium distribution function can be calculated by [44]:

f
(eq)
i (x, t) = ωiρ f

[

1 +
3ei·u

c2
+

4.5(ei·u)2

c4
− 1.5u2

c2

]

, (2)

where ωi is the weight factor with ω0 = 4/9, ω1∼4 = 1/9 and ω5∼8 = 1/36, ρ f is the fluid
density and u is fluid velocity which can be determined by:

ρ f = ∑ fi(x, t), u =
1

ρ f
∑ ei fi(x, t). (3)

For low Mach number, the Navier–Stokes equations can be derived from the lattice
Boltzmann equation by utilizing Chapman–Enskog expansion [45].

2.2. Improved Bounce-Back Scheme

In the LBM simulations, improved bounce-back scheme is of particular importance,
and it allows to implement no-slip boundary condition on the surface of moving parti-
cle [46], which will be explained briefly below.

As shown in Figure 2, the sky-blue circles represent the fluid nodes, and the red thin
diamonds donate the solid nodes. The orange triangles indicate uncovered fluid nodes
means that those nodes are located inside the particle at time t and will locate outside the
particle when the particle travels after one lattice time step. Similarly, the purple squares
donate covered fluid nodes represent that those nodes will change from fluid nodes to
solid nodes after the particle moves.
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t t ∆t fS, D, A, B, C𝐴𝑓 𝑓 𝑓𝑓
𝑓 𝐴 ⎩⎨

⎧𝑞 1 2𝑞 𝑓 𝑆 1 4𝑞 𝑓 𝐴 𝑞 1 2𝑞 𝑓 𝐵 2𝜔 𝜌 𝐞 ⋅ 𝒖𝑐 ,     𝑞 12 ,1𝑞 2𝑞 1 𝑓 𝑆 2𝑞 1𝑞 𝑓 𝐵 2𝑞 12𝑞 1 𝑓 𝐶 2𝜔 𝜌𝑞 2𝑞 1 𝐞 ⋅ 𝒖𝑐 ,     𝑞 ⩾ 12 ,𝑆 𝐞 𝐵 𝐶𝐞 𝐷 𝐴𝑆 𝑞𝑞 |𝐴𝐷| |𝐴𝑆|⁄ 𝒖 𝐷 𝑐 𝑐 √3⁄
𝐷

𝑭 𝒙 𝑞𝐞 , 𝑡 𝐞 𝑓 𝒙 𝐞 , 𝑡 𝑓 𝒙, 𝑡 ,𝑻 𝒙 𝑞𝐞 , 𝑡 𝒙 𝑞𝐞 𝒙 𝑭 𝒙, 𝑡 ,𝒙 𝑡 𝑡 ∆𝑡
𝑭 𝒙, 𝑡 𝜌 𝒙, 𝑡 𝒖 𝒙, 𝑡 ,𝑻 𝒙, 𝑡 𝒙 𝒙 𝑭 𝒙, 𝑡 ,𝑭 𝒙, 𝑡 𝜌 𝒙, 𝑡 𝒖 𝒙, 𝑡 ,𝑻 𝒙, 𝑡 𝒙 𝒙 𝑭 𝒙, 𝑡 .

Figure 2. Improved bounce-back scheme boundary conditions. Lighter gray circle represents the

location of particle at time t and darker gray circle at time t + ∆t, which result in two orange triangles

uncover to fluid node, three purple squares cover to solid node and four red thin diamonds remain

solid node. The other sky-blue circles denote the fluid nodes. The distribution function f7 can be

determined by the information of node S, D, A, B, C.

Take fluid node A as an example, after the streaming step, three unknown distribution
functions ( f3, f7 and f4 denoted by three blue arrows shown in Figure 2) need to be deter-
mined by applying improved bounce-back scheme. Therefore, the distribution function f7

can be calculated by:

f7(A) =

{

q(1 + 2q) f5(S) +
(

1 − 4q2
)

f5(A)− q(1 − 2q) f5(B)− 2ω5ρ f
e5·uD

c2
s

, q <
1
2 ,

1
q(2q+1)

f5(S) +
2q−1

q f7(B)− 2q−1
2q+1 f7(C)−

2ω5ρ f

q(2q+1)
e5·uD

c2
s

, q > 1
2 ,

(4)

where S is the nearest solid node along e5 direction; B and C are the two nearest fluid nodes
along e7 direction; the blue star D denotes the boundary location which is the intersection
point of particle boundary and line AS, meanwhile, q can be determined by q = |AD|/|AS|;
uD is the velocity of the boundary location D; cs = c/

√
3 is the speed of sound. The other

unknown distribution functions of fluid nodes around particle boundary can be solved in
the similar method.

2.3. Force, Torque, and Particle Motion

Let us continue to take the boundary location D as an example. As shown in Figure 2,
the hydrodynamic force and torque acting on the solid particle migrating in fluid can be
integrated by adopting momentum exchange algorithm [46,47] as follows:

F(h)(x + qe5, t) = e5[ f5(x + e5, t) + f7(x, t)],

T(h)(x + qe5, t) =
(

x + qe5 − xp

)

× F(h)(x, t),
(5)

where xp is the position of the particle.
When the particle is moving in the lattice grid from time t to t + ∆t, as shown in

Figure 2, the additional force and torque due to uncovered fluid node and covered fluid
node exerted on the particle can be computed by [48]:

F(c)(x, t) = ρ f (x, t)u(x, t),

T(c)(x, t) =
(

x − xp

)

× F(c)(x, t),

F(u)(x, t) = −ρ f (x, t)u(x, t),

T(u)(x, t) =
(

x − xp

)

× F(u)(x, t).

(6)
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Moreover, in order to avoid unphysical overlapping between the particle and the
channel wall, the extra lubrication force model is needed [49]:

F(l) =

{

0, h ≥ hc,

−1.5πρ f ν
[

Dp

(

1
h − 1

hc

)]1.5
Up, h < hc,

(7)

where ν = c2
s (τ − 0.5)∆t is the kinematic viscosity of the fluid; Dp is the diameter of the

particle; Up is the particle velocity towards the wall; h is the minimum gap between the
particle and the wall; hc = 1.5∆x is the cutoff distance whether to consider the lubrication
force or not.

By summation of the forces and torques acting on the particle, the movement of the
particle can be solved explicitly using Newton’s second law:

at+∆t
p =

(

∑ F(h) + ∑ F(c) + ∑ F(u) + F(l)
)

/mp,

ut+∆t
p = ut

p + 0.5
(

at+∆t
p + at

p

)

∆t,

xt+∆t
p = xt

p + 0.5
(

ut+∆t
p + ut

p

)

∆t,

αt+∆t
p =

(

∑ T(h) + ∑ T(c) + ∑ T(u)
)

/Ip,

wt+∆t
p = wt

p + 0.5
(

αt+∆t
p + αt

p

)

∆t,

θt+∆t
p = θt

p + 0.5
(

wt+∆t
p + wt

p

)

∆t,

(8)

where ap, up, αp, wp, θp, mp, and Ip are the translational acceleration, velocity, rotational
acceleration, rotational velocity, angle, mass and moment inertia of the particle.

2.4. Problem

The configuration of one circular particle migrating in Poiseuille flow is shown in
Figure 3. A parabolic velocity profile with the maximum velocity Um is set at the left inlet
boundary in the positive X direction, and the velocity in Y direction is zero. For Um, there
are two cases: non-pulsatile or pulsatile. If pulsatile, Um will change over time, otherwise,
it will be a constant. For considering reproducibility of this work, patient-specific velocity
profile [50] will not be adopted to impose at the inlet boundary. The half-period of the
sinusoidal function at time interval [t0, t1] (systolic period) and zero at [t1, t2] (diastolic
period) is utilized which can be seen from Figure 3. In the systolic period, t1 − t0 = 0.3 s,
and in the diastolic period, t2 − t1 = 0.5 s, which means one cardiac cycle lasts 0.8 s. The
unit conversion factor from lattice time to physical time is 10−5. At the right boundary,
the normal derivative of the velocity is zero and the pressure is set to be pout = ρ f c2

s [19].
No-slip boundary conditions are imposed at the top and bottom channel walls.

𝑭 0,     ℎ ℎ ,1.5𝜋𝜌 𝜈 𝐷 1ℎ 1ℎ . 𝑼 ,     ℎ ℎ ,𝜈 𝑐 𝜏 0.5 Δ𝑡 𝐷𝑼 ℎℎ 1.5Δ𝑥
𝒂 𝑭 𝑭 𝑭 𝑭 𝑚 ,𝒖 𝒖 0.5 𝒂 𝒂 𝛥𝑡,𝒙 𝒙 0.5 𝒖 𝒖 𝛥𝑡,𝜶 𝑻 𝑻 𝑻 𝐼 ,𝒘 𝒘 0.5 𝜶 𝜶 𝛥𝑡,𝜽 𝜽 0.5 𝒘 𝒘 𝛥𝑡,𝒂 𝒖 𝜶 𝒘 𝜽 𝑚 𝐼

𝑈𝑋 𝑌 𝑈𝑈
𝑡 , 𝑡 𝑡 , 𝑡𝑡 𝑡0.3 s 𝑡 𝑡 0.5 s 0.8 s10 𝑝 𝜌 𝑐  

 

𝑋 𝑌𝐿 𝐻 𝑋 , 𝑌𝐷 𝑈 𝑈
Figure 3. Configuration of a particle migrating in Poiseuille channel flow. The origin coordinate

locates at left down corner, X in horizontal direction and Y in vertical direction. The simulation

domain size is fixed as L × H, while the particle is located at [Xs, Ys] initially. The diameter of the

particle is Dp, Um represents the maximum velocity. For pulsatile case, Um will change by time.
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If there are no additional statements, the channel length L is 500∆x and the height
H is 100∆x. TEP is basically unchanged for different channel length (300∆x, 400∆x,
500∆x, 600∆x, 700∆x and 2000∆x). So L = 500∆x is adopted same as Wen et al. [17].
As shown in Figure 3, the circular particle center is located at [Xs, Ys] initially. The di-
ameter of the circular particle in this work is 15∆x, 20∆x, 25∆x, 30∆x, 35∆x, and 40∆x,
which means k = Dp/H = 0.15, 0.20, 0.25, 0.30, 0.35, 0.40, respectively. Meanwhile,
Re = Um H/ν = 25, 50, 75, 100, 150, 200 is studied by changing the kinematic viscosity
of the fluid.

Driven by the fluid velocity, the particle will always travel along X axis in positive
direction, so an infinite channel is needed to avoid the particle moving out of the simulation
domain which can be achieved by moving domain technique [6,51,52]. When the X-
coordinate of the particle exceeds Xs + ∆x, the fluid field and the particle need to shift on
lattice spacing left, which ensures that the particle will never travel too far from its original
position. Meanwhile, it should be noted that the actual moving distance along X axis in
positive direction should add up one lattice spacing when performing this shift once.

3. Validation

To validate the accuracy of our LBM code, two benchmark cases are implemented below.
In the first case, Re is set to be 50, and the terminal particle Reynolds number

Rep = Ux,pDp/ν is about 9.63, where Ux,p is the terminal particle velocity in X direc-
tion. It is very close to Rep while the particle is driven by pressure difference [17]. Our
simulating results with k = 0.25 and k = 0.35 are plotted in Figure 4a,b, respectively. The
SS effect is quite obviously found and TEP of the particle has nothing to do with the initial
horizontal position (Ys/H = 0.20, 0.25, 0.35, 0.40, 0.45) which only changes the trajectory
from initial position to TEP. All the results, even the curve shape shown in Figure 4a,b are
consistent with those of Wen et al. [17].

𝐿 500𝛥𝑥𝐻 100𝛥𝑥 300𝛥𝑥 400𝛥𝑥500𝛥𝑥 600𝛥𝑥 700𝛥𝑥 2000𝛥𝑥 𝐿 500𝛥𝑥 𝑋 , 𝑌15𝛥𝑥 20𝛥𝑥 25𝛥𝑥 30𝛥𝑥 35𝛥𝑥 40𝛥𝑥𝑘 𝐷 𝐻⁄ 0.15, 0.20, 0.25, 0.30, 0.35, 0.40 𝑅𝑒𝑈 𝐻/𝜈 25, 50, 75, 100, 150, 200 𝑋 𝑋𝑋 Δ𝑥 𝑋

𝑅𝑒 𝑅𝑒𝑈 , 𝐷 /𝜈 𝑈 , 𝑋𝑅𝑒𝑘 0.25 𝑘 0.35𝑌 𝐻⁄ 0.20, 0.25, 0.35, 0.40, 0.45

𝐚  𝑘 0.25𝐛  𝑘 0.35 𝑅𝑒𝑅𝑒 20, 40, 100, 200 𝐷22 𝐻 200 𝐿 1000𝑘 0.11 𝑅𝑒

Figure 4. Lateral migration of the particle released from different initial positions in Poiseuille flow with (a) k = 0.25,

(b) k = 0.35.

The foregoing results are validated only when Re is 50. The second case is adopted to
validate over the entire range of Re = 20, 40, 100, 200. The particle diameter is Dp = 22,
the channel width is H = 200, and the channel length is L = 1000, which leads to the
blockage ratio being k = 0.11. Figure 5 shows the comparison of the present results with
previous ones simulated by Di Chen et al. [53] The comparison shows TEPs are in good
agreement and the particle will be closer to channel centerline with increasing Re in 2D
Poiseuille flow.
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 𝑅𝑒
𝑘0.25 𝑅𝑒 50𝑝 𝑝 𝑝 𝑝⁄ 𝑋 𝑈 𝑈 𝑈⁄𝑌 𝑈 𝑈 𝑈⁄

𝐚 𝑝 𝐛𝑋 𝑈 𝐜 𝑌 𝑈𝑘 0.25 𝑅𝑒 50
𝑌

Figure 5. Comparison of TEPs of the particle migrating in Poiseuille flow at different Re.

4. Results and Discussions

4.1. Fluid and Particle Interaction

After validation, we first simulate the particle migrating in non-pulsatile flow at
k = 0.25 and Re = 50. Figure 6a–c, shows the contour view of the dimensionless pressure
p′ = (p − pout)/pout, the dimensionless fluid velocity in X direction U′

x = Ux/Um and
in Y direction U′

y = Uy/Um, respectively. Due to the moving domain method adopted
here, the particle will always locate around the middle of the simulation domain which
is significantly disturbed by the present of the particle. Obviously, the pressure strip can
be observed upstream and downstream of the particle. The pressure at the upper left and
down right side of the particle is higher than the upper right and down left corner, and
hence generates a particle rotation in clockwise direction illustrated by the black arrow
in Figure 6a. Due to non-slip boundary condition at the boundary location of particle,
clockwise rotation of the particle will induce fluid flowing upward at left and downward
at right as shown in Figure 6c. Moreover, it can be seen from Figure 6b that the particle
follows with fluid movement quite well [54].

𝑅𝑒
𝑘0.25 𝑅𝑒 50𝑝 𝑝 𝑝 𝑝⁄ 𝑋 𝑈 𝑈 𝑈⁄𝑌 𝑈 𝑈 𝑈⁄

𝐚 𝑝 𝐛𝑋 𝑈 𝐜 𝑌 𝑈𝑘 0.25 𝑅𝑒 50
𝑌

Figure 6. The contour view of (a) the dimensionless pressure p′, (b) the dimensionless fluid velocity

in X direction U′
x and (c) in Y direction U′

y in stable state of particle migrating in non-pulsatile flow

at k = 0.25 and Re = 50.

4.2. Trajectory

Several dominant forces acting on the particle drive it to TEP in Y direction. The first
force is shear gradient lift force due to the parabolic velocity profile, which points to the
wall. The second force is wall induced lift force due to the interaction between the particle
and the channel wall calculated by using added lubrication force model introduced before
which directs towards the channel centerline. The third force is called Magnus force [55]
due to the rotation of the particle migrating in fluid. As demonstrated above, the particle in
non-pulsatile flow travels in X direction and at the same time it rolls in clockwise direction.
Thus, the Magnus force is directed to the channel centerline. Certainly, when the particle
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moves in fluid, it will be affected by the drag force. In summary, there are at least four
forces governing particle migration in fluid suspension.

Figure 7 shows the particle center trajectory along the channel for k = 0.25 and
k = 0.35 at Re = 50. Obviously, several cardiac cycles later, the particle driven by pulsatile
velocity migrates around TEP in non-pulsatile flow periodically. In the systolic period, the
particle laterally migrates towards wall mainly affected by shear gradient lift force. While
in the diastolic period, the shear gradient lift force disappears, and the particle still rotates
because of inertia, so it will migrate back to the channel centerline under the Magnus force.
The moving direction is illustrated by black arrows which are shown in the subplots of
Figure 7. The particle oscillates in spiral-shaped structures and will travel towards the wall
again in another systolic period.

𝑋
𝑘 0.25 𝑘0.35 𝑅𝑒 50

 𝑘 0.25 𝑘0.35 𝑅𝑒 50
𝑡 𝑡 10⁄𝑅𝑒 𝑘 0.25 𝑏, 𝑑 𝑘 𝑅𝑒 50 𝑐, 𝑑𝑎, 𝑏 𝑡 8.8, 9.6 𝑅𝑒𝑘 ∆𝛿 𝑡∗ 𝑅𝑒 𝛿, ∆, 𝑡∗ 𝑘 𝑅𝑒

𝛿, ∆ 𝑡∗𝑅𝑒 𝑘 𝛿, ∆, 𝑡∗𝑘 𝑘 𝛿, ∆𝑘 𝛿, ∆ 𝑘 0.2𝑡∗ 𝑘

Figure 7. The particle center trajectory for k = 0.25 (two sky-blue curves with circle marker), k = 0.35

(two purple curves with square marker) at Re = 50. Solid curve represents the case driven by

pulsatile velocity, which is abbreviated as P, while NP is the acronym for non-pulsatile flow donated

by dash curve.

Figure 8a,c gives the particle center trajectory versus time
(

t′ = t/105
)

variation with
Re at k = 0.25, and (b, d) donates different k at Re = 50. Moreover, (c, d) is the enlarged
view of (a, b) in one stable cardiac cycle (t′ = [8.8, 9.6]) illustrated by black dash line box,
respectively. Overall, TEPs are all closer to the channel centerline when Re or k increases,
whether or not in pulsatile flow. Consequently, the particle will take longer (or more
cardiac cycles) to reach TEP. As shown in Figure 8c, we define ∆ as the dimensionless
distance between the highest and lowest position in this stable cardiac cycle, δ is the
signed dimensionless distance between TEP in non-pulsatile flow and the lowest position
(negative value means the particle did not exceed TEP in non-pulsatile flow), and t∗ is time
in this cardiac cycle when the particle locates the lowest position. In general, the influence
of Re on δ, ∆, t∗ is greater than k. As Re increases, the viscosity of the fluid decreases, thus
the drag force acts on the particle decreases. The particle, therefore, can laterally migrate
farther in systolic period, even exceeds TEP in non-pulsatile flow. Meanwhile, the particle
will take longer to migrate from the highest position to the lowest position for its longer
travel distance. As a result, Figure 8e shows that δ, ∆ and t∗ all increase monotonously
with increasing Re. The effect of k on δ, ∆, t∗ is a little more complicated. As k increases, the
particle inertia increases, and the drag force also increases. Shear gradient force increases
with increasing k, but decreases when the particle is closer to channel center. Consequently,
it can be seen from Figure 8f, δ, ∆ increases at first and then decreases when k increases, the
maximum of δ, ∆ occurs at k = 0.2. Moreover, t∗ was mostly unchanged with increasing k.
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 𝑅𝑒 𝐚, 𝐜 𝑘 0.25 𝑘 𝐛, 𝐝 𝑅𝑒50 𝛿, ∆, 𝑡∗ 𝑅𝑒 𝐞 𝑘 𝐟
𝑅𝑒 𝑘

𝑅𝑒 100𝑤𝑘

Figure 8. Time history of the particle center trajectory at different Re (a,c) at k = 0.25, and different k (b,d) at Re = 50. The

variation of δ, ∆, t∗ with Re (e) and k (f).

4.3. Orientation

Observed in Figure 9, the particle always rotates clockwise while migrating in the
channel, irrespective of Re, k, and whether or not in pulsatile flow. In the diastolic period,
the particle rotates much slower but still in the clockwise direction. If the particle is closer
to the channel wall, it will experience larger gradient of fluid velocity. As a result, the
smaller Re or k is, the faster the particle rotates. Figure 8 shows that, when Re < 100, TEP
of the particle is very similar, so they rotate almost at the same speed (w) which is shown
in the subplot of Figure 9a. In addition, it can be seen in the subplot of Figure 9b, the
particle rotate speed is almost linearly coherent with k. Furthermore, the moment inertia of
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the particle is proportional to the square of the particle diameter, i.e., k. Consequently, by
comparing Figure 9a,b, the influence of k on w is much larger than Re.

𝑘𝑘 𝑤 𝑅𝑒

 𝑅𝑒 𝐚, 𝐜  𝑘 𝐛, 𝐝 𝐚, 𝐛 𝐜, 𝐝

𝑋 𝑈𝑌𝑋 𝑈𝑈 𝑈⁄ 𝑈 𝑅𝑒 𝑈𝑅𝑒 𝑅𝑒 1 𝑅𝑒𝐴 𝑒 . . 𝜆 15.99 𝑅𝑒𝑅𝑒 𝑘𝑘

Figure 9. The particle orientation at different Re (a,c) and k (b,d). Meanwhile, (a,b) is in non-pulsatile and (c,d) in

pulsatile flow.

4.4. Damping

As mentioned before, the particle oscillates in the diastolic period which is shown
in Figure 7. We choose the particle velocity which indicates the interaction between the
particle and fluid [56] for analysis. Moreover, the particle velocity in X direction (Ux) is
preferred, because the particle velocity curve is not center symmetry in Y direction.

For better illustration, the particle velocity in X direction is normalized by: U′
x = Ux/Um.

The curves of U′
x in Figure 10 are much like a spring-mass system which is underdamped.

Figure 10a shows, when Re is small, U′
x damps out rapidly after several quasi periods. If

Re is small enough, like Re ≈ 1, over damped is expected. Obviously, in Figure 10a–f, the
damping effect becomes weaker with increasing Re. We fit the upside and downside enve-

lope curve by using exponential function for purpose. For example, Aup = e−15.99t′+142.39

in Figure 10a, and the decay rate λ = 15.99. The constants of fitting exponential function
of the upside and downside are almost the same for each Re. And the absolute values of
those constants decrease with increasing Re. The influence of k is also analyzed, but it can
be seen from Figure 11a–f that k has almost no effect on damping.
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 𝑈 𝑘 0.25  𝑅𝑒𝐚  25, 𝐛  50, 𝐜  75, 𝐝  100, 𝐞  150, 𝐟  200

𝑈 𝑅𝑒  50 𝐚  0.15, 𝐛  0.20, 𝐜  0.25, 𝐝  0.30, 𝐞  0.35, 𝐟  0.40
𝑓 𝑈 𝑅𝑒 𝑘𝑘𝑘 𝑅𝑒 𝑅𝑒 25𝑅𝑒 25 𝑈𝑅𝑒 25 𝜁 𝜆 2𝜋𝑓⁄𝜁 𝜁 𝑈

Figure 10. Damping of U′
x (solid line in sky-blue color) of the particle at k = 0.25 and different Re = (a) 25,

(b) 50, (c) 75, (d) 100, (e) 150, (f) 200. The upside (dashed line in purple color) and downside (dash dotted line in

orange color) envelope curves are fitted by exponential function.

𝑈 𝑘 0.25  𝑅𝑒𝐚  25, 𝐛  50, 𝐜  75, 𝐝  100, 𝐞  150, 𝐟  200

 𝑈 𝑅𝑒  50 𝐚  0.15, 𝐛  0.20, 𝐜  0.25, 𝐝  0.30, 𝐞  0.35, 𝐟  0.40
𝑓 𝑈 𝑅𝑒 𝑘𝑘𝑘 𝑅𝑒 𝑅𝑒 25𝑅𝑒 25 𝑈𝑅𝑒 25 𝜁 𝜆 2𝜋𝑓⁄𝜁 𝜁 𝑈

Figure 11. Damping of U′
x at Re = 50 and different = (a) 0.15, (b) 0.20, (c) 0.25, (d) 0.30, (e) 0.35, (f) 0.40. Envelope

curves are fitted in the same way.

Figure 12a gives the quasi frequency ( fq) of U′
x oscillation at different Re and k. It can

be seen from the subplot that the quasi frequency increases as increasing k, but the impact
of k on the quasi frequency is relatively small. However, the quasi frequency will not
change when Re increases except for Re = 25. As mentioned earlier, in Figure 10a, when
Re = 25, U′

x damps out rapidly after several quasi periods. The first few quasi periods are
longer than the last ones, which will result in smaller quasi frequency when Re = 25.
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𝑘 𝑅𝑒 𝑅𝑒𝜁 𝜁’ 𝜁 𝑅𝑒𝜁 0.83𝑅𝑒 .

 𝐚 𝐛 𝑅𝑒 𝑘

𝑅𝑒 𝜁
𝑅𝑒 𝑅𝑒𝑅𝑒𝑘𝑘 𝑘𝑅𝑒 𝑘

Figure 12. The quasi frequency (a) and damping ratio (b) at different Re and k.

As shown in Figure 12b, the damping ratio ζ ≈ λ/
(

2π fq

)

, in our cases, is always
smaller than 1, which determines this is an underdamped system, and this system will die
out slower when ζ decreases. Additionally, ζ of U′

x oscillation basically does not change
with variation of k, but it decreases with increasing Re, i.e., Re is the decisive parameter on
ζ [57]. A similar conclusion is made by C.A. Coulomb in 1784 by using several material
plates hanging by a metal wire with an initial torsion angle and then released to start timing
until the plate oscillation until dying out. ζ is only related to the viscosity of fluid and
not the material of plate. The reason for damping is the friction inside the fluid which is
called Newton’s law of friction, not the interaction friction between the plate and the fluid.
Finally, in Figure 12b, the relation between ζ and Re is fitted as: ζ = 0.83Re−0.64.

5. Conclusions

IB-LBM was used to simulate one neutrally buoyant circular particle migration in
2D Poiseuille channel flow driven by pulsatile and non-pulsatile velocity. The moving
domain technique is adopted to achieve that the particle can migrate in infinite channel.
The results show that the particle moving in pulsatile flow is slightly different from that
in non-pulsatile one. It will laterally migrate back to the channel centerline with small
oscillations in the spiral-shaped structure during the diastole and move back toward TEP
during the systole. The effect of Re on ζ is decisive. This research may shed some light
on understanding the particle behavior in Poiseuille flow driven by pulsatile velocity for
optimizing therapeutic nanoparticles system in arteries.

The limitation of this work is that Re varies only from 25 to 200. Smaller Re leads
to bigger SRT, thus the simulation will not be accurate. In contrast, bigger Re results in
smaller SRT which the simulation will diverge. Furthermore, k range only from 0.15 to
0.40. Because the channel height is set to be 100 lattice units, if k is smaller than 0.15, the
simulation resolution will not be adequate. On the other hand, if k is bigger than 0.4, half
channel width will be blocked by the particle. Parameters need to choose carefully to get
a more varied range of Re and k. This will be a future direction of this work. Another
future direction will be considering more particles or simulating particle migration in
three-dimensional pipe pulsatile flow.
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Abstract: As a type of micro flat loop heat pipe, s-UTLHP (silicon-based ultra-thin loop heat pipe)

is of great significance in the field of micro-scale heat dissipation. To prove the feasibility of s-

UTLHP with high heat flux in a narrow space, it is necessary to study its heat transfer mechanism

visually. In this paper, a structural design of s-UTLHP was proposed, and then, to realize the working

fluid charging and visual experiment, an experimental system including a holding module, heating

module, cooling module, data acquisition module, and vacuum chamber was proposed. Deionized

water was selected as a working fluid in the experiment. The overall and micro phenomena of

s-UTLHP during startup, as well as the evaporation and condensation phenomena of s-UTLHP

during stable operation, were observed and analyzed. Finally, the failure phenomenon of s-UTLHP

was analyzed, and several solutions were proposed. The observed phenomena and experimental

conclusions can provide references for further related experimental research.

Keywords: loop heat pipe; deionized water; two-phase flow; visualization; heat transfer experiment

1. Introduction

With the development of electronic technology, as the function of the chip becomes
more and more powerful, its power consumption is also rises. At the same time, electronic
products are developing in the direction of small, light, and thin, which has caused the heat
flux of electronic components to rise sharply. Therefore, the evolution of mobile terminals
has led to more stringent requirements on the size of electronic cooling components [1].
Taking smartphones as an example, in recent years, the power consumption of system
chips of smartphones has increased to 3–5 W, while the thickness of smartphones has
been reduced to about 6 mm [2]. When the equipment runs at high power, it produces a
great deal of heat. This heat accumulation leads to uneven temperature distribution, and
the resulting thermal stress causes thermal deformation of internal electronic devices [3].
There is evidence indicating that the micro flat loop heat pipe can maximally reduce
the temperature of the chip and improve the overall temperature uniformity of the chip.
Furthermore, its required heat dissipation space is very small. Thus, the micro flat loop
heat pipe appears to be an ideal solution for high-intensity heat dissipation of micro-
scale components [4].

The heat pipe is characterized by high thermal conductivity, long service life, con-
venient maintenance, and compact and flexible structure. Recently years, research and
experiments on heat pipes have attracted more attention [5]. The focus of prior studies
mainly differ from the following four aspects: microchannel design, working fluid selection,
heat pipe performance, and visualization. In terms of microchannel research, Lim J. [6]
proposed a channel layout for flat plate micro heat pipe under local heating conditions
that can effectively overcome the limitations of local heating conditions. For working fluid
research, Kim J. [7] used ethanol, FC-72, HFE-7000, R-245fa, and R-134a as experimental
working fluids to study the selection criteria of working fluids in micro heat pipes. In
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addition, Narayanasamy M. [8] mixed acetone, deionized water, and tetrahydrofuran
fluids with graphene oxide nanoparticles by ultrasonication and prepared nanofluids as
working fluids for micro heat pipes for lithium-ion batteries. In terms of performance
research, Zhao Y. N. [9] deduced the heat transfer performance of a micro heat pipe array,
the influence of inclination angle on heat transfer characteristics, and the pressure limit
of the heat pipe structure by using ammonia as a working fluid. Chen G. [10] researched
the effects of heat load, cooling water temperature, inclination angle, and other factors on
the thermal response performance, temperature distribution, thermal resistance, and other
heat transfer characteristics of ultra-thin flat heat pipes. Wang G. [11] concentrated on
the effects of working fluid type, charging rate, and inclination angle on the performance
of flat plate micro heat pipes through experiments. In terms of visualization research,
Kamijima C. [12] studied the relationship between the thermal characteristics and the
internal flow characteristics of the micro heat pipe with FC-72 as the working fluid by
measuring the effective thermal conductivity, visualizing the flow pattern, and simulating
heat transfer according to the flow pattern. The study by Kim Y. B. [13,14] investigated
the thermal flow and rapid thermal oscillatory flow in an asymmetric micro pulsation
heat exchanger utilizing FC-72 and ethanol as working fluids. It also clarified the optimal
charging rate of the two working fluids, evaluated their thermal resistances, identified their
key mechanisms of circulating motion, and observed two different flow modes (oscilla-
tory eruption mode and circulating mode). Our research group performed an in-depth
study of the characteristics of microchannel flow using numerical simulation [15]. On the
basis of our previous research and the four types of research listed above, we conducted
in-depth research focusing on visualization and expanded the literature on the design of
microchannels and the performance of heat pipes.

Microchannel systems can significantly improve energy transfer efficiency and reduce
the overall size of chips. In various technical fields, microchannel technology is one of
the most promising areas for the development of equipment [16]. As a kind of phase
change heat transfer, gas–liquid two-phase flow heat transfer has very high efficiency [17].
The microchannel is etched on a silicon substrate, and the heat transfer is carried out by
gas–liquid two-phase flow, which can realize a flat loop heat pipe with small size and high
efficiency. Compared with other working fluids, deionized water has stronger polarity
and stronger affinity with silicon chips, which are suitable for silicon-based heat pipes.
The phase transition process, flow process, and vapor–liquid distribution of the working
fluid can be observed by visualization experiment [18]. Therefore, in this study, a micro
ultra-thin loop heat pipe was designed with silicon as the mainboard material, deionized
water as the working fluid, and capillary force provided by the microchannel array. The
phase transition behavior and vapor–liquid interface of the heat pipe during startup and
stable operation were visualized through experiments. The results have an important
reference value for the theoretical analysis of the heat transfer mechanism of ultra-thin loop
heat pipes.

2. Structure and Experimental Setup of s-UTLHP

2.1. Structure of s-UTLHP

The main structure of the s-UTLPH designed in this study, as shown in Figure 1a,b,
included a silicon-based motherboard and a Pyrex 7740 glass upper cover plate. The high
boron glass upper cover plate was packaged with the silicon-based motherboard by bond-
ing, which allowed us to observe the flow pattern’s evolution process in the microchannel
visually and intuitively and to understand its physical mechanism. The silicon-based moth-
erboard comprised an evaporation chamber, a condensation chamber, a vapor channel, and
a liquid channel connecting the evaporation chamber and the condensation chamber. The
overall s-UTLPH size was 40 mm × 20 mm × 1.45 mm. The capillary force of s-UTLPH
was provided by parallel microchannels. Both the depth of the microchannel and the whole
etching depth were 180 µm. The width of the microchannel was 30 µm, and the aspect ratio
was 6:1. In addition, a rectangular vapor overflow cavity was etched on the corresponding
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glass cover plate above the parallel microchannel. The height of the vapor overflow cavity
was 240 µm, and its structure is displayed in Figure 2.

The evaporation chamber converted the working fluid into vapor by heating in the
evaporation chamber, and the capillary core inside provided the capillary driving force
to ensure the unidirectional circulation of the working fluid. The main function of the
condensing chamber was to condense the vapor working fluid back to the liquid working
fluid to release heat. The compensation chamber can store the liquid working fluid of
cooling backflow, which was convenient to supplement the liquid working fluid in time
and prevent the “dry burning” of the cutoff flow. Eight vapor channels and four liquid
channels were located between the evaporation chamber and the condensation chamber.
The vapor working fluid produced by phase change flowed to the condensation chamber
through the vapor channel. When the condensation chamber became cold, the working
fluid turned into liquid and then flowed back to the evaporation chamber through the
liquid channel. A hollow insulating slot was also arranged on the s-UTLHP to reduce heat
leakage. The size of the s-UTLHP devised in this study is presented in Table 1.

Figure 1. s-UTLHP prototype designed in this paper. (a) SolidWorks assembly sketch of s-UTLHP;

(b) Physical drawing of s-UTLHP.
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Figure 2. Structure diagram of the evaporator.

Table 1. s-UTLHP dimension parameters.

s-UTLHP Components Area (mm2)

Evaporation chamber 24
Liquid storage chamber 26

Condensing chamber 42.315
Vapor channel 57.6
Liquid channel 11.73

2.2. Experimental Device

To meet the requirements of the working fluid charging, the visualized heat transfer
experiment, and the s-UTLHP measurement, it was necessary to arrange the experimental
system around the s-UTLHP with limited space. As shown in Figure 3, the visualized
heat transfer experimental system involved an s-UTLHP holding module, heating module,
cooling module, data acquisition module, vacuum chamber, etc. The data acquisition
module consisted of a temperature data acquisition module and a visualization module.

In this study, the silicon-based bottom plate of the s-UTLHP was set with two outlets
for charging and pumping. First, a mechanical pump was used for primary air extraction,
and an Edward molecular pump was utilized for secondary air extraction. When the
pressure was below 1.5 × 10−3 Pa, the valve at the air extraction port was closed, and then
the valve on the other side was opened to fill the working fluid. Deionized water was
applied as the working fluid in this paper. The physical parameters of this working fluid are
presented in Table 2. After vacuumizing the inner part of the s-UTLHP and its connecting
pipelines, the charging operation of the s-UTLHP was carried out. The experimental results
demonstrated that high vacuum degree and good charging effect could be obtained by the
vacuum charging method, which provides a guarantee for the rapid startup and stable
operation of s-UTLHP.

The s-UTLHP, after charging and sealing, was accurately heated by a ceramic heating
plate combined with a heat transfer copper block. An ITECH programmable power sup-
ply was used of the model IT6121B. Furthermore, a copper cooling block was attached to
the condensing end. Constant-temperature cooling water was continuously supplied by a
constant-temperature circulating water cooler. The temperature of the condensing end was
adjusted by controlling the temperature of the circulating water. In the experiment, the cooling
water temperature was set to 5 ◦C. During the experiment, the Omega T thermocouple Was
employed to detect the temperature of each key node, and Fluke2638A was used to record
and store the temperature data. The arrangement of the thermocouple is displayed in Figure 4.
The temperature measuring point was also set to detect the room temperature.
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Figure 3. Visualization of the heat transfer experiment system.

Figure 4. The layout of the thermocouple for temperature measurement. Teva, in—evaporation

chamber inlet, Tliq, out—liquid line outlet, Tliq,4,5,6—liquid pipeline, Tc,out—condensation chamber

outlet, Tgas—gas channel, Tv—evaporation chamber, Tc,in—condensation chamber inlet.

Table 2. Parameters of each liquid working fluid at standard atmospheric pressure and room temperature.

Fluid Working Fluid
Melting Point

(◦C)
Boiling Point

(◦C)
Surface Tension
Coefficient (n/M)

Viscosity Coefficient
(mPa*s)

Belgium
KJ/(kg*K)

H2O 0 100 0.075 0.083 4.18
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2.3. Error Analysis and Data Processing

2.3.1. Error Analysis

In this experiment, contact and non-contact temperature measurement methods were
adopted through a combination of thermocouple and infrared temperature measurement.
In contact measurement, thermocouples were pasted on the s-UTLHP silicon substrate,
and thermally conductive silicone grease was coated between the heating block and the
silicon substrate to reduce the contact thermal resistance. Meanwhile, the PTFE fixture was
designed to reduce the heat loss of the insulation section. The parameters or data to be
measured included charge statistics, surface temperature measurement, and input heat cal-
culation. Hence, the main experimental error sources were the temperature measurement
point, charge mode, test error, and DC power supply instrument.

(1) Charge uncertainty
A Hamilton 250 µL injector was used to achieve quantitative charging. The minimum

calibration interval was 2.5 µL, and the error was ±1.25 µL.
(2) Temperature uncertainty
To ensure the repeatability and effectiveness of the experimental phenomenon, the

method of repeated testing was utilized for the experiment under the same conditions.
The directly measured parameter value (temperature) in the experiment was calculated
according to the following formula:

U(Ti) =

√

1

I(J − 1) ∑
J

j=1 ∑
I

i=1
(Tij − Ti)

In the above formula, J is the serial number of the repeated experiment and i is the
serial number of the temperature point tested. In the test results, the maximum deviation of
temperature measured by the thermocouple was 1.56 ◦C, and the corresponding maximum
uncertainty was 1.93%.

(3) Uncertainty of DC power supply
The uncertainty caused by the instrument is given by class B uncertainty U (E) = A

k ,

where A is the nominal error in the instruction manual of the instrument and k =
√

3.
In the experiment of s-UTLHP heat transfer characteristics, the input heat load was
changed by adjusting the voltage of the DC regulated power supply. The nominal er-
ror was ±1%, and the standard uncertainty of voltage was U(V) = 1%

√
3 = 0.577%.

According to the principle of error transfer, the uncertainty of input heat load Qin was

U(Qin) =

√
(I·u(V))2+(V·u(I))2

V·I = 2.341%.

2.3.2. Data Processing

The s-UTLHP charging rate is defined as the ratio of the volume of the working fluid
to the total volume of the system. The specific value is computed by the following formula:

Φ =
Vw f

Vsys

where Φ is the charging rate, Vw f is the volume filled with liquid working fluid, and Vsys is
the volume of the s-UTLHP system.

3. Analysis and Discussion of Experimental Results

3.1. Startup of the s-UTLHP

3.1.1. Overall Phenomena at Startup

For the operation of traditional heat pipes, a suitable working fluid should have
high latent heat of vaporization and surface tension, low viscosity, and good wetting
performance. Additionally, a working fluid with different critical points should be selected
to conform to the temperature range [19]. In this study, deionized water was selected as a
working fluid.
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The startup process of the s-UTLHP filled with deionized water working fluid is
presented in Figure 5. The voltage of the regulated power supply was set at 3.4 V, and the
current change was recorded after stable operation. The heating power was 5.54 W, the
effective heat transfer area was 4 mm × 3 mm, and the heat flux was about 46 W/cm2.

Figure 5. Startup process of the s-UTLHP with two different charging working fluids: (A) bubble

generation stage at microchannel; (B) beginning stage of vapor outflow; (C) stable stage after

vapor propulsion.

Small bubbles appeared when t = 5 s (Figure 5A). During the experiment, the liquid
working fluid in the s-UTLHP evaporation chamber absorbed the external heat through
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the chip substrate and increased in temperature. After reaching the saturation temperature,
nucleate boiling occurred in the parallel microchannel. The vapor bubbles in the vapor
overflow cavity above the microchannel expanded after their appearance to occupy the
whole vapor overflow cavity within 5 s (Figure 5B). With a continuous heating process
or with an increase in heating power, the vapor bubbles above the vapor overflow cavity
decreased and were replaced by pure working fluid vapor. The reason was that the
vapor bubbles on the upper cover plate of the evaporation chamber were mixed with the
surrounding droplets (liquid film), which was the final result of the dynamic process of
evaporation and condensation in the evaporation chamber. Higher heat input made the
evaporation effect far greater than the condensation effect, so that purer vapor appeared in
the evaporation chamber. In the meantime, the working fluid vapor began to flow from the
vapor overflow chamber to the vapor pipe, and the vapor continuously pushed the liquid
in the vapor pipe to flow to the condensation chamber (Figure 5C). From Figure 5B,C, it
can be seen that the continuous generation of vapor bubbles in the evaporation chamber
was weakened, the nucleate boiling was replaced by thin-film evaporation, and the liquid
pipe and compensation chamber were filled with liquid and continuously replenished the
evaporation chamber. At this time, the s-UTLHP started up and ran stably. In the initial
stage of heating and evaporation, it took only 14 s for the deionized water to advance to
the vapor channel from the generation of bubbles to the evaporation drying of the vapor
overflow chamber.

At the primary stage of startup, the area above the parallel microchannel array of
the evaporation chamber evaporated first. During the phase transition of the deionized
water working fluid, numerous bubbles were generated, and then a large number of fine
droplets were formed, as displayed in Figure 5B,C. Moreover, nucleate boiling emerged in
the parallel microchannel at the initial stage of operation.

3.1.2. Micro Phenomena during Startup

To have a more comprehensive understanding of the internal startup and evaporation
boiling phenomena for the s-UTLHP, the microscopic phenomena of the s-UTLHP under
variable power were observed, and the temperature data during the experiment were
recorded. Deionized water has the advantages of being non-toxic and easy to obtain and
of having a high latent heat of vaporization, which is commonly used as a working fluid
for loop heat pipes [20]. The startup and variable power loading experiments for the s-
UTLHP were carried out with deionized water as the working fluid, and the charging rate
was 90%. In the experiment, we increased the input power at equal intervals. After each
increase of the input power, different heat transfer phenomena occurred. According to these
phenomena, we divided the stage into different regions. In addition, each time we heating
at the regular rate is a variable power test after reaching steady state at a specific power.
The sign of reaching steady state is that the temperature changes very little (gradually
flattening from the temperature curve, that is, the temperature is stable or fluctuates within
a certain range with the passage of time at a certain power). In this process, the relationship
between the overall temperature and power within the experimental time is shown in
Figure 6. Ten variable power loading experiments were carried out on the s-UTLHP, and
the resulting curve was divided into 11 regions according to the variable power loading
time. It can be seen from the figure that the s-UTLHP could respond quickly to different
power and heat loads. For the evaporation chamber outlet temperature curve (the highest
temperature curve in the figure), after changing the heating power, the temperature first
rose rapidly, then gradually decreased and stabilized, and then fluctuated within a certain
range. This was because the fluctuation of vapor flow resulted in the fluctuation of heat
carried away, which gave rise to the fluctuation of temperature. The temperature of the
liquid phase pipeline gradually increased along the fluid return path, because the position
near the end of the return pipeline was close to the heating source, which could conduct
part of the heat.
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According to the above two startup judgment marks for the s-UTLHP, the startup
power of the s-UTLHP with deionized water as the working fluid was 3.5517 W, which
corresponds to phase E in the curve. The temperature difference between the inlet and
outlet of the condensation chamber was 3.18 ◦C. The whole change process of the bubbles
in the evaporation chamber during startup (shown in Figure 7) occurred in the area without
the shallow cavity and microchannel in the evaporator. The change of bubble volume in
stages A–D was not obvious and was accompanied by expansion–contraction oscillation
with smaller volume change amplitude, but the magnification was different across the four
stages. There were also both large and small droplets, which were constantly generated,
merged, grown, and disappeared. The disappearance here was integration either with
the liquid around the bubble or with the liquid below. At the E stage, the bubble volume
increased rapidly and almost covered the whole area without the shallow cavity and
microchannel in the evaporator.

Figure 6. Relationship among the temperature and power of s-UTLHP and the time. Teva,in is the

inlet temperature of the evaporation chamber; Tliq,out is the outlet temperature of the liquid pipeline;

Tliq,4,5,6 is the temperature of the liquid pipeline, evenly arranged along the liquid return direction;

Tc,out is the outlet temperature of condensation chamber; Tgas is the temperature of the vapor phase

pipeline; Tamb is the ambient temperature; Tv is the temperature of the evaporation chamber; and

Tc,in is the inlet temperature of the condensation chamber.
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Figure 7. Startup process of the s-UTLHP.

3.2. Stable Operation of the s-UTLHP

3.2.1. Evaporation Phenomena in Stable Operation

The steady-state performance of the heat pipe was reflected in the variable power
operation experiment to a certain extent [21], and the micro phenomena of vapor–liquid
distribution, evaporation, and condensation were also captured. In the variable power
operation of s-UTLHP, it was found that, as shown in Figure 6, when the power increased,
the temperature responded in time, showing a ladder shape on the whole. The temper-
ature curves of the single stages showed a trend of first increasing and then becoming
basically stable.

As presented in Figure 8, when deionized water was applied as a working fluid, the s-
UTLHP operated stably from stage F. In the subsequent stages, the inlet temperature curve
of the vapor phase pipeline was generally stepped, and for each stage, it first increased, then
decreased, and then generally stabilized. This was because, for the ceramic heating plate
under a given voltage, over time, the current gradually decreased and then stabilized. The
microscopic image of stage F at the junction of the evaporation chamber and vapor phase
pipeline is presented in Figure 8a. Many droplets can be seen; these droplets constantly
repeated the process of generation, growth, disappearance, and washing away. As the
power increased, the process changed faster and faster. Figure 8b shows the phenomena
in the evaporation chamber. Figure 8c,d show the bubbles at the inlet of the vapor phase
pipeline during the stable operation time. When the deionized water working fluid shrank
and broke at the inlet of the vapor phase pipeline, slug-like flow appeared, and adjacent
bubbles did not easily fuse.

Figure 8. Microscopic images of the s-UTLHP at different stages of steady-state operation: (a) Image of the connection

between the evaporator and the vapor phase line; (b) Image inside the evaporator; (c,d) The image of the inlet of the vapor

phase pipeline during stable operation.
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3.2.2. Condensation Phenomena in Stable Operation

Like an ordinary loop heat pipe, the s-UTLHP transfers heat through the evaporation–
condensation phase transition of working fluid. Figure 9 displays the bubble condensation
process in the condensation chamber during stable operation. The positions of Figure 9b–d
are illustrated in Figure 9a. These images were obtained under the same magnification
and field of view to observe and compare the change of bubble volume. Taking the
NCG bubble in focus clearly within the field of view as the initial timing, the 0 s bubble
phenomenon is shown in Figure 9b. The condensation process occurred when the heat flux
was 37.5575 W/cm2.

Figure 9. Bubble condensation process in the condensation chamber: (a) illustrates where (b–e) occur

in the condenser; (b–e) are the images at 0 s, 21 s, 45 s and 105 s respectively.

There were many obvious droplets in the deionized water working fluid bubbles.
At first, the droplets were small, round, separated from each other, and independent in
shape, as shown in Figure 9b. When the edges of the two bubbles grew together as the
condensation continued, the condensable components in the bubble gradually condensed.
As a result, the droplets were produced or merged with the existing droplets, leading to
an increase in the droplet density in the bubble. As shown in Figure 9c,d, the edges of the
two bubbles tended to gradually separate. The reason is that the volume of the bubble
decreased and the volume of the droplet inside the bubble became larger than depicted
in Figure 9c. The two bubbles were completely separated at the time of Figure 9e. The
bubble edge of the object was visible, the bubble volume was significantly smaller, and the
internal droplet volume became larger.

It was observed that the condensation phenomenon of this s-UTLHP could occur
in the gas-phase pipeline when the heat flux was moderate. Bubbles of deionized water
working fluid in the gas-phase pipeline during stable operation are shown in Figure 10a–c.
The deionized water was ejected into independent bubbles in the gas-phase pipeline, and
it was difficult for those bubbles to fuse, even if they shared part of a bubble boundary, as
shown in Figure 10a. This was related to the higher surface tension and lower viscosity of
deionized water. The volumes of the four bubbles displayed in Figure 10a were different.
The lower one had experienced a long time of condensation in the vapor line, while the
upper one had just left the column. In the condensation process, slug flow occurred; that is,
the vapor column broke at a certain distance, forming independently isolated bubbles. As
described above for the condensation chamber, the bubbles were not always completely
condensed, and the condensation rate was slow. During operation, the separating vapor
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column was positioned at the entrance of the rightmost vapor phase pipeline, as shown in
Figure 10c, because of the stress at the corner.

Figure 10. Condensation process in vapor phase pipeline.

3.3. Failure of s-UTLHP

When the heat flux continued to increase, the equilibrium between the refrigerant
reflux and phase transition overflow was broken, and the capillary core was considered
to be burnt out [22]. Compared with capillary cores made of porous media, the design of
a large number of high-aspect-ratio microchannel arrays can make a system have higher
stability, effectively reduce the flow resistance, improve the permeability of the evaporation
chamber, ensure that the liquid can flow back in time under high heat flux and have higher
mass flow rate, and delay the occurrence of flow interruption and drying phenomenon [23].
In this design, the compensation chamber compensated the backflow of liquid in time
before the system started up and when the heat flow changed rapidly, so as to improve the
stability of the continuous operation of the s-UTLHP. Furthermore, the high-aspect-ratio
microchannel array was equipped with a wide pure microchannel area (as shown in area A
in Figure 11). This area could generate a great capillary pressure difference through the
microchannel under the condition of high heat flux and gas–liquid two-phase transition,
thus forming a “hydraulic lock” and effectively preventing backflow. In area B, there was
also a microchannel array with a high aspect ratio on the silicon substrate, but unlike in
area A, there was a vapor overflow cavity above area B. Figure 11, area C shows the outlet
of the vapor overflowing from the evaporation chamber to the gas-phase pipeline, and area
D shows the inlet of the liquid working fluid reflux. By setting a reasonable proportion,
the circulating pressure change of the working fluid in the s-UTLHP could be effectively
balanced.

Figure 11. s-UTLHP structure diagram.
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An image of the s-UTLHP filled with deionized water working fluid under high heat
flux is shown in Figure 12. When the image was taken, the heat input was 41.3 W/cm2. It
can be observed that under relatively high heat flux, the gas phase pipeline appeared foggy
because of two-phase flow. This phenomenon occurred because a great number of gaseous
working fluids produced by phase transformation carried small droplets when flowing,
and the pressure in the pipeline was high. Furthermore, there was liquid film attached
to the wall of the gas phase pipeline. The vapor phase working fluid was produced by
continuous phase change in the evaporation chamber. The vapor phase working fluid
continuously advanced to occupy most of the gas phase pipeline and was in a relatively
stable state.

Figure 12. Imaging of the s-UTLHP under high heat flux.

The s-UTLHP in this study had a certain operating limit. When the heat flux reached
a certain upper limit, a “dry burning” phenomenon appeared in the evaporation chamber.
“Dry burning” refers to the state wherein the working fluid at the inlet and outlet of the
evaporation chamber begins to evaporate while the evaporation chamber is continuously
heated, finally resulting in the vaporization of all the liquid working fluid in the evaporation
chamber. This occurs because the liquid replenishment rate is less than the phase change
rate of the working fluid, which means that the liquid cannot be replenished, the liquid
film on the wall of the silicon-based microchannel is evaporated quickly, and the gas–liquid
two-phase interface regresses until the liquid working fluid in the evaporation chamber
completely changes phase. At this time, the single gas-phase state does not have the
conditions for capillary force generation and cannot be recycled. As presented in Figure 13,
the s-UTLHP filled with deionized water was dried at a heat flux of 44.8 W/cm2. Another
reason for the drying is that the pressure of the non-condensable gas bubble itself increased
due to continuous heating and combined with the vapor. The gas phase flowed back to
the evaporation chamber and then dried up instantly; after that, the gas–liquid interface
at the gas phase pipeline retrogressed. Because the capillary limit of s-UTLHP was not
been reached, the heat flux could further improved if the influence of non-condensable gas
was excluded.

In summary, by analyzing the operation state of the s-UTLHP filled with deionized
water, we concluded that it was suitable for heat dissipation with high heat flux and
environments that are sensitive to temperature fluctuations. In addition, the s-UTLHP
failed because of insufficient liquid refrigerant supply after reaching the limit heat flux and
because of non-condensable gas reflux.
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Figure 13. Imaging of s-UTLHP during drying.

4. Conclusions

In this study, an s-UTLHP with a size of 40 mm in length, 20 mm in width, and 1.5 mm
in thickness was designed. The width of the parallel microchannel was 30 µm, and the
aspect ratio was 6:1. The design could achieve high capillary force and high mass flow.
Furthermore, the longitudinal section of the microchannel with a high aspect ratio could
fully extend the liquid film and realize heat exchange with heat flux of 37.5575 W/cm2.

Deionized water was selected as the working fluid. In the charging experiment, the
s-UTLHP was pumped and charged, and the non-condensable gas was eliminated by
combining with visualization. After the s-UTLHP was separately charged with deionized
water, it could run stably for a long time. When the heat flux exceeded the limit, the “dry
burning” phenomenon was observed, which caused the failure of the s-UTLHP. At low
heat flux, the evaporation chamber presented the coexistence of bubbles and droplets, that
is, the dynamic equilibrium of evaporation and condensation. At high heat flux, there was
pure gas in the evaporation chamber, and the evaporation rate was much higher than the
condensation rate, so an efficient evaporation replenishment mechanism was carried out.

This study explored a self-circulating heat dissipation scheme suitable for microchip
integration, realized phase-change heat transfer on the surface of a silicon substrate, and
proved the feasibility of the scheme for high-heat-flux heat dissipation in a narrow space.
Moreover, the regular structure of the high-aspect-ratio microchannel array in the core of
the evaporation chamber means that these arrays can be mass-produced by a 3D IC manu-
facturing process, which could help with popularization and application. In addition, this
research adopted a visual method to conduct macroscopic and microscopic observational
studies of evaporation and condensation, respectively, and to further explore the boiling
flow and condensation cycle characteristics of the working fluid in the microchannel. It
also provided references for the improvement of fine structure and surface morphology
and for the selection of a working fluid, which can enhance the heat transfer capacity and
the stability of the cyclic heat transfer mechanism. Therefore, this study has important
reference value in the field of micro-scale heat dissipation for electronic chips.
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Nomenclature

T temperature, ◦C

U voltage, V

I current, A

J serial number of the repeated experiment

i serial number of the temperature point tested

A nominal error

Vwf volume filled with liquid working fluid, m3

Vsys volume of the s-UTLHP system, m3

t time, s

Greek symbols

Φ charging rate
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Abstract: Porous materials are widely used in many heat transfer applications. Modeling porous

materials at the microscopic level can accurately incorporate the detailed structure and substance

parameters and thus provides valuable information for the complex heat transfer processes in

such media. In this study, we use the generalized periodic boundary condition for pore-scale

simulations of thermal flows in porous materials. A two-dimensional porous model consisting

of circular solid domains is considered, and comprehensive simulations are performed to study

the influences on macroscopic thermal conductivity from several microscopic system parameters,

including the porosity, Reynolds number, and periodic unit aspect ratio and the thermal conductance

at the solid–fluid interface. Our results show that, even at the same porosity and Reynolds number,

the aspect ratio of the periodic unit and the interfacial thermal conductance can significantly affect

the macroscopic thermal behaviors of porous materials. Qualitative analysis is also provided to

relate the apparent thermal conductivity to the complex flow and temperature distributions in the

microscopic porous structure. The method, findings and discussions presented in this paper could

be useful for fundamental studies, material development, and engineering applications of porous

thermal flow systems.

Keywords: heat transfer; porous media; pore-scale modeling; boundary condition; thermal conduc-

tivity; porosity; conjugate interface; aspect ratio

1. Introduction

Fluid flows and the associated heat transfer in porous materials have attracted great
interest over the decades for their scientific and practical importance. With the large
contact area between the solid matrix and the coolant fluid, heat transfer performance
is significantly enhanced in such porous materials. Relevant applications can be found
in various industrial areas, including catalytic beds for chemical reactions, water treat-
ment, nanofluids, heat exchangers, heat sinks and thermal energy storage systems [1–8].
Extensive experimental and theoretical investigations have been conducted to study the

heat transfer performance in porous materials [9–11]. In addition to the high cost and long
time duration, experimental studies are not able to reveal the flow and temperature distri-
butions in the complex microscopic porous geometry, while such information is crucial for
understanding the mechanism and relationships among various factors involved. On the
other hand, theoretical analysis is limited to simple geometry structures and idealized flow
situations, and such conditions can hardly be satisfied in realistic systems. Fortunately,
with the advances in computer and software technologies, numerical simulations have
been proved to be useful for various complex systems, including flows and heat transfer in
porous media [12–16]. In the literature, there exist two typical approaches for modeling the
flow and heat transfer in porous media: the continuum and the pore-scale approaches. The
first method treats the porous materials as continuum media and solves the macroscopic
flow and energy equations with apparent parameters [17,18]. Despite the model’s simplic-
ity and computational efficiency, this approach relies on the accuracy of those apparent
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parameters and also cannot incorporate the specific microscopic structure and material
thermophysical properties in the porous media. On the other hand, the pore-scale method
solves the flow and energy equations with the microscopic structure and properties of the
matrix material considered explicitly [19,20]. Pore-scale simulations can provide detailed
flow and thermal fields at the microscopic level, and apparent properties can be obtained
from these microscopic distributions for macroscopic analysis [21–23]. In recent years,
the lattice Boltzmann method (LBM) has become especially popular in such simulations,
mainly for its convenience in dealing with complex boundary geometry [22–25].

With the microscopic porous structure modeled explicitly, the physical scale of pore-
scale simulations is limited to small sizes due to the large computation demand. For
this reason, pore-scale simulations typically work with a small unit and assume that
such identical units are repeated in space. To solve the flow and energy equations in a
periodic unit, appropriate boundary conditions are necessary on the side surfaces of this
computational unit. Such side surfaces are simply for computational convenience and they
are not physical surfaces or boundaries; therefore, definite conditions on such surfaces
are not available. To create a thermal gradient, previous studies are usually assigned
constant temperatures on two opposite unit surfaces and assumed adiabatic (no heat
flux) conditions on other side walls [24–27]. This treatment has been examined recently
and significant concerns have been raised in terms of its validity and accuracy [28]. Few
studies treated the unit surface conditions more reasonably by considering the periodic
relations of temperature, however, the temperature or heat flux on the fluid-solid interface
was fixed at constant values [29–31]. Clearly this is physically not true: the thermal
condition (temperature and heat flux) at the microscopic fluid-solid interface is determined
by the particular local flow and thermal situations and it cannot be specified in advance.
The interfacial thermal resistance may also exist at the fluid-solid interface in porous
materials [32] or the constituent interface in composite materials [33], and this feature has
typically been neglected in previous studies. Furthermore, previous studies usually only
considered situations with the flow along the temperature gradient direction [22,25,30],
whereas in many experimental setups and industrial applications the temperature gradient
is mainly in the orthogonal plane to the fluid flow [34–36].

In this paper, we study the convective heat transfer in porous materials using the
recent generalized periodic boundary method for thermal flows by Jbeili and Zhang [28].
This boundary method was established with rigorous mathematical justifications and
validated by carefully designed numerical tests. Using this method, extensive simulations
are conducted based on a two-dimensional (2D) porous model of circular solid particles.
Unlike previous studies usually focusing on the porosity and Reynolds number effects,
we also investigate the influences of the unit aspect ratio and the interface conductance
on the macroscopic thermal performances of porous flows. Our results show that, even
with the same porosity and Reynolds number, the unit aspect ratio can greatly affect the
apparent thermal conductivity at the microscopic level. It is also interesting to observe that
a weaker interfacial conductance can reduce the tortuosity conductivity but increase the
dispersion conductivity, and that the dispersion conductivity can respond to the porosity
change in a non-monotonic fashion. In addition, qualitative discussions are provided to
relate the macroscopic conductivity coefficients to the microscopic flow and thermal fields
for a better understanding of the complex nature of porous thermal flows.

2. Governing Equations and Boundary Conditions for Periodic Unit

For simplicity and clarity, in this study we consider the 2D porous model with circular
solid domains as shown in Figure 1a. The fluid flows vertically from the bottom to the
top, while the thermal gradient is imposed in the horizontal direction. The governing
equations for this thermal flow system include the continuity equation, Equation (1), and
the Navier–Stokes equation Equation (2) for the fluid domain Ω0:

∇ · u = 0, (1)
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ρ

(

∂u

∂t
+ u · ∇u

)

= −∇p + µ∇2u + f; (2)

and the energy equation

∂Tf

∂t
+ u · ∇Tf = α f∇2Tf , in Ω0,

∂Ts

∂t
= αs∇2Ts, in Ω1, (3)

for the fluid (Ω0) and solid (Ω1) domains, respectively [37]. In these equations, ρ represents
the fluid density, u is the fluid velocity, p is the pressure, µ is the dynamic viscosity of fluid,
f is the body force on the fluid, T is the temperature, and α is the thermal diffusivity. The
subscripts f and s for T and α denote the fluid and solid domains respectively. On the
fluid-solid interface Γ, the no-slip boundary condition is applied for the fluid flow

u = 0, on Γ, (4)

to incorporate the possible thermal resistance and therefore the temperature discontinuity at
the solid–fluid interface Γ, a general conjugate condition for temperature is given as [38–40]:

q = C
(

Tf − Ts

)

= Ks
∂Ts

∂n
= K f

∂Tf

∂n
, on Γ. (5)

Here, q is the heat flux along the local normal direction n, which points from Domain
Ω1 toward Domain Ω0 (Figure 1). C is the interface conductance, and K f and Ks are the
thermal conductivities of the fluid and solid substances, respectively.
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Figure 1. Schematic representations of the 2D porous model used in this study (a) and one periodic

unit considered in pore-scale simulations (the dashed box in (a), and with more details in (b). The

key parameters involved in the model description are also labeled, and more details can be found in

the text.

In the pore-scale approach, only one periodic unit of the porous material is considered
in the simulation (Figure 1). To solve the governing equations in this periodic unit, appro-
priate boundary conditions are required for the side boundaries of the periodic unit. These
side boundaries are virtual but not real surfaces, and thus physical constraints on such
boundaries are not directly available. For flows in such periodic structures with negligible
fluid property changes, it has been well recognized that the flow field would be identical
in each periodic unit [21,41–43]:

u(x + ml, y + nh) = u(x, y), (6)
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where l and h are the unit length and height (Figure 1), and m and n are arbitrary integers.
Based on previous practices in periodic thermal flow simulations [28,41–45], the following
relationship is proposed for the temperature field among periodic units in Figure 1a:

T(x + ml, y + nh) = T(x, y) + mlT′
g. (7)

Here, T′
g is the global thermal gradient in the horizontal direction, and it can be obtained

from the temperature difference TH − TL and the distance L between the locations where
these two temperatures TL and TH are imposed (see Figure 1a) as T′

g = (TH − TL)/L.
Assume u(x, y) and T(x, y) are the correct flow and temperature solutions in one

periodic unit (0 ≤ x ≤ l and 0 ≤ y ≤ h), it can be readily shown that the velocity from
Equation (6) and temperature from Equation (7) satisfy all the governing equations and
boundary conditions given in Equations (1)–(5), and thus they are the correct solutions for
the unit of ml ≤ x ≤ (m + 1)l and nh ≤ y ≤ (n + 1)h. Therefore, in pore-scale simulations,
one can simulate the flow and thermal fields in one periodic unit as shown in Figure 1b,
and the solutions can be extended to other units according to Equations (6) and (7). These
relations can then be used to establish correct boundary conditions for the side surfaces
of the periodic unit. For example, the right boundary x = l for the unit shown in
Figure 1b actually is also the left boundary of the next unit on its right. According to
Equations (6) and (7) with m = 1 and n = 0, we have the left-right boundary relations for
the periodic unit as:

u(l, y) = u(0, y), T(l, y) = T(0, y) + lT′
g. (8)

Similarly, the top-bottom boundary relations for flow and temperature are expressed as:

u(x, h) = u(x, 0), T(x, h) = T(x, 0). (9)

These relations are similar to those used by Kuwahara et al. [21]; however, no mathe-
matical justifications and numerical validations were provided there. In addition to these
boundary relations, due to the linearity and homogeneity of the governing equations and
boundary conditions, extra anchoring conditions are necessary to ensure the numerical
convergence [39,41,42]. For our current system in Figure 1a, the following conditions are
adopted in our next simulations:

1

l

∫ l

0
u(x, 0)dx = U0,

1

h

∫ h

0
T(0, y)dy = T0; (10)

where U0 is the mean velocity through the porous medium and T0 is the mean temperature
at the left unit boundary. The mean velocity U0 is related to the Reynolds number Re of the
system (to be defined later), while the mean temperature T0 can be set at an arbitrary value
and it has no impact on the result analysis and interpretation.

3. Numerical Validation of the Periodic Relations among Units

To further verify the flow and temperature relations among units given in
Equations (6) and (7), we conduct a direct numerical simulation for the system in Figure 1a.
This simulation is also helpful to illustrate our concerns with the periodic unit bound-
ary treatments used in previous studies. The diameter of the solid domains is D = 50
and they are arranged as a square array with l = h = 2D. The porosity of this model
medium is thus ǫ = π/16. The rectangular simulation domain has a length of L = 20D
in the horizontal direction and a hight of H = 10D in the vertical direction, and thus the
simulation domain consists 10 × 5 = 50 identical periodic units as shown in Figure 1b.
Constant temperatures are imposed on the left and right boundaries: TL = 0 at x = 0
and TH = 1 at x = L, resulting a global thermal gradient of T′

g = (TH − TL)/L = 10−3.
The classical periodic condition is imposed on the top and bottom boundaries for both
flow velocity and temperature, and on the left and right boundaries for the fluid flow:
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u(0, y) = u(L, y), u(x, 0) = u(x, H), and T(x, 0) = T(x, H). Please note that the temper-
ature relation Equation (7) is not involved in this validation simulation. A body force f

in the upward direction is utilized to generate the flow, and its magnitude is adjusted to
obtain the Reynolds number Re = ρU0

√
lh/µ = 50. Here we use the geometric mean

value of the periodic unit length l and height h for the Reynolds number Re, and this
choice is made for our convenience in examining the effect of the aspect ratio β = h/l in
Section 4.1. The Prandtl number of the fluid is 0.7. The thermal conductivities are set as
K f = 0.2 for fluid and Ks = 10K f = 2 for solid. A relatively large interface conductance
value C = 10 is adopted to minimize the temperature discontinuity across the interface.
The lattice Boltzmann method (LBM) with the D2Q9 (2D and with nine lattice velocities)
lattice structure is used to solve the flow and thermal fields [44,46–48] for all calculations
in this paper, and the counter-extrapolation method [49] is adopted for the conjugate
thermal condition on domain interfaces. As in general LBM studies [16,22,31,48–50], all
quantities provided above and in the later result presentation are non-dimensional based
on LBM simulation units (for example, length in the lattice grid resolution, and time in the
simulation time step).

The calculated flow and temperature fields from this direct simulation are displayed
in Figure 2. The flow pattern in Figure 2a appears identical in each periodic unit. For the
temperature in Figure 2b, it can be seen that the temperature increases in general along
the horizontal direction, agreeing with the global thermal gradient generated from the two
boundary temperatures TL = 0 at the left and TH = 1 at the right. In Figure 2b, neither
the temperature nor the heat flux are constant along the solid–fluid interface (edges of
the circular patches), meaning that the constant temperature or flux assumptions for the
interfaces in previous studies [22,30,31] are not valid. The wider gaps between isotherm
contours in the solid domain imply smaller temperature gradients there, and this is con-
sistent with the larger solid conductivity used in this simulation. With a relatively larger
conductance value for the solid–fluid interface, no apparent discontinuity in temperature
can be observed across the interfaces.

Figure 2. Flow (a) and temperature (b) distributions obtained from the direct simulation for the 2D

porous model system in Figure 1a.

The apparently linear increase in temperature and the similarity in local isotherm
contours in Figure 2b appear rational according to the temperature relation Equation (7).
Moreover, T ∼ y profiles at six horizontal locations are plotted in Figure 3, one in each panel
from the left and with the x positions labeled on top. These horizontal positions are selected
at the same relative locations to the nearby solid columns (0.4D to the left of the patch
centers). The flat segments on these curves occur in the solid domains, and they are due to
the vertical isotherm lines there. The strong variations in these profiles clearly show that
in general one should not assign constant temperatures on the periodic unit boundaries,
as done in [24–26]. According to Equation (7), these temperature profiles should have
the same variation features along the vertical direction, except different offset values.
This is apparently true by looking at these individual profiles. For a more quantitative
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confirmation, we then shift each profile by its mean temperature Tm, and the six shifted
profiles are plotted in the last panel on the right in Figure 3. These six shifted profiles
overlap with each other perfectly and we only see one single curve there. These identical
shifted profiles precisely confirm that the temperature values at same relative positions
in individual periodic units are only different in respective mean temperatures and the
variation fashion is identical. Furthermore, the mean temperature values calculated along
these six profiles are listed in Table 1. According to Equation (7), these mean temperatures
can be related to the mean value at x/D = 0.6 by

Tm(xi) = Tm(x = 0.6D) + (xi − 0.6D)T′
g , (11)

with xi = 0.6D, 2.6D, 6.6D, 10.6D, 14.6D and 18.6D for the six profiles in Figure 3 (from left
to right). The predicted values from this equation are also provided in Table 1 for compar-
ison, and the excellent agreement convincingly confirms the validity of the temperature
relation Equation (7) for such porous thermal flows.
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Figure 3. Temperature profiles along the vertical direction at different horizontal positions (labeled

on top) from the direct simulation results in Figure 2b. The last panel on the right collects all the

temperature profiles in other panels, however shifted by their individual mean temperatures. These

six shifted profiles become identical and completely overlap each other, confirming the thermal

relation Equation (7) among periodic units along the horizontal direction.

Table 1. Comparison of the mean temperature values at different horizontal positions obtained from

the simulation and predicted by Equation (11).

x/D Calculated from Simulation Results Predicted from Equation (11)

0.6 0.03847 -
2.6 0.13857 0.13847
6.6 0.33872 0.33847

10.6 0.53881 0.53847
14.6 0.73878 0.73847
18.6 0.93860 0.93847

4. Simulation Results and Discussion

The enhanced heat transfer performance in porous flow systems, in principle, benefits
from the large solid–fluid contact area and the long, twisted flow path as the fluid passes
through the microscopic porous structure. At the macroscopic, practical level, the apparent
thermal conductivity is often used to quantify the overall thermal behaviors. The volume
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averaging analysis [21,51–53] can be applied to obtain the effective conductive tensor from
the microscopic flow and thermal fields. Kuwahara et al. [21] further decomposed this
conductivity tensor K into three parts

K = KeI + Ktor + Kdis, (12)

where Ke is the stagnant conductivity, which is simply the volume average of the fluid and
solid conductivities based on the porosity ǫ:

Ke = ǫK f + (1 − ǫ)Ks. (13)

Please note that the expression for Ke in Equation (13) is simply the coefficient for the
isotropic part of the conductivity matrix K from the volume average analysis [21,51–53];
and that there are no assumptions involved on the microscopic porous structures. Ktor

and Kdis are called the tortuosity and dispersion conductivity tensors, respectively. When
the mean flow direction is along one of the coordinate directions, only diagonal elements
are nonzero; and obviously the primary concerns are the diagonal elements in the global
thermal gradient direction [21,53,54]. For the setup in Figure 1, we simply use Ktor and Kdis

to denote the xx components of tensors Ktor and Kdis; and they can be calculated from the
simulated flow and temperature distributions in one periodic unit by [21,53]

Ktor = −
Ks − K f

hlT′
g

∫

Γ
nxTf dΓ, (14)

Kdis = −
ρcp f

hlT′
g

∫

Ω0

(T − T̄)(u − ū f )xdΩ; (15)

where cp f is the fluid specific heat, and the volume average temperature T̄ and the intrinsic
average velocity ū f are given by:

T̄ =
1

lh

(

∫

Ω0

Tf dΩ +
∫

Ω1

TsdΩ

)

, ū f =
1

ǫlh

∫

Ω0

udΩ. (16)

The subscript x denotes the x component of the corresponding vector.
In this section, we apply the boundary conditions in Section 2 to the periodic unit

shown in Figure 1b, and examine the effects on the effective macroscopic conductivity
coefficients Ktor and Kdis from several microscopic parameters, including the aspect ratio
β = h/l, the Reynolds number Re = ρ

√
hlU0/µ, the interfacial thermal conductance C, and

the porosity ǫ = 1 − πD2/4hl. We keep the unit area lh = 90, 000 constant in our next sim-
ulations, so that the Reynolds number Re is directly proportional to the mean flow velocity
U0, and the porosity ǫ depends purely on the solid diameter D and not affected by the
aspect ratio β. The mean temperature at x = 0 is set as T0 = −0.05 and the global thermal
gradient is T′

g = 0.1/l. Please note that, due to the linearity and homogeneity of the energy
equation Equation (3) and the associated thermal boundary conditions, the particular
values of T0 and T′

g used in the simulations do not affect the calculated conductivities Ktor

and Kdis from Equations (14) and (15). To make this point clear, we consider a periodic unit
under two situations: Situation (a) with mean inlet temperature T0,a and thermal gradient
T′

g,a; and Situation (b) with mean inlet temperature T0,b and thermal gradient T′
g,b. If Ta(x, y)

is the solution in the periodic unit with Situation (a), the temperature field for Situation

(b) should be Tb(x, y) = T0,b +
T′

g,b

T′
g,a
[Ta(x, y)− T0,a]. Clearly, Tb(x, y) satisfies the energy

equation Equation (3) and all temperature conditions in Equations(5), (8), (9), (10), . Substi-
tuting this expression of Tb(x, y) in Equations (14) and (15) and considering

∫

Γ
uxdΓ = 0

for periodic structures, one can find that the Ktor and Kdis values remain the same for
Situations (a) and (b). Other simulation parameters are kept the same as given in Section 3,
unless otherwise mentioned. As for the initial state, we start simulations with a linear
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transition from T0 at the inlet to T0 + T′
gl at the outlet for the temperature, and zero velocity

for the flow. The results are taken when steady or quasi-steady states are established. The
computer code for this work has been developed based on our programs used in previous
publications [28,38,44,49,55,56], and all important elements involved in our simulations,
including the LBM algorithms for flow and heat transfer, the no-slip boundary and conju-
gate interface treatments, as well as the mesh resolution selection, have been validated and
confirmed in these previous studies.

4.1. Effects of the Aspect Ratio β and Reynolds Number Re

We start with simulations to study the effect of the aspect ratio β on the macroscopic
thermal conductivity, which has not been well addressed in previous investigations. Here
we set the porosity ǫ = 0.85, and accordingly the solid domain diameter is D = 131.11.
Following previous studies [29,57,58], two representative Reynolds number values, Re = 50
and 100, are considered in this section. Higher Reynolds numbers are possible for gas
flows through porous media [59,60]. Our simulations cover a range of 0.25∼4 for the aspect
ratio β; further increasing (>4) or decreasing (<0.25) of the β value will make the gap
between the solid surfaces too small for accuracy and stable computations. The flows
are always steady for all tested β values at Re = 50 and for β ≤ 1 at Re = 100; however,
the flow becomes unsteady for β > 1 and Re = 100. This transition is reasonable, since
for a larger β, the gap between the solid surfaces becomes narrower, and the fluid velocity
through this gap increases accordingly. This situation is similar to a flow jet coming out
from a small opening shooting into a relatively large space. Compared to the condition
with the same mean flow velocity (same Reynolds number) but a smaller aspect ratio β,
the reduction in flow passage width is less significant (a wider gap between solid surfaces)
and the fluid space after the gap is relatively limited. Figure 4 shows the streamlines and
temperature distributions for two representative aspect ratios, β = 0.44 and 1.44 at Re = 50
and 100. For steady flows in Figure 4a–c, we see smooth and symmetric streamlines and
isotherm contours. On the other hand, when the flow become unsteady in Figure 4d,
these lines are distorted and less organized. Both for the steady and unsteady cases,
thermal features discussed in Section 3 are noticed as well, including the relatively uniform
temperature distributions inside the solid domains (due to the high solid conductivity
Ks) and the smooth temperature transition across the solid–fluid interface (due to the
large interface conductance C). Moreover, we see significant temperature variations along
the unit boundaries for the unsteady system in Figure 4d. The variation fashions are
similar on opposite edges. More specific, the temperature variations along the top and
bottom boundaries appear identical, whereas the temperature is low on the left and high
on the right. All these observations are consistent with the thermal boundary conditions in
Equations (8) and (9).

For unsteady flow situations, the mean flow velocity U0 and Reynolds number Re
both vary with time, and it is difficult to achieve the time-averaged Reynolds number
exactly at 100. For such situations, we accept the simulation results when the Re variation
is limited in the range of 95 ∼ 105. The unsteady flow certainly affects the thermal field,
and accordingly, the tortuosity and dispersion conductivities Ktor and Kdis calculated from
Equations (14) and (15) also vary with time. Figure 5 displays the temporal oscillations
of Re, Ktor and Kdis for Re = 100 and β = 1.44. The oscillation periods for Ktor and Kdis

appear to be identical, as twice that for Re. In our next analysis, we use the average values
over a variation period for the tortuosity and dispersion conductivities Ktor and Kdis.

Figure 6 plots the apparent conductivities Ktor and Kdis changing with the aspect ratio β
and Reynolds number Re. Clearly, even under the same porosity ǫ = 0.85, the macroscopic
conductivities can be greatly affected by the aspect ratio β, and the influence can be enhanced
with a higher Reynolds number Re. The tortuosity conductivity Ktor decreases with β in
Figure 6a, which can be explained by looking at the Ktor definition Equation (14) and the
temperature distributions in Figure 4. Equation (14) can be interpreted as a weighted
sum of the fluid temperature over the solid–fluid interface Γ, with nx, the x-component
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of the normal vector n, as the weighting factor. For the system considered here, the left
surface has nx > 0 and the right surface has nx < 0. On each semicircular surface,
the portion around the horizontal centerline (the surface is approximately aligned in the
vertical direction and thus it has a larger |nx| value) plays a more determinant role than
the portions near the unit edges (the surface is approximately aligned in the horizontal
and thus |nx| ≈ 0). Therefore, by comparing the temperatures on the parts around the
horizontal centerline of the two semicircular surfaces in Figure 4, we can have a qualitative
understanding of the Ktor dependence on β: For a large β, the two semicircular surfaces
are closer and the temperature difference on the closest portions becomes smaller, and this
smaller temperature difference results in a smaller tortuosity conductivity, as observed in
Figure 6a. The Reynolds number Re appears to be less influential on Ktor, except for the
highly unsteady case with β = 4. The weak influence of Re on Ktor is consistent with that
observed in Ref. [21].

Figure 4. Simulation results of the flow streamlines and temperature distributions for β = 0.44 (a,b)

and β = 1.44 (c,d) at Re = 50 (a,c) and 100 (b,d).

Unlike the tortuosity conductivity Ktor, the dispersion conductivity Kdis increases
by orders with β in Figure 6b. Similarly, we attempt to interpret this observation by
examining the Kdis definition Equation (15) and flow and thermal fields in Figure 4. Clearly,
Equation (15) represents the disorder level of the flow and thermal distributions in the
periodic unit, since the integrand is simply the product of the temperature fluctuation
T − T̄ and the flow fluctuation (u − ū f )x. Therefore, the more disordered the flow and
temperature distributions in the periodic unit, the larger Kdis value will be obtained. This
analysis is consistent with our general understanding of the thermal dispersion process and
it explains the increasing trend of Kdis with β and Re in Figure 6b as well. The similarity in
flow and thermal fields between Re = 50 and 100 for β ≤ 1 steady systems suggests that
Kdis does not change much with Re there; however, for β > 1, the Re = 100 systems become
unsteady and the flow and temperature distributions become significantly disordered,
resulting in an abrupt increase in Kdis. We also notice that only the x-component of the
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flow fluctuation is involved in Equation (15). For the steady flows at β ≤ 1, the nonzero x
fluid velocity is limited in the small circulation areas near the four unit corners, whereas for
large β values, the circulation region is large. The high Reynolds number Re = 100 is also
helpful in increasing the circulation size, and it can even make the x velocity component
nonzero over almost the entire fluid domain for the unsteady flows with β > 1. This is the
reason that we see the Kdis increase with β and Re by orders for β > 1 in Figure 6b.
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Figure 6. Plots of Ktor (a) and Kdis (b) changing with the aspect ratio β at two Reynolds numbers

Re = 50 (black squares) and 100 (blue circles).

4.2. Effect of the Interfacial Conductance C

Next we shift our attention to the influence of the interfacial thermal conductance C
on the apparent conductivities. Again this is an important topic [32,33], however, it has not
been investigated adequately. In this part, we fix the porosity ǫ = 0.85 and the Reynolds
number Re = 50 for simplicity, and test three interfacial conductance values C = 10
(virtually no thermal resistance at the solid–fluid interface as observed in Figures 2b and 4),
5 × 10−4, and 5 × 10−5. Figure 7 displays the flow and thermal distributions at these three
conductance values with two aspect ratios β = 0.44 and 1.44; and Figure 8 collects the
calculated Ktor and Kdis conductivities in our simulations. The analysis in the previous
section on the relationships between macroscopic conductivities and microscopic flow
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and thermal situations can still be applied here. Please note the change in interfacial
conductance C does not affect the flow field and thus we can focus on the temperature
response to different C values in Figure 7. As conductance C decreases, the solid domains
become more insulated, resulting in a nearly constant temperature in each solid patch (i.e.,
the same colors and no isotherm contours in solid domains). With the solid part being
insulated and thus its high-conductivity influence reduced, the fluid temperature around
the solid domains exhibits a faster change along the thermal gradient direction. For example,
the fluid temperatures near the solid surfaces at the narrowest gap location in Figure 7a
are −0.0471 (left) vs. 0.0473 (right) for C = 10, −0.0364 vs. 0.0366 for C = 5 × 10−4,
and −0.0251 vs. 0.0254 for C = 5 × 10−5. As discussed in the previous section, the large
temperature difference at C = 10 introduces a larger tortuosity conductivity Ktor, and vise
versa, as shown in Figure 8a. On the other hand, the dispersion conductivity Kdis increases
as we reduce the interfacial conductance C, and the C influence becomes negligible for large
aspect ratios. This change should be attributed to the temperature change in circulation
areas; however, due to the complexity in flow structures and temperature changes with
C in Figure 7, we are not able to provide a direct qualitative explanation here. Overall,
the influence of the interface conductance C on the apparent conductivities is less dramatic
in Figure 8 than that from the unit aspect ratio β in Figure 6, but it cannot be neglected for
accurate analysis.

Figure 7. Simulation results of the flow streamlines (first column) and temperature distributions for

different interfacial conductances C = 10 (second column), 5 × 10−4 (third column), and 5 × 10−5

(last column) with the aspect ratios β = 0.44 ((a) in the top row) and 1.44 ((b) in the bottom row) at

Re = 50.

4.3. Effect of the Porosity ǫ

Unlike the effects of aspect ratio β and the interfacial conductance C, extensive studies
have been conducted for the influence of the porosity ǫ on the macroscopic thermal
behaviors of porous materials [21,61,62]. As mentioned in Section 1, previous pore-scale
simulations usually set isothermal conditions on a pair of unit boundaries to create the
thermal gradient and applied adiabatic conditions on other unit side surfaces [24,27].
Such artificial, unphysical treatments interfere with the natural heat transfer processes
among microscopic periodic units, and the results from such boundary methods could be
inaccurate or misleading [28]. In this section, we use the generalized periodic condition
Equation (7) to examine the porosity effect on macroscopic conductivities Ktor and Kdis.
Our next simulations cover a range of porosity of ǫ = 0.5∼0.99 for aspect ratios β = 0.69
and 1, and ǫ = 0.65∼0.99 for and β = 1.44. The Reynolds number is set at Re = 50
and the interfacial conductance is fixed at C = 10. Further reducing ǫ will increase the
solid cylinder diameter D and thus make the gap between the solid surfaces very narrow
(Figure 9). As discussed in Section 4.1, such a narrow gap may turn the flow unsteady for
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the large aspect ratio β = 1.44, and also a finer spacial resolution is required to accurately
capture the flow and thermal variations in the gap regions.
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Figure 8. Plots of Ktor (a) and Kdis (b) changing with the aspect ratio β at three interfacial conductance

values: C = 10 (black squares), 5 × 10−4 (blue circles), and 5 × 10−5 (red triangles). The Reynolds

number is Re = 50.
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Figure 9. Simulation results of the flow streamlines (first and third rows) and temperature distri-

butions (second and last rows) for different porosity values (labeled on top of each column) with

interfacial conductance C = 10 and Reynolds number Re = 50.

Results from this set of simulations are collected in Figure 9 for the flow and tempera-
ture distributions and Figure 10 for the calculated conductivities Ktor and Kdis at different
porosity values. Please note that these figures are plotted in terms of the solid fraction
1 − ǫ as in Ref. [21]. With the solid diameter D increase (from left to right in Figure 9),
a pair of circulation vortices are developed in the wake region above the solid cylinder,
and the vortex size grows gradually till it completely fills the vertical space between two
cylinders. Meanwhile, the original relatively organized temperature field is gradually
distorted by the increasing size of the solid domain. Such changes in the flow and ther-
mal patterns therefore affect the macroscopic thermal behaviors as characterized by the
tortuosity (Ktor) and dispersion (Kdis) conductivities (Figure 10). The continuous increase
in Ktor with the solid fraction 1 − ǫ is mainly because of the larger area (length in our
2D system) of the solid–fluid interface Γ (see Equation (14)). This trend is similar to that
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observed in Ref. [21]; however, the Ktor magnitude is smaller here. This can be attributed
to the different solid domain shapes: For the same porosity, compared to the circular shape
in this work, the square solid domain shape in Ref. [21] yields a longer interface length,
and more profoundly, half of the interface has the local normal direction aligned the x
direction. All these are favorable for a larger Ktor according to its definition in Equation (14).
As for the dispersion conductivity Kdis in Figure 10b, in general, Kdis increases with the
solid fraction 1 − ǫ; however, unlike the monotonic growth in Ref. [21], local maximum
and minimum states are observed here. Due to the complexity in flow and temperature
fields as well as their involvement in the Kdis calculation, it is difficult to provide detailed
insights and mechanism for the Kdis variations. Nevertheless, this could be an interesting
topic to explore in the future. The general increasing trend can be qualitatively related to
the increasing size of the circulation region, which is the major contributor to Kdis via the
large x velocity component in this region. A similar analysis can be applied for the gentle
variation and slow recovery of Kdis for 1 − ǫ = 0.2∼0.5 at β = 0.69 in Figure 10b, since the
flow pattern remains almost unchanged in these systems (see the subplots for 1 − ǫ = 0.2
and 0.35 at β = 0.69 in Figure 9). Finally, for the three curves with different aspect ratios,
we see Ktor is smaller but Kdis is larger for a higher aspect ratio β. This agrees well with
our findings and discussions for the aspect ratio effect on conductivity in Section 4.1 (see
Figure 6).
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Figure 10. Plots of Ktor (a) and Kdis (b) changing with the solid fraction 1 − ǫ at three aspect ratio

values: β = 0.69 (black squares), 1 (blue circles), and 1.44 (red triangles). The Reynolds number is

Re = 50.

5. Summary

In this study, we have first justified and validated the generalized periodic condi-
tion [21,28] for pore-scale simulations of thermal flows in porous media. Extensive simu-
lations have then been carried out using a 2D porous model to investigate the influence
of several microscopic parameters on macroscopic thermal conductivity. Among them,
the effects of the aspect ratio of the periodic unit and the thermal conductance at the
pore surface have not been addressed adequately in previous studies. Our results show
that these microscopic properties can dramatically change the flow and thermal fields in
the microscopic porous structure, and affect the apparent thermal performances of the
porous materials at the macroscopic level. Therefore, these microscopic factors need to be
considered carefully for more accurate and reliable simulation results, which are crucial for
both fundamental research and practical applications. In addition, thorough discussions
are attempted to qualitatively explore the relationship between the apparent conductivity
at the macroscopic level and the complex thermal flow situations in the microscopic porous
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structure, and our analysis and findings could be helpful for a better understanding of the
underlying thermal processes.

We are aware that several serious limitations exist for this study and one should not
over interpret the results obtained from a specific system. The simple 2D porous model
and the relatively low Reynolds numbers considered here may appear less realistic for
practical systems; however, they are helpful for understanding the micro–macro relations
and fundamental mechanisms involved in the complex thermal flow processes in porous
materials. We have fixed the solid and fluid substance properties (conductivity, diffusivity,
and the Prandtl number), which can certainly affect the apparent thermal behaviors as
well. The 2D unit geometry adopted in this work is also symmetric along both the flow and
thermal gradient directions; and the anisotropic effects could be an interesting topic for
future research. The periodic conditions Equations (8) and (9) utilized in these calculations
require the flow and thermal fields to be fully developed and thus they are not applicable
to the entrance and development regions [63,64]. Moreover, in our simulations, we
have assumed that the material properties are constant in the flow and heat transfer
processes and thus steady or quasi-steady states can be established. In some situations,
the microscopic porous structure may undergo a dynamic change due to swelling and
erosion [65]; and caution must be taken for applying results from this study to such systems.
Nevertheless, the boundary method, simulation results, and analysis discussions can be
useful for the research and applications of porous thermal flows. The generalized periodic
boundary condition, although presented in 2D, can be readily applied to three-dimensional
pore-scale thermal flow simulations.
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Abstract: This study aimed to investigate the consequences of the Darcy–Forchheimer medium and

thermal radiation in the magnetohydrodynamic (MHD) Maxwell nanofluid flow subject to a stretch-

ing surface. The involvement of the Maxwell model provided more relaxation time to the momentum

boundary layer formulation. The thermal radiation appearing from the famous Rosseland approx-

imation was involved in the energy equation. The significant features arising from Buongiorno’s

model, i.e., thermophoresis and Brownian diffusion, were retained. Governing equations, the two-

dimensional partial differential equations based on symmetric components of non-Newtonian fluids

in the Navier–Stokes model, were converted into one-dimensional ordinary differential equations

using transformations. For fixed values of physical parameters, the solutions of the governing ODEs

were obtained using the homotopy analysis method. The appearance of non-dimensional coeffi-

cients in velocity, temperature, and concentration were physical parameters. The critical parameters

included thermal radiation, chemical reaction, the porosity factor, the Forchheimer number, the

Deborah number, the Prandtl number, thermophoresis, and Brownian diffusion. Results were plotted

in graphical form. The variation in boundary layers and corresponding profiles was discussed,

followed by the concluding remarks. A comparison of the Nusselt number (heat flux rate) was

also framed in graphical form for convective and non-convective/simple boundary conditions at

the surface. The outcomes indicated that the thermal radiation increased the temperature profile,

whereas the chemical reaction showed a reduction in the concentration profile. The drag force (skin

friction) showed sufficient enhancement for the augmented values of the porosity factor. The rates

of heat and mass flux also fluctuated for various values of the physical parameters. The results

can help model oil reservoirs, geothermal engineering, groundwater management systems, and

many others.

Keywords: Maxwell nanofluid; Darcy–Forchheimer model; thermal radiation; chemical reaction;

Brownian diffusion
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1. Introduction

The concept of nanofluid and nanotechnology in fluid flow phenomena has received
enormous attraction in the community of researchers working in fluid mechanics. For sure,
the thermophysical properties of fluids in the pure state have many variations, and mostly
fluids face a lack of conductivity in the purely natural form. However, a mixture based
on nanoparticles of some highly conductive metals in base fluids categorically reduces this
deficiency, and the performance of the fluid increases drastically. Notable improvements
have appeared in industry due to this innovation in nanotechnology. Specifically, the in-
dustries based on drug delivery, paints, ceramics, coatings, and similar products have been
quite famous in the recent past. Similarly, enhancing the nanofluids’ heat absorption prop-
erties due to a mixture of metallic nanoparticles is another significant achievement in this
regard. Nanofluids are considered top coolants in fluid flow. Therefore, the performance
rate increases sufficiently. The pioneering study introducing the concept of nanofluids was
reported by Choi [1], which received much attention, and after that, millions of studies
have been reported so far to testify to the properties of nanofluid formulations; how-
ever, experimental evidence was provided by Buongiorno [2] in the form of the two-phase
model by introducing the terms of the Brownian diffusion and thermophoresis in nanofluid
flow. Benos et al. [3] reported an analytic investigation on magnetohydrodynamic nat-
urally convective nanofluids via a horizontal cavity with local heat generation capacity.
Bhattacharyya et al. [4] analyzed the impact of the hybrid structure in nanofluids and
applied a statistical approach to judge the characteristics of graphene- and copper-type
nanoparticles in nanofluids. Gowda et al. [5] analyzed the significance of the activation
energy and second-order chemical reaction in the context of heat and mass flux rates in non-
Newtonian Marangoni-driven nanofluid flow. Hussain et al. [6] disclosed the features
of thermal enhancement in nanofluid flow using an embrittled cone as the core surface.
Benos et al. [7] reported some crucial effects of aggregations focusing on CNT–water-based
nanofluid flow subject to magnetohydrodynamic (MHD) impact. Yusuf et al. [8] considered
Williamson nanofluid using an inclined surface involved with gyrotactic microorganisms to
analyze the implications of MHD and bio-convection together with entropy optimization.
Benos et al. [9] reported a theoretical investigation on the natural convection of CNT–water-
based nanofluid flow subject to MHD under the umbrella of the revised Hamilton–Crosser
theory. Apostolos et al. [10] analyzed the flow of Al2O3–water-based nanofluid considering
the printed circuit heat exchangers to see the impact of the interfacial layer in the context
of heat flux. Some further relevant studies can be found in [11–14] and the references
cited therein.

The concept of fluid flow in a porous medium is quite natural. The flow-through a
rocky surface, the natural flow of fluids through sand and dusty areas, etc., are the very
realistic situations around us since the creation of the universe. In the modern world,
this concept is now widely used in the manufacturing industry for multiple purposes,
especially in modeling oil reservoirs, geothermal engineering, groundwater management
systems, and many similar aspects [15–17]. Attention was received by classical Darcy law,
which was valid under exceptional circumstances in situations where the porosity factor
remains low. However, the classic law fails to accept the higher rate of fluid momentum
through the porous medium. Thus, an improvement was needed in the classical Darcy
law to enhance its applicability. Therefore, Forchheimer [18] added the squared velocity
term in the momentum equation of the governing model for the classical Darcy law to
tackle the higher porosity rates. Later on, Muskat [19] named this term the Forchheimer
term, and the governing model was called the Darcy–Forchheimer model of fluid flow.
Pal and Mondal [20] reported interesting findings on convective diffusion of the species
using a non-uniform heat sink/source under the umbrella of the Darcy–Forchheimer model.
Hayat et al. [21] presented the variable thermal-conductivity-based Darcy–Forchheimer
flow of nanofluids using the Cattaneo–Christov model. Eid and Mabood [22] implemented
the Darcy–Forchheimer model using the two-phase cross nanofluid flow. The conse-
quence of Arrhenius activation was disclosed. Furthermore, entropy optimization was
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analyzed in this study. Shankaralingappa et al. [23] configured the impact of the Cattaneo–
Christov theory of double diffusion on an Oldroyd-B-type fluid using a stretching surface
considering the thermophoresis deposition of particles and the chemical reaction. Liq-
uids incorporating the MHD and thermal radiation effects have been hot spots recently.
The involvement of fluids with the MHD impact is relatively high in many industrial
processes such as gastric medications, wound treatments, sterilized devices, medical sci-
ences, X-ray technology, and many others. Numerous studies have been reported so far
mentioning the impact of these variables in industrial applications of nanofluids. The sig-
nificance of MHD is also very relatable in fluid flow analysis because it helps to control
the fluid motion and thermal state of the fluid. The sudden bumps created by the mag-
netic field in the fluid flow phenomena are remarkably used to tackle various abnormal
situations in fluid flow. Numerous related articles mention multiple parameters such
as MHD, thermal radiation, chemical reaction, and many others in nanofluid flow analysis.
Jamshed et al. [24] reported second-grade nanofluidic flow considering the radiation impact
in a single-phase model via a flat porous surface. Sheikholeslami et al. [25] reported an ana-
lytic investigation of the MHD-type nanofluid flow subject to a semi-permeable channel.
Kumar et al. [26] explored the influence of a magnetic dipole in radiative nanofluidic flow
via the stretching surface using the KKL model. Kumar et al. [27] modeled Casson-type
nanofluid flow using a curved stretching surface to highlight the impact of MHD and the
chemical reaction. Hayat et al. [28] reported essential findings on radiative chemically
reactive three-dimensional flow. Sarada et al. [29] reported the impact of magnetohydro-
dynamics on the heat flux rate in non-Newtonian fluids flowing over a stretching surface
subject to local non-equilibrium thermal conditions. Sheikholeslami [30] analyzed the effect
of thermal radiation and MHD in nanofluid flow. Charakopoulos et al. [31] examined
the influence of magnetohydrodynamics in a channel flow using complex network analysis.
Hamid et al. [32] reported critical data in axisymmetric nanomaterial flow towards a radia-
tive shrinking disk. Furthermore, the impact of the Darcy–Forchheimer model, together
with various parameters, including thermal radiation, chemical reaction, activation energy,
and many others, were already reported (see, for example, [33–39]). Wakif et al. [40]
reported a novel approach to the MHD analysis of Casson fluids over the horizontal surface
(stretching) using the impact of thermal conductivity and temperature-dependent viscosity.
Ramesh and Joshi [41] reported the MHD analysis of Jeffrey-type fluid flow between two
parallel plates through a porous medium using an unsteady flow model.

The above-mentioned studies motivated the authors to look for a model comprising
the given flow constraints and physical parameters. Herein, we considered the Darcy–
Forchheimer flow model together with the Maxwell nanofluid boundary layer assumptions to
examine the influence of thermal radiation and a porous medium using Buongiorno’s model
of Brownian diffusion and thermophoresis phenomena. The governing system of equations
was subject to the homotopy analysis method (HAM) (see, for example, [42–46]), which is
a highly efficient and frequently used analytic approach to solve highly nonlinear governing
equations providing the freedom of choice for choosing the linear auxiliary operators and
base functions. The results were plotted graphically, and data of the skin friction and the
Nusselt and Sherwood numbers are given in tables. The study concludes with a discussion
on the results and concluding remarks. A comparison of results for the Nusselt number
for convective boundary and the non-convective boundary is provided. The results can
help model oil reservoirs, geothermal engineering, groundwater management systems, and
many others.

2. Formulation of the Problem

Assume the two-dimensional flowchart based on a Maxwell nanofluid. The thermal
radiation appearing from the famous Rosseland approximation is involved in the energy
equation. In addition, the Darcy–Forchheimer model was adopted to saturate the fluid
in a certain porous boundary. Furthermore, thermophoresis, Brownian diffusion, and
the first-order chemical reaction were retained. The surface that generates the fluid flow
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was assumed to stretch linearly. Uniform magnetic impact directly influences the flow
model with a term in the momentum equation. However, considering a small Reynolds
number helps dismiss the magnetic field induction. The fluid was assumed to proceed
alongside the x-axis, while no velocity was considered alongside the y-axis. At the initial
condition, the velocity is the same as the stretching rate of the sheet, and it becomes
zero as the distance approaches the free surface from the solid sheet towards the y-axis.
The temperature and concentration terms are typically considered T and C, respectively
having wall conditions (Tw, Cw) at the surface and ambient conditions (T∞, C∞) at the free
surface. The physical scenario can be visualized in Figure 1. The governing equations (see,
for example, [42,43,47,48]) are as follows.
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Figure 1. Geometry of the nanofluid flow.
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In the last term in Equation (3), the quantity qr actually represents the radiative heat
flux appearing from the famous Rosseland’s approximation (see, for example, [49]).

Mathematically,

qr = −4

3

σSB

kABS

∂T4

∂y
, (7)

where σSB is called the Stefan–Boltzmann constant and kABS is known as the mean ab-
sorption factor. Using the Taylor series expansion on T4 and neglecting the second- and
higher-order terms in (T − T∞), one can write:
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∂y2
. (9)

Furthermore, in Equation (4), Cr represents the first-order chemical reaction.
Define (see, for example, [42,50]):

u = ex f ′(η), v = −(eν)1/2 f (η), θ(η) = (T−T∞)
(Tw−T∞)

, φ(η) = (C−C∞)
(Cw−C∞)

, (10)

η =
(

e
ν

)1/2
y. (11)

The application of Equations (10) and (11) in Equations (1), (2), (4) and (9) results
in the following non-dimensional ODEs:

f ′′′ +
(

1 + M2γ
)

f f ′′ + 2γ f f ′ f ′′ − γ f 2 f ′′′ −
(

λ + M2
)

f ′ − (Fr + 1) f ′2 = 0, (12)

(

1 +
4

3
Rd

)

θ′′ + Pr f θ′ + PrNbθ′φ′ + PrNtθ
′2 = 0, (13)

φ′′ + PrLe f φ′ +
Nt

Nb
θ′′ − Kφ = 0, (14)

f (0) = 0, f ′(0) = 1, θ(0) = 1 φ(0) = 1, (15)

f ′(∞) → 0, θ(∞) → 0, φ(∞) → 0. (16)

In the process of non-dimensionalization, the quantities that appeared as the coef-
ficient of f , θ, φ are called various physical parameters involved in the problem model.
These quantities are mathematically defined as follows:

M2 =
σ

e

B2
0

ρ
, γ = λ1e, λ =

ν

eK1
, K =

Cr

e
, (17)

Fr =
Cb√
K1

, Pr =
ν

α
, Le =

α

DB
, (18)

Nt = τDT
(Tw − T∞)

νT∞
, Nb = τDB

(Cw − C∞)

νδC
, Rd =

4σSBT3
∞

k f kABS
. (19)

The quantities appearing in Equation (17) are the magnetic parameter, the Deborah
number, the porosity parameter, and the first-order chemical reaction. The quantities
appearing in Equation (18) are the Forchheimer number, the Prandtl number, and the Lewis
factor. The first two quantities in Equation (19) are the two significant nanofluids known
as thermophoresis and Brownian diffusion. The last quantity represents thermal radiation.
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In natural fluid flow phenomena, some critical factors affect fluid motion and the thermal
state. The three crucial factors are called the drag force (skin friction), the heat flux rate
(Nusselt number), and the mass flux rate (Sherwood number). The final representation
of these three quantities in non-dimensional form is given below:

Re1/2
f x C f x = f ′′, at η = 0, (20)

Re−1/2
x Nux = −θ′, at η = 0, (21)

Re−1/2
x Shx = −φ′, at η = 0. (22)

where Rex is known as the local Reynolds number.

3. Solution Methodology

The homotopy analysis method was implemented to obtain the convergent series
solutions. The graphs were prepared using Mathematica 9.0. Let,

f0 = 1 − e−η , θ0 = e−η , φ0 = e−η , (23)

Ĵ f = f ′′′ − f ′, Ĵθ = θ′′ − θ, Ĵφ = φ′′ − φ, (24)

with the following hypothesis,

Ĵ f

[

L1e−η + L2eη + L3

]

= 0, Ĵθ

[

L4e−η + L5eη
]

= 0, Ĵφ

[

L6e−η + L7eη
]

= 0, (25)

where Li, i = 1, 2, · · · , 7, are constant numbers. Subsequently, the zeroth-order equa-

tions of deformation can be symbolized as Q f

[

f̂
]

for the momentum equations, Qθ

[

f̂ , θ̂, φ̂
]

for the energy equation, and Qφ

[

f̂ , θ̂, φ̂
]

for the concentration equations given in

Equations (12)–(14), such that:

(1 − e)Ĵ f

[

f̂ (η, e)− f0(η)
]

= eĥ f Q f [ f̂ ],

(1 − e)Ĵθ

[

θ̂(η, e)− θ0(η)
]

= eĥθQθ [ f̂ , θ̂, φ̂],

(1 − e)Ĵφ

[

φ̂(η, e)− φ0(η)
]

= eĥφQφ[ f̂ , θ̂, φ̂].

(26)

with the transformed boundary conditions given in (15–16). It is important to mention here
that ĥ f is the auxiliary function corresponding to the velocity equation, ĥθ is the auxiliary

function corresponding to the energy equation, and ĥφ is the auxiliary function correspond-
ing to the concentration equation. Furthermore, e ∈ [0, 1] is called the embedding. Q f̂ , Qθ̂ ,

and Qφ̂ are named the non-linear operators. The Taylor series implementation results
in the following equations:

f̂ =
∞

∑
i=0

fi(η)e
i, θ̂ =

∞

∑
i=0

θi(η)e
i, φ̂ =

∞

∑
i=0

φi(η)e
i, (27)

where Ei(η) =
1
i!

∂iE
∂ei

∣

∣

∣

e=0
for E = f̂ , θ̂, or φ̂. The efficient and smoothly convergent results

are strictly dependent on the numerical choice of ĥ. The values of e fluctuate between
e = 0, 1. General solutions are given as follows,

fi = L1 + L2eη + L3e−η + f ⋆i (η),

θi = L4eη + L5e−η + θ⋆i (η),

φi = L6eη + L7e−η + φ⋆

i (η),

(28)
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where the functions with ⋆ represent the special solutions.

4. Results and Discussion

In this paper, we investigated the consequences of the Darcy–Forchheimer medium
and thermal radiation in the magnetohydrodynamic (MHD) Maxwell nanofluid flow
subject to a stretching surface confined within the simple boundary conditions. Physi-
cal parameters such as thermal radiation, the chemical reaction, the porosity factor, the
Forchheimer number, the Deborah number, the Prandtl number, thermophoresis, and
Brownian diffusion and their impact on the fluid profiles are discussed in the following
lines. Figures 2 and 3 represent the behavior of the velocity profiles for the variation in
the Deborah number and porosity factor. Specifically, Figure 2 shows the behavior of the
velocity profile for altered values of the Deborah number. The constitution of the Deb-
orah number is based on the relaxation time parameter, which in the physical context
means providing more time to the nanoparticles to be diluted in the base fluid. The higher
the Deborah number is, the lower the fluid velocity, and the consequent boundary layer
drops to a certain extent. This appearance of the velocity profile was obtained fixing
the other three physical parameters involved in the momentum equation. Figure 3 rep-
resents the variations in the velocity profile subject to the altered values of the porosity
factor. Physically, the presence of the porous medium is itself a reason for the increase
in the frictional retardation force offered to the fluid in motion. The higher the porous
ratio in the medium, the more retardation is offered to the fluid. Therefore, the velocity
profile shows a reduction in its trend for incremental values of λ. As for the energy equa-
tions, the final non-dimensional ODE involves several physical parameters already defined
in the previous section. To see their impact on the temperature profile, we plotted the data
in graphs given in Figures 2–8. In particular, Figure 4 represents the consequent impact
of the Deborah number on the temperature profile. The profile apprises the behavior
of the altered, augmented values of the Deborah number. Here again, the justification
of this behavior relates to the relaxation time provided to the model by the Maxwell model.
The more is the relaxation time, the more is the temperature profile and vice versa. The con-
tinuous offering of more friction to the fluid in motion is the main property of the porous
medium, which is mathematically involved in the model using the two important factors,
the porosity factor and the Forchheimer number. The appearance of these parameters
in the energy equation has a high impact on the temperature profile. Figure 5 gives this
impact in the porosity factor versus the temperature profile. The higher the rate of re-
sistance provided to the system, the higher is the system’s temperature due to the high
rate of collisions between the molecules of the base fluid and the nanoparticles diluted
in it. This behavior gives rise to another important aspect of fluid flow analysis, i.e., ther-
mal radiation. The inside-out thermal radiation is another important source of raising
the temperature profile. A dominant rising trend in the temperature profile due to ther-
mal radiation can be seen in Figure 6. The result shows that even with a slight variation
in the thermal radiation, a very high variation is noted in the corresponding boundary
layer formulation of the temperature profile. The impact of Brownian diffusion is given
in Figure 7, which is physically related to the predicted movement of nanoparticles and
collisions. The higher the value of Nb, the higher is the temperature profile and vice versa.
However, an inverse trend was found in the case of the Prandtl number. The higher values
of the Prandtl number, as given in Figure 8, result in a reduction in the temperature profile.
The constituent term of the Prandtl number involves kinematic viscosity inversely related
to the thermal diffusivity. Higher values of the Prandtl number result in a reduction of ther-
mal diffusivity and an increment in the kinematic viscosity, which results in the reduction
of the temperature profile. The behavior of both the temperature and concentration pro-
files towards the Deborah number is quite similar. In both cases, a rise in the values of
the Deborah number results in the increment of the respective profile. Figure 9 shows
the same thing discussed in the above lines. Higher values of the Deborah number mean
more convenience is provided to the nanoparticles to adjust and be diluted in the base fluid.
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The concentration profile rises after that. The porosity factor, when increased, provides
more space for the nanoparticles to be spaced in the base fluid, and therefore, the con-
sequence is shown in Figure 10. The concentration behavior in response to the altered
values of thermal radiation is given in Figure 11. The interval of rising and lowering is
very short. Thus, a shorter, but incremental trend is noticed for higher values of the ra-
diation factor. The impact of Lewis’s number is quite dominant and prominent. From
the Lewis number given in Equation (18), we see that the inverse relation of Brownian
diffusion and thermal diffusivity is called the Lewis number. Thus, Brownian diffusion
and Le are inversely proportional to each other. The higher the values of Le, the lower
the diffusion will be and, therefore, the lower the concentration of nanoparticles in the base
fluid, as displayed in Figure 12. Figure 13 gives the impact of Nb (Brownian motion pa-
rameter) over the concentration profile. Higher values result in a low concentration and
vice versa. The Prandtl number decreases the concentration profile given in Figure 14 with
the same justification as given in Figure 8 because the diffusivity is linked to the Prandtl
number. The first-order chemical reaction is a source of the reduction in the concentration
profile. The fluid faces a descending concentration near the surface at a lower intensity
of the reactive material. However, the concentration reduces sufficiently with higher values
of K, as shown in Figure 15. Table 1 provides the numerical data of the mass flux, heat flux,
and wall drag (also known as skin friction) for fluctuating values of various parameters.
In particular, the porosity, the Forchheimer number, and the Deborah number increase
the drag force. The Nusselt number reduces for the thermal radiation factor; however,
the same parameter enhances the Sherwood number. The mass flux rate is enhanced
for larger values of the Lewis number. Figures 16 and 17 are based on the two comparative
results, i.e., with and without the convective boundary, setting the radiation factor and
chemical reaction factor equal to zero. The convective boundary has a significant variation
in the values of the Nusselt number as compared to a simple boundary. In both cases,
the trend of the Nusselt number is the same, but the rates are different at the same values
of Pr and M for both cases of different boundary conditions.
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Figure 2. Deborah number and its impact on the velocity profile.
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Figure 3. Porosity number and its impact on the velocity profile.
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Figure 4. Deborah number and its impact on the temperature profile.
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Figure 5. Porosity number and its impact on the velocity profile.
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Figure 6. Thermal radiation and its impact on the temperature profile.
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Figure 7. Brownian diffusion and its impact on the temperature profile.
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Figure 8. Prandtl number and its impact on the temperature profile.
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Figure 9. Deborah number and its impact on the concentration profile.
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Figure 10. Porosity number and its impact on the concentration profile.
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Figure 11. Thermal radiation and its impact on the concentration profile.

Le = 0.5, 1.0, 1.5, 2.0

M = 0.2,

Λ = 0.2,

Γ = 0.2,

Fr = 0.2,

Pr = 1.0,

Rd = 0.2,

Nt = 0.1,

Nb = 0.2,

Fr = 1.0,

K = 0.1,

0 2 4 6 8

0.0

0.2

0.4

0.6

0.8

1.0

Η

Φ
HΗ
L

Figure 12. Lewis number and its impact on the concentration profile.
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Figure 13. Brownian diffusion and its impact on the concentration profile.
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Figure 14. Prandtl number and its impact on the concentration profile.
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Figure 15. Chemical reaction and its impact on the concentration profile.

Table 1. Numerical results of the skin friction (wall drag) and Nusselt number (heat flux). The default

values are: λ = 2/10, M = 2/10, Fr = 1, γ = 2/10, K = 2/10, Le = 1, Nb = 2/10, Nt = 1/10,

Pr = 1, Rd = 2/10.

λ Fr γ K Le M Nb Nt Pr Rd −Re1/2
x C f x −Re−1/2

x Nux −Re−1/2
x Shx

0.0 1.1199 0.4129 0.5306
0.3 1.2456 0.3962 0.5175
0.6 1.3601 0.3822 0.5067

0.0 1.1786 0.5115 0.4085
0.3 1.3065 0.4027 0.3957
0.6 1.4242 0.3981 0.3933

0.0 1.3514 0.4172 0.5341
0.3 1.4492 0.3941 0.5159
0.6 1.5233 0.3744 0.5007

0.0 1.4235 0.4050 0.4003
0.3 1.4235 0.3969 0.7075
0.6 1.4235 0.3931 0.9137

0.4 −− 0.4097 0.3353
0.8 −− 0.4040 0.4581
1.2 −− 0.3991 0.5846

0.0 1.4089 0.4039 0.5236
0.3 1.4429 0.3984 0.5193
0.6 1.5983 0.3838 0.5079

0.4 −− 0.3650 0.5840
0.8 −− 0.2999 0.6142
1.2 −− 0.2445 0.6236

0.0 −− 0.4123 0.6312
0.3 −− 0.3807 0.3263
0.6 −− 0.3520 0.0868

161



Micromachines 2022, 13, 368

Table 1. Cont.

0.6 −− 0.3071 0.4292
1.2 −− 0.4445 0.5693
2.0 −− 0.5784 0.7616

0.0 −− 0.4649 0.4990
0.5 −− 0.3369 0.5445
1.0 −− 0.1025 0.8359

Figure 16. Nusselt number at Rd = 0 = K corresponding to Pr = 0.5, 1.0, 1.5.

Figure 17. Nusselt number at Rd = 0 = K corresponding to M = 0.0, 0.5, 0.8.

5. Conclusions

We considered the Darcy–Forchheimer medium and thermal radiation in the MHD
Maxwell nanofluid flow subject to a stretching surface. The significant features appearing

162



Micromachines 2022, 13, 368

from Buongiorno’s model, i.e., thermophoresis and Brownian diffusion, were retained.
The governing equations after conversion into ODEs were solved for convergent series
solutions using the HAM. Graphs were plotted for the three profiles of the flow model
against various physical parameters such as thermal radiation, the chemical reaction,
the porosity factor, the Forchheimer number, the Deborah number, the Prandtl number,
thermophoresis, and Brownian diffusion. The following salient features were the critical
points in this investigation:

• The involvement of the Maxwell model in nanofluid flow provided more relaxation
time for the diffusion and dilution of nanoparticles in the base fluid;

• The presence of the porosity factor was a significant source of increment in the drag
force and the reduction in fluid flow along the horizontal axis;

• The impact of thermal radiation was prominent in the case of the temperature profile;
however, it impacted the other two profiles as well;

• The Deborah number coming from the relaxation time provided in the Maxwell model
enhanced the concentration and temperature profiles and decelerated the fluid;

• Brownian diffusion enhanced the temperature profile and reduced the concentration pro-
file;

• The chemical reaction appeared to be a reducing factor for the concentration of nanopar-
ticles in the base fluid;

• The trio of the porosity, the Forchheimer number, and the Deborah number increased
the drag force;

• The heat flux reduced for the thermal radiation factor; however, the same parameter
enhanced the mass flux rate;

• A rise was noted in the mass flux rate for augmented values of the Lewis number;
• Despite a difference in the numerical data of the Nusselt number for the convective

and non-convective boundary, the trend of the increase and decrease of the flux rate
was identical for both types of boundary conditions.
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Nomenclature

The following nomenclature is used in this manuscript:

x, y Cartesian coordinates/m

u(x, y), v(x, y) Coordinates of the velocity vector (m · s−1)

ν Nanofluid viscosity (kinematic) (m2 · s−1)

µ Nanofluid viscosity (dynamic) (Kg · m−1 · s−1)

Cb Inertial coefficient (m)

σ Electric conductivity ((Ω · m)−1)

B0 Magnetic impact (A · m−1)
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K1 Permeability (m2)

ρ Density of the nanofluid (Kg · m−3)

σSB Stefan–Boltzmann constant (W · K−4 · m−2)

α Thermal diffusivity (m2 · s−1)

kABS Mean absorption factor (m−1)

T Temperature (K)

C Concentration (mol · m−3)

Tw Temperature at the wall (K)

Cw Concentration of nanoparticles at the wall (mol · m−3)

(ρc) Nanofluid’s productive heat capacity

T∞ Temperature far away from the surface (boundary condition)

C∞ Concentration of nanoparticles far away from the surface

(boundary condition)

Cr Chemical reaction (s−1)

(ρc)p Nanoparticles’ productive heat capacity (J · m−3 · K−1)

DT Thermophoretic effect (m2 · s−1)

DB Brownian diffusion factor (m2 · s−1)

Fr Local inertia

M Magnetic parameter

e Positive constant number (s−1)

Le Lewis factor

Nb Brownian diffusion parameter

Pr Prandtl factor

Nt Thermophoretic parameter

Nux Local Nusselt number (heat flux)

Shx Local Sherwood number (mass flux)

f ′ Dimensionless velocity

η Dimensionless variable

φ Dimensionless concentration of the nanoparticles

θ Dimensionless temperature field

λ1 Relaxation time involvement

qr Radiative heat flux (W · m−2)

γ Deborah number

λ Porosity parameter

Rd Radiation factor

K First-order chemical reaction

τ Dimensionless thermal coefficient

δC Corrective concentration coefficient
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Abstract: Collecting sweat and monitoring its rate is important for determining body condition

and further sweat analyses, as this provides vital information about physiologic status and fitness

level and could become an alternative to invasive blood tests in the future. Presented here is a

one-dollar, disposable, paper-based microfluidic chip for real-time monitoring of sweat rate. The

chip, pasted on any part of the skin surface, consists of a skin adhesive layer, sweat-proof layer,

sweat-sensing layer, and scale layer with a disk-shape from bottom to top. The sweat-sensing layer

has an impressed wax micro-channel containing pre-added chromogenic agent to show displacement

by sweat, and the sweat volume can be read directly by scale lines without any electronic elements.

The diameter and thickness of the complete chip are 25 mm and 0.3 mm, respectively, permitting

good flexibility and compactness with the skin surface. Tests of sweat flow rate monitoring on the

left forearm, forehead, and nape of the neck of volunteers doing running exercise were conducted.

Average sweat rate on left forearm (1156 g·m−2·h−1) was much lower than that on the forehead

(1710 g·m−2·h−1) and greater than that on the nape of the neck (998 g·m−2·h−1), in good agreement

with rates measured using existing common commercial sweat collectors. The chip, as a very low-cost

and convenient wearable device, has wide application prospects in real-time monitoring of sweat

loss by body builders, athletes, firefighters, etc., or for further sweat analyses.

Keywords: wearable device; microfluidic chip; sweat collecting

1. Introduction

Sweat is known to contain important information corresponding to the status of an
individual’s health [1]. Sweat production is related to the stimuli underlying body ther-
moregulation [2]. Secretion of sweat from eccrine glands on the skin surface is an essential
means of heat loss in regulating body temperature and for maintaining homeostasis [3] dur-
ing heat acclimation [4]. Lost body water must be replaced to maintain normal physiologic
processes; this is particularly important for body builders, athletes [5], firefighters, etc. Fur-
thermore, sweat, like saliva and tears [6], is noninvasively induced from deeper in the body
and carries a diverse array of biomolecules, ranging from small electrolytes (including Na+,
K+, and Ca2+) and metabolites (such as glucose, lactate [7], and ethanol [8]) to hormones
and larger proteins [9], which may provide vital information about physiological status
and fitness level [10]. Sweat analysis could become an alternative to invasive blood tests in
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the future [11,12], as Heikenfeld et al. [13] demonstrated—for the first time in vivo—the
complete correlation between continuous sweat data and blood data. Collecting and moni-
toring the rate of sweat production, which is the primary and key step for sweat research,
are important for determining body condition and enabling further sweat analyses.

The whole-body wash-down method [14] is an early sweat-sampling technology and
well-known as the gold standard for determining whole-body sweat loss, as all sweat
runoff is collected. Subjects wearing minimal clothing ride a cycle ergometer in a plastic
box. The subject, box, equipment, clothes, and all objects touched by the subject are
thoroughly rinsed with deionized water to determine the whole-body sweat loss. However,
this method is limited by the controlled laboratory setting, complexity of steps, and single
mode of exercise testing; thus, it is not practical for field studies. Patches, composed of
an absorbent material with a hydrophilic and porous structure [15], are used for regional
skin surface collection and localized sweat sampling. This enables collection of sweat
for hours positioned in a specific location [16] (e.g., forearm, thigh, back, or calf), but the
collected sweat patch must be peeled off and carefully weighed to obtain the average
sweat flow rate. The error rate is relatively high due to evaporation of sweat during the
process, and it cannot show real-time flow rate data [17]. In addition, Zhang et al. [18]
designed a microfluidic device with one-way-opening chambers and hydrophobic valves
for sweat collection and analysis. Pan et al. [19] presented the first digital droplet flowmetry
implemented on existing textile substrates for real-time flow rate measurement by counting
the number of droplets. Eliot et al. [20] developed a flow rate sensor that easily couples to
the outlet of a microfluidic channel to measure flow rate via periodic temporary shorting
caused by droplets passing between two electrodes. The device was tested in a dynamic
range as low as 25 nL·min−1 and as high as 9 × 105 nL·min−1. Lindsay et al. [21] designed a
skin-interfaced microfluidic system involving multilayered stacks of thin-film polymers that
contain intricate microfluidic channels for personalized sweating rate and sweat chloride
analytics for sports science applications.

One of the most common current commercial samplers is the Macroduct [22], which
consists of a concave disk and a spiral plastic tube that collects sweat. Compared with
patches, Macroducts avoid sweat leakage, contamination, and potential hydromeiosis, be-
cause the sweat is almost immediately removed from the skin. However, the device cannot
be positioned on any position of the human body, so the popularity of Macroducts remains
limited. A variety of modified absorbent materials, such as paper [23,24], nonwoven fabrics,
textiles [25], cellulosic materials, hydrogels [26,27], and rayon pads [28] are widely used
as sweat-collecting carriers. Among these materials, filter paper composed of disorderly
stacked cellulose fibers with abundant hydroxyl (-OH) active groups provides high porosity,
thus facilitating rapid imbibition of fluid and rendering it a very promising substrate for
the immobilization of bioactive substances. Filter paper-based sweat-collecting chips are
paper-based microfluidic analytical devices [29] that have generated great interest among
researchers due to their portability, low cost [30], versatility, and ease of results interpreta-
tion in the analytical area due to their attractive passive movement properties (capillary
phenomenon [31]) of analytes without any external forces. These chips show great promise
for applications in point-of-care health systems [32], environmental monitoring [33], and
food safety.

Most of the above systems, however, have complex structures or require an external
collection mechanism, which is not suitable for widespread application or batch production.
Paper-based microfluidic chips, which are presented in this article for the first time, can be
used for real-time monitoring of sweat secretion rate. The chips, which can be pasted on
any part of the skin surface, are low cost and disposable, consisting mainly of filter paper
and adhesive tape with a disk shape. Sweat volume can be read directly by scale lines
without any electronic elements.
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2. Materials and Methods

2.1. Structure of Paper-Based Sweat Rate Monitoring Chips

Paper-based sweat rate monitoring chips (P-SRMCs) consist of a skin adhesive layer, a
sweat-proof layer, a sweat-sensing layer, and a scale layer from the bottom to top, as shown
in Figure 1a. The skin adhesive layer on the bottom, made of medical-grade double-sided
adhesive tape (PICARO), is used to attach the chip to the skin surface. A small hole with
a diameter of 2 mm in the center serves as the inlet for sweat secreted from the skin. The
sweat-proof layer with a center hole the same size as that of the bottom layer hole is made
of single-sided transparent adhesive tape (202102022207, DELE) and prevents sweat from
penetrating through the double-sided adhesive material to the sweat-sensing layer and
ensures that sweat flows through the center hole.

 

μ

Figure 1. Structure of the paper-based sweat rate monitoring chip: (a) exploded view showing all

layers of the whole chip, including the skin adhesive layer, sweat-proof layer, sweat-sensing layer,

and scale layer; (b) method for fabrication of the sweat-sensing layer using a 3D-printed mold with a

double-spiral structure.

The sweat-sensing layer, as the core layer, is used to determine sweat volume. A
schematic illustration of its fabrication process is shown in Figure 1b. Paraffin wax (58#,
Jinmen Weijia Industro Co., Ltd., Jinmen, China) is heated using a constant-temperature
heating device (ET-200, ETOOL) to the melting state of 72 ◦C on a section of glass slide.
A mold with two parallel spiral structures 1.5 mm high is printed using a 3D printer
(Pro2, Raise3D) with white polylactate as the material. The double spiral structure has a
smooth flow path, can form longer channel per area than other designs, and is suitable
for a disc-shape sensing chip. The parallel spiral structure is dipped into melted paraffin
and then transferred onto a piece of filter paper (102, Aoke, maximum void in the range
of 15–20 µm) to form paraffin wax lines (marked in yellow). The two parallel spiral wax
lines constitute a micro-channel through which collected sweat travels, because the wax
material is incompatible with aqueous sweat and functions as a boundary. The wax-
impressed, paper-based microfluidic chip is thus one of the most promising methods for
future applications because it is inexpensive, easy to use, provides rapid and robust results,
and is harmless to human skin [34].

Cobalt chloride solution (AR grade, Chengdu Huaze Cobalt and Nickel Material Co.,
Ltd., Chengdu, China) with a mass fraction of 0.157 g/mL (0.65 mol/L), which is a good
chromogenic agent to H2O molecules, is used as a precursor for the sweat chromogenic
agent. The color of anhydrous CoCl2 changes from blue to red when it absorbs H2O
molecules, forming CoCl2·6H2O. Cobalt chloride solution is harmless to human skin
surface and the color of CoCl2·6H2O turns back to blue when H2O molecules are removed,
which makes the chip possible to be reused if necessary. Cobalt chloride is slowly added to
the sweat flow micro-channel using a pipettor. Then the filter paper with CoCl2 solution
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and wax lines is dried for 90 min in a vacuum drying oven (ZKXF-1, Shanghai Shuli Yiqi
Yibiao Co., Ltd., Shanghai, China) set at 45 ◦C to remove H2O molecules.

The scale layer, as the top layer, is also made of single-sided transparent adhesive
tape. A small hole with a diameter of 2 mm is punched and aligned to the end of the
sweat flow channel in the sensing layer. The hole exposed to air is used for releasing
increased air pressure caused by the entry of sweat and continuously draws sweat through
the micro-channel [35]. In addition to the higher flow rate, the biggest advantage of the
small hole for evaporation is that it enables convenient control of the flow rate [36]. By
changing the size of the small hole, the flow rate can be easily regulated. The scale, made
of red stamp ink (YY01, GSD), is impressed on the reverse side using a mold to avoid the
possibility of being removed while the subject is exercising.

The diameter of all four above-mentioned layers is 25 mm and cut by a Laser Cutting
Machine (3020, KETAILASER). A piece of P-SRMC is prepared according to the process
shown in Figure 1, and the edge of the assembled chip is covered with paraffin wax to
prevent external water molecules from affecting the test results. To make subjects more
comfortable while doing exercise, the overall thickness of the microfluidic patch was limited
to 0.3 mm to enable good flexibility and good compactness against the skin surface.

2.2. Sweat Micro-Channel Parameters

The ratio of the maximum volume of sweat monitored to the size of the whole chip is
the most important index for a wearable device. The whole chip size is determined by the
width of the wax line (ww) and the sweat channel (wc). If the wax line is too narrow, sweat
will leak out across it in the filter paper and affect the measured result; thus, a sweat-leaking
experiment was conducted to determine the minimum wax width. As to the sweat channel,
if the channel is too narrow, the sweat travel velocity will be too slow. Thus, a sweat flow
velocity experiment was also conducted to determine the minimum flow channel width. A
chamfered fillet structure was applied on the inlet and outlet parts. To minimize the chip
size, the shape of the microchannel was designed as a double spiral structure, as shown in
Figure 2. In Cartesian coordinates, the equations of two spiral lines on external and internal
sides are respectively obtained as:







r = a + b(θ/2π)
x = r cos θ
y = r sin θ

(1)







R = a + ww + wc + b(θ/2π)
x = R cos θ
y = R sin θ

(2)

where r is the radius of the spiral line on the external side, R is that on the internal side,
and θ is the angle of spiral lines. The differential of R and r is (ww + wc).
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Figure 2. Sweat channel with double spiral structure: (a) structure sketch and (b) photomicrograph

of the wax channel impressed on filter paper using a mold.
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2.3. Chip Assembly

A complete chip fabricated according to the above process is shown in Figure 3.
All the assembly steps are conducted under a microscope (3R-MSUSB401, Anyty). Scale
lines should be located parallel to and on the lateral side of the wax channel to show the
displacement of collected sweat traveling through the channel. The scale spacing is 1 mm,
with a range of 0–90 mm. The edge of the chip appears grey in color because all the layers
are shaped by a laser cutting machine, and the edge is burned to ashes. This does not affect
the chip’s ability to collect sweat because the whole edge is covered by paraffin wax to
prevent external water molecules from affecting the test results. The assembled chip is
dried for 30 min in a vacuum drying oven to thoroughly remove water molecules.

μ
μ

Figure 3. (a) Photograph of a P-SRMC chip, (b) top view, and (c) bottom view of the assembled chip.

2.4. Chip Calibration

As a type of measuring device, the chip must be calibrated before being tested on the
human body. Sweat, drawn from human skin using a suction tube, is added to the chip
through the inlet in the scale layer using a pipettor (volume resolution of 0.1 µL). The liquid
is added drop by drop with a single drop volume of 1.0 µL. Each droplet should be added
after the previous droplet has thoroughly infiltrated into the wax channel by observing the
inlet area under a physical microscope. The displacement caused by sweat moving forward
along the helix wax channel is recorded via the scale lines after each sweat droplet is added
based on the channel with sweat molecules turning from blue to red.

2.5. Testing on Human Volunteers

Two healthy, active male and female volunteers, 24 years old, participated in indoor
running sweat-collecting trials. The weight and height of male candidate are 83 kg and
175 cm, respectively and that of female are 52 kg and 162 cm, respectively. The average
room temperature and humidity were 28.9 ◦C and 74%, respectively. The volunteers ran on
a treadmill (SH-T5170) under controlled conditions with a running speed of 8.8 kph. When
considering localized areas of interest, the choice of sampling area is very important, as it
has been reported that sweat rate depends significantly on the sampling location [37]. The
sweat-secreting rates on the forehead, nape of the neck, and left forearm are larger than
the others on human body. These positions are usually exposed to air while candidates are
exercising and suitable for affixing the P-SRMCs. In this study, the chips were positioned
on the forehead, nape of the neck, and left forearm, as shown in Figure 4.

A mobile phone (iPhone XR with resolution of 1080p and frame rate of 240 fps), fixed
on the left forearm by a designed holder and with its camera aligned with the sensing chip,
was used to record video of the sweat-collection process. The displacement in chips on the
forehead and nape of the neck were recorded by photos taken every 5 min and then used
to calculate sweat volume using Formula (3), as the displacement value can be read from
the scale lines. Scientific research shows that it takes about 30 min for an average person to
have the best sports effect. So, the testing time is set as slightly longer than 30 min. Sweat
rates (υs) are expressed as g·m−2·h−1, for it is usually calculated in grams per square meter
of body surface area per hour.
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Figure 4. Experimental setup involving a male volunteer running under controlled conditions with

chips located on the forehead, left forearm, and nape of the neck.

3. Results and Discussion

3.1. Sweat Micro-Channel Parameters

A sweat leakage experiment was conducted to determine the minimum wax line width
to prevent sweat leaking through the filter paper. 3D-printed molds of different sizes were
designed to form wax lines with different widths on the filter paper. Sweat (2.5 µL) was
added on the initial site using a pipettor, and the paper was placed on a piece of horizontally
situated glass slide to observe leakage using a microscope. As shown in Figure 5, when the
width (ww) of the wax lines was 0.5 mm and 0.6 mm, the CoCl2 solution leaked across the
wax lines. When the width was no less than 0.7 mm, the wax lines completely prevented
leakage. Therefore, 0.7 mm was determined to be the minimum wax width.

υ − −

μ

 

Figure 5. Sweat leakage experiment between neighboring wax lines with different widths: (a) mould

for wax channels; (b) photo of channels with sweat.

The sweat channel width (wc) is another important parameter for sweat collection,
as it determines the travel rate of the sweat. Although Darcy’s law, Lucas-Washburn
equation [38], Modifications to Darcy’s law and LW equation [39], Richards equation [40],
and flow simulation or visualization tools [41] can approximately calculate the micro-fluid
flow behavior in paper material, fluid imbibition into paper is a complex process governed
by a highly coupled system of length and time-scaled parameters. Therefore, the sweat
channel width in filter paper is typically determined by experiment, traditionally called a
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trial-and-error strategy. Besides that, capillary flow velocity inner filter paper is determined
by pore radius of the porous media in the hydrophilic channel and the size of the channel
according to Ref. [42]. The shape of channel bas little effect on flow velocity of sweat if
the flow rate is relatively low. The experiment result in straight channel is suitable for
spiral-shape ones.

To minimize the chip size, a width of 1.2 mm was chosen as the micro-channel pa-
rameter for the final sweat rate monitoring chip. A CoCl2 solution with a concentration of
0.65 mol/L and total volume of 1.6 µL was deposited in the channel for result visualization.
The flow distance was set at 10 mm to calculate the average flow velocity, υ. The process of
sweat flow in the paper-based wax channel with a width of 1.2 mm is shown in Figure 6
and Video S1 in the Supplementary Material. Figure 7 shows the influence of channel
width on sweat flow velocity in straight paper-based channels. The average flow velocity
increased rapidly in channel widths set at 1.2 mm, 1.4 mm, and 1.6 mm. More than 70 s
(average velocity of approximately 0.14 mm/s) was required for sweat to travel along the
channel with a relatively narrow width of 1.0 mm.

μ �̅�

 

Figure 6. Recordings illustrating the process of sweat flow in a paper-based wax channel with a

width of 1.2 mm and displacement of 10 mm.

μ �̅�

Figure 7. Variation in sweat flow velocity with width of the paper-based channel.
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Figure 7 shows average sweat travel velocity data. However, the flow velocity was
not constant and decreased slowly because of the increasing flow resistance downstream
in the micro-channel. Therefore, flow displacement in a paper-based wax channel with
a width of 1.2 mm was recorded at different times, and the results are shown in Figure 8.
The velocity was relatively high near the sweat inlet site then decreased until displacement
was less than approximately 7 mm and finally became approximately constant. The reason
the velocity decreased in the first section is that CoCl2 crystal particles were scoured
downstream by sweat flow, causing an enrichment that increased the flow resistance. The
experiment results show that sweat with a volume of 2.5 µL filled the paper-based channel
in approximately 60 s.

μ

μ

 

Figure 8. Record of sweat flow displacement in a paper-based wax channel with a width of 1.2 mm.

3.2. Chip Calibration Results

In chip calibration experiments, it is time-consuming to completely fill the wax channel
with sweat drop by drop. A record of sweat traveling through a certain piece of P-SRMC
chip during the calibration process is shown in Figure 9. The color of the channel through
which the sweat travels changed from blue to red. The scale in red shows the displacement
of sweat as it travels. As shown in Video S2 in the Supplementary Material, it takes each
1-µL sweat droplet approximately 5 min on average to infiltrate the wax channel completely.
The time required by latter droplets is longer than that of former droplets because of the
gradually increasing flow resistance as drops are added.

μ

μ

 

 

Figure 9. Calibration of a P-SRMC.
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Ten samples of sweat colleting chips were tested to obtain an average result and
determine their consistency. As shown in Figure 10, the displacement of sweat moving
forward along the spiral wax channel was recorded using the scale lines after different
volumes of sweat were added from the chip inlet.

20.29 8.97 1.88 (0 13.4)

μ

μ

0.58 8.97

μ −

Figure 10. Second-order fitting curve for the variation in displacement with added sweat volume

determined using scale lines.

A second-order fitting, as is shown in Formula (3), was carried out on the variation:

y = −0.29x2 + 8.97x + 1.88 (0 < x < 13.4) (3)

where y is displacement (mm) and x is the volume of sweat (µL). The relative variance was
~10%.

According to the experimental result, the maximum volume of sweat collected in a
single chip is above 14 µL, and the sensitivity (s) can be calculated by:

s =
dy

dx
= −0.58x + 8.97 (4)

The sensitivity decreases gradually with increasing volume of sweat collected.
Figure 10 shows that it reaches a maximum value of 8.97 mm·µL−1.

3.3. Testing Results Using Human Volunteers

The displacement caused by sweat moving forward was read using the scale lines on
the sweat-collecting chips locating on the left forearm, forehead, and nape of the neck of
the human volunteers, as shown in Table 1. The sweat secretion velocity on male candidate
is faster than that on female candidate. Photographs of P-SRMC changing color on male
skin surface are shown in Figure 11. The time interval for the recording was 5 min. Video
of sweat traveling through the chip on the left forearm of male candidate was recorded
using a mobile phone, as shown in Video S3 in the Supplementary Material. The values
were consequently converted to volume of sweat collected using Formula (3). According
to the shape of the above fitting function, the smaller of the two solutions for the unitary
quadratic equation is the sweat volume. The conversion results for each displacement of
sweat traveling through the chip are shown in Figure 12.
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Table 1. Record of test results for human volunteers.

Time/min
Left Forearm/mm Forehead/mm Nape of Neck/mm

Male Female Mail Female Mail Female

0 0 0 0 0 0 0
5 4.2 3.1 11.8 6.3 3.5 2.6

10 18.5 15.0 36.8 20.7 19.2 14.6
15 29.5 20.1 49.5 31.3 26.8 19.5
20 35.2 25.3 54.8 42.9 32.6 21.9
25 41.8 30.0 58.8 49.8 40.5 29.8
30 46.5 38.2 61.5 52.1 44.2 34.2
35 52.8 45.8 66.5 56.5 47.9 38.6

20.29 8.97 1.88 (0 13.4)

μ

μ

0.58 8.97

μ −

 
Figure 11. Photographs of P-SRMC changing color on the (a) left forearm, (b) forehead, and (c) nape

of the neck taken every 5 min while the volunteers was running on a treadmill.

 

 

 

δ
π

μ −

μ − −

f

− −

−
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Figure 12. Flow rate of sweat collected from (a) the left forearm, (b) forehead, and (c) nape of the

neck measured using the P-SRMC.

The test results showed that the relationship between volume of sweat secreted from
the left forearm, forehead, and nape of the neck and running time was approximately linear.
In other words, the sweat secretion velocity is approximately uniform. Considering that
the diameter of the sweat-collecting inlet is 2 mm, the flow rate per area can be calculated.
However, during the experiment, some sweat is converted into vapor around the chip, as
the temperature of the skin surface at the measurement site is much higher than that of
the ambient environment. The sweat vapor formed close to the inlet hole will seep into
the sensing layer and cause the experimental result to be greater than the actual value. To
minimize this effect, the correction coefficient δ was calculated for the collecting area and
set as 2. Therefore, the collecting area (Ac = 4π mm2) is twice that of the inlet hole diameter.
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Among the three measured sites, the forehead had the highest average sweat secreting
velocity (Vf), 0.33 µL·min−1, which is the slope of the fitted straight line in Figure 12b.
The flow velocity per area for the forehead position was calculated using Formula (5) and
equaled 0.026 µL·mm−2·min−1.

R f =
Vf

Ac
(5)

Sweat rate is usually calculated in grams per square meter of body surface area per
hour. Therefore, the rate of sweat secretion from the forehead position was 1734 g·m−2·h−1

if we assume that the density of sweat is 1.1 g·cm−3. The test result showed good agreement
in order of magnitude with that measured using absorbent pads [43] and Macroduct [22],
which are common commercial sweat collectors for determining sweating rate. As shown
in Figure 12a,c, the sweat secretion velocity on the left forearm (Varm) and nape of the neck
(Vnape) was 0.22 µL·min−1 and 0.19 µL·min−1, respectively. The secretion rates for the
above two positions were 1156 g· m−2·h−1 and 998 g·m−2·h−1, respectively. Therefore, the
sweat rate of the left forearm was much lower than that of the forehead and greater than
that of the nape of the neck for regional variations in human eccrine sweat gland density
and local sweat secretion rates during the thermal loading in exercising individuals [44].

4. Conclusions

This paper describes a low-cost, disposable, paper-based microfluidic chip for real-
time sweat secretion rate monitoring. The chip consists primarily of a skin adhesive layer,
a sweat-proof layer, a sweat-sensing layer, and a scale layer with a disk-shape from the
bottom to top. Double spiral wax lines impressed in a piece of filter paper using a mold
serve as the micro-channel through which the collected sweat travels. The micro-channel
is pre-filled with a chromogenic agent to show displacement of the sweat as it travels, so
sweat volume can be read directly using scale lines without any electronic elements. The
diameter and thickness of the whole chip are 25 mm and 0.3 mm, respectively, which allows
for good flexibility and good compactness with the skin surface. Tests of sweat flow rate
monitoring on the left forearm, forehead, and nape of the neck of human volunteers during
running were conducted. The average sweat secretion rates of the three positions were
1156 g·m−2·h−1, 1710 g·m−2·h−1, and 998 g·m−2·h−1, respectively, in good agreement with
values measured using existing common commercial sweat collectors. The P-SRMC chip,
as a very low-cost, disposable, and easily fabricated wearable device, has a wide range
of potential applications in real-time monitoring of sweat loss for body builders, athletes,
firefighters, etc., or for further sweat analyses.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/

10.3390/mi13030414/s1, Video S1: Sweat flow process in paper-based channel with width of 1.2 mm;

Video S2: Calibration of sweat rate real-time monitoring chip; Video S3: Test of sweat flow rate

monitoring on left forearm of a male volunteer doing running exercise.
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Nomenclature

r
radius of spiral line on the

external side, mm
s sensitivity of P-SRMC sensor, mm·µL−1

R
radius of spiral line on the

internal side, mm
x volume of secreting sweat, µL

ww width of the wax line, mm y is displacement, mm

wc width of the sweat channel, mm Ac sweat collecting area, mm2

θ angle of spiral lines, rad Vf
sweat secreting volume velocity from forehead,

µL·min−1

υ
sweat average flow velocity in

wax channel, mm/s
Varm

sweat secreting volume velocity from left

forearm, µL·min−1

υs sweat secreting rate, g·m−S2·h−1 Vnape
sweat secreting volume velocity from nape of

the neck, µL·min−1
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Abstract: Microfluidic devices offer excellent heat transfer, enabling the biochemical reactions to be

more efficient. However, the precision of temperature sensing and control of microfluids is limited by

the size effect. Here in this work, the relationship between the microfluids and the glass substrate of

a typical microfluidic device is investigated. With an intelligent structure design and liquid metal, we

demonstrated that a millimeter-scale industrial temperature sensor could be utilized for temperature

sensing of micro-scale fluids. We proposed a heat transfer model based on this design, where the local

correlations between the macro-scale temperature sensor and the micro-scale fluids were investigated.

As a demonstration, a set of temperature-sensitive nucleic acid amplification tests were taken to

show the precision of temperature control for micro-scale reagents. Comparations of theoretical and

experimental data further verify the effectiveness of our heat transfer model. With the presented

compensation approach, the slight fluorescent intensity changes caused by isothermal amplification

polymerase chain reaction (PCR) temperature could be distinguished. For instance, the probability

distribution plots of fluorescent intensity are significant from each other, even if the amplification

temperature has a difference of 1 ◦C. Thus, this method may serve as a universal approach for

micro–macro interface sensing and is helpful beyond microfluidic applications.

Keywords: heat transfer; microfluidics; liquid metal; measurement; temperature monitoring; PCR

1. Introduction

In recent decades, advances in microfabrication techniques have led to the develop-
ment of a wide variety of microfluidic devices [1–3]. For many microfluidic applications,
the knowledge of the temperature field is of high technical and scientific importance [4,5].
However, it remains challenging to obtain accurate temperature data of the microfluid
limited by size effects, such as manufacturing process and sensor accuracy [6,7]. Conven-
tional high-precision types of equipment or temperature sensors suffer from expensive
costs, professional operation, and poor interference immunity. With the development of
micro-electro-mechanical systems (MEMS), while numbers of research on the measurement
and calibration of microfluidics temperature have been conducted [8–10], a unified and
systematic theory is still ambiguous. Therefore, the study on the microfluidic heat transfer
characteristics and temperature calibration is kept hot [11–13].

Two main methods have been reported for the microfluidics temperature measure-
ment [14–16]: direct contact and non-direct-contact temperature measurement. Generally,
the temperature can be accurately recorded, but the inherent temperature of the targeted
micro fluids will be affected via external macro instruments by contact measurement. There
is no heat exchange via measurement tools of the non-contact method, which make it
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difficult to achieve high accuracy by utilizing the changes in the physical properties of the
target object.

For contact temperature measurement, the heterojunction structure of thermocou-
ples with micro or even nano-size can be directly applied to the thermometry of mi-
crofluid [17–19]. However, we must suffer from damage and vibration when operating
such a thin and cuspate thermocouple probe, which does not meet the requirements of high
reliability and ease of use. In addition, micron or sub-micron platinum film thermal resis-
tance is also used as an essential method for microfluidic temperature measurement [20,21].
However, it must be attached to a substrate, so it is not suitable for measuring the tempera-
ture of a small volume. As active devices, their self-heating effect caused by power may
influence the micro-scale temperature distribution. The emerging carbon nanotube technol-
ogy measures the volume expansion of gallium in carbon nanotubes to read temperature
changing [22,23], similar to a micro-nano-scale mercury thermometer. It can be applied to
microfluidic temperature measurement, but the accuracy is not high.

Due to the limit of resolution, the mainstream non-contact infrared thermal imaging
temperature measurement technology cannot be directly used for microfluidic temperature
measurement [24]. In recent years, optical imaging technology has been a powerful means
to explore the temperature distribution of microfluidics [25,26]. For example, the temper-
ature change can be characterized by the fluorescence intensity of temperature-sensitive
fluorescent dye added to the microfluid [27]. However, reference image comparison is
required, and there is considerable system uncertainty, which is susceptible to the effects of
cross-color in the optical path. In addition, quantum dots have become a kind of optical
temperature measurement materials with development potential due to their advantages
of small size, good light stability, and high plasticity [28]. However, its size and shape
distribution depending on temperature will cause uneven light emission. In addition, the
polymer polyacrylamide can be used as a measure of micro-scale temperature due to its
structure variation with temperature [29]. The temperature sensing range can be adjusted
by combining reactive polymers with fluorophores. However, polymer-based measurement
is relatively slow and unsuitable for real-time temperature monitoring.

In recent years, more and more microfluidic heat transfer principles have been explored
and studied to use indirect methods to invert the microfluidic temperature [30]. For
example, winding copper wire around a microfluidic pipe as a temperature change resistor
to measure microfluidic temperature [31], but the effect of heat transfer from the pipe
material is not considered. Color-changing temperature-sensitive materials can monitor
microfluidic temperature changes [32], but it is generally effective only for a specific
temperature value and have a very narrow range of application. Additionally, liquid
metals with low melting points have been widely studied as high thermal conductivity
and easy-to-handle materials in microfluidic heat transfer [33]. Liquid metals can be used
as thermal conductive media connecting the microscopic and macroscopic to achieve a
coefficient of temperature conversion.

In this work, a novel indirect temperature measurement method integrating plat-
inum resistance millimeter-scale industrial sensor and liquid metal has been demonstrated
to measure and monitor microfluid temperature in a microfluidic chip channel. With
this method, the close contact between the sensor and microfluid is avoided, and it is
user-friendly and repeatable. First, the relationship between the chip substrate and the
microfluid temperature has been studied. Numerical simulation proves that the tempera-
ture of the top surface of the glass substrate is the same as the fluid in the microchannel
that contacts it. Therefore, we measure the glass surface temperature to characterize it
as the targeted fluid temperature. We then punch holes at the designed position that
avoid the microchannels, place temperature sensors to contact the top surface of the glass
substrate, then fill liquid metal packaging. The aperture is optimized to achieve the best
temperature measurement effect, and the function compensation relationship between
the measurement temperature and the microfluid in the range of 30–100 ◦C is calibrated.
In addition, a highly temperature-dependent isothermal amplification PCR experiment
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was presented to prove the temperature measurement validity of this method. The results
show that this measurement and compensation method has great potential in microfluidic
temperature monitoring.

2. Materials and Methods

2.1. Chip Design and Sensor Installation

Before conducting the numerical optimization studies, the temperature depended
PCR chip is performed to validate the physical structure. Here, we present an S-shaped
microchannel design that incorporates two inlets introducing two streams for reagent
mixing. A through-hole is arranged on the corner, as shown in Figure 1a, which provides the
design details of the proposed microfluidic chip. The microchannel consists of a rectangle
cross-section channel, 100 µm wide and 30 µm deep, together with an S-shape unit at the
central part, which makes the reagent mix more evenly. A circular view area is on the
straight microchannel before the exit and one single outlet downstream for postprocessing.

μ μ

 

Figure 1. Illustration of the temperature depended on the PCR device, including a piece of PDMS

replica bonded with a glass slider, a heater, and a PT100 sensor. (a) The full view of our device. The

PDMS replica has 2 inlets, 1 outlet, and a through-hole. The PT100 was inserted into the through-hole

to measure the temperate of the top surface of the glass slide. The heater was put under the glass

substrate. (b) Illustration of the packing for PT100 (i) w/o and (ii) with liquid metal deposited in

the through-hole.

Figure 1b shows the basic concept for sensor installation. First, a sensor is arranged to
the hole to ensure its sensitive components contact with the top surface of the glass slide, as
shown in Figure 1b(i). Moreover, to ensure that the sensor is in complete contact with the
glass surface, the liquid metal is used to fill the gap around the sensor in the hole, as shown
in Figure 1b(ii). A relative precise temperature value can be recorded by this method.

2.2. Chip Fabrication

Here, the microfluidic channel with suitable patterns is fabricated using standard soft
lithography methods previously reported [34,35]. Briefly, the AutoCAD 2018 is used to
design the photomasks of the electrode and channel, and then the layout is printed by a
commercial high-resolution inkjet printer. Next, the SU-8 photoresist or photosensitive dry
film is coated onto the silicon substrate, followed by a pre-bake, exposure, development, as
well as the post-bake process to fabricate the mold master. Then, the polydimethylsiloxane
(PDMS sylgard 184, Dow Corning) is cast on the mold master and cured at ~80 ◦C for 1~2 h.
After that, the PDMS channel containing the imprint is detached from the mold master and
punched to fabricate the inlets, outlets, and through-hole.

The glass slide is soaked in acetone for 20 min, rinsed with isopropyl alcohol and
DI water each for 15 s, and then dried with an air gun. PDMS block mentioned above is
bonded with a glass surface after plasma treatment by a plasma machine (PDC-MG, PTL
Technology Co, Ltd., Shenzhen, China). The plasma treatment and bonding procedure are
in four steps: a. Put PDMS block with the channel side exposed and cleaned glass slide into
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the plasma bonding machine. b. Vacuum the machine to a pressure value of about 100 Kpa.
c. Turn on plasma high voltage discharge and last 40 s. d. Take out the PDMS block and
bond it to the glass slide in time to avoid surface contamination or denaturation.

2.3. Reagent Preparation

The kit for duck-derived gene detection (including dry powder reagent tube, R
buffer, B buffer, and positive gene template) was purchased from Anpu Biotech Co., Ltd.
(Changzhou, China). The best amplification temperature of this reagent is 39–41 ◦C, and
the reaction time takes 20 min. Before the experiment, it is necessary to add 45 µL R
buffer, 2.5 µL positive gene template, and 2.5 µL B buffer to the dry powder reagent tube
in sequence. Then, mix the reagents evenly on the rotating table. It should be noted that
the entire reagent preparation process needs to be carried out in a fume hood and on an
icebox to prevent air pollutants and high temperatures from affecting the reaction system.
After the reagents are prepared, store them at 0–4 ◦C for later use, and keep the remaining
reagents in a refrigerator at −20 ◦C.

2.4. Temperature Calibration and Solution Delivery

A transparent tempered glass heater (SAPPHIRE SC-6100, TY154, Merip Technology
Co, Ltd., Nanjing, China) is used to provide a heat source for the microfluidic chip, so that
the bottom surface of the microfluidic chip has a constant temperature, as shown in Figure 2,
and the temperature error of the heater is 0.1 ◦C. The platinum resistance temperature
sensor (PT 100-2mm, Sensite, Beijing, China) is encapsulated in the through-hole of the
PDMS block with glue together, packaging liquid metal to measure the temperature of
the upper surface of the glass slide and record the data, as shown in Figure 2. In addition,
a high-precision thermocouple temperature sensor (tt-k-40-36, Omega, New York, NY,
USA) is packaged inside the microchannel to measure and record the temperature data of
the microfluid. Then, we make a compensation function for the temperature relationship
between the two mentioned above. According to the function calculation, the glass surface
temperature can be used to characterize the temperature of the microfluid, avoiding the
use of precision thermocouples.

μ μ
μ

−

 

Figure 2. Photo of our microfluidic device mounted on a miniaturized heater. The high-precision

smart thermocouple was used to measure the temperature of the fluid within the microchannel. The

industrial PT100 sensor inserted into the through-hole was to detect the top surface of the glass slide.

Gallium liquid metal was used to fill the gaps between PT100 and the through-hole.

In order to quantify the performance of the temperature measurement, a PCR ampli-
fication experiment that was highly dependent on the temperature is present. Here, two
streams of aqueous reagent are pumped through the inlets with separate, independently
controlled programmable flow pumps (PC1, Elveflow, Paris, France) to form a laminar flow
at the very beginning of the chip. Then laminar fluids flow through the S-shaped channel,
ensuring more effective reagent mixing [36]. When the fluid fills the channel, the heater is
carefully adjusted to a specific temperature and lasts 20 min. Then observe the fluorescence
effect by a microscope (Eclipse Ti-s, Nikon, Tokyo, Japan) in the view area downstream of
the microchannel.
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3. Numerical Analyses

3.1. Control Equation and Boundary Condition Settings

The physical field modules of the heat transfer in solids and fluids and events are used
for simulation.

3.1.1. Heat Transfer in Solids and Fluids

Energy conservation equation:
It is assumed that it is all heat transfer between solid and fluid, the energy conservation

equation is given by,

ρVCp
∂T

∂t
+∇·(−Vk∇T) = Q0 (1)

where ρ is the density of the applied material, V is the volume of the heated object, Cp is the
capacitance measured at constant pressure, k is the thermal conductivity, Q0 is the energy
generation rate for the whole system.

In order to simulate the temperature control of the heater, a constant power p0 and a
status indicator StateHeater (set in Event interface) are selected as thermal energy source,
the energy generation rate is set as,

Q0 = p0 × StateHeater (2)

It is assumed that the bottom of the heater is thermal insulation, the boundary condi-
tion can be set as,

n·(−k∇T) = 0 (3)

It is assumed that the outside of the system is heat dissipated by natural convection,
the convective heat flux should be given by,

n·(−k∇T) = hc(T − T0) (4)

where hc is the natural convection heat flux coefficient, T0 is the ambient temperature.
The radiant heat flux of the system to the ambient can be set as,

n·(−k∇T) = εσ
(

T4 − T4
0

)

(5)

where ε is the emissivity of the material, 0 < ε < 1, σ is the Stefan–Boltzmann constant.
There is contact heat loss between the heating block and the glass slide, which mainly

includes contact and gap thermal resistance, which can be expressed as

n·(−k∇T) = h
(

Tdown − Tup

)

+ rQ0/Al (6)

where r is the heat partition coefficient.

h = hcontact + hgap (7)

The heat transfer coefficient of thermal contact resistance is closely related to the
surface roughness, microhardness, and contact pressure of the material. It should be
expressed as [37],

hcontact = 1.25kcontact
masp

σasp

(

P

Hc

)0.95

(8)

where kcontact is the thermal conductivity of materials in contact, masp and σasp are the
asperities average slope and height surface roughness, respectively. P is contact pressure
between the heater and glass slide. Hc is the microhardness of the glass.

The gap thermal resistance is related to the gas type and contact pressure between two
contacting objects. Still, there is no specific expression function yet, and the value range
can be checked.
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3.1.2. Events

The Event interface is used to control the temperature of the heater to simulate closed-
loop PID control. First, the steady-state error is defined as Terror = 0.1 K. First, the discrete
state of the Event is defined as StateHeater = 1, and the given power Q0 = p0 × State-
Heater, then heating starts. When heating to the upper limit of the target temperature,
T > Terror + Ttarget, at this time StateHeater = 0, stop heating. When the temperature drops
to Tt < Ttarge − Terror, the heater starts working again, StateHeater = 1. The state function
can be set as,

StateHeater =























1 T ≤ Ttarget + Terror (1)
↓

0 T > Terror + Ttarget (2)
↓ ↑

1 T < Ttarget − Terror (3)

(9)

After state (1) reaches its peak, states (2) and (3) act cyclically to stabilize the tempera-
ture. Feedback temperature is taken from the integral temperature of the circular sensor on
the heater, as shown in Figure 3a. The simulation domain and boundary condition settings
are shown in Figure 3a.

𝑘 𝑚 𝜎𝐻

𝑄 𝑝 ｘ
−

𝑆𝑡𝑎𝑡𝑒𝐻𝑒𝑎𝑡𝑒𝑟 = ⎩⎪⎨
⎪⎧ 1          𝑇 𝑇 + 𝑇         (1)↓0          𝑇 𝑇 + 𝑇         (2)↓      ↑1           𝑇 𝑇 − 𝑇         (3)

 

Figure 3. (a) Boundary condition settings of the microfluidic heating system. (b) The temperature

field of the microfluidic heating system. Here the target temperature is 60 ◦C and d1/d2 = 2. (c) The

real-time temperature of the heater, glass, and microfluid with different hole sizes. Here the heating

power is 30 W. (d) The experimental steady-state temperature as a function of d1/d2.

3.2. Parameter Settings in the Simulation

Since the structure of the 3D model is relatively regular and has similar vertical
sections, here we did not propose an actual 3D model to calculate the heat transfer process.
For simplicity, we presented a longitudinal cross profile 2D numerical model herein. The
heat transfer model is conducted using commercial finite element software COMSOL
Multiphysics 5.4. The model discretization and grid independence, as well as convergence
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solving methods, are shown in the Supplementary Material, including a discrete grid for the
simulation model (Figure S1), numbers of the domain and boundary elements in different
element sizes (Table S1) and grid independence verification (Figure S2). The physical and
geometry parameters in our study are set as the same as those in experiments, as listed in
Table S2 in Supplementary Materials.

4. Results and Discussion

4.1. Effects of Aperture on Temperature Measurement

The temperature signal measurement by platinum (Pt) resistance sensor is contact
conduction via energy. The heat transfer capacity for ambient materials placed adjacent
to the sensor has a significant influence on receiving feedback signals. First, we put the
Pt sensor directly into the hole, get as close as possible to contact the top surface of the
glass slide, then seal it with gel. For instance, making the aperture of the hole equal to
twice that of the sensor, and setting the target temperature is 60 ◦C. The numerical result
shows the temperature distribution of the 2D microfluidic chip heat transfer system in
Figure 3b. It can be seen that the temperature gradient on the heater is not visible to the
naked eyes due to the excellent performance for heat transfer of aluminum products. The
temperature distribution on the vertical profile of the glass slide presents a slight bottom-up
temperature gradient and a lower overall temperature than the heater. Two reasons cause
the loss of energy: convection heat dissipation between the top surface of the glass slide and
the ambient soft-temperature air; contact heat resistance between the bottom surface and
the heater. Further, the microfluidic temperature, on which visual appearance, is almost
the same as that of the top surface of the glass slide. However, the temperature traversing
the vertical profile of the PDMS block decrease clearly and gradually from bottom to top
due to the character of low thermal conductivity of PDMS and great convective heat flux
presented on the top layer. The temperature appears to be the weakest at the corners caused
by concurrent heat flux on both the top and side surfaces. In addition, the temperature
measured by the Pt sensor on the top surface of the glass slide is almost uniform and
slightly lower than that covered by the PDMS block. The intrinsic heat conduction of the Pt
sensor, air, and sealing gel results in a decrement in temperature.

The heat transfer time-dependant process can be decomposed as follows. First, the
temperature of the heater rises to the steady-state status within 1 min heating by 30 W
power with ±0.1 ◦C error, as shown by the black solid curve in Figure 3c, which is con-
sistent with the control method utilized in the experiment. The temperature of the top
surface of the glass slide rises to the stable target later than that of the heater due to the
thermodynamic hysteresis effect, as shown by the solid red curve in Figure 3c. It almost
simultaneously reaches a stable status compared to microfluidic temperature with the top
surface temperature of the glass, and the difference in the steady value is negligible, as
shown by the blue star marks in Figure 3c. Therefore, the microfluidic temperature can be
an equivalented substitute to that of the top surface of the glass slide. The Pt resistance
sensor is used to sense the temperature of the top surface of the glass slide by packaging
it in a cylindrical hole through the PDMS block. Actually, the feedback temperature via
the Pt resistance sensor is later and lower than that of the top surface of the glass slide.
The stable temperature changes regularly with the aperture, as shown by dotted curves
in Figure 3c. When the aperture (d1) is equal to the diameter of the Pt resistance sensor
(d2), that is d1/d2 = 1, the pieces of the PDMS block in contact with the Pt resistance
sensor carry away the heat making the temperature measured by the sensor much less
than that of the top surface of the glass slide. The feedback temperature of the Pt resistance
sensor gradually increases as the aperture duo to the contact between the sensor and PDMS
has been blocked by air with relatively high thermal conductivity blocks. The feedback
temperature is not monotonically increasing with the continued expanding aperture but
will eventually stabilize at a certain value, as shown in Figure 3d. This phenomenon is
caused by the balance of heat transfer and dissipation around the sensor. Since the error
value is ±0.1 ◦C, the measured temperature of the sensor will reach a stable value when
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d1/d2 = 2.5. The average steady-state temperature is calculated as 58.08 ◦C. In order to
facilitate the hole processing and sensor packaging in the experiment, take d1/d2 = 3 for
experimental research.

4.2. Liquid Metal Filled and Experimental Temperature Calibration

It is hard to make a Pt resistance sensor repeatedly be placed closely in a giant hole,
which should affect the accuracy of the feedback signal. In order to ensure that the sensi-
tive elements of the sensor are entirely in contact with the top surface of the glass slide,
meanwhile, away from the PDMS block, liquid metal with high thermal conductivity and
flexibility is used to fill the gap between the cylindrical hole and the Pt resistance sensor. In
this way, the measurement accuracy of the sensor gets significant improvement. As shown
in the double y-axis plot in Figure 4a, when the hole is, the temperature distribution of
the sensor has become uniform with liquid metal filled in the gap, and the steady-state
temperature is higher than that of air that exists. When the steady-state temperature is
reached, the average measured temperature difference between the filled liquid metal and
air medium is about 0.5 ◦C, which is five times the allowable error.

Figure 4. (a) The temperature (left y-axis) and temperature difference (right y-axis) as a function of

time, with the condition of with and without liquid metal filled in the gap. Here d1/d2 = 3. The

theoretical, simulated, and experimental temperature of glass surface (b) and microfluid (c) with the

set temperature in a range of 30–100 ◦C. (d) The comparison of experimental temperature between

the glass surface and microfluid. Here the average temperature error is 1.74%.

There were three times experimental measures were performed to record the steady-
state temperature value of the top surface of the glass slide in five different locations within
the range of 30–100 ◦C. The average temperature and variance are shown in Table 1.
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Table 1. The steady-state temperature value of the top surface of the glass slide.

Set Temperature (◦C) Glass Surface Temperature (◦C)

30 29.67 ± 0.06
35 34.40 ± 0.26
40 38.80 ± 0.17
45 43.50 ± 0.10
50 48.17 ± 0.25
55 53.03 ± 0.15
60 57.83 ± 0.12
65 62.40 ± 0.17
70 67.27 ± 0.15
75 71.97 ± 0.12
80 76.67 ± 0.21
85 81.53 ± 0.35
90 86.17 ± 0.38
95 91.03 ± 0.35

100 95.9 ± 0.4

The difference value between the top surface of the glass slide measured by Pt sensors
and the set temperature gradually increases from 30 ◦C to 100 ◦C, as shown by the green
column in Figure 4b. The measured temperature has a linear relationship with the set
temperature of the heater (R2 = 0.99995), within the range of 30–100 ◦C. The linear fitting
relationship can be expressed as

Tact = 0.94Tset + 1.35 (10)

where Tact is the measurement temperature of the top surface of the glass slide, Tset is the
set temperature.

At the unperforated position, the temperature of the top surface of the glass slide
changes with the set temperature in simulation, as shown by the cyan column in Figure 4b.
The simulated results are almost the same as the theoretical values but greater than the
measured by the experiment, as shown in Figure 4b. It means that under the same set
temperature, the temperature of the top surface of a glass slide that is unperforated is higher
than that of the sensor location. It is consistent with the law of steady-state temperature
difference calculated by the simulation mentioned above when the target temperature is
60 ◦C. In order to further determine the relationship between the temperature of the glass
surface at the perforation and that of the microfluid, the temperature of the microfluid
was measured by placing a precision thermocouple in the microchannel. The average
temperature value and variance of the three measurements are shown in Table 2.

The results are highly consistent with the simulated top glass surface temperature
where unperforated, as shown in Figure 4c, which further illustrates the accuracy of
the measurement and the rationality of the glass surface temperature characterizing the
microfluidic temperature. In addition, according to the theoretical steady-state heat transfer
of the multilayer medium, the heat transfer rate can be expressed as [38]

q =
Tset − T0

[1/(h1 A1) + Li/(ki Ai) + Rcont + 1/(hi+1 Ai+1)]
(11)

where h1 and hi+1 are the convective heat-transfer coefficient of the bottom and top, re-
spectively. A is the surface area of the object with heat flux. Li and ki are the thickness and
thermal conductivity of each layer (I = 2, 3, . . . ), respectively. Rcont is the contact resistance
between heater and glass slide, Rcont = 0.3–0.6 × 10−4 m2·K/W.
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Table 2. The steady-state temperature value of the microfluid.

Set Temperature (◦C) Glass Surface Temperature (◦C)

30 29.83 ± 0.02
35 34.88 ± 0.06
40 39.57 ± 0.08
45 44.29 ± 0.06
50 49.24 ± 0.12
55 54.13 ± 0.07
60 58.64 ± 0.12
65 63.85 ± 0.06
70 68.19 ± 0.06
75 73.02 ± 0.18
80 78.23 ± 0.07
85 82.71 ± 0.02
90 87.88 ± 0.19
95 92.5 ± 0.17
100 97.56 ± 0.59

Assuming that each layer constructed in the microfluidic system could transfer heat
uniformly in the vertical profile, and take the bottom of the heater as the zero point, the
temperature of the upper layers can be expressed as:

T(y) = Tset − q
y

ki Ai
(12)

where y is the distance from the bottom surface of the heater.
According to Equation (12), the relationship between the temperature of the top

surface of the glass slide and the set temperature can be calculated as shown by the pink
column in Figure 4b. The theoretical analyses are extremely consistent with the simulation
and experimental results. Therefore, we can analyze the relative temperature relationship
between the top surface of the glass slide measured by the Pt 100 resistance sensor at
the hole punching and the microfluid. As shown by the blue curve in Figure 4d, the
difference between the microfluidic and measured temperature at each temperature is
mostly concentrated between 1% and 2%. Excluding the more significant error at 30 ◦C, the
average error is 1.74%. Therefore, the temperature function between the microfluid and the
heater can be expressed as

Tmicro = Tact × (1 + 1.74%) = 0.96Tset + 1.37 (13)

The microfluidic temperature value can be derived from the temperature setpoint
without precision sensor measurements in this system. Even though it would be desirable
to place a temperature sensor as close as possible to the location of the microfluidic, practical
limits usually prevent this, such as limited space and tight bonding requirements. The
emergence of precision instruments can break through the limitations of assembly space
but still suffer from damage and expensive cost. On the other hand, customized MEMS
sensors integrated on a microfluidic chip may lead to unexpected contaminations into
liquid samples. Here, a millimeter-scale industrial grade temperature sensor is introduced
for microfluidic temperature sensing, and the compensation relationship between the
microfluids and the glass substrate is investigated. As a more reliable and low-cost sensor,
Pt100 is also capable of providing industrial-grade precisions. It also establishes a link
between micro and macro scale, which enriches the selectivity of external control devices.
Although calculations are required, the optimized relational equation can be embedded
inside the temperature control system to achieve a one-step operation in the future. When
the substrate material is changed, the microfluidic temperature value can still be calculated
from the upper surface temperature value of the substrate.
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4.3. Temperature-Dependent PCR Experiment

A temperature-dependent PCR experiment is conducted to test the accuracy of the
temperature measurement method described above. The reaction reagents are pumped into
the microfluidic chip and then placed the chip on the heater to stay for 20 min. At a suitable
temperature, the DNA template, primers, and enzymes in the reaction reagents interact to
complete the unwinding and replication of the double-stranded strands. Concurrently, the
fluorophores are activated so that the reacted sample exhibits a fluorescent effect. According
to the fluorescence intensity, the content of the target DNA in the original sample can be
calculated. The sample kit indicates that the best temperature for reagent amplification is
between 39–41 ◦C. In order to explore the effect of temperature on the amplification effect,
we set low and high temperatures relative to the optimal value for isothermal amplification
of sample reagents. After the reaction is completed, the fluorescence of the reagent is
observed through a microscope. The blue light is selected as the excitation light, and the
fluorescence diagram of the view area is shown in Figure 5a. A 300 µm square centrally
inside the view area (d = 500 µm) is cut out as the analysis area for fluorescence intensity
to avoid the error caused by the edge of the microchannel. As shown in the top part
of Figure 5b, the results show the fluorescence graphs of the isothermal amplification
PCR with a microfluid temperature of 37–43 ◦C. The temperature measured by the sensor
is 36.4 ◦C, 37.4 ◦C, 38.3 ◦C, 39.3 ◦C, 40.3 ◦C, 41.3 ◦C, and 42.3 ◦C. In order to obtain a
consuming contrast, grey-level images are processed with pseudo-color, as shown in the
bottom part of Figure 5b. The results show that the fluorescence intensity at 39–41 ◦C is
higher than that at 37 ◦C, 38 ◦C, 42 ◦C, and 43 ◦C, which is consistent with the informed. The
accuracy and practicability of the method mentioned above for temperature measurement
are explained. The reason for the varying fluorescence intensity in the graphs is mainly
due to the inevitable precipitation in the reactants, which makes the fluorescence intensity
of some areas increase locally. Another reason is speculated as to the thickness error in the
chip manufacturing process. Hence, we can analyze the difference in fluorescence intensity
of each group through the overall surface average fluorescence data.

μ μ

 

μ

Figure 5. (a) The microfluidic chip for PCR tests with the microscopic image of a microchamber.

(b) Top: fluorescent images of control and positive reagents at 37–43 ◦C. Bottom: blue pseudo-color

images of the top. The scale bar is 50 µm.

The average surface grey level of each picture is calculated, which is used to represent
the fluorescence intensity. Each picture contains 20,736 pixels. The distribution of surface
grey levels (0–255) at different temperatures is shown in Figure 6a. It can be seen that
the grey level of the control group is the smallest and most concentrated. The rest of the
distribution is also obviously discriminative at each temperature, and it shows a trend of
first increasing and then decreasing. In order to further quantify the raw data, the weighted
average of each grey band is calculated, as shown in the black curve of Figure 6b. The
grey level reaches the maximum at 40 ◦C, and it has a slight distinction at 39–40 ◦C. Three
experiments were performed to verify the reliability of this measurement method. The
percentage increase in the average fluorescence intensity of the fluorescence group relative
to the control was calculated as shown in the blue curve in Figure 6b.
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Figure 6. (a) Probability distribution of grey scales from 0 to 255. (b) Weighted average grey

level of each image and increment percentage to control group against the different temperatures

of microfluid.

The percent of fluorescence intensity increasing at different temperatures is shown in
Table 3. These results show that this measurement method has a good ability to distinguish
temperature variation. In previous studies, temperature sensors were placed outside the
microfluidic area similar to our method, such as, next to the microfluidic device [39],
together with the heater [40], in the reference position [41]. However, the issue in these
cases is the precise inside temperature cannot be guaranteed. Therefore, the compensation
relationship between the microfluids and the substrate is investigated in this work. In other
research, one approach to reducing temperature errors is modifying the control method [42].
Unfortunately, the complex circuit systems and electrode fabricated increase uncertainty.
The nanophotonic sensor [43] embedded in a microfluidic chip reaches high precision but is
customized. As a more reliable and low-cost sensor, industrial-grade temperature sensors
used in our model are capable of providing industrial-grade precisions suitable for various
devices to reuse.

Table 3. The percent of fluorescence intensity increased.

Set Temperature (◦C) Fluorescence Intensity Increased (%)

37 138.69 ± 8.51
38 159.82 ± 9.09
38 200.48 ± 12.84
40 202.46 ± 11.11
41 192.22 ± 8.80
42 155.43 ± 8.51
43 130.10 ± 11.40

5. Conclusions

Here in this work, a heat transfer model was presented to investigate the relationship
between the microfluids and the glass substrate of a typical microfluidic device. With an
intelligent structure design and liquid metal, the millimeter-scale industrial temperature
sensor could be utilized for temperature sensing of micro-scale fluids. The method over-
comes the limitations of temperature sensing for microfluids. The dynamic linear range of
measured temperature is demonstrated from 30 ◦C to 100 ◦C, and the uncertainty error is
below 0.5 ◦C. Further, temperature-sensitive nucleic acid amplification experiments have
been conducted to clarify the temperature resolution of this method. Therefore, it can be
surmised that this method shows high potential for micro–macro interface sensing and is
helpful beyond microfluidic applications.
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Abstract: Pin-fins configurations have been investigated recently for different engineering applica-

tions and, in particular, for a cooling turbine. In the present study, we investigated the performance

of three different pin-fins configurations: pin-fins forming a wavy mini-channel, pin-fins forming a

straight mini-channel, and a mini-channel without pin-fins considering water as the working fluid.

The full Navier–Stokes equations and the energy equation are solved numerically using the finite

element technique. Different flow rates are studied, represented by the Reynolds number in the

laminar flow regime. The thermo-hydraulic performance of the three configurations is determined

by examining the Nusselt number, the pressure drop, and the performance evaluation criterion.

Results revealed that pin-fins forming a wavy mini-channel exhibited the highest Nusselt number,

the lowest pressure drop, and the highest performance evaluation criterion. This finding is valid for

any Reynolds number under investigation.

Keywords: pin-fins; wavy pin-fins channel; performance criterion; pressure drop; friction factor

1. Introduction

Heat extraction is a desirable topic in engineering. Nowadays, with climate change
and the introduction of electrical systems such as vehicles, amongst other applications,
researchers focus on extracting and storing heat. Storing heat or energy to be used later
is becoming an essential practice in engineering but is in its infancy. More sophisticated
means to store a large amount of heat are under investigation. This combines engineers’
and architects’ efforts in designing a unique system capable of absorbing heat and storing
it for later use. In technology, dealing with cooling small area surfaces [1] is of great
interest among battery developers in using different types of vehicles. Forced flow is
one of these applications through channels with varying widths, up to mini-channels of
a few millimeters in width. Straight and wavy tracks are amongst the ones that were
investigated recently [2]. However, the users are faced with a pressure drop, thus the need
for a higher pumping mechanism. Since we are moving to a smaller scale component, this
is becoming an issue. On the other hand, pin-fins have been proposed to extract heat from
a surface, and this technology is not new. Forced convection in pin-fins was investigated;
the uniqueness of this approach is the low-pressure drop in the system. However, to
the authors’ knowledge, no studies have been written on replacing channel walls with
pin-fin walls or even in a wavy form. Thus, in the present article, an attempt was made
to investigate the effectiveness numerically in studying forced convection in wavy wall
mini-channels fabricated of pin-fins and compare the performance against straight pin-fin
wall mini-channels.

Xu et al. [3] conducted experimental measurements of heat enhancement and pressure
drop on a plate with different pin-fin shapes. The shapes used in the experiment were
types of round shapes, quadrangle shapes, and streamlined shapes. All forms had an
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identical nominal diameter. The flow was turbulent, with Reynolds numbers varying from
10,000 to 60,000. Results revealed that, as for heat enhancement, the quadrangle shape
performed better than the other two sets of forms. If the pressure varied between the inlet
and outlet, the friction factor varied, and thus the streamlined shapes were the best due to
the lowest pressure drop. Ye et al. [4] proposed a new test section composed of pin-fins
and cutback surfaces. The aim was to investigate the best cooling performance at different
flow rates. The pin-fin had a cross-section of round, elliptical, and teardrop shapes having
constant heights. The pin-fins were located at various positions, not forming a channel wall.
They found that the addition of pin-fins reduces the film coverage in the expanded cutback
at a low flow rate. The fin-pins did not show heat enhancement as expected for their
particular design. Pan et al. [5] investigated the effectiveness of using pin-fin wall channels
compared with solid wall mini-channels. They confirmed that pin-fin walls provide the
best heat enhancement. Wang et al. [6] investigated the heat transfer characteristics of a
single pin-fins mini-channel. Deng et al. [7] studied the micro pin-fins located on the hot
plate. Results revealed that micro pins have a significant heat boiling enhancement.

Niranjan et al. [8] investigated the forced convection numerically on a heated plate
with uniformly distributed micro pin-fins; the pin-fins form a channel. They noticed that the
presence of pin-fins enhanced heat transfer by 10%. Different fin shapes were investigated
by Hirasawa et al. [9], as well as Matsumoto et al. [10] and by Casano et al. [11]. Later,
Ahmadian-Elmi et al. [12] continued investigating the effectiveness of pin-fins in heat
extraction. Alnaimat et al. [13] used pin-fins inside a channel.

Similarly, Saghir, and Rahman [14] conducted numerical modelling of block pins
inside a channel. The channel side was large enough. The numerical results concluded
that heat enhancement is evident when the track contains micro-pins. However, because
micro-pins act as fins, a non-uniform temperature distribution is detected with a surge in
heat extraction at each pin base. Mafeed et al. [15] investigated the importance of fin-pin
height in heat extraction. Different pin-fin shapes were studied, and an optimum height
was detected for some pin-fins.

Further work was performed by Boyalakuntla et al. [16] but at the larger pin-fin size.
Qu and Siu-Ho [17,18] conducted an experimental measurement of the pressure drop,
friction coefficient, and Nusselt number for an array of micro pin-fins. They proposed
different correlations and discussed other correlations found in the literature. The finding
provided an insight into heat enhancement and the dependence of the Nusselt number
on the Reynolds number. Recent work by Iasiello et al. [19] and Mauro et al. [20] focused
on heat enhancement in the presence of porous media. Olabi et al. [21] focused on using
nanofluid in heat extraction.

According to the current review, few studies have investigated the high importance of
pin-fins, and no researchers look into the significance of pin-fin distributions. In the present
study, we combined two crucial effects missing from the literature review. These are mainly
pin-fins forming wavy channels and height variation effects. Thus, the uniqueness of the
present work. This novel concept will be investigated compared with traditional, uniformly
distributed pin-fin cases and cases with no pin-fins.

2. Problem Description

In the present study, an attempt was made to investigate two different pin-fins mini-
channel models. A previous study by the authors [1] demonstrated that wavy channels
provide a marginal heat enhancement compared with straight channels. Here we investi-
gated two types of pin-fin mini-channels: a pin-fin forming straight mini-channel and a
wavy mini-channel. For both configurations, the spacing between the pins-fins is identical,
and the number of rows of pin-fins is also similar. What makes the model unique is the
variable pin-fin height. Here, we investigated four pin-fin sizes. Figure 1 shows the two
aluminum-fabricated configurations under investigation. The base square surface of the
pin-fins is 2 mm on each side, and the pin-fin heights are 2 mm, 4 mm, 6 mm, and 8 mm,
respectively. The distance between two pin-fins in the x-direction is 8.05 mm, and 7.67 mm
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in the y-direction. The base plate of the test section has a square shape of 37.5 mm on each
side and a thickness of 3.7 mm in the z-direction. The test section has a square shape of
37.5 mm and a height of 8.7 mm. The reason for such a thick base plate is to act as a step
obstacle to deflect the flow toward the pin-fins. We compared these two configurations’
performance with the case of no pin-fins to determine whether having pin-fins improves
the heat enhancement.

Figure 1. Three different configurations ((a) Straight pin-fins configuration, (b) Wavy pin-fins config-

uration, (c) No pin-fins configuration).

2.1. Differential Equations and Boundary Conditions

Solving this problem requires three sets of differential equations. The working fluid
under investigation is laminar, incompressible, and steady. Since the flow is due to the
forced convection, one can neglect the gravity vector from the full Navier–Stokes equations
in three dimensions. The energy equation is solved for heat transfer, in which the convective
terms couple the heat transfer and the fluid flow. Third, the conduction heat transfer
equation is required for the solid boundary of the setup.

The three sets of equations (Navier–Stokes, energy, and heat conduction) were solved
numerically using the finite element technique with the aid of the COMSOL software,
Newton, USA [17]. The differential equations are omitted for the sake of duplication but
are explained in detail in reference [14]. The equations were rendered non-dimensional
using the following non-dimensional parameters shown in Equation (1).

X =
x

D
, Y =

y

D
, Z =

z

D
, U =

u

uin
, V =

v

uin
, W =

w

uin
, P =

pD

µuin
, θ =

(T − Tin)kw

q′′ D
(1)

In the non-dimensional parameters shown in Equation (1), D represents the character-
istic length equal to 18.97 mm. It is the hydraulic diameter at the larger face of the mixing
chamber facing the testing section. Since the study is conducted for different flow rates
represented by the Reynolds number, the inlet velocity is uin. Here, kW is the conductivity,
µ is the viscosity and ρ is the density of the fluid. As shown in Figure 2, the red arrows
indicate the applied heat flux q′′ in watts per m2. In our analysis, we set the applied heat
flux as 50,000 W/m2. The boundary conditions are set as follows:
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Figure 2. Boundary conditions.

At the inlet: T = Tin and u = uin, in the non-dimensional form, it becomes θ = 0 and
U = 1. At the outlet: the boundary is free. At the heated bottom section, the heat flux is
q = q′′, in non-dimensional form; it equals 1. All external surface boundaries are assumed to
be insulated for no heat losses. The solid component of the model including the pins-fins are
fabricated of Aluminum. Plant and Saghir [2] conducted an experiment and demonstrated
minimal heat losses. However, the heater performance with time shows some weakness
in delivering the proper heat flux. From time to time, heaters are replaced for accuracy.
As shown in Figure 2, the flow moves in the x-direction, and the pin’s height varies in the
z-direction. The two parameters which control the thermo-hydraulic effect are the Reynolds

number defined as Re = ρuinD
µ

and the Prandtl number defined as Pr =
cpµ

kw
.

In the present study, we investigated the role of different model parameters on the
flow and thermal fields. We calculated the temperature distribution at the pin’s base where
a fluid circulates from the inlet to the outlet. Then, we calculated the Nusselt number at the
exact locations where the temperature is measured. The pressure drop is calculated between
the inlet and the outlet, along with the friction coefficient for different configurations.
Finally, the influence of the Nusselt number and the pressure drop are combined by defining
the performance evaluation criterion (PEC). By definition, Nusselt number, Nu = hD

kw
where

the heat convection coefficient, h =
q′′

(T−Tin)
. In dimensionless form, it becomes Nu = 1

θ
. The

friction factor in the non-dimensional form is defined as f = 0.2529 × ∆P
Re , where P is the

pressure and Re is the Reynolds number. Therefore, the performance evaluation criterion

in non-dimensional form is defined as PEC =
Nuaverage

f1/3 . These parameters can guide the

reader on heat removal effectiveness for various configurations at different conditions. The
readers are invited to read reference [14] for the detailed equations used in our model.

2.2. Mesh Sensitivity and Convergence Criteria

A mesh analysis was conducted to ensure the mesh used provides accurate results.
Table 1 presents different mesh levels used and the corresponding Nusselt number. As can
be seen, using of a normal mesh consisting over 700,000 elements provides accurate results.

Table 1. Mesh sensitivity analysis.

Mesh Name Number of Elements Average Nusselt Number

Normal 700,494 7.157

Coarse 599,637 7.153

Coarser 301,134 7.106
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In using COMSOL software, we used the default solver segregated method. The
reader can refer to reference [22] for more details. In a nutshell, the convergence criteria
were set as follows: at every iteration, the average relative error for U, V, W, P, and θ were
computed using the following relation:

Rc =
1

n · m

i=m

∑
i=1

j=n

∑
j=1

∣

∣

∣

∣

∣

∣

(

Fs+1
i,j − Fs

i,j

)

Fs+1
i,j

∣

∣

∣

∣

∣

∣

< 1.0 × 10−6 (2)

where F represents one of the unknowns, viz. the velocities, pressure, and temperature, s is
the iteration number, and (i, j) represents the coordinates on the grid.

3. Results and Discussion

Investigating the effectiveness of heat removal in the presence of a wavy and a straight
mini-channel composed of pin-fins is the objective of this current study. Different parame-
ters relating to the flow and thermal fields are examined.

3.1. Thermo-Hydraulic Performance of Different Pin Channels Configuration

The heat enhancement and pressure drop is investigated for various Reynolds number
ranges and pin-fin heights. Figure 3 presents the temperature variation near the base of the
pin-fins for different configurations and Reynolds numbers. It is observed that regardless
of the design under investigation, the temperature profiles are similar, having different
intensities. A maximum temperature exists near the end of the flow path for all cases in
this figure.

Obviously, as the Reynolds number increases, the heat extraction increases accordingly,
resulting in a temperature drop. It is also evident that the development of the flow and
thermal boundary layers leads to obstruction in heat removal near the end of the flow path.
Interestingly, the temperature variation at the base of the pin-fins is wavy. In particular, it
is lower at the pin-fins’ bottom. The reason is that pin-fins absorb more heat than the base
plate, resulting in waviness. One way to observe this finding is to investigate the average
Nusselt number for all cases, as depicted in Figure 4.

By examining Figure 4, and since the average Nusselt number is known as the inverse
of the temperature, the wavy pin-fins configuration confirms the previous finding. It is
proven here that the pin-fins forming wavy mini-channels exhibit the highest Nusselt
number and outperform the case with no pin-fins. The variation in the pin-fins’ average
Nusselt number with Reynolds number for all heights is not identical. By comparing
the two configurations of pin-fins arrangement, the average Nusselt number for fin-pins
forming wavy mini-channels case is higher.

As mentioned earlier, the advantage of using pin-fins in mini-channels results in
lower pressure drop. The average Nusselt number measuring the performance evaluation
criterion for the two pin-fins configurations is depicted in Figure 5. As expected, pin-
fins forming wavy mini-channels confirm the earlier conclusion, providing better heat
enhancement without additional pumping power. The larger pin-fin sizes demonstrate a
more vital performance evaluation criterion for both pin-fins configurations.

Finally, Figure 6 presents the hydrodynamic effect by displaying the flow behavior
in different planes when the pin-fin height is 6 mm and the Reynolds number equal to
250. In Figure 6, column A is for straight pin configuration and column B for Wavy pin
configuration. Comparing Figure 6a,d it is evident that the flow circulation in the latter one
is more effective in removing heat from the bottom of the plate. Flow circulation is more
pronounced compared with Figure 6a. What triggered this flow is shown in Figure 6b,e. A
step obstacle at the bottom of the mixing chamber forces the flow to jump and penetrate
the pin-fins, creating a mixture that remains in the laminar regime. We again re-examined
Figure 6a,d by displaying the flow patterns in Figure 6c,f, respectively. Indeed, a more
complex flow circulation is evident in Figure 6f; thus, the reason for the better performance
evaluation criterion. In Figure 6c, the flow moves in mini-channels; whereas in the wavy
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shape Figure 6f, it circulates non-uniformly, resulting in better heat extraction. The flow
circulates between the pin-fins and the top of the pin-fins, as the pin-fins’ height is smaller
than the cavity depth. Thus, one can see a counter flow emerging from the bottom of the
hot plate to the top of the test section. This helps increase the mixing and heat extraction.

Figure 3. Temperature variation for different configurations (6 mm pin-fins height case, (a) Straight

pin-fins configuration, (b) Wavy pin-fins configuration, (c) No pin-fins configuration).

Figure 4. Average Nusselt number for different configuration ((a) Straight pin-fins configuration,

(b) Wavy pin-fins configuration).
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Figure 5. Performance evaluation criterion for different configurations ((a) Straight pin-fins configu-

ration, (b) Wavy pin-fins configuration).

Figure 6. Flow distributions for the pin configurations. (Re = 250, pin-fin height 6 mm, (a) Streamline

in (xy) plane, (b) Streamline in (xz) plane, (c) Velocity in (xy) plane, (d) Streamline in (xy) plane,

(e) Streamline in (xz) plane, (f) velocity in (xy) plane).

3.2. Heat Removal for All Configurations

It is interesting to calculate the amount of heat removed from the system for all
configurations. The heat removal is known to be Q =

.
mcp(Tout − Tin), where cp is the

specific heat, Tin and Tout are the temperatures at the flow inlet and flow outlet, respectively.
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The
.

m is the mass flow rate which is the product of the flow rate and the density
of the water. In the non-dimensional form, the formulation becomes Re.Pr.θout. The inlet
temperature is related to the definition of the non-dimensional temperature presented
in Equation (1). Figure 7 illustrates the three configurations’ heat removed for different
pin-fins’ heights. The first observation, which applies to all the cases, is that the absence of
pin-fins is the worst case for heat removal. This observation is followed by the fact that
pin-fins forming a wavy mini-channel has better heat removal than the straight channel.
This confirms all previous findings by showing the temperature, the Nusselt number, or
the PEC. For all cases, the non-linear behavior of the heat removal profile suggests that
at the Reynolds number of 150, less heat is removed from the system. However, what is
evident is that the best heat removal mechanism is when the pin-fins’ height is 4 mm. That
means flow going through the pin-fins and above the pin-fins plays a significant role in
heat extraction.

Figure 7. Heat removed for all configurations ((a) 2 mm pin height, (b) 4 mm pin height, (c) 6 mm

pin height, (d) 8 mm pin height).
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3.3. Friction Coefficient and Nusselt Number Correlations

It is worth discussing the relation between the friction factor, the Nusselt number, and
the Reynolds number. Qu and Siu-Ho experimented with an array of pin-fins staggered
along with the flow and proposed a relation between the friction factor and the Reynolds
number. Their experimental setup and the pin-fins distributions are not similar to our
proposed model. Figure 8 summarizes our numerical findings of the variation in the friction
coefficient with the Reynolds number.

Figure 8. Variation in friction coefficient with Reynolds number ((a) Straight pin-fins mini-channels,

(b) Wavy pin-fins mini-channels).

In addition, in the same plot, the experimental findings of Qu and Siu-Ho [17,18] are
plotted. As one can observe, the trend for the friction factor is identical, and the friction
factor values are also within the obtained values. This indicates that the numerical results
obtained are reasonable and correct. As shown in Figure 8, an increased Reynolds number
reduces the friction coefficient accordingly. For the case of pin-fins forming a wavy channel,
as indicated earlier, greater friction is expected than the pin-fins creating straight channels.
A fitting curve for Figure 8 (not including Qu and Siu-Ho curves) is summarized by two
analytical relations shown in Equations (3) and (4) as a function of Reynolds number
and the pin-fins’ height. The friction factor trend variation with the Reynolds number is
well-presented in these two equations having a 97% accuracy.

For straight mini-channels:

f = 59.355Re−0.733

(

H

D

)0.488

(3)

For wavy mini-channels:

f = 38.49Re−0.707

(

H

D

)0.353

(4)

Furthermore, a correlation between the average Nusselt number as a function of the
Reynolds number and the pin-fins’ height was determined for the two cases of pin-fins
distribution in the mini-channels. Equations (5) and (6) display the obtained relations for
different Reynolds numbers and heights. It is essential to indicate that these relations are
valid for a range of Reynolds numbers from 0 to 250 and for a range of pin-fins size from
2 mm to 8 mm with an accuracy of 97%.
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For straight mini-channels:

Nuaverage = 2.848Re0.398

(

H

D

)0.358

(5)

For wavy mini-channels:

Nuaverage = 2.82Re0.402

(

H

D

)0.359

(6)

It is evident from these two relations that the pin-fins forming wavy channels exhibit
a higher Nusselt number.

4. Conclusions

In the present study, we investigated the thermo-hydraulic performance of a set of
pin-fins forming wavy and straight mini-channels. For this purpose, the Navier–Stokes
equations and the energy equations were solved numerically using the finite element
technique. Different variables were examined in this study, mainly the variation in Reynolds
number and the height of the pin-fins. Thus, two flows were involved in the test section,
primarily the first flow circulating between the pin-fins and the other one spreading above
the pin-fins. This setup’s thermal and hydraulic performance was compared with the case
of pin-fins forming straight mini-channels and having no pin-fins. Results revealed;

1. The pin-fins forming wavy mini-channels exhibit more significant heat enhancement
and less pressure drop;

2. The performance evaluation criterion is found to be higher for the wavy mini-channel
configuration compared with the straight pin-fins configuration;

3. The flow above the pin-fins is found to reduce the pressure drop.
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