
Edited by

Numerical 
Investigations of 
Combustion

Alexandre M. Afonso, Pedro Resende and Mohsen Ayoobi

Printed Edition of the Special Issue Published in Energies

www.mdpi.com/journal/energies



Numerical Investigations of
Combustion





Numerical Investigations of
Combustion

Editors

Alexandre M. Afonso

Pedro Resende

Mohsen Ayoobi

MDPI • Basel • Beijing • Wuhan • Barcelona • Belgrade • Manchester • Tokyo • Cluj • Tianjin



Pedro Resende

Polytechnic Institute of Viana

do Castelo (IPVC)

Portugal

Mohsen Ayoobi

Wayne State University

USA

Editors
Alexandre M. Afonso 
Faculdade de Engenharia 
da Universidade do Porto 
Portugal

Editorial Office

MDPI
St. Alban-Anlage 66

4052 Basel, Switzerland

This is a reprint of articles from the Special Issue published online in the open access journal

Energies (ISSN 1996-1073) (available at: https://www.mdpi.com/journal/energies/special issues/

numerical investigations combustion).

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

LastName, A.A.; LastName, B.B.; LastName, C.C. Article Title. Journal Name Year, Volume Number,

Page Range.

ISBN 978-3-0365-4683-4 (Hbk)

ISBN 978-3-0365-4684-1 (PDF)

© 2022 by the authors. Articles in this book are Open Access and distributed under the Creative

Commons Attribution (CC BY) license, which allows users to download, copy and build upon

published articles, as long as the author and publisher are properly credited, which ensures maximum

dissemination and a wider impact of our publications.

The book as a whole is distributed by MDPI under the terms and conditions of the Creative Commons

license CC BY-NC-ND.



Contents

Mohsen Ayoobi, Pedro R. Resende and Alexandre M. Afonso

Numerical Investigations of Combustion—An Overview
Reprinted from: Energies 2022, 15, 2975, doi:10.3390/en15092975 . . . . . . . . . . . . . . . . . . . 1

Pedro R. Resende, Leandro C. Morais, Carlos Pinho,Alexandre M. Afonso

Combustion Characteristics of Premixed Hydrogen/Air in an Undulate Microchannel
Reprinted from: Energies 2022, 15, 626, doi:10.3390/en15020626 . . . . . . . . . . . . . . . . . . . . 7

Maria Mitu, Domnina Razus and Volkmar Schroeder

Laminar Burning Velocities of Hydrogen-Blended Methane–Air and Natural Gas–Air Mixtures,
Calculated from the Early Stage of p(t) Records in a Spherical Vessel
Reprinted from: Energies 2021, 14, 7556, doi:10.3390/en14227556 . . . . . . . . . . . . . . . . . . . 23

Ju-Hwan Seol, Van Chien Pham and Won-Ju Lee

Effects of the Multiple Injection Strategy on Combustion and Emission Characteristics of a
Two-Stroke Marine Engine
Reprinted from: Energies 2021, 14, 6821, doi:10.3390/en14206821 . . . . . . . . . . . . . . . . . . . 39

Tomasz Białecki, Wojciech Dzięgielewski, Mirosław Kowalski and Andrzej Kulczycki 
Reactivity Model as a Tool to Compare the Combustion Process in Aviation Turbine Engines 
Powered by Synthetic Fuels
Reprinted from: Energies 2021, 14, 6302, doi:10.3390/en14196302 . . . . . . . . . . . . . . . . . . . 55

Raul Payri, Pedro Marti-Aldaravi, Rami Abboud and Abian Bautista

Numerical Analysis of GDI Flash Boiling Sprays Using Different Fuels
Reprinted from: Energies 2021, 14, 5925, doi:10.3390/en14185925 . . . . . . . . . . . . . . . . . . . 71

Maria Mitu, Codina Movileanu and Venera Giurcan

Deflagration Characteristics of N2-Diluted CH4-N2O Mixtures in the Course of the Incipient
Stage of Flame Propagation
Reprinted from: Energies 2021, 14, 5918, doi:10.3390/en14185918 . . . . . . . . . . . . . . . . . . . 95

Sunita Pokharel, Mohsen Ayoobi and V’yacheslav Akkerman

Computational Analysis of Premixed Syngas/Air Combustion in Micro-channels: Impacts of
Flow Rate and Fuel Composition
Reprinted from: Energies 2021, 14, 4190, doi:10.3390/en14144190 . . . . . . . . . . . . . . . . . . . 111
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Engenharia da Universidade do Porto, Rua Dr. Roberto Frias s/n, 4200-465 Porto, Portugal

* Correspondence: aafonso@fe.up.pt

With the recent advancements in computational capacities and the widespread ap-
plications of machine learning in engineering problems, the role of numerical methods
has been becoming more and more important to improve existing models or develop new
models that can help researchers to better understand the underlying physics of combus-
tion, their interaction with other physical phenomena such as turbulence, and their impacts
on the performance of the related applications at both fundamental and practical levels.
This Special Issue aims to highlight the most recent advances in the development and
application of such numerical methods. This editorial presents an overview of the articles
published under this Special Issue is presented.

Resende et al. [1] conducted a numerical investigation to analyze the combustion
characteristics of a H2 and air mixture in a complex geometry of an undulate microchannel.
The findings from this article help to understand and verify whether the flammability at
microscales can be improved by designing non-straight microchannels as an alternative to
the burner with recirculation of reaction products. In particular, the authors of this article
evaluate the effect of the geometry on the combustion characteristics over a range of differ-
ent inlet velocities while keeping other boundary conditions, including the equivalence
ratio and external heat flux losses, the same.

Using both experimentally and numerically obtained data, Mitu et al. [2] examined
the influence of hydrogen on the laminar burning velocity for different methane/hydrogen
and natural gas/hydrogen mixtures with air at ambient initial conditions. In particular,
this paper reports laminar burning velocities (LBV) of hydrogen-blended methane–air
and natural gas–air mixtures, using mixtures at ambient initial pressure and temperature
(p0 = 0.97–1.04 bar, T0 = 22–25 ◦C). The mixtures of interest in this work consist of single
fuel–air (CH4–air) and multifuel–air mixtures, where the multifuel was CH4 blended with
H2, or natural gas blended with H2, both under various amounts of added hydrogen, in the
range of 0 to 50 mol% (with respect to the initial fuel amount). With this study, they showed
that hydrogen addition increased LBV for all the examined binary flammable mixtures. The
fraction of added hydrogen affects LBV linearly at moderate hydrogen fractions. However,
this impact becomes stronger at higher hydrogen fractions. This study shows that hydrogen
addition can significantly change the thermal diffusivity of flammable CH4–air or natural
gas/air mixtures, the rate of heat release, and the concentration of active radical species in
the flame front, thus contributing to LBV variation. The findings from this work contribute
to the existing data pool for flame propagation in hydrogen-blended CH4/air and natural
gas/air mixtures.

Considering the fact that the multiple-injection strategy could potentially be the
solution to reduce engine exhaust gas emissions, Seol et al. [3] investigated the combustion
process and emission characteristics inside the cylinder of a two-stroke marine main engine
equipped on a university’s training ship. In this work, the authors used the simulation
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software ANSYS Fluent 2019R2 to perform 3D simulations and capture the combustion
process and emission formation inside the engine cylinder. In these simulations, they
considered two operating modes of the engine—single-injection mode and double-injection
mode—and analyzed the in-cylinder pressure, temperature, and emission characteristics.
The results from this work showed that using double-injection mode reduces the in-cylinder
pressure and temperature peaks by 6.42% and 12.76%. NO and soot emissions were also
reduced up to 24.16% and 68%, respectively, in the double-injection mode in comparison
with the single-injection mode. However, CO2 emission and ISFOC were increased by
7.58% and 23.55%, respectively, in the double-injection mode. Both positive and negative
effects of the double-injection strategy on the engine should be taken into consideration by
the operators.

Białecki et al. [4] verified a reactivity model to compare the combustion process of
different alternative fuels in turbine engines. For this research, they used synthetic blending
components from alcohol to jet and hydro-processed esters and fatty-acid technologies and
their blends with conventional jet fuel. Using laboratory tests (bench tests were carried out
on a test rig with a miniature turbojet engine) to understand the differences between the
properties of the tested fuels and record the carbon oxide concentrations in the exhaust
gas, they were able to form empirical power functions and describe the relations between
carbon oxide concentration and fuel mass flow rate. These formulations suggested that
that the combustion mechanism of the fuel with the blend of Jet A-1 and hydro-processed
esters and fatty acids is different from that of the fuel that contains an alcohol or jet
synthetic component.

Payri et al. [5] conducted research towards modeling the fuel injection process to
characterize the in-cylinder mixture formation and subsequent combustion process in
modern direct-injection gasoline engines. In particular, these modeling efforts are important
to understand flash boiling, which usually occurs when the fuel is injected into an ambient
pressure below the saturation pressure of the liquid and is characterized by fast breakup
and evaporation rates. Flash boiling could potentially lead to undesired behaviors such
as spray collapse and affect the mixture preparation negatively. In particular, the work by
Payri et al. developed a comprehensive spray model that was validated for the Spray G
baseline condition (G1) and extended to cold flash-boiling conditions. First, this model was
implemented for iso-octane and then extended to n-hexane, n-heptane, and n-pentane. The
extension of the model to different fuels was a novel approach and enabled the assessment
of fuel properties on spray morphology under flash-boiling conditions.

Mitu et al. [6] conducted rigorous experimental measurements in a spherical combus-
tion bomb to investigate the combustion characteristics of N2-diluted CH4-N2O mixtures
with a stoichiometric equivalence ratio at several initial pressures (0.5–1.75 bar) and initial
ambient temperatures. The methodology employed in this study is based on the cubic law
of the pressure rise during the early (incipient) period of flame propagation. Their results
include the burnt mass fractions and flame radii at various moments of flame propagation
in the course of the incipient stage, while reporting the cubic law coefficients and corre-
sponding laminar burning velocities of the selected time interval. The findings from this
work contribute to safety enhancement in industrial facilities that handle and store nitrous
oxide while expanding the combustion database for fuel-N2O flames. Furthermore, such
investigations of hydrocarbon–nitrous oxide combustion can provide valuable information
on the fundamental chemical kinetics relevant to complex oxidation systems involving
nitrogen and help address prediction-, prevention-, and protection-related concerns.

To address the increasing demand for clean and green energy, researchers have been
investigating potential fuels with low emissions, such as synthetic gas (syngas), especially
at microscales. Combustion in microscale systems presents even more complexity, and it is
important to describe syngas combustion and comprehend its properties at such scales. In
this direction, Pokharel et al. [7] studied premixed syngas combustion in a two-dimensional
channel, with a length of 20 mm and a half-width of 1 mm, using computational approaches.
They used a fixed temperature gradient at the upper wall to account for the conjugate
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heat transfer through the walls. Using the San Diego mechanism involving 46 species and
235 reactions, stoichiometric premixed syngas combustion with various compositions of
carbon monoxide, methane, and hydrogen, over a range of inlet velocities was simulated.
Simulation results were used to define different metrics and analyze various combustion
phenomena, such as ignition, flame stabilization, and flames with repeated extinction and
ignition. The flame stability and ignition time were found to correlate with the inlet velocity
for a given syngas mixture composition. Similarly, for a given inlet velocity, the correlation
of the flame properties with respect to the syngas composition was further scrutinized.
Since syngas is generated from a variety of different sources and methodologies, it can
consist of different species of a wide range of concentrations. Therefore, the findings of this
work are critically important in selecting the appropriate composition of syngas depending
on the application.

Grimm et al. [8] investigated an atmospheric prototype burner, designed for operation
in a hybrid power plant, both numerically and experimentally, to examine its capabilities.
With the help of a solid oxide fuel cell (SOFC) mounted upstream of the burner in the gas
turbine system, a potentially large operational flexibility and efficiency can be achieved.
Operating the burner with the SOFC off-gas, heat-loss mechanisms are in the order of
magnitude of the thermal power output. Therefore, the combustor requires careful design
considerations, which can be addressed using the multiple computational fluid dynamics
(CFD) modeling strategies utilized in this study. The findings from this work show that
the presented combustor system enables low-calorific combustion over a large range of
operation conditions, despite major heat-loss effects, and results in low NOx emissions.

Quintino et al. [9] conducted one-dimensional numerical simulations for three base
biogas blends (BG100, BG90, and BG80) with different equivalence ratios (0.8 to 1.0) and
hydrogen contents in the fuel mixture (up to 50% in volume). The results from these
simulations were used to study the impact of H2 enrichment on the laminar flame speed
(SL) of lean biogas/air flames and develop an analytical correlation to model SL to extend
the application range of the existing equations in the literature. Analyzing the impacts of
thermal diffusive, dilution, and chemical effects of CO2 and H2 on SL at ambient pressure
and temperature, they proposed a correlation that was in good agreement with the data
from the literature and simulations. By isolating the contributions of CO2 and H2 in
independent variables, the proposed equation in this work can be directly used to estimate
SL without the need for a priori adaptations of fit parameters.

Jadidi et al. [10] proposed a novel approach to predict soot emissions at low computa-
tional costs using artificial neural networks (ANN). While soot formation in combustion
systems is a major concern due to its adverse environmental and health effects, most in-
dustrial device simulations still neglect or simply approximate soot formation to avoid the
complexity of this phenomenon and/or reduce computational costs (processing hardware
and time). It is therefore essential to develop accurate, easy-to-use, and computationally
inexpensive methodologies to accurately estimate soot concentrations. The authors of this
article built and trained an ANN using data from the CoFlame code [11]. This ANN can
work as a post-processing tool to estimate the soot volume fraction numerically with a low
computational cost at various conditions, while it only needs properties from the gas-phase
conservation equations (mass, momentum, energy, and species mass fractions) as inputs. It
is noted that the authors have addressed the issues of dimensionality that were observed
previously in the library-based soot-estimator models, which can potentially extend the
concept of the soot estimator to transient and turbulent flames. The accuracy of the pro-
posed methodology can be improved by using more accurate CFD simulations to generate
more quality data and better train the network and minimize the error propagation effect.
This work is one the first attempts (if not the first) to train artificial neural networks based
on detailed modeling of soot formation.

The article published by Adebiyi et al. [12] revolves around the flame behavior and
its propagation regimes. Specifically, they quantified the morphology and dynamics of a
premixed flame propagating through a comb-shaped array of obstacles in open channels of
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various blockage ratios with fuel mixtures of various thermal-expansion ratios. This work
was conducted using computational simulations of the reacting flow described by transport
properties, a fully compressible hydrodynamics, and Arrhenius chemical kinetics. They
observed that in relatively wider channels, it is more likely for the flame to experience more
than one propagation regime. Post-processing the simulation results, the authors identified
three main stages of flame propagation in a fully open obstructed pipe, namely: (i) quasi-
steady propagation, (ii) exponential flame acceleration, and (iii) saturation of the burning
velocity. The accelerating phase was found to be exponential in nature and consistent of
the theoretical prediction from the literature. The quasi-steady propagation stage fits the
regime of flame oscillations for the low-Reynolds-number flames. In the stage of saturation
burning velocity, the growing flame velocity saturates when approaching the speed of
sound. The authors determined that the blockage ratio is the main parameter that influences
the final saturated flame tip velocity. The authors also employed machine learning with the
logistic regression algorithm to characterize and differentiate the parametric domains of
accelerating and non-accelerating flames.

Hu et al. [13] conducted a numerical investigation to help determine the required
quality of inert gas agents in fire suppression systems. This work is significantly important
regarding health and safety concerns associated with active chemicals because inert gas
agents have the potential to be widely used in fire suppression systems. In this study, the
authors developed the general expressions between oxygen concentration, the discharge
rate of inert gas agents, and the ventilation rate of the air–agent mixture. These expressions
can help to minimize the hypoxic effects in an occupied area when accurately controlling
the discharge quantity of inert gas agents to dilute the oxygen concentration. They then
used the Fire Dynamic Simulator to model the dilution and fire-extinguishing efficiencies of
inert gas agents when discharging inert gas agents into an enclosure was modeled. Using
simulation results, they showed that the average oxygen mass fraction approximately
reaches the design level at the end of the discharge period. The findings from this work
indicate that the ventilation systems not only play an important role in mitigating the
risk of over-pressurizing the released inert gas agents but also help to reduce the required
quantity of inert gas agents.

Author Contributions: Conceptualization, M.A., P.R.R. and A.M.A.; methodology, M.A., P.R.R. and
A.M.A.; investigation, M.A., P.R.R. and A.M.A.; writing—original draft preparation, M.A.; writ-
ing—review and editing, M.A., P.R.R. and A.M.A.; funding acquisition, M.A., P.R.R. and A.M.A. All
authors have read and agreed to the published version of the manuscript.
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Abstract: This work reports a numerical investigation of microcombustion in an undulate microchan-
nel, using premixed hydrogen and air to understand the effect of the burner design on the flame
in order to obtain stability of the flame. The simulations were performed for a fixed equivalence
ratio and a hyperbolic temperature profile imposed at the microchannel walls in order to mimic the
heat external losses occurred in experimental setups. Due to the complexity of the flow dynamics
combined with the combustion behavior, the present study focuses on understanding the effect of the
fuel inlet rate on the flame characteristics, keeping other parameters constant. The results presented
stable flame structure regardless of the inlet velocity for this type of design, meaning that a significant
reduction in the heat flux losses through the walls occurred, allowing the design of new simpler
systems. The increase in inlet velocity increased the flame extension, with the flame being stretched
along the microchannel. For higher velocities, flame separation was observed, with two detected
different combustion zones, and the temperature profiles along the burner centerline presented a
non-monotonic decrease due to the dynamics of the vortices observed in the convex regions of the
undulated geometry walls. The geometry effects on the flame structure, flow field, thermal evolution
and species distribution for different inlet velocities are reported and discussed.

Keywords: numerical study; microcombustion; hydrogen; complex geometry

1. Introduction

The technology advances in the last years allowed the development of integrated sys-
tem devices at microscale, including both electro and mechanical components designated by
MEMS (Micro Electro-Mechanical Systems) [1]. This type of system needs external power
supply and, given the typical battery limitations, efforts have been made to develop alter-
natives based on microcombustion in order to take advantage of the high-density energy of
the hydrocarbon and hydrogen fuels. Nevertheless, early experimental studies involving
microcombustion presented some difficulties to obtain a stable flame caused mainly by two
phenomena: the low residence time inside of the microcombustor to complete combustion
and the higher heat losses from the combustion chamber walls [2,3].

In order to better understand the microcombustion dynamics and overcome some
of the referred limitations, several numeric studies were carried out to obtain more de-
tailed information. Raimondeau et al. [4] presented a numerical study on flammability
limitations that relied on simple models to analyze the radical and thermal effects in the
flame quenching using a methane/air mixture. They established that both effects were
caused by the wall, the thermal quenching resulted from the high heat losses through the
combustor walls, leading to a situation were the auto-sustainable combustion is no longer
possible, and the radical quenching was due to a deficit homogeneous chemistry caused by
the radicals absorption at the wall and their subsequent recombination. This establishes
the importance of a good choice of the wall proprieties to achieve a stable flame. For this

Energies 2022, 15, 626. https://doi.org/10.3390/en15020626 https://www.mdpi.com/journal/energies7
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reason, Norton and Vlachos [5] performed a numerical study to analyze the impact of
different combinations of the wall thermal conductivity and thickness in the external heat
losses, also changing the dimensions of the combustion chamber and operation conditions.
Their study allowed to define the optimal values of terms of wall thermal conductivity,
dimensions and flow velocity to obtain an auto-sustainable methane/air mixture flame.

In sequence, Norton and Vlachos [6] performed a similar study using a propane and air
mixture, obtaining similar conclusions for the scale reduction to micro. However, the range
of thermal conductivity to be used for a stable combustion is higher due to lower ignition
temperature of the propane. In an attempt to improve the thermal efficiency, Federici and
Vlachos [7] simulated a propane and air mixture combustion inside of a simple channel
reactor with and without recirculation to analyze the flame stability. They reported that
the flame is more susceptible to extinction at the limits of highly conductive inner walls or
lower fuel inlet velocities, obtaining the same stability effect in both situations. In addition,
in the case of low-conductivity walls or high inlet velocities, the system became more
stable with the presence of the recirculation due to the heat transferred to the cool reactants
provided by the recirculation gases through the outer wall, causing ignition and flame
stabilization. Federici et al. [8] continued their work by experimentally and numerically
studying the flame stabilization on catalytic microburners with and without recirculation
using the same fuel. At the limits of highly conductive walls, they achieved the same
stabilization effect in both geometries, but for low conductivity walls, the microburner with
recirculation became more effective when compared with the single channel due to the
lower capacity to preheat the cool reactants.

To further understand the external heat losses impact in the combustion due to material
properties of the combustor chamber walls, Li et al. [9,10] numerically studied the effect
of different physical and boundary conditions on the flame temperature for H2 and CH4
microscale mixture combustion using stainless steel walls. They simulated both gas and
solid phases and highlighted the importance of the reactants preheating through the axial
heat conduction of the chamber walls to obtain a stable flame, suggesting the use of
geometries with recirculation. These types of studies consisted essentially of 2D geometries,
so to analyze the 3D effect, Pizza et al. [11] simulated a premixed hydrogen/air flame in a
3D microtube with different diameters and velocities, and they were able to observe three
axisymmetric combustion modes by varying the inlet velocity: steady mild combustion,
oscillatory ignition/extinction, typically known as FREI (flame with repetitive extinction-
ignition), and steady flames. The FREI phenomenon was also reported in their previous
work [12]. For higher diameter, the combustion dynamics became more complex, presenting
a steady non-axisymmetric flame and a spinning flame which rotated azimuthally. They
reported the existence of a critical tube diameter for the transition combustion modes.
Later, Aikun et al. [13] simulated the combustion in a 3D rectangular microchannel using a
hydrogen/air mixture and analyzed the impact on the flame in terms of flame temperature
and length for different wall material, channel height and the inlet velocity. The temperature
field showed three distinct regions, the preheating, the combustion and the cooling region,
with the flame anchoring near the entrance in a cone-shaped structure. For the tested
velocity range, the flame remained stable even in the limited cases, without extinction. In
addition, in relation to wall materials, they reported that, in case of lower heat conductivity,
the wall temperature becomes more intense, which could lead to thermal stress fracture.
However, on the opposite side, with higher heat conductivity, the external heat losses
increase, leading to a decrease in the reaction and probably to the extinction of the flame.

In order to improve the combustion efficiency, Pan et al. [14] studied a hydro-
gen/oxygen premixed combustion in microporous media combustor to achieve higher
conversion efficiency of a micro thermophotovoltaic system and concluded that it is pos-
sible to obtain a more intense combustion with porous media materials with low specific
heat and high thermal conductivity. By using a different fuel, Yan et al. [15] analyzed the
geometrical parameters on CH4/air premixed combustion in a 3D heat recirculation micro-
combustor with baffles. Recently, Peng et al. [16] investigated the combustion and thermal
performance enhancement of a nozzle inlet microtube using hydrogen/air. Moreover,
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Resende et al. [17,18] studied the impacts of N2 dilution on a premixed H2/air combustion
in terms of flame structure and pollutant emissions, NOx, for a large range of equivalence
ratios and dilution amounts. More recently, other numerical studies were performed to
understand the geometrical effects on the microcombustion phenomenon. Li et al. [19] nu-
merically investigated the behavior of a H2/air blend in a microcombustion chamber with
cavities and found that these cavities can also expand the working range of the inlet velocity.
Abbaspour and Alipoor [20] investigated the combustion characteristics of hydrogen/air
premixed mixture in 1 mm converging–diverging microtubes with heated walls. Chabane
et al. [21] performed a numerical study of catalytic combustion in a meso-scale channel
with non-planar walls by exploring four different wall configurations and combining either
obstacles or cavities and a continuous or segmented Pt-coating. Zuo et al. [22] developed a
ribbed micro-cylindrical combustor, and performed a study with micro-cylindrical reduced
wall thickness [23,24] and an elliptical cross-section microcombustor [25].

The present work numerically investigates the combustion characteristics in a complex
geometry of one undulate microchannel using a H2 and air mixture. The objective is
to verify if the flammability at microscales can be improved by designing non-straight
microchannels as an alternative to the burner with recirculation of reaction products. The
effect of the geometry on the combustion characteristics is analyzed by varying the inlet
velocity but keeping the same boundary conditions, equivalence ratio and external heat
flux losses. In the methodology section, the fundamental governing equations that describe
the physics of this work are presented, followed by the computational domain section,
which provides detailed information regarding the specific problem addressed in this study.
In the results section, the main findings of this study are presented and discussed in detail
and, finally, the paper is concluded by summarizing the main achievements of this work.

2. Methodology

The governing equations used in the simulations to describe the microcombustion
phenomenon are the conservation equations of total mass, momentum, species mass frac-
tions and energy, for a compressible, continuous, multi-component and thermally perfect
gas mixture, considered as Newtonian fluid, in a laminar flow, and can be expressed as :

∂ρ

∂t
+∇(ρu) = 0 (1)

ρ

[
∂u

∂t
+∇ · uu

]
= −∇p +∇τ + ρg (2)

∂

∂t
(ρYk) +∇(ρYku) = −∇(ρYkVk) + Ṙk k = 1, . . . , NC (3)

ρCP
∂T
∂t

+ ρCPu∇T = −∇q − ρ
NC

∑
k=1

CP,kYkVk −
NC

∑
k=1

hkΩ̇k (4)

Here, u, ρ, t, p, g and ø represent the mixture velocity vector, the mixture density, time,
the pressure, the acceleration vector due to gravity and the fluid stress tensor, respectively.
NC is the total number of species, T is the temperature, and Ω̇k, Ṙk, hk, Yk and Vk are the
net production rate of the kth species, the formation rate, the enthalpy, the mass fraction
and the diffusion velocity, respectively. q the heat flux vector and Cp represents the specific
heat coefficients. The gas mixture is assumed to be an ideal gas and its density is calculated
through the equation of state.

The diffusion velocities of species k are calculated from Fick’s law and the thermal
diffusion effect:

Vk = −Dk
Yk

∇Yk − DkΘk
Xk

1
T
∇T (5)

where Xk, Dk and Θk are the mole fraction, the mixture-averaged diffusion coefficient of
species k and the thermal diffusion.

The heat flux vector, q, is defined as:
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q = −λ∇T + qrad (6)

where qrad is the radiative heat transfer and λ is the mixture thermal conductivity. However,
some studies demonstrated that the radiative heat transfer could be neglected due to the
smaller impact at microscale.

The radiative heat transfer can be modeled by assuming the optically thin radiation
hypothesis in which self-absorption of radiation is neglected. The radiative heat transfer
contribution in the energy equation is described as:

∇qrad = −4σaP(T4 − T4
env) (7)

where σ is the Stefan–Boltzmann constant, Tenv is the environment temperature and aP is
the Planck mean absorption coefficient.

The equations described above were implemented in the laminarSMOKE code by
Cuoci et al. [26], according to the numerical procedure presented in Figure 1. A detailed
kinetic mechanism consisted of 32 species and 173 reactions are used in this work to take
the chemical reaction pathways of premixed hydrogen combustion into account [27]. This
mechanism was developed and validated by CRECK Modelling Group in Polytechnic
University of Milan, and more details can be found in [27]. The mathematical and physical
models implemented in the laminarSMOKE were validated at microscale in previous
studies of [17,18,28], and the results were able to capture the reaction pathways with
good accuracy.

Figure 1. Numerical algorithm, adapted from Cuoci et al. [26].

3. Problem Description and Computational Domain

As reported previously, in order to verify if the flammability at microscales can be
improved by designing non-straight microchannels, here we proposed an undulate sym-
metric microchannel burner, as represented in Figure 2a. The undulated microchannel
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presents 10 mm length and minimum/maximum height of 0.30/1.28 mm in the center of
the chamber, where the inlet and outlet keep the same height of 0.8 mm for 2 mm length.

For all simulations, the equivalence ratio and inlet temperature are the same, φ = 1.0
and Tin = 300 K, respectively, at atmospheric pressure. The reaction composition of the
H2/air mixture for φ = 1.0 is given by Equation (8). The remaining boundary conditions
are represented in the schematic illustration of the case setup (Figure 2a).

H2 +
1
2
[O2 + 3.76N2] → products (8)

In all simulations, the temperature profile at the wall remained constant during each
simulation. A hyperbolic temperature profile was imposed at the burner walls in which the
wall temperature increases from 300 K at the inlet to 1300 K at 2/10 of the channel length,
remaining constant at 1300 K afterward. This temperature distribution profile is extensively
used to mimic the experimental profiles and was used in several works [12,28–30].

Figure 2. Schematic illustration of the (a) undulated geometry and (b) mesh resolution.

In order to verify the effect of the inlet velocity, Uin, on the flame structure, combustion
dynamics and emissions, we performed a set of simulations for different inlet velocities,
ranging from 4 to 22 m/s, as described in detail in Table 1.

Table 1. Summary of the simulated cases in this study.

Description Uin (m/s)

C1 4

C2 8

C3 10

C4 14

C5 18

C6 22

Two distinct mesh resolutions were used in order to verify the independence of the
results. The smaller computational domain comprises 10,836 total volume cells, with
equidistant space cell in the center, resulting in a refinement of the smaller width zones
(Figure 2b). The refined mesh has 21,672 total volume cells, similar to the mesh resolution
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used in previous works while studying the effect of N2 dilution on a H2 and air combustion
in a microchannel by Resende et al. [17,18]. Figure 3 presents the temperature profiles
obtained with both computational domains using the conditions of case C1, Table 1, and it
can be observed that the results presented a good agreement for both mesh resolutions.
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Figure 3. Temperature profile obtained in the mesh independence study using the conditions of
case C1.

4. Results

In this section, the results for the flame dynamics, NOx emissions, temperatures and
heat release rates are discussed in detail for different inlet velocities. The dynamics of the
flame structure are analyzed by comparing with other cases carried out in previous works.
The comparison with experimental data is not possible due to the difficulty in measuring
the combustion characteristics at this scale and because, to the authors’ best knowledge,
there are no experimental results for these and similar geometries.

The impact of the inlet velocity on the flame structure for the stable cases can be
observed in Figure 4, presenting the contour maps of the heat release rate distribution Q
and the streamlines of the flow field. Regardless of the inlet velocity, the flame becomes
stable with the location of the maximum values of Q distribution, shifting downstream up
to case C3, for Uin = 10 m/s. For higher inlet velocities, the heat release rate is divided
into two different regions that are further stretched for higher inlet velocities. Another
interesting observation is the effect of the vortices on the Q distribution for higher inlet
velocities due to geometry of the burner that narrows the heat release into the middle of
the burner, even in the convex zones.

Figure 5 presents the contour maps of the elevated temperature T∗ which represents
the temperature difference between the gas temperature (T) and the maximum wall tem-
perature, defined here as T∗ = T − max(Twall) (if T < Twall,max, T∗ = 0), allowing a better
comprehension of the results by eliminating the wall temperature effects. The elevated
temperature is higher for lower inlet velocity, for C1 case, located at the first contraction
of the burner. As the inlet velocity increases, the flame is stretched downstream and the
maximum T∗ values decrease. For inlet velocities between 10 and 14 m/s, C3 and C4,
the flame splits into the two first cavity regions at the burner entrance. For velocities
above 18 m/s, cases C5 and C6, the flame is divided into the three cavity regions of the
undulated microchannel.

Due to the detailed kinetic mechanism used in the simulations, it is possible to study
the different species of the combustion reaction. Figure 6 presents the contour maps
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of OH species. Here, the OH is used to identify the front of the flame. The OH mass
fraction distribution shows the flame structure becoming more stretched as the inlet velocity
increases with the maximum OH concentrations located more further downstream in the
microcombustion chamber. For higher inlet velocities, above 14 m/s, case C4, there are
two distinct OH concentrations regions, one at the entrance and the other downstream
of the microchannel, with a reduction in the maximum OH value and the maximum
flame temperature as the energy release becomes more dispersed. However, the energy
dispersion, consequence of the Q stretching downstream (Figure 7), allows to maintain a
higher flame temperature along the burner centerline, as observed in Figure 8.

Figure 4. Contour maps for the streamlines superimposed on heat release rate distribution for
different cases.
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Figure 5. Contour maps for the streamlines superimposed on elevated temperature distribution for
different cases.

Figure 7 presents heat release rate profiles along the centerline axis for different inlet
velocities. For lower inlet velocity, cases C1 and C2, one can observe the typical profile
observed in microchannel combustion with the heat release rate peak near the flame
location, while the energy peak shifting downstream with the increase in the inlet velocity.
Increasing the inlet flow rate for C3, the heat release profile presents a maximum value
of Q, higher than the other cases, and non-monotonic decay is observed after the heat
release peak. For the remaining cases, the Q profiles become broader due to the convective
effect of the inlet velocity, and the non-monotonic behavior is more pronounced while the
magnitude of the maximum values of Q remains similar to C1.
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Figure 6. Contour maps for the streamlines superimposed on OH mass fraction distribution for
different cases.

It should be noted that the increase in the maximum values of Q are not sufficient to
increase the flame temperature, as can be observed in Figure 8, presenting the temperature
profiles along the centerline axis for different inlet velocities. Figure 8 also presents the
hyperbolic temperature profile imposed at the microburner walls. It can be observed that,
as the inlet velocity increases, the loci of the maximum value for the temperature at the
centerline shifts downstream in the microchannel. For the lower inlet velocity, case C1, it
can be observed that the undulated walls of the microchannel impacts the temperature
profile at the centerline, reflected in a stepping temperature profile along the microchannel.
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Figure 7. Heat release rate profiles along the centerline axis for different inlet velocities.

In order to better understand the effect of the geometric non-uniform microchannel
walls, a new case was included, referred to as R1 in Figure 8, presenting the predictions of
a premixed H2/air combustion in a uniform axisymmetric channel burner performed by
Resende et al. [17], for the same boundary conditions of equivalence ratio, φ = 1.0, and inlet
velocity, 4 m/s, (equivalent to the case C1). Note that, in order to facilitate the comparison,
the loci of the flame/temperature sharp increase for the uniform wall case, R1, was shifted
to the respective loci of undulate microchannel, case C1, as can be verified in Figure 8.

Typically, in channel burners, the temperature reduction evolution along the centerline,
after reaching the maximum value, is accomplished by a smooth variation, case R1, but here
is made by steps caused by the heat losses through the walls. As the distance from the wall
increases, there is a reduction in heat losses, consequence of the mass gas mixture/reaction
products present between the flame and the wall, which acts as resistance to the heat flux
and the temperature stabilizes. This effect can be visualized by the presence of the vortices
for the case C1 at x = 4.5 and 6.5 mm, in Figure 5, and as the vortex becomes larger, the
resistance to the heat flux increases and consequently causes the temperature stabilization.
In other cases, the recirculation effect leads to a small reduction in temperature in the
centerline after reaching the maximum flame temperature as, for example, cases C2 and
C3. Comparing both cases at x = 6.5 mm, it is possible to visualize that the temperature
reduction is smaller in case C3 when compared to C2. In the first, the temperature reduces
to 1790 K and, in the second, to 1756 K, consequence of the vortex size at that location,
where the vortex of C3 is higher than the C2 due to the higher inlet velocity of C3.

In addition, another phenomenon occurs before the flame, specially for highest inlet
velocities, which could be considered as a pre-combustion effect caused by the stretching
of the flame combined with the vortices size and the burner geometry, as mentioned before,
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when referring to the presence of different structures of the heat release rate. This can be
seen in Figure 8, through the linear temperature evolution along the chamber where, as the
inlet velocity increases, the temperature increases more slowly and the maximum value is
reached downstream of the channel.
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Figure 8. Temperature profiles along the centerline axis for different inlet velocities.

Figure 9 shows temperature profiles along the cross-sectional direction of the burner
at several channel locations, x = 2.5, 3.5, 4.5, 5.5 and 6.5 mm, referred to in Figure 8 through
the letters (A) to (E). These locations correspond to the consecutive middle of the convex
and the contraction zones of the burner. Note that temperatures above the wall temperature
represent a combustion reaction zone; therefore, it is possible to identify the extension of a
single or separated flame.

For the case C1, for all locations across the burner, the temperatures are above Twall ,
which means that the flame is continuous, starting with a V shape at the entrance of the
burner and, after reaching the maximum temperature value at x = 3.15 mm, it decreases
with the maximum values across the burner, occurring always in the center.

As the inlet velocity increases, the flames becomes weaker in the first convex zone
(Figure 9A), while presenting a decrease in temperature. In all cases, the maximum flame
temperature occurs at the center of the burner.

The mass fraction distribution of the main species for the C1 and R1 cases, along the
centerline of the burner, can be visualized in Figure 10. To compare both cases, the referred
location adjustment was performed, keeping the same flame front location for both cases. In
the C1 case, the hydrogen and the oxygen are completely consumed, but in the R1 case, the
H2 fraction reduces in front of the flame and then increases. As a consequence, the N2 and
OH species are lower when compared with the C1 case. The mass fraction of water, H2O
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stabilizes at 0.25 for both cases; however, in the C1 case, it presents a shorter augmentation
due to the effect of the velocity increase caused by the presence of the contraction.

Figure 9. Temperature profiles across the burner for all cases. (A): x = 2.5 mm; (B): x = 3.5 mm;
(C): x = 4.5 mm; (D): x = 5.5 mm; (E): x = 6.5 mm.

In terms of pollutant emissions, C1 presented a higher NOx value of 4.25 ppm versus
3.32 ppm for case R1, due to the complete consumption of hydrogen in the combustion.
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species mass fractions in axial direction along the centerline.

5. Conclusions

A numerical study of a premixed H2/air combustion in an undulated microchannel
was performed to analyze the effects of geometry impact on the flame structure and
dynamics using different inlet velocities, from 4 to 22 m/s, with an equivalence ratio of
φ = 1.0. In all the tested cases, a hyperbolic temperature profile at the wall was imposed
to mimic the heat external losses occurred in experimental setups. Due to the non-linear
geometry of the burner, the increase in the inlet velocity defines a flame that extends along
the burner, and although the instabilities appear at velocities above 8 m/s for all cases,
the flame stabilizes regardless of the inlet velocity. However, the flame is stretched and
divided into two parts for velocities above 14 m/s. Here, the evolution of the temperature
along the axis, after reaching the maximum value, decreases by steps, instead of a smooth
variation as occurs with the typical combustion in a channel burner. This effect is caused
by the mass gas of the mixture/reaction products present in the vortices located in the
convex regions, which acts as a resistance to the flux of heat losses. The larger the vortex
size is, the higher the resistance to the heat flux. This also imposes smaller temperature
decreases along the axis, consequence of the flame stretch combined with the heat flux
resistance. This reduction in heat transfer to the walls is quite important in the flame
stability in microcombustion and allows the development of new geometries based on the
undulate or other non-uniform shapes as an alternative to existing burners.
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Nomenclature
aP Planck mean absorption coefficient
Cp Specific heat coefficients
Dk Mixture-averaged diffusion coefficient of species k
g Gravity acceleration vector
hk Enthalpy
NC Total number of species
p Pressure
q Heat flux vector
qrad Radiative heat transfer
Ṙk Formation rate
t Time
T Temperature
Tenv Environment temperature
u Mixture velocity vector
Vk Diffusion velocity
Xk Mole fraction of species k
Yk Mass fraction
Θk Thermal diffusion of species k
ø Fluid stress tensor
λ Mixture thermal conductivity
ρ Mixture density
σ Stefan–Boltzmann constant
Ω̇k Net production rate of the kth species
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Abstract: The flammable hydrogen-blended methane–air and natural gas–air mixtures raise spe-
cific safety and environmental issues in the industry and transportation; therefore, their explosion
characteristics such as the explosion limits, explosion pressures, and rates of pressure rise have
significant importance from a safety point of view. At the same time, the laminar burning velocities
are the most useful parameters for practical applications and in basic studies for the validation of
reaction mechanisms and modeling turbulent combustion. In the present study, an experimental
and numerical study of the effect of hydrogen addition on the laminar burning velocity (LBV) of
methane–air and natural gas–air mixtures was conducted, using mixtures with equivalence ratios
within 0.90 and 1.30 and various hydrogen fractions rH within 0.0 and 0.5. The experiments were
performed in a 14 L spherical vessel with central ignition at ambient initial conditions. The LBVs
were calculated from p(t) data, determined in accordance with EN 15967, by using only the early stage
of flame propagation. The results show that hydrogen addition determines an increase in LBV for all
examined binary flammable mixtures. The LBV variation versus the fraction of added hydrogen, rH,
follows a linear trend only at moderate hydrogen fractions. The further increase in rH results in a
stronger variation in LBV, as shown by both experimental and computed LBVs. Hydrogen addition
significantly changes the thermal diffusivity of flammable CH4–air or NG–air mixtures, the rate of
heat release, and the concentration of active radical species in the flame front and contribute, thus, to
LBV variation.

Keywords: hydrogen; methane; natural gas; laminar burning velocity (LBV); closed vessel combustion

1. Introduction

In recent years, dependence on fossil fuels as the main energy source has led to a
worldwide crisis, due to fossil fuel depletion, and environmental problems due to pollu-
tant emissions have become severe. To respond to these problems, continuous attempts
have been made in the exploration of clean, renewable alternatives for sustainable devel-
opment [1,2]. The research on alternative fuels is mainly focused on natural gas [3–7],
hydrogen [8–15], and alcohols [16,17], able to be mixed with gasoline, diesel, or to form
mutual blends.

The extended use of natural gas (NG) as fuel in internal combustion (IC) and gas
turbines prompted numerous research groups to examine its combustion in air, under
various initial conditions (NG/air ratio, pressure, temperature, additives) [4–6]. A common
practice in NG use is its blending with hydrogen. Hydrogen has attracted the attention
of researchers as a renewable clean energy source. Hydrogen is easily ignitable and
its flame spreads quickly, which is essential for IC engines to order to work under an
improved combustion efficiency [7–15]. Hydrogen addition to NG is a good option for
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decreasing CO, CO2, and NOx emissions, especially for fuel-lean mixtures [18]. Other
effects of H2 addition to NG are the stabilizing effect on lean NG–air flames, along with
an increased risk of flame flash-back in burners originally designed for natural gas [3,19].
Hydrogen raises numerous safety issues, especially when mixed with other flammable
gases. The main cause of such effects is the higher reactivity of H2 compared to each
C1–C4 alkanes from NG, resulting in important variations of ignition and propagation
characteristic parameters of NG–air combustion: decreases in ignition delay times of self-
ignition and minimum ignition energies, increases in adiabatic flame temperature and
in laminar burning velocity [9,11,20,21]. Taking into account the variable composition
of NG as a result of current changes in its supplies, many studies were conducted on
CH4/H2/air flames [8,11,13,14,19–32]. Such studies revealed the effect of H2 enrichment:
enlargement of the flammability range of CH4–air mixtures [11,13,14], decreases in ignition
delay times in jet-stirred reactors, rapid compression machines or shock tubes [21,26,30],
decreases in maximum experimental safe gap (MESG) [11], and increases in flame speed
and laminar burning velocity [8,22–32]. Another beneficial effect of enriching methane
with hydrogen consists of the increase in flame resistance to strain-induced extinction,
as highlighted by Di Sarli et al. [33,34]. Di Sarli et al. investigated a hythane lean and
stoichiometric mixture with hydrogen mole fraction in the fuel, rH2, within 0–0.5 using
time-resolved particle image velocimetry (PIV). The authors discussed the interactions that
occur between the flame front and the observed toroidal vortex structures [33]. For the same
hydrogen-enriched methane/air premixed flames, Di Sarli and Di Benedetto investigated
the effects of non-equidiffusion on their unsteady propagation [34]. Numerical studies
of flame ignition and propagation also outlined the increase in reactivity determined by
H2 addition and discussed the pathways of CH4–H2 oxidation in air, as compared to CH4
oxidation [3,7,18,19,26,30,32,35].

Experimental and numerical studies were conducted on NG/H2/air flames as well at
various ratios [NG] to [H2], overall equivalence ratios, and initial pressures and temper-
atures, using stationary flames or outwardly propagating non-stationary flames, in both
unconfined and confined conditions [7,9,11,13,18,26,30–42].

Studies of closed vessel explosions delivered the characteristic parameters of flame
propagation under confined conditions (the maximum explosion pressure pmax, the explo-
sion delay time θmax, the maximum rate of pressure rise (dp/dt)max, and deflagration index
KG) for NG and H2-blended NG [11,13,29,43]. Closed vessel experiments offer the neces-
sary information for laminar burning velocity determination. This is a highly examined
topic, since laminar burning velocities are key factors for validation of detailed mechanisms
of fuel–air combustion. Studies of outwardly spherical flames based on transient records
of flame radius and pressure [8,22,25–30,36–42] were reported for H2-blended CH4 and
H2-blended NG with variable initial composition (variable [H2]/[CH4] and [H2]/[NG]
ratios or variable equivalence ratios), initial pressure, or initial temperature. Additional
information on flame structure (temperature and chemical species profiles) able to en-
lighten the influence of H2 addition on hydrocarbon fuel combustion is found in studies
on stationary flames [19,23,24,28,31,32,41].

The conventional combustion of either pure methane or of its blends with hydrogen
raises several issues related to emissions of high pollutants such as NOx. Such issues,
associated with the dense energy input caused by preheating the flammable mixtures,
can be solved by some new technologies, as suggested in recent articles describing MILD
(flameless) combustion [44,45]. The flameless combustion of CH4/H2 in a laboratory-
scaled furnace was investigated by Cellek [44], proving this is an effective way to reduce
pollutant emissions despite the intense energy induced by air preheating, which causes
higher flame temperatures. Even when various inlet operating conditions are used, outside
canonical configurations (e.g., inside a small-scale device), the specific MILD advantage
can be obtained by an adequate degree of dilution, as outlined by Cerello et al. [45].

The aim of the present work is to examine hydrogen influence on laminar burning
velocity for different methane/hydrogen and natural gas/hydrogen mixtures with air at
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ambient initial conditions. For this, p(t) data obtained in experimental investigations were
used. These measurements, performed according to European Standards EN 15967 [46],
were originally conducted to determine the maximum explosion pressure pmax, the max-
imum rate of pressure rise (dp/dt)max, and the deflagration index KG. The paper reports
LBVs of hydrogen-blended methane–air and natural gas–air mixtures, using mixtures at
ambient initial pressure and temperature (p0 = 0.97–1.04 bar, T0 = 22–25 ◦C). The mixtures
being studied consist of single fuel–air (CH4–air) and multifuel–air mixtures, where the
multifuel was CH4 blended with H2, or natural gas blended with H2, both under various
amounts of added hydrogen, within 0–50 mol% (in respect to the initial fuel amount). The
studied systems had either a constant fuel (CH4 or NG)/H2 ratio and a variable equiv-
alence ratio or a variable fuel (CH4 or NG)/H2 ratio and a constant equivalence ratio.
Their laminar burning velocities were determined from the cubic law constants, evaluated
from p(t) records obtained in the early stage of closed vessel explosions. Thus, the LBV of
H2-blended CH4–air and NG–air were determined from single p(t) records, without the
additional optical methods of investigation, and were found to describe well the behavior
of these multifuel mixtures.

The present results represent a contribution to the data pool regarding the flame
propagation in hydrogen-blended CH4/air and NG/air mixtures. Earlier studies [47,48]
provided data for risk assessment at gas processing facilities, especially those involving the
introduction of hydrogen into existing natural gas networks under project NATURALHY
financed by the EU. The unwanted consequences of such events, i.e., loss of assets, human
injuries, fatalities, or severe environmental impacts, can be avoided by a proper safety
analysis based on experiments, as discussed by Amin et al. [49].

2. Experimental Procedure

The experiments were conducted at BAM as part of a systematic investigation on
safety-related characteristics of natural gas–hydrogen mixtures [11,43]. The pressure–time
curves obtained during the determination of explosion limits, explosion pressures, and
deflagration constants (KG) could be used directly to calculate the LBVs using the method
described below. The laboratory set-up was previously described in detail [11]. The set-
up affords the monitoring of closed vessel explosions for gaseous mixtures of variable
composition, pressure, and temperature. A 14 L spherical vessel with central ignition
was used to perform experiments with quiescent gas mixtures. An exploding wire igniter
(nickeline wire, diameter: 0.12 mm, distance of electrodes: 5 mm) delivered about 15 J for
ignition. The ignition systems used are in accordance with EN 1839 [50].

The pressure measurements were made with piezoresistive pressure transducers, type
PAA10 (Keller). For mixture preparation pressure transducers with a measuring range
between 0 bar (abs) and 2 bar (abs) or between 0 bar (abs) and 5 bar (abs) were used. For
measuring the explosion pressure, pressure transducers with a measuring range between
0 bar (abs) and 10 bar (abs) were used. The measuring frequency was 20,000 Hz. The
digitized signals of the measuring sensors were connected to an A/D converter, type
MCL-USB (16 channels, 16 Bit A/D, sampling frequency: 500 kHz, from Jet Systemtechnik
GmbH) and a PC for displaying, storing, and evaluating the data.

Two types of European natural gas were tested: one representing a typical Russian
natural gas composition, nearly pure methane, and one of wet type containing CH4 and
a significant amount of C2–C4 alkanes, similar to Northern Sea natural gas [11]. The
composition of the studied natural gas is given in Table 1.

Table 1. Composition of studied wet natural gas.

Component CH4 C2H6 C3H8 n-C4H10

Fraction in NG, mol% 89.3 8.0 2.0 0.7
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Using pure CH4 and wet natural gas blended with H2, multifuel–air mixtures of
variable hydrogen content and equivalence ratio were studied at ambient initial pressure
and temperature. Their composition is given in Table 2. The hydrogen content in the initial
flammable mixture is expressed as the fraction rH , defined as:

rH =
[H2]

([CH4] + [H2])
or rH =

[H2]

([NG] + [H2])
(1)

The equivalence ratio, ϕ, of any flammable mixture is defined as:

ϕ =

[fuel]
[oxygen](
[fuel]

[oxygen]

)
st

where the index “st“ refers to the stoichiometric concentration of the fuel–air mixture.

Table 2. Studied systems (fraction of H2, rH , and equivalence ratios, ϕ).

Fuel rH Equivalence Ratios, ϕ

CH4–air 0 0.95–1.15

CH4–H2–air 0.05; 0.10; 0.25; 0.50 0.90–1.30

Natural gas (NG)–air 0 0.90–1.20

Natural gas (NG)–H2–air 0.10; 0.25; 0.50 0.95–1.15

The mixtures of CH4 or NG with different fractions of hydrogen and air were prepared
in a pressure resistant stainless-steel vessel, according to the partial pressure method at
total pressure of 2 bar or 5 bar, assuming an ideal gas behavior for all gaseous components.

3. Computing Program

The burning velocities of fuel–air and multifuel–air systems, at ambient initial condi-
tions, were delivered by the kinetic modeling of their flames using COSILAB software (ver-
sion 3.0.3) and Gas Research Institute (GRI) mechanism version 3.0 [51], where 53 chemical
species and 325 elementary reactions are taken into account. The input data were taken
from the thermodynamic and molecular databases of Sandia National Laboratories, USA,
according to the international standard (format for CHEMKIN). The runs were performed
for premixed 1D adiabatic laminar free flames of stoichiometric CH4–air, NG–air, and
H2-blended mixtures at ambient initial conditions. In these runs, a steady Newton solver
(25 iterations, relative tolerance 10−5; absolute tolerance 10−8), an unsteady Newton solver
(15 iterations, relative tolerance 10−4; absolute tolerance 10−6), and an unsteady Euler
solver were used, as mentioned earlier [52,53]. The parameters of the adaptive grid were
GRAD = 0.1, CURV = 0.2, with a maximum ratio of adjacent cell size between 1.3 and 1.1.

4. Data Evaluation

The pressure rise in the early stage of closed vessel explosions, Δp, was found to
increase with time from ignition, t, according to so-called “cubic law” [52,54]:

or rH =
[H2]

([NG] + [H2])
(2)

The equation is valid as long as the spherical propagation of the combustion wave
is not disturbed. In small-scale explosions, the flame front of reactive mixtures does not
develop significant cellular structures and no gas turbulence appears. Indeed, the pressure
rise Δp was found proportional to t3 in quiescent conditions of combustion (CH4–air, at
p0 = 1 bar (Dobashi [55]) and aviation grade JP-4 fuel with air, at p0 = 135–275 bar (Knapton
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et al. [56]) and to t3.6−6.0 in turbulent conditions (CH4–air, at p0 = 1 bar (Dobashi [55]). In
large-scale explosions (vessels with a volume between 1 and 10 m3), where the buoyancy
effect determines the distortion of the flame, even in the early stage, the time exponent
varied between 3.3 and 5.0 for stoichiometric CH4–air mixtures diluted with various
amounts of nitrogen (Sapko et al. [57]).

Assuming the isothermal compression of unburned gas ahead the flame front, the
laminar burning velocity, Su, was related to k, the cubic law coefficient of pressure rise by
the relationship [54]:

Su = R ·
(

k
Δpmax

) 1
3
(

p0

pmax

) 2
3

(3)

where R is the radius of the explosion vessel, Δpmax is the peak pressure rise in the explosion
at the initial pressure p0, and pmax = Δpmax + p0. The measured values of Δpmax and pmax
are used as input values for Su calculation.

The cubic law coefficient can be determined for each experiment over a restricted
pressure range (p0 ≤ p ≤ 2p0) using a nonlinear regression method with a relationship of
the form:

Δp = a + k (t − c)3 (4)

where a and c are corrections for pressure and time, respectively, necessary for eliminating
the signal shift of the pressure transducer and the possible delay in signal triggering [52].
Smaller residuals and a random error distribution, indicating better correlations, were
obtained by using this modified Equation (4), instead of Equation (2).

The method was successfully used for determining LVBs of various hydrocarbon-oxidizer
mixtures [52–54,58–61] under various initial conditions of pressure and/or temperature.

5. Results and Discussion

A set of experimental burning velocities of CH4–H2–air mixtures obtained from p(t)
measurements in a closed spherical vessel at ambient initial pressure, temperature, and
constant rH , is given in Table 3.

Table 3. Typical values of Su for H2-blended CH4 mixed with air at rH = 0.25.

[CH4]/mol% [H2]/mol% [CH4 + H2]/mol% Equivalence Ratio, ϕ Su/(cm s−1)

8.40 2.80 11.20 0.978 58.6

8.84 2.96 11.80 1.037 61.0

9.14 3.06 12.20 1.077 60.2

9.14 3.06 12.20 1.077 60.9

9.14 3.06 12.20 1.077 61.9

9.30 3.10 12.40 1.098 61.6

9.44 3.16 12.60 1.117 58.6

9.60 3.20 12.80 1.139 58.0

10.04 3.33 13.40 1.199 51.5

10.50 3.50 14.00 1.263 45.6

The influence of the initial composition (characterized by rH and ϕ) on experimental
laminar burning velocities is shown in Figure 1, where data referring to CH4–H2–air and
NG–H2–air mixtures are given. The burning velocities of all mixtures increase by increasing
the equivalence ratio and reaching their peak values, then start to decrease at higher
equivalence ratios. The LBV variation due to H2 addition is observed already at rH = 0.05
for lean CH4–air mixtures. In the range of rich CH4–air and NG–air mixtures, the LBV
changes significantly only at rH > 0.10. For higher hydrogen contents (rH = 0.25 and 0.50),
a marked increase in LBV appears over the whole examined range of equivalence ratios.
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(a) (b) 

Figure 1. Experimental laminar burning velocities of single fuel–air and multifuel–air mixtures with various rH at ambient
initial pressure and temperature: (a) CH4–H2–air; (b) NG–H2–air mixtures (present data).

The LBV of the stoichiometric CH4–air mixture is Su = 40 cm s−1, in good agreement
with most literature data: Su = 41.2 cm s−1 [62], 41.0 cm s−1 [6], 40 cm s−1 [5], and
38 cm s−1 [53]. For this stoichiometric CH4–air mixture, the earlier reported LBVs vary
within 35 and 41.5 cm s−1 [4–6,62] at ambient initial conditions, a domain where the present
values range well. For the stoichiometric NG–air mixture, the LBV is Su = 45.7 cm s−1,
close to 44.0 cm s−1, previously reported [6,37].

Hydrogen addition to CH4 or NG results in an increase in Su at all initial concentrations
of CH4 or NG. The blended mixtures (CH4–H2 or NG–H2) with a constant [H2] having
various equivalence ratios develop the maxima of their burning velocities at slightly rich
mixtures, with ϕ = 1.05 ± 0.05.

Both datasets were well fitted by 2nd order polynomials, plotted as well in Figure 1.
The points are scattered around the best-fit lines; a possible cause is the turbulence created
already in the early stage of explosion by the ignition, made by a strong initiation source
(exploding wires, which delivered 15 J). This turbulence could determine deviations from
the spherical propagation and errors of the model used. Other methods were also used
to extract the laminar burning velocity from transient pressure measurements [63–67].
These methods require equilibrium calculations of unburned and burned gas states to
determine LBV using the transient burned mass fraction. They are rigorous methods,
which also deliver the temperature gradients in the burned gas and afford the evaluation
of the flame stretch effect on burning velocity. In comparison with them, the actual
method for determining LBVs from pressure measurements in the early stage of explosion
propagation has the advantage of delivering LBVs without additional computations and
without additional experimental techniques for measuring the flame radius. This aspect is
an advantage when flammable mixtures of multifuels or multi-oxidizers are examined, and
the thermodynamic calculations of the intermediate states are impossible or very difficult.

Examination of literature on LBV of H2-blended CH4–air and NG–air mixtures pro-
vides a wide database of comparison. All datasets show the same variation of burning
velocities when examined as a function of the equivalence ratio (at constant rH) or func-
tion of rH (at constant ϕ) [3,7,19,21,23,27–30,37,38,68,69]. Differences arise among mea-
surements performed using different techniques, involving various corrections of the
recorded information.

A closer examination of present results compared with literature data can be made by
examining the LBV of stoichiometric CH4–air and NG–air mixtures blended with hydrogen
at various fractions of added H2, as shown by the plots given in Figure 2. With respect to
CH4–H2–air mixtures (Figure 2a), the present results are found to match well with those
obtained as stretch-free LBV, using the technique of counter-flow flames [23]. For the
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examined range of the fraction of added hydrogen, rH ≤ 0.5, they seem to depend linearly
on it. The same holds for the other datasets, obtained mostly with stationary flames using
the heat flux technique [4,24,28,31]. However, by extending these plots to the whole range
of hydrogen composition (0 ≤ rH ≤ 1.0), one can see the fast increase in LBV at hydrogen
fractions higher than 0.5. At all fractions of added H2, the datasets obtained using the heat
flux method consist of lower LBV than the present data, which were not stretch-corrected,
but their trend is the same. The H2-blended NG–air mixtures can be characterized by
similar plots (Figure 2b); their LBV follows the same marked increase with rH at hydrogen
fractions higher than 0.3.

 
(a) (b) 

Figure 2. Laminar burning velocities of single fuel–air and multifuel–air mixtures with various rH at ambient initial
pressure and temperature: (a) CH4–H2–air; (b) NG–H2–air mixtures (present experimental data, in comparison with
literature values).

A comparison of LBV for the stoichiometric CH4–H2–air and NG–H2–air mixtures,
using the present data, is shown in Figure 3 (experimental LBV) and Figure 4 (computed
LBV) where the dimensionless (relative) LBVrel , defined as:

LBVrel =
[Su] f uel+H2

[Su] f uel
(5)

is plotted against the mole fraction of hydrogen, rH .

Figure 3. Experimental LBV of H2-blended CH4–air and NG–air with various hydrogen contents at
ambient initial conditions.
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Figure 4. Computed LBV of H2-blended CH4–air and NG–air with various hydrogen contents at
ambient initial conditions.

For both experimental and calculated datasets, H2 addition influences to a greater
extent the LBV of CH4–air, as compared to NG–air.

For the restricted range of hydrogen fractions 0 ≤ rH ≤ 0.5, the experimental relative

burning velocities LBVrel =
[Su ] f uel+H2
[Su ] f uel

are linearly correlated with rH . This aspect was

already observed for CH4–H2–air and NG–H2–air mixtures [23,36,68,69] and for other
hydrogen-blended fuels as well [3,7,8,19,21,23,69,70].

At any hydrogen concentration, the burning velocities of NG–H2–air are smaller than
those of CH4–H2–air, as a consequence of the presence of heavier hydrocarbons in NG.
Both experimental and modeling studies on the effect of hydrogen addition to the C2, C3,
or C4 alkanes [3,8,19–21,69,70] showed that the enhancement of LBV upon the addition of
50% H2 was about 20–40% lower compared to when the fuel was pure methane.

The computed LBV can be compared to present experimental LBVs when plotted as
functions of the equivalence ratios of H2-blended CH4–air and NG–air mixtures, as shown
in Figure 5. The shape of the experimental (Figure 1) and computed LBVs plots is similar.
The plots obtained for CH4–H2–air have marked maxima appearing around ϕ = 1.10 for
all rH . In contrast to them, the plots obtained for NG–H2–air are rather flat; their maxima
appear in the range ϕ = 1.0–1.10.

 
(a) (b) 

Figure 5. Computed laminar burning velocities of single fuel–air and multifuel–air mixtures with various rH at ambient p0

and T0: (a) CH4–H2–air (b) NG–H2–air mixtures.

30



Energies 2021, 14, 7556

Another comparison between the experimental and the computed burning velocities
is shown in Figure 6 for the stoichiometric CH4–H2–air and NG–H2–air mixtures with
various hydrogen contents.

 
(a) (b) 

Figure 6. Laminar burning velocities of stoichiometric multifuel–air mixtures with various rH at ambient initial pressure
and temperature: (a) CH4–H2–air; (b) NG–H2–air mixtures.

For both CH4 and NG mixtures, the computed LBV are lower than the experimental
LBVs, and the differences increase in parallel with rH . Figure 6a contains an additional
plot of predicted LBVs, calculated from the experimental LBVs of pure H2–air and CH4–air
mixtures and the composition of blended mixtures by using an equation proposed by Di
Sarli et al. [25]:

Su,(CH4+H2)
=

1
rH

Su,H2
+ 1−rH

Su,CH4

(6)

The relationship is similar to Le Châtelier’s rule for predicting the flammability limits
of multifuel gases, using the flammability limit of each fuel from the mixture [71]. For
the examined range of hydrogen concentrations, the predicted LBVs are lower than those
directly obtained from experiments. However, one must consider that Su,H2 used to
determine the predicted LBVs were taken from the literature [71] and do not belong to the
present set of experimental burning velocities.

The deviations between experimental and computed LBV can be assigned to the
fact that GRI 3.0 Mech is adequate for modeling the combustion of C1–C4 alkanes (com-
ponents of natural gas) but less adequate for modeling the combustion of multifuel–air
mixtures with a high H2 content. Better predictions were obtained after using improved
mechanisms [19,25,28,30].

The enhancement effect of hydrogen upon flame propagation in H2-blended mix-
tures can be better understood by examining the flame structure obtained from the kinetic
modeling of CH4–air and CH4–H2–air flames. In this purpose, the stoichiometric com-
position of these flammable mixtures was chosen for systems at ambient initial pressure
and temperature.

The influence of H2 concentration on temperature and the volumetric rate of heat
release profiles of CH4–H2–air flames is shown in Figures 7 and 8 at 0 ≤ rH ≤ 0.5. The
temperature of burned gas is not influenced by hydrogen addition; only the flame front
thickness (evaluated as the half of the reaction zone) is decreased by H2 addition. This
variation was assigned by Salzano et al. [69] to the increased amount of NOx produced
by the combustion of H2-blended CH4–air ternary mixtures. In contrast to this trend, H2
addition to CH4–air results in a marked change in the heat release, as shown by data from
Figure 8. Similar plots were obtained for H2-blended NG–air ternary mixtures.
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Figure 7. Computed temperature profiles in the flame front of stoichiometric CH4–H2–air flames
with variable rH ; ambient p0 and T0.

Figure 8. Volumetric rates of heat release in the flame front of CH4–H2–air flames with variable rH ;
ambient p0 and T0.

The change in the volumetric rates of heat release with the fraction of added hydrogen
is shown in Figure 9 for both CH4–H2–air and NG–H2–air flames. Similar plots are obtained
by examining rH’s influence on the sum of peak mass fractions of the most abundant radical
species: H, OH, O, and HO2, shown in Figure 10. The differences between CH4–H2–air
and NG–H2–air flames are observed only for mixtures with a hydrogen content below 0.25.

Figure 9. Influence of hydrogen fraction, rH , on peak values of volumetric rates of heat release in the
flame front of H2-blended fuels; flames of stoichiometric mixtures at ambient p0 and T0.
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Figure 10. Influence of hydrogen fraction, rH , on the sum of peak mass fractions from radical species,
H2-blended fuels; flames of stoichiometric mixtures at ambient p0 and T0.

The modeling, thus, indicates a combined (synergetic) influence of these two factors:
the rate of heat release and the abundance of reactive radical species. Their individual
influence on LBVs is shown in Figures 11 and 12.

Figure 11. Experimental LBV of stoichiometric CH4–H2–air and NG–H2–air mixtures in correlation
with the peak values of volumetric rates of heat release; flames at ambient p0 and T0.

Figure 12. Experimental LBV of stoichiometric CH4–H2–air and NG–H2–air mixtures in correlation
with the sum of peak mass fractions of radical species; flames at ambient p0 and T0.
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The literature data show that H2 blending of CH4–air or NG–air results in the enhance-
ment of their reactivity [3,7,8,19,21,23,36–38,69,70,72,73], determining the LBV increase
even if the temperature of their burned gases is little influenced by H2 addition. The
results of the present study, thus, show good agreement with previous studies on these
flammable mixtures.

A less examined factor contributing to the observed variations of LBV is the thermal
diffusivity of blended mixtures, which increases many folds by hydrogen addition. In
accordance with the thermal theory of flame propagation, the laminar burning velocity can
be written as:

Su ∼ [D · C1−n
0 · exp

(
− Ea

RTf

)
]

1
2

(7)

where D = λ
ρ·cP

is the thermal diffusivity of the flammable mixture, C0 is the total initial
fuel concentration, Tf is the end temperature in the flame front, and n and Ea are the overall
activation parameters (reaction order and activation energy) of the oxidation reaction [74].
The thermophysical properties of CH4, H2, O2, and N2 are listed in Table 4. Close values are
expected for NG, when compared to pure CH4. Indeed, the high thermal conductivity of
hydrogen influences the thermal diffusivity of H2-blended CH4–air and NG–air mixtures,
resulting in higher LBVs compared to non-blended flammable mixtures.

Table 4. Heat capacities, cp, densities, ρ, thermal conductivities, λ, and thermal diffusivities, D, of
gaseous components [75].

Additive CH4 H2 O2 N2

cp/(J·mol−1·K−1) 35.70 28.84 29.38 29.12

cp/(J·kg−1·K−1) 2231 14,420 918 1040

ρ (kg m−3) 0.717 0.0899 1.429 1.251

λ/(mW·m−1·K−1) 33.0 180.5 26.6 25.8

D·106 (m2 s−1) 20.63 129.2 20.28 19.83

6. Conclusions

The flammability characteristics of methane or natural gas enriched with hydrogen
are frequently studied to ensure the safe use of these mixtures in various activity branches.
Although, in practical applications, hydrogen concentration does not exceed 20%, the
present study was focused on hydrogen percentages between 0 and 50% in the blended
CH4–H2 or natural gas–H2 mixtures.

In the study, the propagation of H2-blended methane or natural gas–air flames in a
closed spherical vessel was monitored by means of p(t) variation recorded in the early
stage of spherical propagation. Its novelty consists of the possibility to determine LBV
from single p(t) records, without additional optical methods of investigation. This simple
method for evaluating data does not consider the flame stretch in this incipient stage
of propagation and the flame width. However, the delivered results can be used for a
preliminary characterization of the propagation stage by the LBV, extrapolated to the initial
moment of experiment, i.e., at (p0; T0). An additional reason is based on the possibility to
use the present method for multifuel- or multioxidizer-flammable mixtures, where the exact
calculation of thermodynamic conditions for the burned gas, under transient conditions, is
difficult, even impossible.

The experimental laminar burning velocities were examined in comparison with the
computed burning velocities obtained from the numerical modeling of 1D laminar flames
with the GRI 3.0 mechanism.

A fair agreement between the experimental burning velocities and reference values
from the literature was observed not only for CH4–air mixtures but for H2-blended CH4–air
mixtures as well. The same good agreement found for present LBVs of NG–air mixtures
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with literature values confirmed the possibility of using the actual simple method for
extracting laminar burning velocities from the measurements of transient pressure in the
early stage of explosion propagation.

The addition of increasing amounts of H2 to CH4 or to natural gas was found to
determine the increase in laminar burning velocity for all investigated compositions of the
methane–air or natural gas–air mixtures. In parallel, a strong influence of added hydrogen
on the rate of heat release and concentration of active radical species in the flame front
was observed. The results are assigned to the higher thermal conductivity and thermal
diffusivity of hydrogen, resulting in a higher reaction rate and a higher heat dissipation
rate of H2-blended mixtures.

The reported data can further help to identify the degree of danger of explosions and
develop more effective measures to prevent explosions of flammable mixtures.
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Abstract: This paper presents research on the effects of the multiple injection strategies on the
combustion and emission characteristics of a two-stroke heavy-duty marine engine at full load.
The ANSYS FLUENT simulation software was used to conduct three-dimensional simulations of
the combustion process and emission formations inside the engine cylinder in both single- and
double-injection modes to analyze the in-cylinder pressure, temperature, and emission characteristics.
The simulation results were then compared and showed good agreement with the measured values
reported in the engine’s sea-trial technical reports. The simulation results showed reductions in the
in-cylinder pressure and temperature peaks by 6.42% and 12.76%, while NO and soot emissions were
reduced up to 24.16% and 68%, respectively, in the double-injection mode in comparison with the
single-injection mode. However, the double-injection strategy increased the CO2 emission (7.58%)
and ISFOC (23.55%) compared to the single-injection. These are negative effects of the double-
injection strategy on the engine that the operators need to take into consideration. The results were
in line with the literature reviews and would be good material for operators who want to reduce the
engine exhaust gas emission in order to meet the stricter IMO emission regulations.

Keywords: two-stroke engine; multiple injection; combustion; emission; numerical simulation;
computational fluid dynamic (CFD)

1. Introduction

In comparison with gasoline engines, direct injection (DI) diesel engines offer better
reliability and higher thermal efficiency. Therefore, they have been being widely and
commonly used not only in light-duty public transport, private vehicles but also in heavy-
duty marine transportation. However, because of the increasing environmental hazards of
marine engine exhaust emissions, as well as the International Maritime Organization (IMO)
emission regulations being more and more stringent, the exhaust gas emissions such as
nitrogen oxide (NOx), soot, and carbon dioxide (CO2) must be reduced to meet the stricter
emission standards [1].

Theoretically, engine exhaust gas emission reduction approaches are divided into three
categories, including (1) pre-treatment; (2) internal treatment; and (3) post-treatment [2].
In the pre-treatment approach, fuels, the main factor that affect the engine’s combustion
and emission characteristics, are substituted or handled prior to supply to engines. Re-
garding substitute fuels, various gas fuels are currently being increasingly employed in
marine engines to reduce engine exhaust gas emissions. Effects of various alternative gas
fuels on reducing engine exhaust gas emissions were analyzed in detail in our previous
publications [3,4].

Energies 2021, 14, 6821. https://doi.org/10.3390/en14206821 https://www.mdpi.com/journal/energies39
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In the internal treatment approach, the combustion of the fuel inside the engine
cylinder will be modified towards the goal of achieving lower exhaust gas emissions.
Using innovative fuel injection systems [5,6], lean or rich combustions [7], pre-chamber
type combustion, innovative combustion bowl feature [8], etc. are examples of this method.
In addition, the method of adding water to the engine combustion chamber to reduce
the peak temperature in the cylinder or modifying the engine working cycle (exhaust gas
recirculation–EGR for example) are also other effective ways to reduce emissions. They are
also being effectively used in the marine industry today.

In the post-treatment approach, it is necessary to equip exhaust gas after-treatment
devices to treat the exhaust gas after it has left the engine. Using selective catalytic reduction
(SCR) systems for NOx reduction is an example of this method [2]. These methods don’t
require modifications on fuels or existing engines, but exhaust gas after-treatment de-vices
are mandatory. This results in an increase in additional costs and makes the engine room
become more cramped.

Focusing on the internal treatment approach, multiple injection strategies have been
proven to be effective solutions to reduce soot or even NOx and soot simultaneously in
both heavy-duty DI diesel engines [9–13] and light-duty DI diesel engines [14–23]. Nehmer
and Reitz [9] showed that multiple injection helps to reduce both particle matter (PM)
and NOx emissions from controlled pressure rise. The effectiveness of multiple injection
strategies for the simultaneous reduction of NOx and PM in DI diesel engines was also
reported in [10,11,13–16,18–22]. Numerical simulations were also carried out to explore
the chemical mechanism of NOx and soot reduction for multiple injection strategies by
Han et al. [11]. They found that, in multiple-injection strategies, due to the subsequent
injections occurred in a high-temperature environment that was produced by combustion
of previous injections, the injected fuel burnt more rapidly resulting in a reduction in
soot formation rates. Therefore, the net production of soot was dramatically reduced.
Furthermore, soot formed in a high-temperature environment had been oxidized more
effectively leading to a great reduction in engine-out soot emissions in multiple injection
strategies. These previous researches have proven that multiple injection strategies have
similar effects to the retarded injection strategy in the single injection method on NOx
reduction applied on conventional DI diesel engines. The reduction in soot emissions is
due to the fact that the soot-producing fuel-rich regions are significantly reduced when
the fuel dose is divided into several times to be injected into the combustion chamber.
Zhang [14] reported that the soot emission was closely related to the pilot flame (first-dose
injection flame) and could be reduced by reducing this pilot flame by using only a small
amount of fuel for the first injection in multiple injection strategies. Another study on
multiple injection strategies was done by Tanaka et al. [16]. They also reported that it is
possible to simultaneously reduce exhaust gas emissions by decreasing the influence of
the pilot flame through minimizing the fuel quantity in the pilot (first-time) injection or
retarding this first-time injection timing.

Meanwhile, Choi and Reitz [17] experimentally studied the effects of single and
split injections on soot formation in a DI engine. They found that the split injection
reduced soot emissions without penalty on NOx emissions compared with the single
injection. Montgomery and Reitz [12] also reported the same finding when they evaluated
the effects of EGR and multiple injections on PM and NOx emissions from a DI diesel
engine. Yang and Chung also reported in [23] that, when multiple injection strategies were
applied, a significant reduction in soot emissions could be achieved without penalty on
NOx emissions.

Based on the literature above, it is clear that the multiple injection strategy offers
an effective solution to reduce engine exhaust gas emissions. This study focuses on the
combustion process and emission characteristics inside the cylinder of a two-stroke marine
main engine equipped on a university’s training ship.

The simulation software ANSYS Fluent with its state-of-the-art models was used to
perform 3D simulations calculating the combustion process and emission formation inside
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the engine cylinder. There are two operating modes of the engine that have been simulated,
including the single injection mode and the double injection mode, in order to analyze
the engine in-cylinder pressure, temperature, and emission characteristics. The simulation
results were then validated by comparing them with the engine’s sea-trial data.

2. Simulated Engine and CFD Analysis

2.1. Simulated Engine Specifications

The research object of this study is a 2-stroke diesel marine engine. The combustion
process of the engine is studied and simulated to investigate the effects of the double-
injection strategy on the engine’s in-cylinder pressure, temperature, and emission char-
acteristics compared to those when using the conventional single-injection strategy. Two
engine operating modes were simulated: (1) single-injection mode and (2) double-injection
mode. In both the two modes, apart from changes in the injection strategy, other operating
parameters, and thus simulation parameters were kept unchanged in order to clearly
investigate the effects of the injection strategy on the engine output and emissions.

The three-dimensional (3D) model of the engine cylinder, piston, cylinder head with
exhaust valve of the simulated engine is shown in Figure 1. The engine has six cylinders
with only one exhaust valve on each cylinder mounted at the cylinder head center and
two fuel injectors mounted symmetrically on the cylinder head. The piston surface is a
U-type shape. The engine cylinder diameter and piston stroke are 420 mm and 1360 mm,
respectively. Specifications of the simulated engine are shown in Table 1.

 

Figure 1. Structure principle schematic of the simulated engine.
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Table 1. The specifications of the simulated engine.

Parameter Value Unit

Type of Engine 2-Stroke Diesel Engine
Name of Engine 6L42MC-ME
No. of Cylinder 6

Cylinder Bore × Stroke 420 × 1360 mm
Connecting Rod Length 1700 mm

Compression Ratio 13.5
Rated Power @ Rated Speed 4485 @ 160 kW @ rpm

IMEP 18 bar
No. of Fuel Injector 2

Fuel Diesel (C10H22)
LCV of Diesel 42,343 * kJ/kg

* Provided by ANSYS Fluent database.

2.2. CFD Analysis

The ANSYS Fluent 2019R2 simulation software with its state-of-the-art models was
employed to simulate the combustion and emission formation inside the engine cylinder.
The simulation process was performed from the exhaust valve closing (EVC) to the exhaust
valve opening (EVO) and included three steps: (1) pre-processing, (2) processing, and
(3) post-processing. The first step included building the computational domain (Geom-
etry), creating movable computational meshes (Meshing), and setting up the simulation
parameters (Setup). The solutions were calculated in the second step. In the third step, the
simulation results were analyzed and reported. After obtaining the simulation results, the
simulation results and measured results were compared for the validation of the simulation
models. This process was repeated until the simulation and measured results matched.
Figure 2 shows the workflow of the study.

START

1. Pre-Processing
- Geometry building (Geometry)
- Computational mesh creating (Meshing)
- Simulation parameter setting (Setup)

2. Processing
- Solution Calculation

3. Post-Processing
- Result Analysis
- Result Validation

Exporting Results

Yes No

END

Figure 2. The workflow of the study.
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The k-ε turbulence model was selected to simulate the turbulence of the fluid flow
inside the engine cylinder. This is the commonly widely used model in the simulation of
the combustion of internal combustion engines (ICEs) [24]. To simulate the combustion
process of the engine the Non-premixed Combustion model was used. This model allows
simulating non-premixed combustion in which fuels and oxidizers are supplied to the
combustion chamber separately [25]. The Discrete Phase Model (DPM) was used to
simulate the fuel injection. This model offers a way to correct the injection velocities and
initial droplet diameters due to cavitation. In order to simulate the breaking up of the
phenomenon of fuel droplets, the Kelvin-Helmholtz Rayleigh-Taylor (KHRT) sub-model
was used. The Auto-ignition model was used for simulating the self-ignition phenomenon
that occurs in an auto-ignited diesel engine.

The Extended Zeldovich model was used to simulation the NO formation charac-
teristic [25,26]. This chemical reaction mechanism consists of seven species and three
reactions and is able to predict NO formation with high accuracy over a wide range of
equivalence ratios. This model was presented in detail and can be found in Appendix C of
our previous publication [3,4]. The Moss-Brookes model [25,27] was used to simulate the
soot formation due to the combustion process. To simulate the collisions and interactions
between fuel droplets and walls the Stochastic Collision sub-model, which is based on
the algorithm of O’Rourke [25], was used. The non-premixed combustion model and
Moss-Brookes soot models can be found in references [25,27]. Other CFD models can be
found in references [25–27]. Table 2 shows a summary of the numerical models used in
this study.

Table 2. The summary of the numerical models.

Model Description

Combustion Non-premixed Combustion model [25]

Emission
NO Extended Zeldovich

Soot Moss-Brookes model

Atomization

Spray Discrete Phase Model (DPM)

Breakup KHRT

Ignition Auto-ignition

Collision Stochastic Collision model

Turbulence k-ε turbulence model

2.3. Computational Mesh, Boundary and Initial Conditions

The combustion chamber geometry was built by using the AutoCAD software (Au-
todesk, California, USA) and the computational mesh was then created by the ANSYS
(Autodesk, California, USA) Meshing platform. The boundary conditions (BCs), initial
conditions, and simulation parameters were declared in the setup platform. The solution
was then calculated in series using an 8-core processor and took approximately 72 h of
CPU time. Figure 3 shows half of the 3D symmetry combustion chamber geometry while
Figure 4 shows half of the 3D computational mesh of the combustion chamber at the top
dead center (TDC).
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Figure 3. Half of the 3D symmetry combustion chamber geometry.

Figure 4. Half of the 3D computational mesh of the combustion chamber at the TDC.

Due to the movement of the piston, we needed to use a dynamic mesh in this study.
Due to the re-meshing during calculation, the mesh quality and mesh resolution might
be changed. In order to keep the mesh quality within acceptable range, we used the
dynamic layering method with a collapse factor of 0.4 and a split factor of 0.4 for dynamic
moving mesh modeling. The computational mesh will be re-meshed according to the
movement of the piston based on the dynamic layering method. Specifically, during
the piston downward movement, mesh layers will be added when the outermost layer
(boundary piston surface mesh layer) height increases by more than 40% (split factor of 0.4)
of the declared height when setting the meshing. In contrast, during the piston upward
movement, mesh layers will be collapsed when the outermost layer height decreases by
more than 40% (collapse factor of 0.4) of the declared height. This means that the number
of mesh layers and thus the number of elements will be increased or decreased according
to the moving down or up of the piston. In this way, the mesh quality and resolution will
be kept almost unchanged during calculation.

Due to the specificity of the dynamic layering method, we have used hexahedral
elements for computational mesh. This type of elements is also the most perfect for
computational mesh due to its very high orthogonal quality. We had also performed a
lot of simulations with different mesh resolutions (coarse, medium, and fine) until mesh-
independence of the calculation results was achieved. Finally, we obtained the final mesh
with parameters as shown in Table 3.
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Table 3. Mesh Statistics and Quality.

Mesh Statistics and Quality

Type of elements Hexahedral

No. of nodes at the TDC 459,058

No. of elements at the TDC 508,650

Aspect ratio 17.05

Maximum Skewness ratio 0.76

Minimum Orthogonal quality 0.45

The BCs at the cylinder head, piston surface and cylinder liner were defined as
impermeable wall BCs. The cylinder geometry was planed symmetric, so the cyclic BCs
were assigned to the cutting surfaces of the computational domain. The simulation was
started from the EVC of 30 CAD after the bottom dead center (ABDC) (EVC = 30 CAD
ABDC) to the EVO of 30 CAD before the bottom dead center (BBDC) (EVO = 30 CAD
BBDC). The schematic of the engine working cycle is shown in Figure 5 while Figure 6
shows the start of injection (SOI) and injection duration in both the single and double
injection modes.

Figure 5. The schematic of the engine working cycle (TDC: Top dead center; BDC: Bottom dead
center; EVO: Exhaust valve opens; EVC: Exhaust valve closes; SPO: Scavenging-air port opens; SPC:
Scavenging-air port closes; SOI: Start of injection; EOI: End of injection).

 

Figure 6. Injection properties in the operating modes.
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The BCs and initial conditions were chosen from the sea-trial report of the actual
engine provided by the operating officer. Table 4 shows the BCs and initial conditions for
the numerical simulation cases.

Table 4. Boundary conditions and initial conditions for the numerically simulation cases.

Boundary Conditions Boundary Type/Specific Condition

Cylinder head Wall/Temp./297 ◦C

Piston Mesh movement/Temp./297 ◦C K

Liner Wall/Temp./197 ◦C

Segment cut Cyclic

Initial conditions Value

Scavenging air Press. 2.0 bar

Scavenging air Temp. 28 ◦C

EVC 30 CAD ABDC

EVO 30 CAD BBDC

SOI 12 CAD BTDC

Injection duration 32 CAD

2.4. Simulation Cases and Fuel Properties

In this study, the combustion process of the engine running in two fuel injection
modes at full load was simulated, including single injection and double injection. In single
injection mode, fuel was injected directly into the engine’s combustion chamber in just one
injection. Meanwhile, the fuel was divided into two injections to inject into the engine’s
combustion chamber in double injection mode. All other simulation conditions were kept
unchanged. The properties of the diesel fuel are shown in Table 5.

Table 5. The diesel fuel properties [25,28,29].

Fuel Diesel Unit

Density 730 kg/m3 @ 25 ◦C, 1 at
Chemical name/formula Diesel/C10H22

Lower calorific value 42,000 kJ/kg
Molecular weight 142.284 kg/kmol

Boiling point 174 ◦C
Auto-Ignition temperature 223 ◦C
Specific heat capacity (Cp) 2090 J/kg·K @ 25 ◦C

The simulation results were then validated against the engine’s sea-trial data provided
by the engine manufacturer. The simulation results showed a good agreement with the
measured results written in the engine’s sea-trial technical reports and were presented in
detail in Section 3–Simulation results.

3. Simulation Results

To clearly investigate the effects of the injection strategy on the combustion and
emission characteristics of the engine, all of the BCs and engine’s working conditions were
kept unchanged, excepting the difference in the fuel injection strategy. In this section,
the in-cylinder pressure, temperature and emissions characteristics of the engine will be
presented and analyzed.

3.1. In-Cylinder Pressure

The simulated in-cylinder pressure diagrams in both injection modes are shown in
Figure 7a while Figure 7b shows the comparison between simulated and experimental peak
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pressure inside the engine cylinder obtained from the sea-trial. As can be seen in Figure 7,
the peak pressures in both single and double injections are similar to those in comparison
with the experimental results. The deviation between simulated and experimental results
in the single injection mode was only 4.85%, while it was 8.3% in the double injection mode.
These deviations are acceptable in CFD analysis. Comparing the two simulation cases, the
results showed that the in-cylinder peak pressure in the double injection mode was 6.42%
lower than that compared with the single injection mode (Figure 7a).

Figure 7. Simulated cylinder pressure diagrams (a) and comparison between simulated and experimental peak pressure (b).

As shown in Figure 6, in the double injection mode, since only 25% of the total fuel
was injected into the engine cylinder before the TDC and 75% of the total fuel was injected
from the TDC, the rate of heat release (RoHR) in the engine cylinder before the TDC in
the double injection mode was lower than that in the single-injection mode. From the
TDC, even though the fuel injected into the engine cylinder in the double injection mode
was higher than that in the single-injection mode, but the fuel was injected after the TDC
when the piston was in the downward movement. These resulted in a reduction in the
in-cylinder peak pressure in the double injection mode compared with the single-injection
mode, as shown in Figure 7a. The reductions in the in-cylinder peak pressure when using
multiple injection strategy were also reported by Nehmer and Reitz in [9], and Qiu et al.
in [22].

3.2. In-Cylinder Temperature

The in-cylinder temperature diagrams with RoHR traces in both simulation cases are
shown in Figure 8. The simulation result showed that the in-cylinder peak temperature
in the double-injection mode was lower than that in comparison with the single-injection
mode. However, the mean in-cylinder temperature in the double-injection mode was
higher than that compared with the single-injection mode during the expansion process.
This resulted in a higher exhaust gas temperature in the double-injection mode compared
to the single-injection mode.

As the same as in-cylinder peak pressure, the decrease in the in-cylinder peak tem-
perature in double-injection compared with single-injection is the result of less fuel being
injected before the TDC, resulting in lower RoHR inside the engine cylinder. On the other
hand, more fuel was injected into the engine cylinder after the TDC in the double-injection
mode resulting in a higher RoHR inside the engine cylinder and thus higher in-cylinder
temperature during the expansion process as can be seen in Figure 8.
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Figure 8. Simulated cylinder temperature diagrams with RoHR traces in both simulation cases.

3.3. NO Emission

The NO emissions generated in both injection modes are shown in Figure 9a, while
Figure 9b shows the comparison between simulated and experimental NO emission of the
engine obtained from the sea-trial. As can be seen in Figure 9a, the NO emission generated
in the double injection mode was 24.16% lower than that compared with the single injection
mode. Figure 9b shows a very good agreement between Simulated and experimental NO
emission in both injection modes. The deviation between simulated and experimental
results in the single injection mode was only 3.6%, while it also was only 3.62% in the
double injection mode.

According to the extended Zelodovich NO formation mechanism, the NO formation
is greatly influenced by the in-cylinder temperature peak and oxygen (O2) concentration
within the engine cylinder. NO formation occurs in regions in the cylinder where the
local temperature is above 1800 K and the formation rate increase significantly with the
increase of the local in-cylinder temperature [30–32]. The simulation results showed a
reduction of 12.76% in the in-cylinder temperature peak in the double-injection mode
compared to the single-injection mode (Figure 8). This resulted in a reduction of 24.16% in
NO emission in the double-injection mode in comparison with the single-injection mode
as shown in Figure 9a. Reduction effects on NOx emission as well as soot (PM) have
been reported by Fang et al. in their publication on Fuel, 2008 [18] and other researchers
in [9–11,13–16,19–22].
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Figure 9. The mean NO mass fraction diagrams (a) and comparison between simulated and experimental NO emission (b).

3.4. Soot Formation

Soot is the main component of particulate matter (PM) emission [33–36]. Under high
temperature and equivalence ratios (fuel-rich conditions), which are typically found in
diesel diffusion combustions, hydrocarbon fuels have a strong tendency to form carbona-
ceous particles, i.e., soot. Soot particles are formed very early in the diffusion combustion
process because of the dissociation of fuels under high temperature and high equivalence
ratio conditions. Usually, under normal engine running conditions of diesel engines, most
of the soot that formed in the early combustion stage will be depleted due to oxidation in
the late stages of the combustion. This typically takes place in oxygen-rich regions of the
combustion chamber in the late stage of the engine cycle (expansion process). Therefore,
in diesel engines, the soot formation, and completeness of the soot oxidation process de-
termines the particle emission characteristics of the engine [34]. The parameters that play
the most important role during the soot formation inside the engine cylinder are the local
equivalence fuel/air ratio (C/H-ratio and C/O-ratio), in-cylinder temperature, pressure,
and residence time [34].

Under ideal reaction conditions, the products of hydrocarbon fuel combustions are
only CO2 and H2O. The amount of oxygen required for a complete chemical reaction (the
stoichiometric oxygen requirement-O2, stoichiometric) can be calculated from the following
reaction equation [25]:

Cn HmOk +

(
n +

m
4
− k

2

)
O2 → nCO2 +

m
2

H2O (1)

In the above equation k, m, and n represent the number of oxygen, hydrogen and
carbon atoms of the considered fuel, respectively.

The actual amount of oxygen available for combustion is expressed by the air access
ratio λ or by its inversion, the equivalence (fuel-air) ratio φ:

φ =
1
λ
=

O2, stoichiometric

O2, actual
(2)

The soot formations in both injection modes are shown in Figure 10. The simulation
results showed that the maximum soot emission generated in the double-injection mode
was reduced up to more than 68%. In addition, the soot mass fraction plot in the double-
injection mode showed two peaks as can be seen in Figure 10. This is the result of the
double-injection strategy in which the fuel dose was divided into two injections to be
injected into the engine cylinder.
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Figure 10. The mean soot mass fraction diagrams.

Reduction in soot formation is explained as the reduction effect in the fuel/air equiv-
alence ratio φ. By dividing the fuel dose into two injections, the mass fraction of fuel in
each injection was decreased resulting in a reduction in the fuel/air equivalence ratio,
the factor that mainly and strongly affects the soot formation in ICEs as widely known.
Figure 10 also showed that, in the double-injection mode, the amount of soot produced
inside the engine cylinder was not only reduced but they were also completely oxidized
more quickly in comparison with the single-injection mode. This is because the oxidation
of soot in the cylinders has been promoted by higher cylinder temperatures during the
engine expansion process in the double-injection. Once again, reduction effects on soot as
well as NOx emission when using double-injection strategy is in line with the report by
Fang et al. in their publication on Fuel, 2008 [18] and other researchers in [9–17,19–23].

In addition, Tree et al. mentioned in [37] that fuel pyrolysis plays an important role in
soot formation in compression-ignition engines (CIEs). Pyrolysis is a process that changes
the molecular structure of organic compounds, such as fuels, under high-temperature
conditions without significant oxidation although O2 species may be present. All fuels
will undergo pyrolysis and produce basically the same species: polyacetylenes, polycyclic
aromatic hydrocarbons (PAH), unsaturated hydrocarbons, and especially acetylene. Py-
rolysis reactions are usually endothermic owing to the fact that their rates are strongly
temperature-dependent [38]. Fuel pyrolysis leads to the production of some species which
are precursors or building blocks for soot. Fuel pyrolysis to form soot precursor increase
with temperature. Therefore, soot increases as the temperature increases. The same ten-
dency was also reported in [39,40]. In this study, as presented in Figure 8, the in-cylinder
peak temperature was reduced in the double-injection strategy. As a result, this resulted in
a decrease in soot formation inside the engine cylinder, as shown in Figure 10.

3.5. Carbon Dioxide (CO2) Emission

The CO2 mass fraction in both injection modes is shown in Figure 11a, while Figure 11b
shows the comparison between simulated and experimental CO2 emission of the engine
obtained from the sea-trial. The simulation results pointed that the CO2 emission in the case
of double-injection was 7.58% higher than that of single-injection (Figure 11a). In compari-
son with the experimental results, the deviation between the simulated and experimental
CO2 mass fraction was 7.36% (Figure 11b) and acceptable in CFD analysis.
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Figure 11. The mean CO2 emission diagrams (a) and comparison between simulated and experimental CO2 emission (b).

Regarding the reasons for the increasing CO2 emission in the double-injection mode,
as has been known, carbon dioxide is a product of the complete combustion of hydrocarbon
fuels. Firstly, hydrocarbon fuels will be oxidized to CO during the combustion process,
and then it is oxidized to form CO2 sequentially if the in-cylinder temperature is high
enough and there is still enough O2 in the cylinder. Therefore, CO2 formation strongly
depends on the in-cylinder temperature and the concentration of oxygen in the engine
cylinder. As can be seen in Figure 8, even though the in-cylinder peak temperature in the
double-injection mode was lower than that in the single-injection mode, but the in-cylinder
temperature during expansion stroke was higher because most of the fuel (75% of mass)
was injected and burned after the TDC, in the late combustion phase of the double-injection
mode. The higher temperature inside the engine cylinder during the late stage of the
combustion in the case of double-injection mode promoted CO oxidation to produce CO2
resulting in an increase in CO2 emission in the double-injection mode in comparison with
the single-injection mode, as shown in Figure 11a.

3.6. Specific Fuel Oil Consumption

Figure 12 shows the indicated specific fuel oil consumption (ISFOC) in both injection
modes. The simulation results showed an increase in the ISFOC of the engine when
operated in the double-injection mode. Specifically, the ISFOC was increased 23.55% when
operating the engine in the double-injection mode compared to that in the single-injection
mode. The increase in the ISFOC can be explained by a decrease in the peak pressure in
the cylinder leading to a decrease in engine power when operated in the double-injection
mode. This result points that using the double-injection strategy to reduce NO and soot
emission not only results in an increase in CO2 emission but also an increase in the SFOC
of the engine. These are negative effects of the double-injection strategy on the engine that
the operators need to take into consideration when operating the engine.
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Figure 12. The ISFOC of the engine in both injection modes.

4. Conclusions

This paper numerically investigated the effects of the double-injection strategy on
the combustion and emission characteristics of a two-stroke diesel marine engine. The
simulation results were then compared and showed good agreement with the measured
results obtained from the engine’s sea-trials.

The main outcomes of the study are as follows:

• The in-cylinder peak pressure in the double-injection mode was 6.42% lower compared
with the single injection mode.

• The in-cylinder peak temperature in the double-injection mode was lower in com-
parison with the single-injection mode resulting in a significant reduction in NO
emission (24.16%).

• The maximum soot emission generated in the double-injection mode was reduced by
more than 68% in comparison with the single-injection mode.

• However, the double-injection strategy increased the CO2 emission (7.58%) and ISFOC
(23.55%) compared to the single-injection. These are negative effects of the double-
injection strategy on the engine that the operators need to take into consideration
when operating the engine.

The results were in line with the existing literature and provides good material for
operators who want to reduce engine exhaust gas emissions in order to meet the stricter
IMO emission regulations.
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Abstract: The paper aims to verify the thesis that the reactivity model, developed in earlier research,
can be used to compare the fuels combustion processes in turbine engines, which is important for
predicting the behavior of different alternative fuels in combustion process. Synthetic blending
components from alcohol to jet and hydroprocessed esters and fatty acids technologies and their
blends with conventional jet fuel were used in tests. The undertaken laboratory tests reveal the
differences between the properties of the tested fuels. Bench tests were carried out on a test rig with a
miniature turbojet engine, according to authorial methodology. For each blend, on selected points of
rotational speed the carbon oxide concentration in the exhaust gases was recorded. The obtained
results allowed the formulation of empirical power functions describing relations between carbon
oxide concentration and fuel mass flow rate. Based on general assumptions, the reactivity model was
adopted to compare the combustion processes of the different fuels in turbine engines. The directions
of further research on the development of the proposed model were indicated.

Keywords: combustion process; reactivity model; synthetic jet fuels; turbine engines

1. Introduction

Intensive development of road and air transport leads to increasing air pollution from
internal combustion engines. At a global scale, the most important is carbon dioxide (CO2)
emission, considered a cause of the global warming effect. At a local scale, more important
is carbon oxide (CO) emission, unburned hydrocarbons, particulate matter (PM), as well as
nitrogen oxides (NOx) emissions.

The majority of countries have declared important the implementation of CO2 emis-
sions reduction programs and the promotion of the use of energy from renewable sources [1].
The fundamental way to achieve the goal is the implementation of biofuels into road, ma-
rine and air transport [2–4]. Alternative or synthetic fuels, unlike conventional fossil fuels,
are produced from a feedstock other than crude oil. If the used feedstock is biomass, waste,
animal fat, biogas, etc. then we define it as biofuels.

Biofuels have been implemented in road transport for about 20 years. The components
commonly used in fuels are bioethanol as an automotive gasoline component and fatty acid
methyl esters (FAME) as a diesel fuel component. The technologies used to manufacture
alternative fuels for aircraft turbine engines have been under development for about
10 years [5]. As of today, the seven synthetic components are approved for aviation turbine
engines [6], while it is anticipated that further fuels using alternative feedstocks [7] will
be introduced to the market. Regarding the chemical composition, jet fuels containing
synthesized hydrocarbons are more similar to conventional fuels than biofuels containing
bioethanol and FAME. However, the hydrocarbon composition influences the combustion
process, hence the engine operating parameters and composition of exhaust gases [8–10].

Research regarding new components, both for compression-ignition, and aviation
turbine engines demands the development of predictive methods, and the assessment of
the effect of a fuel chemical composition on the combustion process [11–14].
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2. Modelling of the Combustion Process

The combustion process in the turbine engine is characterized by strong diversification
of reaction chains depending on engine operating parameters and the temperature of the
combustion chamber [15–21]. Fuel combustion in turbine engines is a complex process. In
general, the combustion process can be treated as the linkage of the following processes: fuel
atomization after injection to the combustion chamber; vaporization, together with further
thermal degradation; a large number of chemical reactions as fuel oxidation occurs [22].
Where the turbine engine is not equipped with injectors but is equipped with evaporator
tubes, no fuel atomization takes place.

In the combustion process, there are strong interactions between elemental processes.
This brings about difficulties in modelling it. In particular, it is very difficult to mathemati-
cally describe the influence of the fuel chemical composition on the combustion process.
The chemical composition of the fuels is qualitatively described by the structure of the
compounds present in the fuel. The only quantitative data are the concentrations of indi-
vidual compounds, or more frequently, the concentrations of hydrocarbons i.e., n-paraffins,
iso-paraffins, naphthenes, aromatics. The molecules of individual chemical compounds
interact with each other, which affects fuels atomization, vaporization, as well as chemical
reactions during the combustion process. However, the nature of molecular interactions has
not been sufficiently understood. Certain authors [23], for example, describe the creation
of molecular clusters by polycyclic aromatic hydrocarbons (PAH), and point to the clusters
as the soot source. The molecular cluster is an ordered structure of unique properties,
different from the volumetric properties of fuel treated as the liquid. This regards the
energy state and ability to transfer energy. Conventional jet fuel does not contain PAH or
any synthetic components. However, monoaromatics and other kinds of hydrocarbons can
form similar structures that influence the chemical reactions in the combustion process.

The above-mentioned complexity of the chemical composition of fuels, as well as
the complexity of individual processes taking place in the combustion chamber, makes
modelling of the combustion process difficult [24,25].

Research on the dependence of the combustion process, and as a consequence, engine
operating parameters, and exhaust gas composition, is being carried out at different levels,
from macroscopic (engine tests) to molecular (tests in laboratory reactors). Currently
available models such as SAE [26], and that based on such solvers as Ansys Fluent [27]
and Chemkin [28] do not sufficiently take into account the chemical composition and
properties of fuels. Indeed, the SAE model requires the assumption that fuel is a single
compound consisting of C, H, N, O, S. In contrast, Ansys Fluent and Chemkin take into
account thermodynamic data and selected properties of material (fuel), such as neat heat
of combustion, viscosity, thermal conductivity, mass diffusivity and thermal diffusion.
Moreover, Ansys Fluent provides a description of several fuel combustion mechanisms
(including reactions, thermodynamic data, and transport data) that are appropriate for use
in combustion simulations of:

• Methane/ethane;
• Propane;
• Hydrogen.

During the combustion process in a turbine engine, the following (chains of) reactions
are possible:

Cx Hy +
(

x +
y
4

)
O2 → xCO2 +

y
2

H2O (1)

Cx Hy +
( x

2
+

y
4

)
O2 → xCO +

y
2

H2O (2)

Cx Hy +
1
4

yO2 → xC +
1
2

yH2O (3)

CO2 + H2 → CO + H2O (4)

CO +
1
2

O2 → CO2 (5)
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Reactions (1)–(3) are a summary record of the long chains of reactions. In addition,
conventional and synthetic fuels are mostly a mixture of many (even up to 1000) chemical
compounds, mainly hydrocarbons. The usefulness of the SAE model and that of the
solvers indicated above are limited. The reason for such situation is that in the application
of statistical tools to formulate the necessary dependencies with any weaknesses of the
statistics:

• The values of the constant parameters of these relationships are determined for a specific
set of tested fuels, the values may be incorrect for a new fuel, e.g., synthetic fuel;

• A physical interpretation of statistically determined parameters is not possible.

The use of mathematical models for the combustion process, as currently avail-
able [28,29], give dependencies that show significant deviation from experimental data.

When considering the possibility of introducing a new, synthetic fuel, two basic
questions should be answered, with regard to a comparison with conventional fuel:

• How will this new fuel change the combustion process in the engine;
• How will this new fuel change the emission of exhaust components.

Consequently, the products formed during combustion (CO2, CO and PM) are impor-
tant components of exhaust gases. The concentration of CO2, CO and PM in exhaust gases
is used to:

• Assess the influence of the combustion process in turbine engines on air pollution;
• Assess the influence of fuel chemical composition on the combustion process.

The impact of fuel chemical composition on the combustion process can be assessed
qualitatively or quantitatively. The quantitative assessment gives a more complete descrip-
tion of this impact, but it needs quantitative data related to the fuel chemical composition
and the chemical reactions of fuel combustion. The reactions (1–5) can be described quan-
titatively by kinetic equations, where the data are the volume of fuel introduced into
combustion chamber (mft) and concentration of the chosen product of combustion. The
kinetic equations make possible formulation of the function describing relationships be-
tween the concentration of the products of fuel combustion ([CO] or [CO2]) and mf. Such
relationships seem to be more useful in combustion process analysis than the analysis of
separate [CO] values for various mf (as usually found in literature).

The reaction rate constants in the kinetic equations of combustion (described by the
Arrhenius equation) can be related to the conditions of combustion process—temperature in
combustion chamber and chemical structure of the fuel—activation energy. The activation
energy has a physical meaning in relation to a single reaction, but in relation to a chain of
reactions it is difficult to interpret it, physically. Consequently, it is practically impossible
to relate the reaction rate constant quantitatively to the chemical structure of the fuel.

The basic problem is how to describe quantitatively the chemical composition of fuel,
when such fuel consists of many compounds (mainly hydrocarbons). The way, proposed
in this paper, is by using the reactivity model. The general assumption of this model is
that every fuel, even that very complex, can be assigned a αi coefficient that is the ratio of
the external forcing causing the combustion process, to the energy response of the system
resulting from chemical reactions. The coefficient αi can be treated as the quantitative
measure of fuels structure related to the given process. The reactivity of the tested product
(fuel, lubricating oil, etc.) is understood as its ability to undergo chemical reactions caused
by external mechanical (tribology) or thermal (combustion of fuel) influences that affect
the course of the operational process, i.e., lubrication or engine operation.

The mathematical assumptions of the reactivity model were previously developed for
reactions initiated by heat and mechanical forces that stimulated tribological processes [30].

The assumptions of the reactivity model are based on the relation of two functions:
f (z) and φ(z). The fundamental relationship for this model is the following:

αi =
f (z)− f0(z)
φ(z)− φ0(z)

·dφ(z)
d f (z)

(6)
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Here, the combustion process is described by two functions of the same variable z
(chosen independent parameter characterizing the combustion process, e.g., mf), where f (z)
and φ(z) are related to the tested fuel, and fo(z) and φo(z) are related to the reference fuel.

This general relationship should be adapted to the process that is the subject of this
investigation. In case of the investigations described in this paper, the observed process is
the fuel combustion in the turbine jet engine. The parameter that provides quantitative
information about the influence of chemical structure of the tested fuel on the combustion
process is the reactivity coefficient αi, and:

f (z) = L (7)

φ(z) = A(z) (8)

where z is the parameter chosen as the only variable and A(z) is a function describing the
reactions initiated by the energy supplied from environment to the system (L). Herein, A(z)
can be expressed as the function of constant rate of reaction or the concentration of the
products of the reaction—according to the problem being solved.

Preliminary research has shown that this model can be useful for the analysis of
various processes. This allows us to focus on one chosen component of a very complex
blend, and describe this component influence on a complex process such as the fuel com-
bustion in an engine [21]. The investigation of the influence of synthetic components
on the combustion process in turbine engines should be conducted in a relative man-
ner. It is assumed that the concentration of carbon monoxide in the exhaust gases is an
indicator of the similarity of the combustion process of synthetic fuel to the reference
conventional fuel.

During preliminary investigations on catalysis and tribocatalysis [30], it was found that
instead of the kinetic equation (kinetic model), the dynamic reactivity model can be used.
The reactivity model, developed by these authors for catalytic (including tribochemical)
processes modelling, can be more useful than models developed up to now in modelling
the influence of fuel chemical composition and properties on the combustion process.

The paper aims to verify the thesis that the reactivity model, developed in earlier
research, can be used to compare fuels combustion processes in turbine engines. Taking
into account the usefulness of models for predicting the influence of new components or
additives added to the fuel on combustion process, and the needed analysis of the influence
of new fuel components on the mechanism of the combustion process, a new model is
proposed. Preliminary tests have shown that this model can be useful for describing the
mechanisms of various processes analysis which allows us to focus on the one chosen
compound or component in a very complex mixture, as well as to describe this chosen
component influence on a complex process such as the fuel combustion in an engine. In this
paper, this model was chosen to verify the possibility of its application for the description
of combustion process. The assumptions of the proposed, new mathematical model of fuel
combustion are based on a model developed previously for reactions initiated by heat and
mechanical forces.

3. Materials and Methods

3.1. Tested Fuels

Fossil jet fuel Jet A-1 and its blends with synthetic blending components from alcohol
to jet (ATJ) and hydroprocessed esters and fatty acids (HEFA), approved by ASTM D7566,
were used in the tests. The synthetic components from ATJ and HEFA technologies consist
of synthetic hydrocarbons. The above-mentioned tested fuels were designated in the
paper as:

• Conventional jet fuel—Jet 1 and Jet 2;
• Blend of Jet 1 with 5% of synthetic component HEFA—5HEFA;
• Blend of Jet 1 with 20% of synthetic component HEFA—20HEFA;
• Blend of Jet 1 with 30% of synthetic component HEFA—30HEFA;
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• Blend of Jet 2 with 50% of synthetic component ATJ—50ATJ;
• Synthetic blending component from ATJ technology—ATJ.

The properties of the tested fuels are shown in Table 1.

Table 1. Properties of tested fuels.

Property
Tested Fuels

Jet 1 5HEFA 20HEFA 30HEFA Jet 2 50ATJ ATJ

Density at 15 ◦C, kg/m3 793.1 790.5 787.0 782.7 793.0 776.1 758.6

Viscosity at −20 ◦C, mm2/s 3.069 3.288 3.403 3.470 3.062 3.654 4.740

Net heat of combustion, MJ/kg 43.312 43.335 43.484 43.570 43.231 43.599 44.027

Aromatics, %(V/V) 15.1 14.3 12.1 10.6 17.3 8.8 0

Distillation:
10% Recovery, ◦C 166.1 170.6 169.9 169.0 166.1 170.5 175.5
50% Recovery, ◦C 183.4 186.8 188.3 189.3 183.4 182.1 181.2
90% Recovery, ◦C 208.1 214.1 220.2 224.7 208.1 209.0 210.3

End point, ◦C 231.2 2394 246.7 249.5 231.2 246.2 262.7

All selected laboratory properties affect the combustion process. The net heat of
combustion determines the economy of the engine and its characteristics, and, along
with the density, it is taken into account in flight range calculations. Viscosity affects
the injection process and the fuel stream range and its atomization into the combustion
chamber. Distillation affects the rate of fuel evaporation, while aromas tend to incomplete
combustion.

The addition of synthetic component to conventional fuel brings about changes in
several physicochemical properties. When HEFA and ATJ are added, the density decreases
and the viscosity and heat of combustion increases. These changes are so significant
that they can differentiate the combustion process. The differences in the composition of
tested fuels are typified by the example of the content of aromas, the value of which is
proportional to their blend in the tested fuel. The smallest differences occur in the course
of distillation, although in this case the influence of the composition on the distillation of
the blend is also noticeable, especially in end point.

3.2. Bench Test

The analysis of the combustion process was conducted using a laboratory test rig
with a miniature turbojet engine—MiniJETRig (Figure 1). The test rig was constructed for
the research of alternative fuels combustion processes [31–33], and it is also used in other
development works [9,34,35]. MiniJETRig consists of:

• A miniature turbojet engine—single spool with a single stage radial compressor
and annular combustion chamber. It works in the range of 33,000–120,000 rpm and
generates a maximum thrust of 140 N;

• An exhaust analyzer with an electrochemical sensor in the range of 0–2000 (ppm) for
CO measurement and an infrared sensor in the range of 0–25 (%) for CO2 measurement.
The accuracy of the device measurements is 5% of the measured value;

• Control system with data acquisition based on the measurement cards;
• During the undertaken tests, measurements were made with the following sensors:
• Optical rotational speed measurement sensor—SFH 203 FA photodiode, measuring

range: 0–120,000 rpm;
• Fuel mass flow rate measurement system (thermodynamic flow measurement)—

Digmes FHKSC flow meter, measuring range: 0.033–2 L/min, accuracy ± 2% of
the measured value.
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Figure 1. MiniJETRig: (A) miniature turbojet engine, (B) exhaust analyzer, (C) exhaust gas sample probe, (D) block of
measurement cards, (E) flow meter, (F) fuel tank.

The tests were conducted at the range of 45,000–120,000 rpm. Due to the stabilization
of the measured parameters, the results from the last 20 s of the engine run on a selected
operating mode (100 individual measurements) were averaged and assumed as the mea-
surement result. The fuel mass flow rate was regulated to obtain the expected value of
engine rotational speed.

CO concentration in exhaust gases was assumed as a similarity criterion of the combus-
tion process for different fuels. The CO formation during the combustion process in turbine
engines can be the result of the low local concentration of O2 in the combustion chamber or
CO can be treated as intermediate product in hydrocarbons oxidation to CO2. However,
the results of CO and CO2 concentration during the combustion of Jet A-1 fuel in turbine
engines are similar to the change of the products concentration of follow-up reactions. This
suggests that CO can play the role of being an intermediate product (Figure 1).
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Figure 2 shows that at low rotational speeds (idle), the mechanism of the combustion
process expressed by CO and CO2 concentrations is different than at higher rotational
speeds (cruise or take-off). For this reason, to develop the reactivity model, only bench test
results from 70,000 rpm to 111,000 rpm were analyzed. In the presented graphs, the vertical
error bars correspond to the combined standard uncertainty, obtained by combining the
individual standard uncertainties (Type A and B).
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Figure 2. Relationship between CO and CO2 concentrations in exhaust gases emitted by the miniature
jet engine.

4. Results

4.1. Application of the Reactivity Model to the Assessment of the Combustion Process

The results of the engine tests of fuels containing synthetic components are shown in
Figure 3 and the functions describing trend lines are shown in Table 2. The relationship
between CO concentration in exhaust gases and fuel mass flow rate were discovered to be
power functions.

Table 2. The power functions describing relationships between CO concentration in exhaust gases
and fuel mass flow rate.

Fuel
Function (from the Trend Line)

CO = amf
n

R2

Coefficient of Determination

Jet 1 CO = 2812 mf
−1184 0.90

5HEFA CO = 2764 mf
−1159 0.93

20HEFA CO = 2761 mf
−1107 0.94

30HEFA CO = 2601 mf
−1056 0.93

Jet 2 CO = 2698 mf
−1073 0.92

50ATJ CO = 2899 mf
−1080 0.93

ATJ CO = 3022 mf
−1036 0.94

The above data shows that each tested fuel takes on individual values of the a and n
parameters. Using one function defined for a wide range of engine operation parameters,
the independent variable mf was found to be connected with CO concentration (the selected
parameter describing the combustion process). The reactivity model allows us to interpret
physically/chemically, the a and n parameters. Other known models are based on statistical
dependences with several consequences. However, the statistically obtained parameters
cannot be interpreted physically/chemically.
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Figure 3. The relationship between CO concentration and fuel mass flow rate.

Figures 4 and 5 reveal the impact of components concentration in the blends with
Jet A-1 fuel on the a and n parameters. Herein, the a and n parameters were found to
change proportionally to the concentration of the synthetic component in the fuel, however,
the trend of changes for the HEFA component is opposite to that observed for ATJ. Such
differences in trends may be a consequence of different reaction mechanisms during
combustion.
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Figure 4. The influence of concentration of HEFA component in blend with Jet A-1 on the n parameter.
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It should be noted that HEFA consists of a variety of paraffinic and isoparaffinic
hydrocarbons, ATJ is a mixture of isoparaffins, while Jet A-1 fuels contain hundreds of
paraffinic, isoparaffinic, olefinic, naphthenic and aromatic hydrocarbons.

4.2. The Use of the Reactivity Model in the Analysis of the Combustion Process—Theoretical
Approach

Based on (6), the overall reactivity model was adapted to develop a combustion model.
Usually, the combustion process is described by emission of products such as CO2, CO,
unburned hydrocarbons, etc. In this study the concentration of carbon monoxide in the
exhaust gases is treated as an indicator of the similarity of the combustion process of
synthetic fuel to the fossil fuel. Moreover, the constant rate of fuel combustion to CO2 in the
range of subsequent reactions formation is treated as weakly dependent on the chemical
composition of the fuel. For this reason, the influence of fuel chemical composition on CO2
formation was not analyzed. Consequently, kinetic equations that describe CO creation
during the combustion were applied in the reactivity model (6).

In the case wherein the reactivity model will describe only the part of energy generated
by the system that is connected with Reaction (2)—oxidation of the fuel hydrocarbons to
the CO and H2O {dependence (6)}, this should be expressed as:

(LCO − L0) = αi A[CO] (9)

The reactivity model describes the open system as it is shown in Figure 6.
The combustion process can be treated as consisting of:

• Parallel Reactions (1) and (2);
• Follow-up Reactions (2) and (5);
• The kinetic equations were formulated for both above cases. It was assumed that:
• The fuel is introduced once into the combustion chamber in the amount of [CxHy]0 = mf t;
• The order of Reactions (1) and (2) in relation to the tested fuels [CxHy] is n;
• Reaction (5) is of the first order.
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Figure 6. The application of the reactivity model in turbine engine combustion.

The following kinetic equations have been formulated:

1. In the case of the parallel Reactions (1) and (2):

d[Cx Hy]

dt
= c2kCO[Cx Hy]

np + c1kCO2[Cx Hy]
np (10)

After integration of Equation (10):

[Cx Hy]
−np+1 = [Cx Hy]0

−np+1 − (−np + 1)(c2kCO + c1kCO2)t (11)

[Cx Hy] =
{
[Cx Hy]0

−np+1 − (−np + 1
)
(c2kCO + c1kCO2)t

} 1
−np+1 (12)

[Cx Hy] =

{(
m f t

)−np+1 − (−np + 1
)
(c2kCO + c1kCO2)t

} 1
−np+1

(13)

d[CO]

dt
= c2kCO[Cx Hy]

np (14)

[CO] = c2kCO[Cx Hy]
np t (15)

[CO] = c2kCOt
{
[Cx Hy]0

−np+1 +
(−np + 1

)
(c2kCO + c1kCO2)t

} np
−np+1 (16)

[CO] = c2kCOt
{(

m f t
)−np+1

+
(−np + 1

)
(c2kCO + c1kCO2)t

} np
−np+1

(17)

Using Pascal’s triangle, Equation (17) can be shown as follows:

[CO] = c2kCOt
(

m f t
)np

+ A0 −
{(−np + 1

)
(c2kCO + c1kCO2)t

} np
−np+1 (18)

In addition, Equation (16) can be expressed as:

[CO] = c2kCO(m f t)np (19)

in case the A0 −
{(−np + 1

)
(c2kCO + c1kCO2)t

} np
−np+1 is small, then e c2kCO = a and np = n.
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2. In the case of the follow-up Reactions (2) and (5):

d[CO]

dt
= c2kCO[Cx Hy]

np − c5kCO2[CO] (20)

Assuming that [CxHy] after a relatively short, fixed time t is constant, the integration
in the range from 0 to [CO] leads to the following dependence:

[CO]

c2kCO[Cx Hy]
np − c5kCO2[CO] = t (21)

c2kCO[Cx Hy]
np − c5kCO2[CO] =

1
t
[CO] (22)

[CO] =
c2kCO[Cx Hy]

np

c5kCO2 +
1
t

(23)

Here, [CxHy] was determined as follows:

− d[Cx Hy]

dt
= c2kCO[Cx Hy]

np (24)

After integration in the range from [CxHy]0 to [CxHy] the following equation was
obtained:

[Cx Hy] =
{
[Cx Hy]0

−np+1 − (−np + 1
)
(c5kCO2t)

} 1
−np+1 (25)

Using Pascal’s triangle, [CxHy] can be expressed as:

[Cx Hy] =
{
[Cx Hy]0 + B0 −

(−np + 1
)
(c5kCO2t)

} 1
−np+1 (26)

By introducing Equation (26) to Equation (23) and substituting [CxHy] by mft the
following equation was obtained:

[CO] =
c2kCO

c5kCO2 +
1
t
[Cx Hy]0

np + B0 −
{(−np + 1

)
(c5kCO2t)

} np
−np+1 (27)

Equation (27) can thus be expressed as:

[CO] =
c2kCO

c5kCO2 +
1
t
(m f t)np (28)

in case the B0 −
{(−np + 1

)
(c5kCO2t)

} np
−np+1 is small, than c2kCO

c5kCO2+
1
t
= a and np = n.

Both obtained Equations (19) and (28) are similar to these obtained experimentally as
the trend lines.

It is difficult to determine the values of the reactions rate constant (kCO and kCO2).
Consequently, it is difficult to link their values with the properties of the fuel that may
be a bridge to the chemical structure of the combusted product. It is proposed to use the
reactivity model, represented by Equation (9), to relate the value of kCO to the physicochem-
ical properties of the tested fuels (a mixture of several hundred hydrocarbons). Assuming
that LCO can be expressed as a part of total energy released in the combustion process
LCO = g (Qn mf t), Equation (9) can be formulated as follows:

z = m f (29)

f (z) = LCO = g
(

Qnm f t
)

(30)

φ(z) = A[CO] = Ac2kCOtm f
−np+1 (31)
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f1

(
Qnm f t

)
= Aαi[CO] + L0 (32)

As a result, Equation (31) can be expressed as:

[CO] =

{
f1

(
Qnm f t

)
−L0}

Aαi
(33)

In both assumed cases (parallel and follow-up reactions), CO concentration in exhaust
gases should be linear functions of the net heat of combustion (Qn) of the tested fuels.
Hence, the a parameter: c2kCO in Equation (19) and ( c2kCO

c5kCO2+
1
t
) in Equation (28) should

depend on the coefficient αi, the values of which should be different for compositions of jet
fuel and different kinds of synthetic components and be similar values for the compositions
of jet fuel and the same kind of synthetic components. The a parameter is the product of
parameters, the values of which are fixed for a given fuel, including αi—coefficient of fuels
reactivity related to its combustion. Moreover, in the case where the influence of mf on
[CO] is assessed, the ratio of Qn/αi should be a constant value for different blends.

As shown in Figure 4, in the case of fuels containing HEFA synthetic component,
the value of the a parameter decreases when Qn increases. In the case of fuels containing
ATJ synthetic component, the value of the a parameter increases with the Qn increase.
Both synthetic components increase the net heat of combustion proportionally to their
concentration in the blend (Figure 7). As the outcome of solving Equations (19) and (28)
are related to the data shown on Figures 6 and 7, this suggests that the mechanism of the
influence of synthetic components on the combustion process is different in the case of
blends consisting of HEFA and in the case of blends consisting of ATJ.

y = 0.008x + 43.2 (R² = 1)

y = 0.01x + 43.3 (R² = 1)
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Figure 7. The relationship between calorific value Qn of the tested blends and the concentration of a synthetic component;
properties of the blend containing 5% of HEFA differ from the relationship found for blends containing HEFA in higher
concentration.

Consequently, it can be concluded that the influence of synthetic components on the
mechanism of the fuel combustion process is different in the case of blends containing HEFA
component and blends containing ATJ. The above demonstrates the usefulness of the reac-
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tivity model in researching complex processes such as fuel combustion. Using the reactivity
model, each parameter of obtained relationships can be interpreted physically/chemically.
In contrast, other currently applied models are based on statistical dependences with all the
recognized consequences, the most important being that statistically obtained parameters
cannot be interpret physically/chemically.

5. Conclusions

In this paper, the application of the reactivity model developed in earlier research
for comparing fuel combustion processes in turbine engines fueled by various synthetic
blends was investigated. The analysis of the combustion process was carried out by means
of a test rig with miniature turbojet engine. Conventional jet fuel and its blends with
synthetic blending components derived from ATJ and HEFA technology were used in the
bench tests.

The experimental data obtained allowed to develop trend lines described by power
functions of the concentration of CO as dependent variable, and the fuel mass flow rate,
mf as independent variable. For each of the tested blends, a power function was obtained
with a different value of parameter a and exponent n. Similar power functions can be
formulated using the general reactivity model. While the parameters of the trend line
cannot be physically interpreted, the quantities occurring in the relationships formulated
on the basis of the reactivity model have a physical meaning. Consequently, the general
reactivity model can be used to study the similarities and differences of various combustion
mechanisms.

For each fuel chemical composition, a specific function was obtained, i.e., that the
values of a and n parameters depend on the fuel chemical composition. Hence, it can be
concluded that the a parameter can be expressed as the function of net heat of combustion
of the tested fuel and that the Qn varies linearly with the change of synthetic components
concentration in the fuel.

The analysis of the relationship between a values in power functions and the net heat
of combustion of the tested blends leads to conclusion that there is different mechanism of
combustion in cases wherein the fuel is the blend of Jet A-1 and HEFA and wherein the
fuel contains a ATJ synthetic component.

The above conclusions require confirmation by increasing of the number of tested
fuels. In the authors’ opinion, Equations (19) and (28) will be useful in further planned
research, including:

• Connection of a and n parameters with the physicochemical properties of tested fuels;
• Connection of a and n parameters with a wider group of engines.
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Nomenclature

aCO the part of LCO in Lby

A
coefficient (constant) for given mechanisms of reaction of fuel combustion
[J·(s/mole)np−1]

A0 sum of chosen components in relationship resulted from the Pascal triangle
(parallel reactions) αi reactivity coefficient of tested fuel

B0
sum of chosen components in relationships resulting from the Pascal triangle
(follow-up reactions)

C
concentration of the synthetic component (%) c1 coefficient determining the
participation of [O2]

np(
x
2 +

y
2 ) in the rate of reaction (1)

c2 coefficient determining the participation of [O2]
np(

x
2 +

y
2 ) in the rate of reaction (2)

c5 coefficient determining the participation of [O2]
np(

x
2 +

y
2 ) in the rate of reaction (5)

[CO]
the number of carbon monoxide moles in 1 kg of exhaust gases; equivalent to the
concentration in the case of a constant mass of gases in the combustion chamber being
assumed (mole)

CO the concentration of CO in exhaust gases (ppm)

[CO2]
the number of carbon dioxide moles in 1 kg of exhaust gases; equivalent to
concentration in the case of a constant mass of gases in the combustion chamber being
assumed (mole)

CO2 the concentration of CO2 in exhaust gases (ppm)
[CxHy] the number of fuel moles (mole)
[CxHy]0 the number of fuel moles at the beginning of the process (mole)
ε energy supplied to reaction zone, other than heat (RT) (J/mole)
e Euler’s number
e0 stream of energy emitted by the solid surface (J/s)
Ea activation energy (J/mole)
k rate constant of reaction that stimulates the observed process
kCO rate constant of fuel combustion to CO [(mole/kg exhaust gases)(1-np)s−1]
kCO2 rate constant of fuel combustion to CO2 [(mole/kg exhaust gases)(1-np)s−1]
L energy supplied from environment to the system (as tested fuel being burnt) (J)
L0 energy supplied from environment to the system (as reference fuel being burnt) (J)

LCO
portion of the energy from the fuel combustion that comes from fuel molecule
oxidation to CO (J)

Lon energy introduced into the system, treated as the sum of LCO2 and LCO (J)
Lby energy generated by the system (J)

LCO2
portion of the energy from the fuel combustion that comes from fuel molecule
oxidation to CO2 (J)

mf fuel mass flow rate (g/s)
np chemical reaction order
Q heat generated during the combustion process (J)
Qn net heat of combustion (MJ/kg)
R gas constant
R2 coefficient of determination
t duration of the combustion process (s)
T average temperature of reaction system (K)
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Abstract: Modeling the fuel injection process in modern gasoline direct injection engines plays
a principal role in characterizing the in–cylinder mixture formation and subsequent combustion
process. Flash boiling, which usually occurs when the fuel is injected into an ambient pressure below
the saturation pressure of the liquid, is characterized by fast breakup and evaporation rates but could
lead to undesired behaviors such as spray collapse, which significantly effects the mixture preparation.
Four mono–component fuels have been used in this study with the aim of achieving various flashing
behaviors utilizing the Spray G injector from the Engine Combustion Network (ECN). The numerical
framework was based on a Lagrangian approach and was first validated for the baseline G1 condition.
The model was compared with experimental vapor and liquid penetrations, axial gas velocity, droplet
sizes and spray morphology and was then extended to the flash boiling condition for iso–octane,
n–heptane, n–hexane, and n–pentane. A good agreement was achieved for most of the fuels in terms
of spray development and shape, although the computed spray morphology of pentane was not able
to capture the spray collapse. Overall, the adopted methodology is promising and can be used for
engine combustion modeling with conventional and alternative fuels.

Keywords: flash boiling; gasoline direct injection; computational fluid dynamics; Spray G; discrete
droplet method; fuel surrogates

1. Introduction

Gasoline direct injection (GDI) engines have penetrated the automotive market at a
high rate in the past decade. Significant advantages, such as increased efficiency, lower
knocking tendency, volumetric efficiency enhancement, and improved transient response
have diverted the research focus from the well–known port fuel injection (PFI) towards
GDI systems [1–3]. With these benefits, new challenges manifest themselves requiring
further optimization strategies in order to reduce soot and particulate matter emissions that
may result from phenomena such as tip wetting and wall–impingement [4,5]. Thus, spray
air interaction and mixture formation in GDI engines require great care as the effect on
the subsequent combustion phase significantly impacts the engine’s thermal efficiency [6].
Flash boiling, when the fuel is ejected in a superheated state into the cylinder, has been
characterized with an intense atomization phase and high plume–to–plume interaction in
multi–hole injectors [7]. This phenomenon usually occurs at engine part load operation,
where the in–cylinder pressure decreases below that of the fuel saturation pressure, leading
to vapor bubble formation and liquid disintegration [8]. Thus, air-entrainment is enhanced
and the fuel exits the nozzle with a wider angle which further promotes the air–fuel
mixing process.

Various experimental and computational efforts have been elaborated in order to
characterize the macroscopic and microscopic characteristics of gasoline spray development
under various engine–like operating conditions. To this end, the Engine Combustion
Network (ECN), a collaboration among research institutions and companies focusing
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on engine combustion processes, have exhaustively investigated the GDI process and
established a wide database of experimental and numerical data associated to a GDI
injector named Spray G [9].

Computational Fluid Dynamics (CFD) is a viable tool when it comes to predicting
the fuel injection process in internal combustion engines. Research work regarding this
topic ranges from examining internal and near nozzle flow to external spray analysis in
the far field. A collaborative investigation [10] has been done by ECN contributors where
different modeling techniques and turbulence models were implemented in an effort to
predict the mass flow rate and momentum of the Spray G injector. Mass flow rate profiles
were accurately predicted although the fuel density in the vicinity of the nozzle was over-
predicted signifying an offset in the velocity magnitude estimation. Shahangian et al. [11]
aimed to couple internal nozzle flow simulations with external flow analysis described by
the discrete droplet method (DDM). The DDM approach is a Eulerian–Lagrangian method
where the liquid is considered as a discrete number of parcels and is injected into the do-
main where it evolves based on its interaction with the gas phase in the Eulerian field [12].
Their objective was to eliminate the need of performing experimental measurements of
mass flow rate, which is an input for the DDM. Alternatively, they used the internal nozzle
flow simulations to estimate the main variables, such as the injector hydraulic coefficients
and mass flow, and fed them to the DDM model. Other authors resort to solely utilizing the
DDM approach which has proved to be an accurate method in predicting the spray macro-
scopic and microscopic parameters [13,14]. Paredi et al. [15] simulated various operating
conditions of the Spray G injector and implemented a specific flash boiling evaporation
model to predict liquid evaporation under superheated conditions. They demonstrated that
in order to develop a comprehensive model, liquid and vapor penetration are not sufficient
to assess the spray development and fuel–air mixing, but further analysis regarding axial
gas velocity, droplet diameters, and spray morphology are essential.

Flash boiling in GDI engines has been studied experimentally and numerically by
various authors both in a constant volume vessel and in engines [16,17]. Experimentally,
Sun et al. [18] visualized the spray development under flashing conditions in an optical
engine and analyzed the subsuequent influence on the combustion process. They found
that flash boiling atomization results in a higher indicated mean effective pressure (IMEP)
and lower particulate matter emissions due to the more vigorous vaporization process.
Similarly, Dong et al. [19] showed that the cycle to cycle variation (CCV) decreases under
flash boiling conditions and that the fuel distribution in the cylinder is more homogeneous.
Lacey et al. [20] studied the behavior of Gasoline and LPG surrogates, namely iso–octane
and propane, under a wide range of Rp values, ratio of saturation pressure of the fuel at its
temperature in the rail to the ambient pressure, and deduced that the flashing behavior of
the fuels are different under similar Rp values. Propane only exhibited plume interaction
and collapse for very high Rp values as compared to iso–octane. Based on this observation,
the authors in [20] defined a new criteria for flashing behavior and subsequent spray
collapse depending on the injector geometry and thermodynamic properties of the fuel.
Li et al. [21] expanded the study of Lacey et al. to a 5 hole GDI injector. They related
nucleation and bubble growth processes to spray collapse concluding that suppression of
those phenomena at elevated chamber pressures account for the non–occurrence of spray
collapse of propane. Numerically, Nocivelli et al. [22] applied three different techniques for
their simulation of subcooled and mild flash boiling injection conditions using the ECN
Spray G injector. The different methods consisted of a DDM simulation with the typical
blob injector method, one–way couple of Eulerian nozzle flow, and initialized Lagrangian
parcel diameters with data from X–ray radiography measurements. It was shown that
the blob injector coupled with the KHRT breakup model is quite capable of capturing the
liquid phase penetration for both sub–cooled and flash boiling conditions although the
main drawback is the extensive stripping and breakup activity that leads to small droplet
diameters. In addition, the one way coupling provided promising results and proves to be
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more predictive than the DDM approach since it relies on internal nozzle flow simulations
for simulation initialization.

The aim of this study is to develop a comprehensive spray model validated for
the Spray G baseline condition (G1) and extended to cold flash boiling conditions. The
developed model was implemented first for iso–octane and then extended to n–hexane,
n–heptane, and n–pentane. The extension of the model to different fuels enabled the
assessment of fuel properties on spray morphology under flash boiling conditions. To
the authors knowledge, the same model setup used for predicting flash boiling behavior
of different fuels was not previously done. This paper is divided as follows, first, the
numerical and experimental methodologies are depicted. Then, results are displayed and
discussed for each fuel investigated starting with the spray validation case. The last section
presents the main conclusions drawn and future outlook.

2. Materials and Methods

2.1. Numerical Methodology

The adopted numerical models are described in this section. All the simulations
were performed in the LibICE framework, which is a set of libraries and solvers based
on OpenFOAM developed by the ICE Research Group of Politecnico di Milano for the
simulation of physical processes in Internal Combustion Engines [23–25]. More specifically,
a dedicated solver for non–reacting flows based on the PIMPLE algorithm was employed.
The time was discretized by the Euler scheme whereas the divergence and gradient terms
were discretized by second order accurate Gauss Schemes. In addition, linear interpolation
schemes were adopted. An initial time step was set to 1 μs and varied throughout the
simulation while maintaining a Courant number less than 1.

For what concerns the computational grid, a structured grid of hexahedral cells was
used with a base size of 1 mm grid, which was further refined down to 0.5 mm using
Adaptive Mesh Refinement (AMR). These mesh characteristics were chosen after analyzing
the effect of various grid base and minimum cell sizes as shown in Figure 1. The figure
demonstrates that not only the minimum cell size significantly influences the result but
also the base size, as can be seen with the 2 mm base size and 0.5 mm minimum cell size.
Further refinement of the grid to 0.25 mm marginally varies the result and it remains within
the experimental error range with respect to the chosen mesh setup but with triple increase
in cost (190 min compared with 60 min on 8 cores).

Figure 1. Effect of different mesh base and minimum cell sizes on the spray penetration.
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AMR is an effective tool in reducing the computational cost by refining the grid only in
the region of interest. That being said, the refinement was performed based on the total fuel
mass fraction, where the lower and upper thresholds were set to 0.01 and 1, respectively.
The field takes into account both liquid and vapor fuel fractions in a given cell and refines
the cells according to the threshold limits. The calculations are performed in a rectangular
domain of 110 mm width and 100 mm of height. The boundaries of the domain are all
modeled as walls and the domain is large enough so that liquid parcels do not interact
with them. The RANS approach was adopted for turbulence modeling. All simulations
were carried out with the standard k −−ε turbulence model with a turbulent dissipation
constant, C1, of 1.55 increased from a standard value of 1.44. The model was chosen due to
the improved spray morphology and gas entrainment it entails as compared with other
models, such as the RNG k −−ε model [26]. Increasing the C1 parameter is consistent with
the “round jet correction” according to Pope and improves the spray jet morphology when
the standard k −−ε is used to resolve the turbulent field [27]. The turbulent kinetic energy
and dissipation rate were initialized to 1 m2/s2 and 90 m2/s3, respectively.

2.2. Spray Models

The approach utilizes the Discrete Droplet Method which signifies that suitable sub–
models should be implemented to describe the introduction of parcels into the computa-
tional domain and the subsequent stages that the parcels undergo from primary atomization
until liquid evaporation. The velocity profile of the Lagrangian parcels is directly propor-
tional to the mass flow rate and inversely proportional to the area contraction coefficient Ca,
both of which are user inputs. The mass flow rate profile used was that of the well known
ECN Spray G injector at 200 MPa of injection pressure. The area contraction coefficient was
set to 0.8 leading to an initial velocity of 150 m/s for the spray G1 baseline condition in this
study. The Lagrangian field of the simulation was statistically represented by 60,000 parcels
so as to have a suitable compromise between simulation run time and accuracy.

The primary breakup was modeled by the turbulence induced Huh Gosman atom-
ization model [28]. The fuel is injected into constant volume chamber as spherical blobs
with the same diameters as the orifice holes, 165 μm in this study. The model accounts for
the turbulent motion at that nozzle outlet by producing an initial surface perturbation on
the parcels. These perturbations grow due to the aerodynamic forces induced by the gas
phase. The primary parcel diameter reduction rate is proportional to the ratio between the
atomization length and time scales:

dD
dt

= −C5
La

τa
(1)

where C5 is a tuning factor (value shown in Table 1). The characteristic atomization length
scale is dependent on the turbulence length scale Lt according to the relation:

La = C1Lt = C2Lw (2)

where Lw is the wavelength of surface perturbations induced by turbulence with C1(2.0)
and C2(0.5). The atomization time scale is calculated from a linear combination of turbulent
time and wave growth time scales:

τa = C3τt + C4τw (3)

The wave growth rate time scale is obtained from a formulation based on Kelvin–
Helmholtz (KH) instability theory. Literature values for C3(1.2) and C4(0.5) were adopted.
The turbulent length and time scales are evaluated using the turbulent kinetic energy k and
its dissipation rate ε according to:

Lt = Cμ
k1.5

ε
(4)
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τt = Cμ
k
ε

(5)

Cμ in Equations (4) and (5) is the same constant used in the k −−ε turbulence model and
equal to 0.09. The stripped mass, as a result of the diameter reduction in Equation (1), is
calculated according to:

ms = ρl Np
π

6
(D3

old − D3
new) (6)

where ρl is the liquid fuel density, Np is the particle number, Dold the parent parcel diameter,
and Dnew the newly computed diameter. The Huh Gosman model also predicts the initial
plume cone angle according to the atomization length and time scales where the spray is
assumed to diverge radially with a velocity proportional to the ratio between the atomiza-
tion length and time scale. However, previous studies have shown that these correlations
underpredict the spray cone angle for Spray G applications [29]. Therefore, the plume cone
angle was imposed separately and the Huh Gosman model was only responsible for the
primary atomization phase.

Table 1. Spray model constants.

Constant Model Value

C5 HG 1.0
Welimit HG 40
B0 KHRT 0.61
B1 KHRT 34
Cτ KHRT 1.0
CRT KHRT 0.16
CBU KHRT 2.5

The break up of the secondary droplets stripped from parent parcels is goverened by
the Kelvin–Helmholtz Rayleigh–Taylor (KHRT) breakup model. The distinction between
the regions where primary atomization takes place and where the secondary break up
activity takes control is defined by the so–called core length and is computed according to:

Lc = CBU · d
√

ρl
ρg

(7)

where CBU is a parameter that takes into account flow conditions inside the injector, d is the
injector orifice diameter, and ρl and ρg are the density of liquid and gas phase, respectively.
Hence, the KH stripping activity is decoupled from the primary atomization process and
is only applied after a certain distance from the injector tip. This was done in order to
prevent excessive stripping due to the KH model in the near nozzle region that would lead
to small droplet diameters which negatively influence the air entrainment and thus impacts
the spray morphology. The KH stripping activity stems from the idea that each droplet
has instabilities on its surface as it leaves the nozzle, similarly to what was mentioned
previously in the Huh Gosman model. These instabilities grow due to the gas–liquid
interaction resulting from high relative velocities. The wave growth rate is expressed by
omega, ωKH , and its characteristic length by lambda, λKH . The wave with the fastest
growth rate will detach and create new droplets that will have a diameter proportional
to λKH and B0, where B0 is a model constant usually set to 0.61. As a consequence, the
parent parcel will lose some mass as child droplets are continuously detaching leading to a
reduction of the parent droplet diameter according to:

dD
dt

= −D − DKH
τKH

(8)
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with τKH being the characteristic KH breakup time and expressed as:

τKH = 3.778B1

D
2

ωKHλKH
(9)

τKH can be tuned by operating on the model constant B1 (value shown in Table 1). When
the RT breakup model is triggered, the droplets undergo a catastrophic breakup event
once they have passed a certain period of time that is equal to or greater than the RT
characteristic time τRT . Similarly to the KH model, the characteristic growth rate of the
wave could be computed according to:

λRT = CRT2π

√
3σ

a(ρl − ρg)
(10)

where CRT is a model constant which accounts for the effects that create instabilities over
the surface and requires careful calibration as it strongly effects the droplet diameter and
velocity properties. σ is the surface tension and a is the acceleration that the droplet
undergoes to the aerodynamic force that it is subjected to and is computed according to
Equation (11):

a =
3
8

Cd
ρgu2

rel
ρld

(11)

which depends on the relative velocities between the liquid and gas, their densities, and
the droplet drag coefficient Cd. Once the condition for τRT is satisfied, the disintegration of
the parent droplet to a number of equally size droplets is done and the new diameter is set
according to:

dc = λRT (12)

Liquid evaporation was modeled by a mass based approach [30] whenever flash
boiling conditions were non–existent and the evaporation rate is expressed as:

dmd
dt

= πDβρvSh ln
(1 − Yv,∞

1 − Yv,s

)
(13)

in which D represents the droplet diameter, β is the mass diffusion coefficient, Sh is the
Sherwood number, ρv is the vapor fuel density, and Yv,∞ and Yv,s are the fuel vapor mass
fractions evaluated at point in the far field and close to the droplet surface at saturation
conditions, respectively. The term in parentheses is usually called the Spalding number
and denoted by B. Equation (13) is only valid for evaporation without boiling. The reason
is that if the evaporation pressure approaches the pressure of the system, B would tend
to zero since the fuel vapor mass fraction at the droplet surface would tend to unity. This
would lead to an unrealistic infinite evaporation rate which is not physical. Therefore,
under flash boiling conditions, the Adachi Rutland flash boiling evaporation model [31,32]
is implemented instead, where the heat exchange between the droplet interior and the
surroundings control the phase change process rather than diffusion. The readers are
advised to refer to the work of Paredi et al. [15] for a complete description of the model
formulation and implementation in LibICE. The main constants for the spray sub–models
are tabulated in Table 1.

2.3. Post–Processing Techniques

The post–processing fields and routines implemented throughout this paper are
outlined in this section. Vapor penetration was numerically calculated based on the mixture
fraction. It was defined by the distance from the nozzle tip position up to where 0.1% of
mixture fraction was found. Axial liquid phase penetration were measured according to
the projected liquid volume (PLV) fraction [33] which enables a direct comparison between
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experimental and CFD data. The procedure is based on the relation of the liquid volume
fraction to the optical thickness of the liquid along the light path according to Equation (14):

τ
π D3

6
C∗

ext
=

∫ y∞

−y∞
LVFdy (14)

where D is the droplet diameter taken as 7 μm according to Phase Doppler Interferom-
eter (PDI) measurements provided by General Motors (GM) to the ECN and C∗

ext is the
extinction cross–section acquired from MIE theory. It was assumed that the droplet di-
ameter and extinction coefficient are constant along the light path. C∗

ext can be calculated
using MiePlot [34] and is a function of the droplet diameter, light wavelength, and the
collection angle of the optical setup. It was calculated to be 44.6 × 10−6 mm2 for Spray
G with iso–octane. The PLV indicates how much liquid volume is present in a certain
projected area and thus has the units of mm3(liquid)/mm2. Two different thresholds were
used and recommended by ECN in order to reduce the uncertainties of the dependence
on the chosen diameter value. Hence, a high and a low threshold were used according to
Equations (15) and (16), respectively,

∫ y∞

−y∞
LVFdy = 2.0 × 10−3 mm3/mm2 (15)

∫ y∞

−y∞
LVFdy = 2.0 × 10−4 mm3/mm2 (16)

The PLV was numerically computed by integrating the Eulerian LVF of the spray for
different slices and projecting it on a two–dimensional plane. The liquid penetration was
then deduced as the maximum axial position from the nozzle tip with a LVF value below
either of the thresholds. The axial gas velocity was computed by a probe point placed
at 15 mm distance away from the injector tip location and was compared with Particle
Image Velocimetry (PIV) measurements [35]. Finally, the radial Sauter Mean Diameter
(SMD) distribution was computed along a line passing through one of the plumes at
perpendicular plane 15 mm below the injector tip according to Figure 2 and was compared
with experimental PDI measurements performed by GM [36].

Velocity probe

Figure 2. Location of line probe for SMD data sampling and velocity measurement point [37].

2.4. Experimental Methodology

The experimental facility used to measure the flash boiling condition for all the fuels
will be briefly discussed in this section. For a more detailed explanation about the optical
techniques and post–processing algorithms, the readers are advised to refer to [38].

The injector used in the spray visualization measurements is the Spray G injector
(serial AV67–026) used by the ECN [9]. It is a solenoid driven eight hole injector designed
for Direct Injection Spark Ignition (DISI) engine configurations. The geometrical details of
the injector are shown in Table 2.
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Table 2. Spray G injector characteristics.

Parameter Value

No. of holes 8
Orifice circular
Hole straight
Nozzle step hole
l/d ratio 1.4
Orifice diameter 165 μm
Orifice length 160–180 μm *
Orifice drill angle 37°
Full outer angle 80°

∗ Lengths of inner and outer diameters.

The high pressure fuel system is similar to that used for diesel injectors and has been
previously described in [39]. More importantly, the spray visualization was based on two
optical techniques: single–pass schlieren was used for the vapor phase and diffused back
illumination (DBI) for the liquid phase. The latter setup is shown in Figure 3, where the
main optical components can be depicted. A blue light emitting diode (LED) light source
was placed on one side of the test chamber where an engineered diffuser with 100 mm
diameter was used leading to a uniform light transmission. A Fresnal lens characterized
by a focal length of 67 mm was utilized in order to reproduce the diffused light at the
optical plane of interest. The Photron S9 camera acquisition speed was set to 30 kHz and
the spatial resolution was 4.25 pixel/mm with a field of view of 384 × 376 pixels.

Camera Test chamber

LED
Field lens

Diffuser

Figure 3. DBI optical setup for liquid phase visualization.

The schlieren setup consisted of point illumination light source coming from a 1 kW
Mercury–Xenon arc lamp. A parabolic mirror is used to parallelize the rays before passing
through the test vessel. After passing through the chamber, the rays are converged at the
focal length (450 mm) of a biconvex lens where a diaphragm, with 4 mm cutoff diameter, is
placed right before the high speed camera to provide a highly contrasted image, as shown
in Figure 4. The high speed Photron SA5 camera acquisition rate was set to 30 kHz and
had a field of view of 512 × 512 pixels. The spatial resolution for the Schlieren technique
was 4.4 pixel/mm. More details regarding the experimental facility and optical techniques
utilized for this study could be found in [40]. The main methodology for image processing
is detailed in Payri et al. [38].

Camera

Diaphragm Light source

Biconvex lens Parabolic mirror

Test chamber

Figure 4. Schlieren optical setup for liquid phase visualization.
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2.5. Fuels and Test Conditions

The fuels used in the experimental campaign as well as in numerical simulations
consist of gasoline fuel surrogates. Usually, iso–octane and n–heptane mixtures are used
to simulate gasoline fuels with different octane numbers. For flash boiling conditions,
fuel volatility becomes an important factor and for this reason various surrogate mono–
component fuels are chosen with similar distillation curves of commercial gasoline. Table 3
displays the fuels used in this study along with the main properties. It is evident that
the vapor pressure of fuels are quite different, leading to distinct behaviors under flash
boiling conditions.

Table 3. Properties of the fuels investigated obtained from NIST database [41].

Properties iso–octane n–heptane n–hexane n–pentane Units

Liquid density 688.59 677.81 652.84 618.8 kg/m3

Vapor pressure 7.18 6.72 22.01 73.57 kPa
Surface tension 18.16 19.82 17.73 15.25 mN/m
Viscosity 0.456 0.376 0.291 0.214 mNs/m2

Specific heat 2.04 2.24 2.26 2.34 kJ/kgK
Properties obtained at 300 K.

Table 4 shows the operating conditions considered in this study. The baseline condi-
tion G1 was used to first validate the spray model with iso–octane. Following this stage,
simulations were done for Spray G2 cold condition variant and compared with experi-
mental measurements carried out at CMT–Motores Térmicos by the techniques described
in Section 2.4 for the fuels previously shown. In addition, a total of 10 injection events,
160 frames each, were acquired for every G2 cold condition.

Table 4. Operating conditions.

Parameters G1 G2–cold Units

Energizing time 0.68 0.68 ms
Injection Pressure 200 200 MPa
Ambient pressure 6 0.5 bar
Fuel temperature 363 363 K
Ambient temperature 573 293 K
Injected mass 10 10 mg

3. Results and Discussion

3.1. Baseline G1 Condition

The numerical spray model was first validated for the Spray G baseline condition
(G1). The most important spray macroscopic parameters are compared with Sandia’s
experimental measurements for vapor and liquid penetration. In addition, the spray–air
interaction and gas entrainment were assessed based on centerline axial gas velocity from
PIV measurements and finally, the performance of the stripping and break up activity of
the KHRT model was verified based on SMD measurements provided by GM at different
time steps.

The results shown in this section are an outcome of an extensive calibration procedure
carried out in order to establish a suitable baseline model able to predict the aforementioned
variables and to be extended to flash boiling conditions for the various fuels evaluated in
this study. Therefore, it must be said that the constants implemented in the models are not
intended to be the ideal ones for one operating condition but rather provide a comprehen-
sive setup in order to predict the spray evolution for all the conditions investigated.
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The evolution of the axial vapor phase penetration is shown in Figure 5. Initially, the
model slightly overpredicts the vapor speed and penetrates with a steeper slope for the
first milliseconds. The curve then seems to follow the experimental profile reasonably
well and is capable of capturing the shape of the experimental curve. After the end of
injection, the momentum of the spray seems to be lower than the experimental one where
a slight deviation initiates and the numerical vapor penetrates with a slightly lower rate.
Overall, it could be stated that the adopted turbulence model and Pope correction for the
C1 constant predict the air–fuel mixing process quite well and thus the spray evaporation
rate. The issue with the underprediction after the end of injection (EOI) could be related
to the adopted numerical cell resolution, in other words, refining the domain with an
additional level of refinement could enhance the results considering a fixed spray model
setup. However, a minimum value of 0.5 mm was considered sufficient enough to provide
a good compromise between simulation run time and accuracy.

Figure 5. Numerical and experimental axial vapor phase penetration for the baseline condition (G1).

Liquid phase axial penetration results are displayed in Figure 6 where both thresholds
are shown. Comparing results with two different thresholds provides detailed feedback on
whether the deviations from experimental data is related to the tip of the spray plume or to
the region nearby the liquid core. The low threshold captures most of the liquid length up
to the spray plume tip whereas the high threshold only captures the dense liquid region.
Observing the initial stage of injection, it could be seen that the axial liquid penetration for
both thresholds is higher than the experimental curves. That is mainly attributed to the
prolonged core length which allows larger droplets to evolve for a longer distance since
the KH stripping activity is not active within this region. That being said, a shorter liquid
core length could be implemented by decreasing the CBU constant in order to trigger the
KH stripping activity sooner. However, considering the current setup, it was concluded by
the authors that for the given stripping characteristics, very small droplets will be present
in the near nozzle region which would negatively influence the gas entrainment and spray
morphology and increase the error in droplet size prediction; therefore, the selected value is
justified. Following the early stage of injection, the low threshold liquid penetration follows
the experimental trace quite effectively for the remainder of the injection duration as well
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as EOI. On the other hand, the high threshold trend develops with a lower penetration
magnitude compared to the experimental trace. The liquid residence time matches that
of experimental data where it can be seen that the penetration value goes to zero at
approximately 1.25 ms. A sensitivity analysis done by the authors revealed that the reason
for this underestimation of the high threshold is mainly due to two factors, the stripping
intensity of the KH model, and the breakup of the RT model regulated by the CRT constant.
Hence, further tuning of the spray breakup model could enhance the trend of the high
threshold liquid penetration curve, although the effect on the G2 cold condition should
be carefully considered. It is of utmost importance to keep in mind the significance of
these constants and their impact on the droplet diameters and consequently on the liquid
evaporation rate when a calibration procedure is to be done.

Figure 6. Numerical and experimental axial liquid phase penetration for the baseline condition
(G1). High threshold corresponds to 2 × 10−3 mm3/mm2 while low threshold corresponds to
2 × 10−4 mm3/mm2 liquid volume fraction.

In order to accurately predict the mixture formation process, the spray induced gas
velocity is of vital importance as it directly influences the spray evaporation rate. For this
reason, the centerline axial gas velocity at 15 mm downstream of the injector is calculated
and is shown in Figure 7. The magnitude of the axial velocity is highly dependent on the
turbulence model adopted and the liquid core length, or in other words, the location at
which the transition from primary atomization regime to secondary breakup occurs. The
computed axial gas velocity presents an overestimation of the recirculating gas motion
during the injection phase. This can be attributed to the prolonged liquid core length
resulting in bigger droplets for a larger distance leading to a higher gas entrainment.
Consequently, the reverse motion of the gas phase is delayed as seen by the gap after the
end of injection, at 0.78 ms, and then follows the experimental trend with good accuracy.
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Figure 7. Numerical axial gas velocity comparison with PIV experimental data from Sandia for the
baseline condition (G1).

The assessment of the doplet SMD allowed for the evaluation of the performance of
the breakup and stripping phases that the liquid droplets undergo as they are injected into
the ambient gas. Figure 8 depicts the SMD values at three different time steps. An intense
KH stripping activity at 0.3 ms leads to small droplets compared with experimental PDI
measurements whereas a better agreement is reached during the late stage of injection and
after EOI.

Spray morphology and liquid evaporation were also investigated based on the pro-
jected liquid volume maps. This permits a one–to–one comparison between computed
and experimental liquid profiles and allows one to further elaborate the liquid penetration
trends. The PLV data used in this comparison was obtained from the University of Mel-
bourne (UoM) [15]. From Figure 9, it can be clearly seen that the numerical spray has a
smaller plume cone angle with respect to the measurements. In addition, the computed
spray seems to be denser with a higher liquid concentration on the plume tips. At 0.9 ms,
there is almost no liquid present in the domain which is not the case for the computed
spray signifying a lower evaporation rate. Future efforts will investigate plume angles
greater than the adopted value (16°) in order to be in agreement with the experimental
morphology. Furthermore, the evaporation rate could also be simultaneously improved
since the spray would entrain more air with a wider plume angle. It can also be noted that
the numerical spray evolves with a larger spray width which could be attributed to the
adopted drill angle in this study, 37°. There are various uncertainties in literature [15,42]
regarding the optimal drill angle value. Therefore, the drill angle was not used as a tuning
factor in this study and the value of 37° was kept constant for all the simulations. Overall,
the computed macroscopic and microscopic variables were deemed accurate and suitable
to proceed with the study.
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Figure 8. Numerical radial SMD profile comparison with experimental PDI data from GM for the baseline condition (G1).
(a) 0.3 ms, (b) 0.6 ms and (c) 0.9 ms.
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Figure 9. Numerical (left) vs. UoM experimental (right) PLV maps for the baseline condition (G1).
(a) at 0.3 ms, (b) at 0.6 ms and (c) at 0.9 ms after SOI. Liquid volume fraction range is 0–0.01 mm3/mm2.
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3.2. G2 Cold Condition for iso–octane

Following a thorough validation of the baseline G1 condition, the spray model was
then used to simulate the G2 cold condition. Iso–octane was first analyzed since it was the
liquid fuel with which the model was developed and calibrated. The only parameter that
was changed from the previous model setup was the spray cone angle and was increased
to 26.5° to account for the mild flash boiling condition [43]. In the following analysis, for
iso–octane and the different fuels that will be presented, the experimental data correspond
to those described in Section 2.4 which were carried out at CMT. The numerical axial vapor
and liquid penetrations are compared with the experimental ones and shown in Figure 10.
The computed vapor penetration develops with a higher penetration magnitude for the
majority of the injection duration as well as EOI. The trend, however, is captured by the
numerical model. On the other hand, liquid penetration results agree with the experimental
measurements although they present an overestimation during the steady phase of the
injection duration due to the extended liquid core length. The slope of the curve is also
predicted by the model well after the EOI. The results of vapor and liquid penetration
indicate that there is more improvement to be done in terms of spray atomization and
breakup in this weakly evaporative condition. The promotion of a more intense KH
stripping activity, leading to a higher evaporation rate, would provide enhanced behavior
in terms of the vapor penetration results. Overall, the results shown are quite promising
given that the model is able to predict the main macroscopic variables under different
ambient densities and temperatures.

Figure 10. Numerical and experimental axial vapor and liquid phases penetration for the G2 cold
condition for iso–octane.

Furthermore, the spray morphologies are analyzed in terms of DBI images and images
of the numerical spray parcels. The previous comparison demonstrated in Section 3.1 based
on the projected liquid volume fraction could not be done here since the experimental
measurements were not post–processed in this manner. Nevertheless, this method of
comparison outlines the overall spray shape and permits the assessment of the spray
behavior under mild flashing conditions. Figure 11 reports the evolution of the liquid
during the injection event, at 0.3 ms and 0.6 ms, as well as after the end of injection at
0.9 ms. The numerical model seems to capture the global spray shape and exhibits a certain
degree of plume–to–plume interaction from the early stages of injection. In addition, the

84



Energies 2021, 14, 5925

spray tip liquid density is also well captured although numerical images indicate that the
overall plume width is wider than the corresponding DBI images. The liquid distribution
is also predicted by the numerical model, especially at 0.9 ms where few droplets appear
in the liquid core region which agrees with the DBI images. It could then be stated
that evaporation model utilized for the G2 cold condition is capable of reproducing the
overall spray shape with good accuracy. That being said, the model is further analyzed
in the next sections for several fuels which present different behaviors under mild flash
boiling conditions.

(a)

(b)

(c)

Figure 11. Numerical (left) vs. CMT experimental (right) liquid morphology images for the G2 cold
condition for iso–octane. (a) at 0.3 ms, (b) at 0.6 ms and (c) at 0.9 ms after SOI.

3.3. G2 Cold Condition for n–heptane

This section is dedicated to the implementation of the numerical spray model with
n–heptane. Given that n–heptane possesses similar liquid properties as iso–octane, the
behavior under mild flashing conditions is expected to be similar as well. As what was pre-
viously discussed, the axial vapor and liquid phase penetrations are first examined and the
spray morphologies through numerical and DBI images are then studied. Figure 12 shows
the evolution of the vapor and liquid phases. The vapor phase follows the experimental
trend quite well up to the end of injection. A slight underestimation can then be observed
in the range of 0.8 ms to 1.0 ms; however, the deviation from the experimental trace is
considered negligible. The same could be said for the axial liquid penetration, where the
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slight overestimation during the initial stages of injection is present, as previously seen
with iso–octane.

Figure 12. Numerical and experimental axial vapor phases penetration for the G2 cold condition for
n–heptane.

The evolution of the spray morphology during and after the end of injection is shown
in Figure 13. Experimental and numerical images resemble that of iso–octane where
plume–to–plume interaction is evident. The effect of superheated liquid on the plume
radial expansion as well as the Adachi Rutland flash boiling diameter reduction rate seem
to accurately predict the flashing behavior using n–heptane as a fuel. So far, the fuel
tested are said to be in mild flashing conditions since the Rp values are slightly greater
than unity. The Rp value is generally used to indicate the presence of flash boiling and
is computed according to the ratio of fuel saturation to ambient pressure psat/pamb. The
Rp value for n–heptane under the G2 cold condition is around 1.5. The next sections will
feature the remaining fuels investigated in this study, n–hexane and n–pentane, which are
characterized by a higher superheat degree compared to iso–octane and n–heptane.

3.4. G2 Cold Condition for n–hexane

N–hexane is usually employed to imitate the light component of gasoline and previous
experimental studies under flash boiling conditions have shown that its behavior is more
similar to gasoline compared to n–heptane and iso-octane [44]. Validation for the axial
vapor and liquid phase penetrations is shown in Figure 14. The computed profiles correctly
match the experimental trends for the whole injection duration and the model is able
to reproduce the higher volatility characteristic of n–hexane compared to the previous
fuels, as can be seen by the reduced penetration length. The Adachi Rutland implemented
model thus proves to be accurate in computing the evaporation rate in weakly evaporative
conditions and for fuels of different volatilities.
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(a)

(b)

(c)

Figure 13. Numerical (left) vs. CMT experimental (right) liquid morphology images for the G2 cold
condition for n–heptane. (a) at 0.3 ms, (b) at 0.6 ms and (c) at 0.9 ms after SOI.

Figure 14. Numerical and experimental axial vapor and liquid phases penetration for the G2 cold
condition for n–hexane.
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To further assess the numerical results, the spray morphology is depicted in Figure 15.
A clear difference can be seen in the DBI images compared to the fuels previously elaborated.
Thicker plumes are now evident leading to a strong plume–to–plume interference although
distinct spray plumes can still be observed. Therefore, the radial expansion of the plumes
due to flash boiling is more evident for n–hexane. The numerical images further confirm the
reduced liquid penetration of n–heptane. Moreover, the spray tip shape is also captured by
the computed spray in the stable phase of injection at 0.6 ms. This could also be extended
to 0.9 ms shortly after the injection has ended.

(a)

(b)

(c)

Figure 15. Numerical (left) vs. CMT experimental (right) liquid morphology images for the G2 cold
condition for n–hexane. (a) at 0.3 ms, (b) at 0.6 ms, and (c) at 0.9 ms after SOI.

3.5. G2 Cold Condition for n–pentane

N–pentane encompasses the highest Rp value among all the fuels tested; therefore, a
more extreme case of flash boiling is expected. After a thorough calibration procedure, the
authors concluded that a slightly smaller plume cone angle, 23°, compared to the previous
fuels should be adopted to accurately describe the spray development into the gas phase.
Figure 16 shows the axial vapor and liquid penetrations. It can be clearly seen that the
computed liquid phase evolution has a different slope than the experimental one which is
magnified after the end of injection and a large deviation is present. This implies that the
acceleration of penetration due to the spray collapse is not captured by the model.
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Figure 16. Numerical and experimental axial vapor and liquid phases penetration for the G2 cold
condition for n–pentane.

A more detailed explanation of the deviation shown in Figure 16 could be drawn
from the spray morphology images shown in Figure 17. A large discrepancy between the
numerical and experimental images can be clearly seen. At 0.3 ms, the experimental spray
is already collapsed towards the injector axis and evolves as a single entity. In addition,
an initiation of the toroidal structure is seen at the spray radial extremities. This behavior
is not reproduced by the numerical model where the plumes continue to penetrate in
their original direction with minor plume–to–plume interactions. At 0.6 ms, the toroidal
structure becomes more evident and a higher degree of recirculating motion is shown at
the two radial extremities of the spray. The tip of the numerical spray slightly changes
and becomes narrower. Finally, after the end of injection at 0.9 ms, the experimental
spray penetrates faster due to the spray collapse. No spray collapse is evident in the
numerical spray although a slight deviation of parcel direction at the spray tip can be
noticed. The variation in the slopes of the liquid penetration curves between the numerical
and experimental trends can then be justified by the spray images. The numerical model
presents a drawback since the spray collapse is not predicted and therefore lags behind in
terms of penetration. Duronio et al. [45] adjusted the plume direction and cone angle when
moving towards more extreme case of flash boiling at an ambient density of 0.2 kg/m3

and using iso–octane. The plume direction was decreased down to 19°, compared to the
nominal 37°, and it was possible to reproduce the spray collapse by doing so. Modifying
the plume cone angle and plume direction produced a higher radial velocity component in
the spray simulations leading to the classical bell shape of the jet with two recirculation
zones on each side. However, for the sake of implementing a comprehensive model, the
plume direction was not modified in this study and the plume cone angle reduction alone
was not able to predict the spray collapse behavior seen in the experimental images.

89



Energies 2021, 14, 5925

(a)

(b)

(c)

Figure 17. Numerical (left) vs. CMT experimental (right) liquid morphology images for the G2 cold
condition for n–pentane. (a) at 0.3 ms, (b) at 0.6 ms and (c) at 0.9 ms after SOI.

4. Conclusions and Outlook

The current study comprised of the implementation of Lagrangian spray simula-
tions for a multi–hole gasoline direct injector, Spray G from the ECN, and several mono–
component fuels with different physical characteristics. The eight–hole injector was tested,
both numerically and experimentally, under the baseline G1 condition typical of a late injec-
tion strategy in a GDI engine and under the mild flash boiling condition (G2 cold) typical
of part load operation. The experimental analysis was carried out in a constant volume
chamber constructed for GDI spray visualizations at CMT–Motores Térmicos, whereas
the computational part was developed within the OpenFOAM framework coupled with
the LibICE code, developed by the ICE group of Politecnico di Milano for specific CFD
applications applied to internal combustion engines.

Due to the abundance of experimental data for the Spray G1 condition, preliminary
work involved tuning the spray sub–models for that case, reproducing the main variables
made available by the ECN. The model was then left unchanged for the subsequent stages
of the study where only the spray cone angle was varied to account for flash boiling
evaporation. To this end, the validation process of the spray model did not only cover the
vapor and liquid penetration comparison but rather included the assessment of the spray
gas interaction by analyzing the axial gas centerline velocity, SMD radial distributions,
and finally liquid spray morphologies. The RANS standard k −−ε turbulence model with
the Pope correction provided accurate results for the vapor phase penetration and the
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centerline axial gas velocity. A slight underestimation of the vapor penetration between
1.5 ms and 2.0 ms could be improved by further refining the grid; however, an increase
in computational cost is expected. Likewise, adopting a fixed grid instead of using AMR
could lead to a better prediction of the gas velocity since the centerline point bounded by
the spray plumes would not be refined when AMR is utilized. Furthermore, liquid high
and low threshold penetrations revealed that the liquid core of the spray is overpredicted
which was verified by the morphology images although a better assessment would be
done if PLV images from Sandia were available. Additionally, computed SMD values were
quite a bit lower than the measured ones indicating that further tuning of the sub–models
is required in order to accurately predict the diameters while maintaining an adequate
liquid evaporation rate. Nonetheless, the adopted setup was evaluated to be suitable for
the investigation of the flash boiling behavior of the various fuels.

Iso–octane and n–heptane both demonstrated similar behaviors under mild flashing
conditions. The radial expansion of the spray was slightly overestimated as shown by the
comparison of the numerical parcel and experimental DBI images. A more comparative
assessment would be to compare the morphologies in the same way done for the Spray G1
condition since the same post–processing and thresholding procedure would be employed
for both images. In any case, the plume–to–plume interaction was captured by the nu-
merical model for both fuels. The Adachi–Rutland evaporation rate and flashing diameter
reduction led to a good agreement between numerical and experimental penetration trends.
Therefore, the adopted spray setup tuned for the G1 condition was also able to predict the
main spray characteristics even at three times lower ambient density without the need of a
re–calibration. The adopted methodology was also validated under a more intense flash
boiling scenario by testing n–hexane under the same chamber conditions. The computed
liquid and vapor penetrations were in good agreement with the measured profiles for the
whole duration of injection. Spray morphology images indicated that the numerical model
is weak in capturing the radial expansion of the dense liquid core region due to the intense
flash boiling phenomenon although a good agreement is observed at the plume tips. The
weakness of the DDM model is further magnified when n–pentane was investigated. The
underestimation of the liquid phase penetration and liquid spray morphologies demon-
strated that the numerical spray model did not contract and thus evolved with an overall
lower penetration. This highlights an important limitation in the adopted methodology
and lays the foundation for future development activities that must be carried out. In
that sense, it must be said that the physics occurring inside the nozzle and near nozzle
region cannot be neglected under extreme cases of flash boiling leading to spray collapse.
Therefore, future activities are intended to implement a coupling between internal and
external nozzle flow so that the initial plume direction and cone angle are calculated by
the internal nozzle flow Eulerian model which initializes the Lagrangian simulation. This
would be a more physical approach rather than imposing fixed injection direction and
plume angle values, making the model less reliant on experimental measurements. In
addition, the rapid phase change and plume expansion occurring at the nozzle exit under
flash boiling conditions could be captured and transmitted to the subsequent Lagrangian
simulation, thus improving the model fidelity.
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Abstract: In this study, experimental measurements in a spherical combustion bomb were performed
in order to investigate the flame propagation in N2-diluted CH4-N2O mixtures with stoichiometric
equivalence ratio, at several initial pressures (0.5–1.75 bar) and ambient initial temperatures. Methane
was chosen as a test-fuel, since it is the main component of natural gas, a fuel often used as a substitute
to gasoline in engines with internal combustion and industrial plants. The method approached in this
study is based on a simple examination of the cubic law of pressure rise during the early (incipient)
period of flame propagation. The incipient stage defined by a pressure rise equal or smaller than the
initial pressure, was divided into short time intervals. The burnt mass fractions (obtained using three
different Equations) and flame radii at various moments of the flame propagation in the course of
the incipient stage were calculated. The cubic law coefficients and corresponding laminar burning
velocities at considered time intervals were also reported.

Keywords: flame propagation; closed spherical bomb; incipient stage; methane; N2O

1. Introduction

Nitrous oxide (N2O) is a naturally occurring gas, which has applications in different
fields such as: pharmacologic agent to generate anesthesia; food additives; propellant in
propulsion systems; refrigerant; additive for fuels. In small amounts, it is generated in
nuclear waste storage tanks, along with methane, hydrogen and ammonia. The mixture
of these gases can lead to a flammable gas mixture. In the unlikely event that an ignition
source is present as this gas releases, an explosion can occur.

N2O is a two-phase compound existing both as a liquid and a gas. Nitrous oxide in
liquid form is inert, but in a vapor form at high temperatures, it can decompose rapidly
and energetically. Due to its exothermic decomposition in N2 and O2 (N2O → N2 + 1/2O2;
ΔH = −82.1 kJ/mol), the combustion supported by nitrous oxide releases greatly the
temperatures and explosion pressures compared to combustion occurring in the presence
of air. Therefore, the explosions in fuel-N2O systems are more powerful, and consequently
the unanticipated events are more devastating. This situation motivates researchers in the
combustion field to conduct studies on hydrocarbon–nitrous oxide combustion to deliver
valuable information on the fundamental chemical kinetics significant to the intricate
oxidation systems where nitrogen oxide is involved.

Due to unexpected accidents caused by nitrous oxide [1,2], there are many experi-
mental and computed studies on fuel combustion supported by N2O, especially regarding
their flammability and propagation properties. Vandebroek et al. [3] conducted experi-
ments in a closed spherical bomb at atmospheric pressure and at an initial temperature of
70 ◦C to determine the explosion characteristics and flammability limits of toluene-N2O in
comparison with toluene–air mixtures. Powell et al. [4–6] used a flat flame burner and nu-
merical modeling to study the laminar burning velocities of hydrogen-, methane-, propane-
and propylene-N2O mixtures diluted with N2, at near-atmospheric pressure. Shebeko
et al. [7–9] reported the flammability limits, minimum inert concentrations, peak explosion
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pressures, maximum rates of pressure rise and laminar burning velocities of hydrogen-,
methane-, propane- and butane-N2O mixtures in the presence of N2, CO2 and several halo-
gen derivatives by experiments in closed vessels, at standard conditions. Mével et al. [10]
carried out experimental studies in a spherical bomb and kinetic modeling at ambient
conditions to study the flame propagation in H2-N2O-Ar mixtures. Koshiba et al. [11–13]
studied the explosion properties (explosion limits, peak explosion pressures, and time
to peak explosion pressure) of mixtures of n-alkanes, diethyl ether, diethylamine and n-
butyraldehyde with nitrous oxide and nitrogen in a cylindrical vessel, at room temperature
and atmospheric pressure. Bane et al. [14] determined the flame velocities and combustion
parameters (peak explosion pressure and severity factor) for the H2-N2O mixture diluted
or not with N2 by experiments in a cylindrical bomb and numerical modeling, at different
initial conditions (pressure, equivalence ratio, dilution level). Movileanu et al. [15] reported
the explosion indices of N2-diluted ethylene-N2O mixtures in elongated vessels, at ambient
temperatures and various initial pressures. Razus et al. [16,17] performed experiments in a
spherical bomb and numerical modeling at room temperature and initial pressures different
from ambient, to obtain the peak explosion pressures, maximum rates of pressure rise,
deflagration indices and laminar burning velocities of methane-N2O flames in the presence
of inert additives. Shen et al. [18] conducted a study on stoichiometric C2H4/N2O mixtures
diluted with N2 or CO2 using a standard 20 L spherical bomb and sub-atmospheric initial
pressures to assess the explosion mechanism and hazard. Li et al. [19] carried out an
experimental study at standard conditions using cylindrical channels to investigate the
flame propagation and thermal hazard of the premixed N2O/fuel mixtures, including NH3,
C3H8 and C2H4. Wang et al. [20,21] performed experiments in a closed cylindrical vessel
at atmospheric and sub-atmospheric pressures to investigate the explosion behaviors of
hydrogen-, methane- and ethylene-N2O mixtures diluted with N2. Luo et al. [22] investi-
gated the effects of the addition of ethane, ethylene, hydrogen and carbon monoxide on
the flammability limits and limiting oxygen concentrations of methane under N2 dilution
in a pipeline at atmospheric temperature and pressure. Mitu et al. [23] studied the laminar
burning velocities of N2-diluted CH4-N2O flames by experiments in a spherical bomb, at
various initial pressures and room temperature.

Despite the background described above, the research on CH4 explosions supported
by N2O occurring in closed bombs (especially at initial pressures different from ambient) are
still lacking, although the methane explosions have frequently been studied in the presence
of other oxidants, such as O2 or air. Therefore, the present research pays attention to
explosion propagation occurring in another kind of hazardous mixture, which is motivated
not only by the safety concerns in technical applications in which these mixtures are
involved, but also in the handling and storage of nuclear waste, where they are generated.

The present work is focused on the study of flame propagation in the course of the
early (incipient) period of explosions inside a closed-bomb with central ignition using
N2-diluted CH4-N2O mixtures. Methane was chosen as the test-fuel because it is the main
component of natural gas, which is increasingly being used as a substitute to gasoline
in engines with internal combustion and industrial plants [24]. On the other hand, the
combustion of fuels in the presence of N2O can lead to greatly turbulent deflagrations
and unstable flames, which can fast self-accelerate and may shift from a deflagration to a
detonation regime. Although methane and nitrous oxide are some of the more noxious
greenhouse gases [25], they can be used together to obtain a synthesis gas and other
hydrocarbons [26], which can be further used to obtain various useful chemicals. Both
methane and nitrous oxide present a highly explosive potential and in the event of a spark
they can ignite and lead to devastating explosions. Therefore, it is desired to carry out
studies in order to provide data regarding the explosion propagations in methane-nitrous
oxide mixtures, at pressures different from ambient, trying to get closer to conditions
encountered in practice.

The early stage of flame propagation gives us useful information regarding the flame
initiation and increase, associated with pressure increase and unstable heat generation.
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Additionally, the pressure change in the course of this incipient period is useful for the
design of venting devices, necessary for the mitigation of gaseous explosions which may
occur accidentally in industrial installations or storage reservoirs. One of the conditions for
a good work of vents is that the operating time of the suppression system must be lower
than the induction period (the time required for the allowable pressure increase) [27]. In
the incipient stage of flame development, the flame is smooth, has a negligible width and
propagates in the absence of convection [28,29].

A detailed study of the early stage of flame development made it known that the
pressure increase at the end of this period in the course of the combustion in a constant
volume bomb can be linked with the time from initiation by means of a cubic law [28]. This
law is plausible as long as the flame maintains its spherical aspect and its propagation is
undisturbed. Moreover, it was empirically limited to a pressure variation less or equal to
the initial pressure at which the experimental determination takes place [28,29]. Therefore,
the examination of the incipient stage of flame development is necessary to find the most
favorable duration of this stage of flame propagation. Shorter durations of the incipient
period of explosion should be assessed in order to obtain valuable information regarding
the flame propagation, mainly when near-limit flammable systems are considered or
when non-spherical explosion cells are implied. It is known that the combustion in a
non-spherical explosion vessel is not completed at the same time over the whole bomb
area, but the early period of combustion is identical in any case [28].

Our approach is to carry out experiments in a small-closed bomb, using for ignition a
punctiform source of energy. Measurements of pressure versus time are further used to
determine the burnt mass fractions, flame radii and the cubic law constants of pressure
increase. The last parameters were subsequently used to calculate the laminar burning
velocities. The method approached in this research provides laminar burning velocities
from a single experiment and is suitable for non-conventional mixtures such as those
studied in the present research consisting of fuel-oxidizer (N2O) and diluent.

This study aims to provide new experimental results on these fundamental combus-
tion characteristics and to find the optimum duration of the incipient stage. These new
data will contribute to safety enhancement in industrial facilities that handle and store
nitrous oxide, expanding at the same time the combustion database regarding the fuel-N2O
flames. Additionally, to the lack of data referring to methane combustion in the presence of
nitrous oxide, there is also a large discrepancy in the available reported results, no matter
whether these data are obtained from experiments or from numerical modeling. Moreover,
the study of hydrocarbon-nitrous oxide combustion can provide valuable information
on the fundamental chemical kinetics relevant to complex oxidation systems involving
nitrogen. Thus, it fully justifies the interest on a comprehensive study of their explosivity
to help formulate answers related to three categories of problems: prediction, prevention
and protection.

2. Experimental Apparatus and Procedure

In this study, the method of unstable flame propagation inside a spherical closed
bomb with central ignition was used to investigate the flame propagation in N2-diluted
CH4-N2O mixtures.

The experimental set-up is schematically shown in the previous study [25]. Its main
components are the combustion bomb, the ignition device, the pressure transducer coupled
to an amplifier, the ionization gauges and the system for data acquisition. The experiments
were conducted in a spherical bomb with an internal volume of 0.52 L and 5 cm radius,
which was projected to withstand an internal pressure of 40 bar. The ignition was achieved
by electric sparks produced between stainless-steel electrodes of 1 mm diameter and round
tips, fixed at the center of the vessel. The ignition energies were maintained at a low value
(1–5 mJ) to keep away from any turbulence that could appear due to an excessive energy
input in the course of ignition.
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CH4-N2O mixtures having initial temperature of 298 K, different initial pressures
(0.5–1.75 bar) and stoichiometric equivalence ratio were used as test mixtures. For safety
reasons, the CH4-N2O mixtures were diluted with N2 between 40 and 60 vol%. N2 was
chosen as a diluent because it is inexpensive, widespread and is commonly used for
explosions inhibition.

The stoichiometric mixture composition was chosen as a representative composition
because it affords a complete fuel and oxidizer consumption and generally ensures diffusion
stability of the fame front.

The test mixtures were prepared according to the partial pressure method, stored in a
10 L metallic reservoir and used 48 h later. Prior to every test, the experimental bomb was
evacuated by means of a vacuum pump to a pressure under 1.0 mbar. The studied mixture
is then introduced inside the bomb (at the desired initial pressure) and it is left to become
quiescent. Once the mixture is ignited, the explosion evolution was collected by means of a
piezoelectric pressure transducer (Kistler 601A, Kistler, Winterhur, Switzerland) coupled to
a charge amplifier (Kistler 5001SN, Kistler, Winterhur, Switzerland). Two ionization gauges
mounted in an equatorial place immersed at 0.3 cm from the wall were used to monitor the
arrival time of the flame front. The signals from the charge amplifier and ionization gauge
were recorded by a digital oscilloscope, usually at 104 signals/s. To shun the effect of the
combustion products that may still be present in the bomb and to mitigate the heating of
the mixture produced by an eventual heating of the bomb’s wall that may occur as a result
of the flame propagation, the vessel was flushed with dry air after each test.

To minimize the operational errors, each experiment was repeated a minimum of
three times to check the reproducibility and to ensure accurate results. Figure 1 compares
the pressure histories measured in the experimental bomb for various N2 dilutions. In
this figure, the different color symbols refer to three repeated measurements for each N2
dilution. The repeatability of the measurements led to satisfactory results, indicating that
the mixtures have been accurately prepared. A strain gauge manometer (Edwards type
EPS-10HM, Edwards Ltd., West Sussex, UK) was used to measure the initial pressures of
the tested mixtures, p0. According to the information from the equipment manufacturer,
the error of initial pressure measurement is less than 0.1%.
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Figure 1. Experimental pressure-time history of the combustion process.

Methane (99.99%), N2O and N2 (both 99.999%) were provided by SIAD Italy and were
used without any purification.

The uncertainties involved in the present study can be due to mixture preparation,
data acquisition and data processing. The uncertainty due to the mixture preparation
depends strongly on the accuracy of the pressure gauge manometer. In this study, very
accurate pressure gauge manometers were used; therefore, the uncertainties due to the
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mixtures preparation can be neglected. The uncertainty in the course of one experiment can
be attributed to the initial conditions: temperature and pressure. During all experiments,
the initial temperature of the mixtures was considered the room temperature (298 K).
However, an estimated error of ±2 K (about 0.7%) due to the temperature variation from
one day to another can be considered a possible factor that may affect the overall precision
of measurements. In addition to the errors that may be due to the initial temperature,
other errors which may arise correspond to the accuracy of the pressure transducer and
ignition sources. According to the piezoelectric pressure transducer manufacturer, the error
given by this device is less or equal to 0.1%. Considering all of these possible sources of
experimental errors, a total standard deviation of 3.5% was taking into account during this
study. The errors due to data processing are generated by the accuracy of the equations
used to calculate the unburnt mass fractions, flame radius and laminar burning velocity.

3. Data Evaluation

In the present research, the laminar burning velocities of N2-diluted CH4-N2O mix-
tures with stoichiometric composition were calculated using the assessment of pressure-
time curves in the early period of flame propagation, assuming an isothermal compression
of the unburned gas, as proposed by Razus et al. [29]:

Su = R
(

k
Δpmax

) 1
3
(

p0

pmax

) 2
3

(1)

Here, R represent the radius of the bomb; k represent the cubic law coefficient of
pressure rise, characteristic to the incipient period of the combustion; Δpmax = pmax − p0
represent the maximum (peak) pressure rise.

Taking into account the initial moment of flame propagation in a closed bomb,
Equation (1) can be used to calculate the laminar burning velocities of various mixtures.
This Equation has the advantage that it allows us to obtain Su without the necessity of
other additional assumptions on explosion evolution after initiation.

The cubic law coefficient of pressure rise, characteristic for the incipient period of
combustion, was obtained for each measurement by means of a nonlinear regression [29]:

Δp = a + k · (t − b)3 (2)

In Equation (2), the coefficients a and b are used to correct the pressure and time,
respectively. These corrections were made in order to eliminate any possible delays in
the signal recording or in the signal shift of pressure transducer. In this study, for every
experiment, the coefficients a and b were determined using a restricted number of points
satisfying the following condition:

p0 ≤ p ≤ 1.5p0 (3)

The flame radius at any instant (at pressure p), rb, of the combustion propagation was
calculated using the following equation [30,31]:

rb = R

[
1 − (1 − n)

(
p0

p

) 1
γu
] 1

3

= R
[
1 − (1 − n)π

−1
γu

] 1
3

(4)

Here, n represents the burnt mass fraction; p represents the pressure achieved at
moment t; γu represent the adiabatic compression factor of the unburnt gas; π represents
the relative pressure defined as p/p0.

rb is a characteristic property, which can be obtained from a continuous registering or
from signals provided by some ionization gauges.
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A limited range of the transient pressures into the interval Δp ≤ p0 was used in the
flame radius calculation according to the works [32,33] in order to avoid the disturbing
effects of the flame stretch and curvature on this parameter.

Over time, there were proposed a series of equations, which allow the calculation of the
burnt mass fraction. Some of these are suitable for the incipient stage of flame propagation
when the pressure and temperature of burned and unburned gas are quasi-constant [30,31].

In the present study, the burnt mass fraction was calculated using three differ-
ent equations:

(I) the equation proposed by Manton et al. [31]:

n =
(p − p0)

(pe − p0)
=

(π − 1)
(πe − 1)

(5)

Here, πe = pe/p0; pe represent the final explosion pressure in the course of the
isochoric combustion.

The equation proposed by Manton et al. [31] is as simple relationship which links the
burnt mass fraction with pressure. It states that the fraction of burned gas is equal with
the fraction of the total pressure rise. Equation (5) is suitable for small values of burnt
mass fraction. This equation was validated by Chen et al. [34] by numerical simulation
of propagation of spherical flames in a closed spherical bomb. They used H2, CH4 and
C3H8-mixtures and obtained a good agreement between data obtained by this equation and
data delivered by numerical simulation, which indicates the robustness of Equation (5).

(II) the equation proposed by Grumer et al. [35]:

n =
(p − p0)

p0γu(E0 − 1)
=

(π − 1)
γu(E0 − 1)

(6)

where E0 is the expansion factor of gases in the course of the initial period of the flame
propagation. In this study, the expansion coefficients were calculated as the ratio between
the volume of burned gas (Vb) and volume of unburned gas (Vu):

E0 =
Vb
Vu

(7)

The burned gas volumes were obtained from runs with the COSILAB 0-D package [36]
in isobaric conditions.

The equation proposed by Grumer et al. [35] is a more accurate relation than the
linear one proposed by Manton and co-workers. However, Equation (6) is valid only for a
restricted region, defined as p < 1.1 p0 [35].

(III) the equation proposed by Oancea et al. [37]:

n =
θ
(

π − π
1− 1

γu

)
πe − θπ

1− 1
γu

(8)

In Equation (8): θ =
(πe

π

)1− 1
γ∗ ; γ∗ = ln πe

ln
(

πe
θ0

) ; θ0 =
Tf ,V
Tf ,p

.

Tf,V represents the adiabatic flame temperature of isochoric combustion; Tf,p represents
the adiabatic flame temperature of isobaric combustion. Their values were also obtained
by running the COSILAB 0-D software (Rotexo-Softpredict-Cosilab GmbH & Co KG: Bad
Zwischenhahn, Germany) [36].

The equation proposed by Oancea et al. [37] is a simple method for calculating the
burnt mass fraction over an extended domain of conditions achieved in the course of the
constant volume combustion, taking into account an adjusted adiabatic compression law of
burnt gas. This equation requires the knowledge of the final explosion pressure and flame
temperatures (at constant volume and constant pressure, respectively), parameters that can
be easily obtained using thermodynamic data and adequate computer software. The utility
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and validity of the equation by Oancea et al. was tested by comparing the burnt gas radii
obtained with this equation and measured data reported by other authors. Additionally, a
good agreement was reported between the laminar burning velocities obtained with its
help and data from the literature delivered using other methods [37,38].

Equations (5) and (6) can be applied to examine the early stage of the closed bomb
explosions, while Equation (8) can also be applied for the later stages of the explosions.
The only limitation of Equation (8) is that when the flame gets close to the vessel’s wall, an
important quantity of the heat is lost and therefore it is necessary to take this into account.

4. Results and Discussion

The method of unstable flame propagation in a spherical closed bomb with central
ignition is generally acknowledged as being potentially both versatile and accurate. In
this type of explosion bomb, a thin spherical flame front divides the inner gas mixtures in
two zones: the burnt mixture zone and the unburnt mixture zone [39]. After ignition, the
flame has a laminar propagation through the unburnt mixture until it reaches the bomb’s
walls. The flame evolution during the explosion in a spherical bomb is schematically drawn
in Figure 2. To model spherical flames, the following assumptions are considered: the
unburned and burned gases are ideal gases; the ignition source is quasi-punctiform; the
flame propagation is spherical during the whole explosion; the flame front thickness is
negligible in comparison with the flame radius; the heat transferred between the flame
front and the electrodes and the vessel’s wall, respectively, is also negligible.

Figure 2. Flame front development in the spherical explosion bomb (equatorial view).

A representative diagram of pressure variation into the experimental bomb during
the explosion of stoichiometric CH4-N2O mixture diluted with 60% N2, at p0 = 1.50 bar
and ambient initial temperature is presented in Figure 3, together with the transient signal
of the ionization gauge (UIP) and the rate of pressure rise (dp/dt). In this diagram, the
incipient (early) stage of the explosion defined by restriction Δp = p0 = 1.50 bar was also
indicated. As can be seen, the incipient period of flame propagation is much smaller than
the time necessary to achieve the maximum rate of pressure rise (in the present research,
53.7 ms) when the heat losses become significant.
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Figure 3. Pressure variation during the explosion in stoichiometric CH4-N2O-60% N2, at ambient
initial temperature and p0 = 1.50 bar.

Another representative diagram is given in Figure 4a for the stoichiometric CH4-N2O
mixture diluted with various amounts of N2, at ambient initial temperature and initial
pressure of 1.75 bar. Curves with a similar aspect were registered for all tested pressures.
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Figure 4. Pressure variation during the explosions in stoichiometric CH4-N2O mixtures diluted with N2, at p0 = 1.75 bar
and ambient initial temperature. (a) the whole p(t) curve; (b) a magnified diagram representing the incipient period of the
flame propagation.

The incipient stage of pressure–time variation during propagation of laminar flames
in closed bombs gives important information regarding the formation and development of
the flame core trigger off an electric spark. This stage takes place over a specific period of
time t, whose duration can be divided into the shorter time intervals of 1/4 t, 1/2 t and
3/4 t. In this incipient stage, the flame preserves its spherical form, the heat losses do not
affect its growth, and the temperature gradients in both burned and unburned gas are
low and so they may not be considered. A magnified diagram representing the incipient
period of the flame propagation in the course of explosions that take place in the studied
systems is presented in Figure 4b. Here, several arrows delimitate the possible lengths of
the incipient stage: t is the length of a period where Δp = p0; 3/4 t is the length of a period
where Δp = 3/4p0 and so on.
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Taking into account those presented above, the cubic law coefficients were obtained
for corresponding shorter time intervals of 1/4 t, 1/2 t, 3/4 t and t by means of a nonlinear
regression procedure of p(t) data, assuming the validity of Equation (2). The cubic law
coefficients are influenced by initial temperature and pressure, fuel and diluent content.

In Figure 5, the variation of cubic law coefficients with the initial pressure, together
with error bars for the stoichiometric CH4-N2O mixture diluted with 40% N2, at room
temperature, are given. A linear increase in the cubic law coefficients was observed when
the initial pressure increased. An increase in the cubic law coefficients with the initial
pressure increase was already reported in [17,23]. Referring to the example in the Figure 5
and keeping the initial pressure constant (e.g., p0 = 1.00 bar), the values of the cubic law
coefficients increase from the time interval 1/4 t to the time interval t.
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Figure 5. Variation of cubic law coefficients with initial pressure for stoichiometric CH4-N2O mixture
diluted with 40% N2, at ambient initial temperature.

As mentioned above, the cubic law coefficients depend not only on the initial pressure,
but also on the diluent concentration. This dependence can be remarked also in Figure 6,
where the data regarding the variation of the cubic law coefficients with the N2 concentra-
tion at ambient initial temperature and p0 = 0.50 bar are presented. The same comportment
was observed for all the initial pressures considered in the present work.
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Figure 6. Variation of cubic law coefficients with diluent concentration for stoichiometric CH4-N2O
mixtures, diluted with N2, at p0 = 1.75 bar and ambient initial temperature.
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Representative values of the laminar burning velocities obtained using the cubic law
coefficients are shown in Figures 7 and 8. Similar plots were obtained at all initial conditions
studied in this work.
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Figure 7. Variation of laminar burning velocities with initial pressure for stoichiometric CH4-N2O
mixture, diluted with 60% N2, at room temperature.
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Figure 8. Variation of laminar burning velocities with diluent concentration for stoichiometric
CH4-N2O mixtures diluted with N2, at p0 = 1.25 bar and ambient initial temperature.

In Figure 7, the laminar burning velocities of stoichiometric CH4-N2O mixtures diluted
with 60% N2, at ambient initial temperature and various initial pressures, are presented.
As expected, a diminution of the laminar burning velocities is observed when the initial
pressure increases. The dependence of the laminar burning velocity on initial pressure is
based on the unburned gas density variation accordingly with the thermal theory of flame
propagation [40]. When the initial pressure rises, the density of the unburned gas increases,
and therefore, a diminution of the laminar burning velocity occurs.

In Figure 8, the laminar burning velocities of CH4-N2O mixtures with stoichiometric
composition diluted with various concentrations of N2, at p0 = 1.25 bar, and ambient initial
temperatures are illustrated. As expected, the rise in the diluent concentration causes a
diminution of the laminar burning velocity at all studied initial pressures. The influence
of diluents on the laminar burning velocity can be attributed to their ability to modify
the thermal properties of flammable mixtures by changing the heat capacity, and thus the
flame temperature. Moreover, diluent addition leads to a decrease in the fuel content, and
therefore of the heat released and the reaction rate. Therefore, diluent addition influences
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both the oxidation reaction kinetics and the thermal diffusivity of the reacting mixture, and
thus the laminar burning velocity.

Lee et al. [41] conducted an experimental study on syngas mixtures diluted with
N2, CO2 and steam, in order to examine the dilution effects on a gas turbine combustion
performance. The results revealed that the dilution of syngas decreases NOx emissions
and that the reduction of NOx emissions is related to the diluent’s heat capacity. Zhang
et al. [42] examined the MILD (moderate or intense low-oxygen dilution) combustion in the
presence of N2 and CO2 by experiments and numerical modeling. They used natural gas
(CH4) and liquefied petroleum gas (LPG) as tested fuels and concluded that the CO2 has a
dilution effect that is better than N2 due to its heat capacity, which is bigger than the heat
capacity of N2. The dilution with CO2 conducted to lower adiabatic temperature rise, and
thus to a good occurrence of MILD combustion compared with N2 dilution. In this case,
the physical factor plays an important role compared to the chemical factor. On the other
hand, Zhang et al. [42] found that the ignition delay time of methane diluted with CO2 is
notably longer in comparison with the ignition delay time of methane diluted with N2,
which makes easier the occurrence of MILD combustion. In this case, the chemical factor
plays a major role compared with the physical factor. Later, Ceriello et al. [43] showed
that the role of the internal exhaust gas recirculation is decisive in establishing the MILD
regimes. They proposed a tabulated chemistry model and concluded that dilution with
CO2 led to much more satisfactory results in comparison with dilution with N2 due to the
lower reaction rates of CO2.

The laminar burning velocities at the end of the incipient period of explosion defined
by Δp = p0 can be compared with the literature data reported by other groups of researchers.
On the one hand, the present data are higher compared with reported laminar burning
velocities obtained using other experimental methods or computation. For example, at
0.75 bar and ambient initial temperature, the value of the laminar burning velocity for
stoichiometric CH4-N2O mixture diluted with 50 vol% N2 found in the present study
is Su = 33.03 cm/s. In comparison, Powell et al. [4–6] obtained Su = 24.20 cm/s from
experiments using a burner with a flat flame and Su = 21.50 cm/s from computation with
an adjusted PPD mechanism. They used a stoichiometric CH4-N2O mixture diluted with
52 vol% N2 at 0.8 atm. These differences could be due to the fact that Powell et al. reports
experimental data on the unstretched adiabatic flame velocity.

On the other hand, the results reported in this study are close to those reported by
D’Olieslager and van Tiggelen [44] on stoichiometric CH4-N2O mixture diluted with 40 and
50 vol% N2, respectively. The experiments from [44] were performed using a Bunsen burner
at p0 = 1 bar. For the mixture diluted with 40 vol% N2, D’Olieslager and van Tiggelen
reported Su = 46.50 cm/s (Su = 47.58 cm/s in this study), while for the mixture diluted with
50 vol% N2, they reported Su = 30.10 cm/s (Su = 31.11 cm/s in this study). A summative
table, which includes the comparison between present data and those from the literature is
presented in Table 1.

Table 1. Comparison between present data and data reported in the literature.

p0 (bar) (N2) (vol%) Method Su (cm/s) Reference

0.75 50 Spherical expanding flames 33.03 Present data
0.81 52 Flat flame burner 24.20 [4–6]
0.81 52 Numerical modeling 21.50 [4–6]
1.00 40 Spherical expanding flames 47.58 Present data
1.00 40 Bunsen burner 46.50 [44]
1.00 50 Spherical expanding flames 31.11 Present data
1.00 50 Bunsen burner 30.10 [44]

For all the considered systems, the coefficients of cubic law k drop when shorter time
durations of the incipient stage are evaluated. Therefore, a diminution of the laminar
burning velocities Su was observed. This could be due to a large perturbation in pressure
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measurements right after initiation of the explosion. Thus, a statistical analysis of the
results is necessary in order to establish the optimum length of the incipient period. In
Table 2, the determination coefficients (r2) obtained at fitting the data using Equation (1),
together with the value of the statistical factors (Fs), are given. The example given in Table 2
refers to the data achieved during one experimental measurement. In this example, the
measurements were conducted at atmospheric pressure and temperature. Similar results
were achieved for all tests performed under the same conditions realized in order to check
the reproducibility of the results and also at initial pressures, different to the ambient ones
considered in this research.

Table 2. The determination coefficients (r2) and the value of the statistical factors (Fs).

Time Interval
(N2) = 40 (vol%) (N2) = 50 (vol%) (N2) = 60 (vol%)

r2 Fs r2 Fs r2 Fs

t 0.998 19159 0.997 29648 0.998 116931
3/4 t 0.997 12136 0.995 17272 0.998 89100
1/2 t 0.992 4748 0.989 6843 0.996 42722
1/4 t 0.973 1112 0.962 1549 0.983 8181

From Table 2, it can be concluded that the best values of the cubic law coefficients and
thus of the laminar burning velocities are obtained when the condition Δp = p0 is fulfilled.
The fact that a shorter duration of the incipient stage is not optimal is also observed from the
scattering of the data obtained for short periods of the early stage (1/4 t, 1/2 t) studied in
this research and presented in Figure 7. Therefore, these short time intervals of the incipient
stage of the flame propagation do not bring an improvement in obtaining accurate values
of the laminar burning velocities, an important parameter in the process of understanding
a large range of flammable mixtures.

The assessment of pressure-time curves in the incipient stage of flame propagation
allows the calculation of other explosion parameters, such as burnt mass fraction and
flame radius.

In Table 3, the burnt mass fractions of stoichiometric CH4-N2O mixture diluted with
40 vol% N2 at atmospheric initial pressure and temperature obtained using Equations (5),
(6) and (8) at different moments of the early stage, are presented. The same behavior was
observed for all studied mixtures and initial pressures. Close values of the burnt mass
fraction were obtained when Equations (6) and (8) were used. The Equation of Manton
et al. [31] is an approximate linear relationship which relates the burnt mass fraction
from the vessel to the fractional pressure rise. Although Equation (5) is often cited in the
literature [34,45,46], Luijten et al. [47] showed that this linear relationship has obvious
errors and proposed corrections to the burnt mass fraction considering different disturbing
aspects. However, the error involved in this assumption is not large in the incipient stage
of combustion, so that the Equation (5) can be used for small values of n, as already was
mentioned in [48].

Table 3. The burnt mass fractions of stoichiometric CH4-N2O mixture diluted with 40 vol% N2, at
atmospheric initial pressure and temperature.

Duration of the
Early Stage

n

Equation Manton
et al. [31]

Equation Grumer
et al. [35]

Equation Oancea
et al. [37]

t 0.0846 0.0762 0.0792
3/4 t 0.0608 0.0548 0.0564
1/2 t 0.0425 0.0383 0.0391
1/4 t 0.0203 0.0183 0.0184
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The values of the burnt mass fractions were further used to calculate the flame radii
at different moments of the early stage of combustion considered in this work using
Equation (4). The flame radii obtained using the mass fractions presented above in Table 3
are presented in Table 4.

Table 4. The flame radius of stoichiometric CH4-N2O mixture diluted with 40 vol% N2, at atmospheric
initial pressure and temperature.

Duration of the
Early Stage

rb

n from Manton et al.
[31]

n from Grumer et al.
[35]

n from Oancea et al.
[37]

t 3.878 3.865 3.870
3/4 t 3.637 3.624 3.627
1/2 t 3.362 3.350 3.352
1/4 t 2.784 2.775 2.775

Similar results were obtained at all initial pressures and diluent concentrations ex-
amined in this work. As can be seen, all three equations used to obtain the burnt mass
fractions deliver close results of flame radius for all time lengths taken into account in this
study. At constant initial pressures and diluent composition, the flame radius increases
from 1/4 t to t, indicating that the flame front travels from the burnt to the unburnt zone.

In our previous study [32] on propane-air mixtures in a spherical and two cylindrical
bombs, a dimensionless flame radius defined as �b = rb

R was considered. The study
revealed that, for a particular burnt mass fraction in the course of the incipient period of
the explosion, the dimensionless flame radius is by far higher than the relative pressure
rise (p/p0). Indeed, this is also true in the present case for mixtures in which the oxidant is
N2O. This can be seen from Table 5, where results obtained from a stoichiometric CH4-N2O
mixture diluted with 60 vol% N2 at ambient initial temperature and p0 = 1.25 bar are given.

Table 5. Dimensionless flame radius and relative pressure of stoichiometric CH4-N2O mixture
diluted with 60 vol% N2, at ambient initial temperature and p0 = 1.25 bar.

Duration of the Early Stage n from Grumer et al. [35] �b π

t 3.871 3.856 3.859
3/4 t 3.653 3.639 3.641
1/2 t 3.338 3.325 3.326
1/4 t 2.810 2.800 2.799

In all of the studied mixtures, the flame achieved a dimensionless radius �b = 0.55–0.56
at the end of an incipient period with the length 1/4 t and a dimensionless radius
�b = 0.76–0.77 at the end of an incipient period with the length t. Therefore, it can be
said that the flame curvature and stretch effect (significant when �b ≤ 0.10) should not
affect the value of the laminar burning velocity. Thus, it shows that any length between 1/4
t and t is suitable for application in Equation (1). As discussed above, a rigorous selection of
the optimum length of the incipient period can be due after inspection of the fit parameters
achieved for regressions between the pressure rise Δp and time t. From this inspection
results that the optimal duration of the incipient is reached when Δp = p0.

The burnt mass fraction and flame radius play an important role in the incipient
detection of the explosion initiation, and therefore in obtaining accurate laminar burning
velocities using the constant volume combustion method.
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Using the flame radii and burnt mass fractions, the laminar burning velocities can
be calculated from the transient pressure record in the closed bomb using the following
equation, which includes both measurable and calculable parameters [31]:

Su =
R3

3r2
b

(
1
π

)1/γu dn
dt

(9)

The time derivative of the burned mass fraction, dn/dt, was analytically calcu-
lated at every moment, after detecting the best-fit Equation n(t) by a nonlinear least-
square procedure.

A set of representative data regarding the stoichiometric CH4-N2O mixture diluted
with 40 vol% N2, at atmospheric initial temperature and pressure obtained using the
Equation (9), along with the laminar burning velocities obtained with the help of the cubic
law coefficients, are given in Table 6.

Table 6. Laminar burning velocities of CH4-N2O mixture with stoichiometric composition diluted
with 40 vol% N2, at ambient initial temperature and pressure.

Calculation Method Su (cm/s)

Using cubic law coefficient k 47.58
Using n from Manton et al. [31] 46.30
Using n from Grumer et al. [35] 42.33
Using n from Oancea et al. [37] 40.07

Similar values of the laminar burning velocities were obtained by means of Equation (9)
only when the burnt mass fraction is calculated using the linear Equation of Manton
et al. [31]. In the case of burnt mass fractions obtained using the equations proposed by
Grumer et al. [35] and Oancea et al. [37], lower values of the laminar burning velocities were
obtained. Such behavior was observed for all initial pressures and diluent compositions
studied here. This is also valid when comparing these values with those obtained by
D’Olieslager and van Tiggelen [44] (e.g., Su = 46.50 cm/s for stoichiometric mixture diluted
with 40 vol% N2).

The laminar burning velocity plays an important role in the combustion process. It
contains fundamental information regarding the reactivity, diffusivity, and exothermicity
of a combustible mixture. The accurate values of the laminar burning velocities are still
needed as inputs for computation of turbulent flames and for validation of chemical
kinetic mechanisms for conventional and alternative fuels. Moreover, the knowledge of
the laminar burning velocity is needed for the design of new internal combustion engines
where the initial combustion takes place as laminar combustion.

5. Conclusions

The present paper uses the transient pressure records in a small-closed spherical bomb
in order to investigate the flame propagation in N2-diluted CH4-N2O mixtures with stoi-
chiometric equivalence ratio, at various initial pressures (0.5–1.75 bar) and ambient initial
temperature. In this respect, the flame radii, burnt mass fractions, cubic law coefficients
and corresponding laminar burning velocities at various moments of the flame propagation
in the incipient period of the flame propagation were analyzed and reported.

The burnt mass fractions achieved using three different equations reported in the
literature led to similar results of the flame radius, but only the simple equation proposed by
Manton et al. [31] conducted to a good agreement between the laminar burning velocities
obtained in this study and data reported by other authors.

The cubic law coefficients and corresponding laminar burning velocities obtained in
the preset research depend on the initial pressure and diluent concentration. Furthermore,
the laminar burning velocities obtained in the present study using the cubic law coefficients
were found to be far from those reported from experiments using a burner with a flat flame
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or from computation with an adjusted PPD mechanism, but close to those obtained from
experiments performed using a Bunsen burner. Accurate values of the laminar burning
velocities are necessary for computation of turbulent flames, validation of chemical kinetic
mechanisms and design new internal combustion engines.

The incipient stage (whose duration was considered t and which was limited to Δp = p0)
was divided into smaller time intervals of 3/4 t, 1/2 t and 1/4 t. This was done in order
to establish the optimum duration of the incipient stage of flame propagation. After a
rigorous inspection of the fit parameters achieved for regressions of Δp vs. t, the optimum
duration of the early stage was set to be at Δp = p0. The incipient stage of flame propagation
gives us useful information regarding the flame initiation and growth, while the pressure
variation in the course of this stage is useful for the design of venting devices.
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24. Mehra, R.K.; Duan, H.; Juknelevičius, R.; Maa, F.; Li, J. Progress in hydrogen enriched compressed natural gas (HCNG) internal
combustion engines–A comprehensive review. Renew. Sustain. Energy Rev. 2017, 80, 1458–1498. [CrossRef]

25. Popoola, A.I.; Ponle, A.L.; Ogunsua, B.O.; Oluyamo, S.S. Design and implementation of an instrument for methane (CH4) and
nitrous oxide (N2O) measurements. J. Sci. Technol. Res. 2019, 1, 92–104.

26. Branco, J.B.; Ferreira, A.C.; Botelho do Rego, A.M.; Ferraria, A.M.; Almeida-Gasche, T. Conversion of methane over bimetallic
copper and nickel actinide oxides (Th, U) using nitrous oxide as oxidant. ACS Catal. 2012, 2, 2482–2489. [CrossRef]

27. Babkin, V.S.; Babushok, V.I. Initial stage of gas combustion in a closed volume. Combust. Explos. Shock Waves 1977, 13, 19–23.
[CrossRef]

28. Zabetakis, M. Flammability Characteristics of Combustible Gases and Vapors; BM-BULL-627; U.S. Bureau of Mines: Pittsburgh, PA,
USA, 1964.

29. Razus, D.; Movileanu, C.; Oancea, D. Burning velocity evaluation from pressure evolution during the early stage of closed-vessel
explosions. J. Loss Prev. Process Ind. 2006, 19, 334–342. [CrossRef]

30. Fiock, E.; Marvin, C. The measurement of flame speeds. Chem. Rev. 1937, 21, 367–387. [CrossRef]
31. Manton, J.; Lewis, B.; von Elbe, G. Burning-velocity measurements in a spherical vessel with central ignition. Proc. Symp. Int.

Combust. 1953, 4, 358–363. [CrossRef]
32. Brinzea, V.; Mitu, M.; Movileanu, C.; Razus, D.; Oancea, D. Deflagration parameters of stoichiometric propane-air mixture during

the initial stage of gaseous explosions in closed vessels. Rev. Chim. 2011, 62, 201–205.
33. Razus, D.; Brinzea, V.; Mitu, M.; Movileanu, C.; Oancea, D. Burning velocity of propane-air mixtures from pressure-time records

during explosions in a closed spherical vessel. Energy Fuels 2012, 26, 901–909. [CrossRef]
34. Chen, Z.; Burke, M.P.; Ju, Y. Effects of compression and stretch on the determination of laminar flame speeds using propagating

spherical flames. Combust. Theor. Model. 2009, 13, 343–364. [CrossRef]
35. Grumer, J.; Cook, E.B.; Kubala, T.A. Considerations pertaining to spherical vessel combustion. Combust. Flame 1959, 3, 437–446.

[CrossRef]
36. COSILAB; Version 3.0.3; Rotexo-Softpredict-Cosilab GmbH & Co KG: Bad Zwischenhahn, Germany, 2013.
37. Oancea, D.; Razus, D.; Ionescu, N.I. Burning velocity determination by spherical bomb technique. I. A new model for burnt mass

fraction. Rev. Roum. Chim. 1994, 39, 1187–1196.
38. Razus, D.; Oancea, D.; Ionescu, N.I. Burning velocity determination by spherical bomb technique. II. Propylene-air mixtures of

various compositions, pressures and temperatures. Rev. Roum. Chim. 2000, 45, 319–330.
39. Nagy, J.; Conn, J.; Verakis, H. Explosion Development in a Spherical Vessel; US Bureau of Mines Report, No. 7279; U.S. Department

of the Interior: Washington, WC, USA, 1969. Available online: https://ncsp.tamu.edu/reports/MSHA/sphericalvessel.pdf
(accessed on 16 September 2021).

40. Glassman, I.; Yetter, R. Combustion, 4th ed.; Elsevier: Amsterdam, The Netherlands; Boston, MA, USA; London, UK, 2008.
41. Lee, M.C.; Seo, S.B.; Yoon, J.; Kim, M.; Yoon, Y. Experimental study on the effect of N2, CO2, and steam dilution on the combustion

performance of H2 and CO synthetic gas in an industrial gas turbine. Fuel 2012, 102, 431–438. [CrossRef]
42. Zhang, J.; Mi, J.; Li, P.; Wang, F.; Dally, B.B. Moderate or intense low-oxygen dilution combustion of methane diluted by CO2 and

N2. Energy Fuels 2015, 29, 4576–4585. [CrossRef]
43. Ceriello, G.; Sorrentino, G.; Cavaliere, A.; Sabia, P.; de Joannon, M.; Ragucci, R. The role of dilution level and canonical

configuration in the modeling of MILD combustion systems with internal recirculation. Fuel 2020, 264, 116840. [CrossRef]
44. D’Olieslager, J.; van Tiggelen, A. Kinetical study of hydrocarbon-nitrous oxide flames. Bull. Soc. Chim. Belg. 1964, 73, 135–153. [CrossRef]
45. Dahoe, A.; Zevenbergen, J.; Lemkowitz, S.; Scarlett, B. Dust explosions in spherical vessels: The role of flame thickness in the

validity of the ‘cube-root’ law. J. Loss Prev. Process Ind. 1996, 9, 33–44. [CrossRef]
46. Faghih, M.; Chen, Z. The constant-volume propagating spherical flame method for laminar flame speed measurement. Sci. Bull.

2016, 61, 1296–1310. [CrossRef]
47. Luijten, C.C.M.; Doosje, E.; de Goey, L.P.H. Accurate analytical models for fractional pressure rise in constant volume combustion.

Int. J. Therm. Sci. 2009, 48, 1213–1222. [CrossRef]
48. O’Donovan, K.H.; Rallis, C.J. A modified analysis for the determination of the burning velocity of a gas mixture in a spherical

constant volume combustion vessel. Combust. Flame 1959, 3, 201–214. [CrossRef]

110



energies

Article

Computational Analysis of Premixed Syngas/Air Combustion
in Micro-channels: Impacts of Flow Rate and Fuel Composition

Sunita Pokharel 1, Mohsen Ayoobi 2,* and V’yacheslav Akkerman 1

Citation: Pokharel, S.; Ayoobi, M.;

Akkerman, V. Computational

Analysis of Premixed Syngas/Air

Combustion in Micro-channels:

Impacts of Flow Rate and Fuel

Composition. Energies 2021, 14, 4190.

https://doi.org/10.3390/en14144190

Academic Editor: Giuseppe Pascazio

Received: 13 June 2021

Accepted: 7 July 2021

Published: 11 July 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Center for Innovation in Gas Research and Utilization (CIGRU), Department of Mechanical and Aerospace
Engineering, West Virginia University, Morgantown, WV 26506, USA; sp0078@mix.wvu.edu (S.P.);
vyacheslav.akkerman@mail.wvu.edu (V.A.)

2 Division of Engineering Technology, Wayne State University, Detroit, MI 48202, USA
* Correspondence: mohsen.ayoobi@wayne.edu

Abstract: Due to increasing demand for clean and green energy, a need exists for fuels with low
emissions, such as synthetic gas (syngas), which exhibits excellent combustion properties and has
demonstrated promise in low-emission energy production, especially at microscales. However,
due to complicated flame properties in microscale systems, it is of utmost importance to describe
syngas combustion and comprehend its properties with respect to its boundary and inlet conditions,
and its geometric characteristics. The present work studied premixed syngas combustion in a
two-dimensional channel, with a length of 20 mm and a half-width of 1 mm, using computational
approaches. Specifically, a fixed temperature gradient was imposed at the upper wall, from 300 K at
the inlet to 1500 K at the outlet, to preheat the mixture, accounting for the conjugate heat transfer
through the walls. The detailed chemistry of the ignition process was imitated using the San Diego
mechanism involving 46 species and 235 reactions. For the given boundary conditions, stoichiometric
premixed syngas containing various compositions of carbon monoxide, methane, and hydrogen,
over a range of inlet velocities, was simulated, and various combustion phenomena, such as ignition,
flame stabilization, and flames with repeated extinction and ignition (FREI), were analyzed using
different metrics. The flame stability and the ignition time were found to correlate with the inlet
velocity for a given syngas mixture composition. Similarly, for a given inlet velocity, the correlation
of the flame properties with respect to the syngas composition was further scrutinized.

Keywords: micro-combustion; syngas; repetitive extinction and ignition (FREI); numerical simula-
tions; flame instabilities

1. Introduction

Due to expanding interest in and development of cutting-edge, highly-effective minia-
turized and portable power generation devices, such as unmanned aerial vehicles (UAVs),
microsatellite thrusters, miniature reactors, and sensors, the demand exists for more ad-
vanced technologies with reduced weight and high durability. Further, the combination
of heat and power microsystems and thermo-photovoltaic applications, in which micro-
combustion systems play a significant role, is advancing [1,2]. Although new energy
resources such as batteries are emerging rapidly, they still have considerably lower energy
densities compared to combustion-based sources [3]. In particular, the density of the energy
stored in a typical hydrocarbon fuel is orders of magnitude higher than that in a typical
lithium-ion battery [4]. Therefore, combustion-based power generation cannot be phased
out immediately, especially in aviation and aerospace applications, and other devices such
as micro satellites, for which weight is a critical and deciding factor. Thus, because combus-
tion has been and remains the most reliable energy source, due to the high energy density
of fossil fuels [5,6], and due to the increasing need for clean, green, and sustainable (CGS)
energy, a critical need exists for an efficient method to sustain such micro-combustion.
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Regarding CGS energy and its compatibility with other power generation systems
based on combustion, numerous studies have been conducted on the application of syn-
thetic gas (syngas), and have proven that syngas is potentially more advantageous than
conventional fuels [7], with advantages ranging from cheaper production to lower emis-
sions [8]. Syngas is mainly produced through gasification of heavy hydrocarbons (CxHy),
biomass, or coal-based feedstocks, with carbon dioxide (CO2) eliminated from the envi-
ronment. The composition of syngas also varies depending on the raw material and the
production process [9–12]. For instance, it exhibits high adiabatic flame temperatures in the
presence of hydrogen (H2) and carbon monoxide (CO) [13]. Furthermore, the combination
of H2 and CO provides a lower flammability limit than methane (CH4) and a higher upper
limit than other hydrocarbons, having a wider flammability range than conventional fuels
such as oil or natural gas. Thus, the presence of H2 and CO in syngas exhibits flame-
retardant characteristics, whereas the presence of inert gases such as nitrogen (N2) and
CO2 reduces the flammability limits of syngas.

Regarding the unstretched laminar burning velocity, SL, using a detailed chemical
kinetics mechanism, Pio et al. [14] studied the effect of syngas composition on reactivity,
adiabatic flame temperature, Ta, energy, and pollutant production rate. Comparing their
work with the data from the literature, the authors of Ref. [14] found that the volumetric
increment of CO2 and CO reduced SL, in addition to which the kinetic effect of CO2 led the
maximum values of SL and Ta to shift towards the stoichiometric compositions. Syngas
explosion properties in closed vessels and the impacts of different operating conditions,
such as the equivalence ratio and syngas composition, on the flame characteristics have
also been the subject of many studies [15–17]. The impact of H2-addition to CH4 on the
properties of syngas combustion was studied by Mardani et al. [18]. It was shown that
H2-enrichment led to higher volumes of the hot regions and faster upstream movement, in
addition to an increase in the distance between the locus of the maximum temperature and
that of the stoichiometric mixture fraction, so that the maximum temperature exceeded the
adiabatic flame temperature. Zhang et al. [19] studied the effect of fuel variability for high
hydrogen-containing syngas and demonstrated a good performance of the combustion
process for certain fractions of H2 and CO. Further, the effects of CO2 and N2 at various
equivalence ratios were compared by Dam et al. [20]. Similarly, the effect of varying syngas
composition (based on different production methods) at different pressures was studied by
Monteiro et al. [21]. Although all the studies listed above showed important contributions
of different fuel components to the combustion properties, the systems of interest were
very large compared to micro-combustors. Wei et al. [22] identified the operating cost as
the major issue for syngas production, which was then suggested to have significantly
reduced unit costs for higher production when industrialized with better manufacturing
and optimization techniques. Research in this area is still in its rudimentary phases as
burning at microscales and macroscales shows different behaviors [23–25]. Therefore,
further research is critically needed to study syngas combustion at microscales.

In a microscale system, the surface area to the volume ratio is higher than that at larger
scales, which promotes heat losses from the system [25–28], thereby reducing the efficiency
of a combustor. Further, a smaller size of the system leads to a reduced characteristic
length scale of the flow and, therefore, a lower Reynolds number. Consequently, the flow is
laminar. Although experimental analysis of combustion at both conventional scales and
microscales is essential to validate the computational or analytical models and results,
numerical simulations allow researchers to minimize the investments in experimental
trials; in particular, preliminary results from numerical simulations can help researchers be
more objective with their experimental setup and analysis. In microscale and mesoscale
combustors, the stabilizing and destabilizing effects of the flame stretch, due to the wall
heat losses, further complicate the analysis.

Various studies have been conducted in the past to sustain the microscale combustion
process by incorporating a bluff body and a cavity into a micro-combustor [29], and some
researchers focused on the impact of the adiabatic walls on the flame stability in micro-
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combustors [30]. In particular, Pizza et al. [31] conducted extensive numerical simulations
to study the characteristics of H2-air combustion in a two-dimensional (2D) channel,
employing various channel heights and inlet velocities of a reactant. Further studies have
been conducted for other fuels, such as methane (CH4) [26,32,33], propane (C3H8) [34–36],
and syngas [24,37,38]. The numerical work of Kousheshi et al. [39] also analyzed the effect
of syngas composition on the engine exhaust, with the reduction of the ignition delay
time, sharper heat release rate, more NOx, and less soot, CO, and unburned hydrocarbon
production obtained for an H2-rich mixture. These computational findings on the flame
instabilities have also been confirmed experimentally [40]. Brambilla et al. [24] studied
lean-premixed, syngas-air combustion in a microchannel of 7 mm height, by varying the
equivalence ratios in the range 0.35 ≤ φ ≤ 0.42, the volumetric CO:H2 ratio from 1:1
to 20:1, and the wall temperatures from 550 to 1320 K. As a result, the steady V-shaped
and asymmetric flames, with the stationary and oscillatory modes, were observed in this
work. Further, the stable flames, in addition to the flames with repetitive extinction and
ignition (FREI), were shown for CH4-air burning in a microchannel of 2 mm diameter by
Maruta et al. [41]. This experimental work investigated how the flame behavior depends
on the equivalence ratio, identifying the stable flames for φ < 1.3, and the FREI were
observed for 1.3 < φ < 1.5. The flat and stationary flames, with the cyclic oscillatory and
the FREI behavior, were also observed for CH4-air and C3H8-air combustion in another
study by Maruta et al. [23], with a fixed temperature gradient maintained at the channel
wall. The phenomenon of repetitive extinction/ignition has been also observed in several
other experimental studies for various fuels such as CH4 [42,43] and ethane (C2H6) [44].

Although syngas combustion at microscales has been studied previously, compre-
hensive studies accounting for detailed chemistry are necessary at these scales to further
scrutinize the combustion characteristics, and the impacts of the mixture composition and
the flow rate on various properties of syngas combustion at such small scales.

The present work is a step in this direction. Specifically, stoichiometric premixed
syngas combustion in a microscale 2D channel was simulated by means of a detailed
San Diego mechanism [45], aiming to scrutinize the flame behavior for various mixture
compositions and inlet velocities. The remainder of the manuscript is organized as follows:
the methodology is explained in Section 2; various combustion phenomena, such as
extinction and ignition, stabilization, and instabilities, are observed and scrutinized in
Section 3; and the conclusions are summarized in Section 4.

2. Methodology

In the following, the governing equations, operating conditions, and metrics guiding
the analyses and conclusions are elucidated.

2.1. Governing Equations

The governing equations are the general balance equations for mass, momentum,
species, and energy, which read:

∂ρ

∂t
+∇ ·

(
ρ
→
v
)
= 0, (1)

∂

∂t

(
ρ
→
v
)
+∇ ·

(
ρ
→
v
→
v
)
= −∇p +∇ ·

(
=
τ
)
+ ρ

→
g +

→
F , (2)

∂

∂t
(ρYi) +∇ ·

(
ρ
→
v Yi

)
= −∇.

→
Ji + Ri, (3)

ρCp
∂T
∂t

+ ρCpv∇T = −∇q − ρ
N

∑
i=1

Cp,iYiVi −
N

∑
i=1

hiΩi, (4)

respectively. Here ρ is the density of the system, Cp is the specific heat at constant pressure,

p is the static pressure,
=
τ is the stress tensor, T is the temperature,

→
g and

→
F are the
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gravitational and external body forces, respectively; and Ri is the net rate of production
for the ith species in the chemical reactions. The local mass fraction of each species Yi
is predicted by solving the convection-diffusion equation for the ith species, and Vi, hi
and Ωi are, respectively, the diffusion velocity, the specific enthalpy, and the net rate

of production of the ith species, i = 1 . . . N, with the total number of species N.
→
Ji in

Equation (3) represents the diffusion flux of the ith species due to the gradients of the
concentration and temperature. Fick’s law is employed to approximate mass diffusion due
to the concentration gradient:

→
Ji = −ρDi,m∇Yi − DT,i

∇T
T

. (5)

Here, Di,m is the mass diffusion coefficient of the ith species in the mixture, and DT,i
is the thermal diffusion (Soret) coefficient. The simulations were performed using the
commercial CFD package Ansys FLUENT (version 18.2) [46], employing the finite-volume
discretization method. The following model options were chosen in the Ansys FLUENT
simulation setup: pressure-based coupling, absolute velocity formulation, laminar viscosity,
and volumetric species transport model. In addition, the semi-implicit method for pressure-
linked equations (SIMPLE) was used as a numerical scheme to solve the Navier–Stokes
equations. The methods and models employed in this work are widely used and accepted
in the literature.

2.2. Operating Conditions

The computational domain is a 2D channel of length 20 mm and half-width 1 mm,
as schematically shown in Figure 1. It is noted that 2D simulations were preferred in
this work because (i) with the large number of the cases simulated here, it would have
been very challenging (in terms of time and computational resources) to use a 3D domain,
and (ii) although considering 3D impacts could possibly provide further detail of the
combustion characteristics, 2D simulations provide sufficient insights into the fundamental
processes occurring in narrow channels [31–33]. Both extremes of the channel were open,
and the pressure at the inlet and outlet was atmospheric. To save the computational cost
twice, the upper half of the channel was imitated by imposing the axisymmetric boundary
conditions at the lower wall. The upper wall was imposed with a temperature gradient
such that the wall temperature grows linearly, from 300 K at the inlet to 1500 K at the outlet,
to account for the conjugate heat transfer at the wall. The temperature gradient of 60 K/mm
was selected to ensure relatively high exit temperature (1500 K), where auto ignition of
the air/fuel mixtures downstream of the channel can be guaranteed. The inlet mixture
flowed with a uniform velocity profile, with a constant temperature and no-slip boundary
conditions at the wall. A uniform square mesh of cell size 0.05 mm and a time step of 10 μs
were used in all simulations. It is important for the grid resolution to sufficiently resolve
the flame thickness. Although the flame thickness depends on the operating conditions,
including fuel composition, it remains in the same order of magnitude (≈1 mm) for the
different cases studied here. Correspondingly, the selected grid resolution ensures that the
flames are resolved, with around 20 cells inside the thickness of the flame front.

 

Figure 1. A schematic of the computational domain.
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Stoichiometric premixed combustion of syngas comprised of CO, CH4, and H2 was
considered, with three various mixture compositions, A, B and C, as listed in Table 1.
Various inlet flow velocities were employed, from 0.1 to 3.0 m/s. To calculate the mass
fractions of the species at the inlet, the following global mechanism of syngas combustion
was used:

xCH4 + yCO + zH2 + a(O2 + 3.76N2) → bCO2 + cH2O + dN2. (6)

Table 1. The syngas mixture compositions studied in this work.

xCH4+yCO+zH2+a (O2+3.76N2)→Products

Fuel Mixture x(%) y(%) z(%)

A 30 5 65

B 70 5 25

C 60 10 30

The indexes x, y, and z in Equation (6) represent the fuel composition, and the coeffi-
cients a, b, c, and d are defined as:

a =
4x + y + z

2
, (7)

b = x + y, (8)

c = 2x + z, (9)

d = 3.76
(

4x + y + z
2

)
. (10)

The chemical kinetics obeys the San Diego mechanism with 46 species and 235 reac-
tions [45].

2.3. Resolution Test

To verify the accuracy of the simulations and to ensure that the results do not depend
on the grid size or time steps, two different resolution tests, for the grid and time resolutions,
respectively, were performed and analyzed as described below.

Grid Resolution. The numerical simulation tool that was used in this work, Ansys
FLUENT, is based on a finite-volume discretization, where the small volumes, also regarded
here as mesh elements, play a very important role in accurately mimicking the physical
phenomena and producing the effective results. The optimum mesh size needs to be
chosen to obtain accurate results by nevertheless utilizing as minimal resources as possible.
Because 2D simulations were of interest in this work, the simulation domain was discretized
with an evenly sized square grid. Numerical simulations were performed over three
different grid sizes: 0.02 mm (fine), 0.05 mm (moderately fine), and 0.1 mm (coarse), with
all other conditions kept identical. To evaluate the simulation performance over these three
grid sizes, the time evolution of the total heat release rate (HRRT) is compared for all cases
(see Figure 2). It is observed that although HRRT experiences some variations depending
on the mesh size, the ignition time (the time when HRRT peaks), determining most of the
combustion parameters, is practically the same for all three meshes. However, the time
it took the software to complete the simulations almost doubled and the memory usage
by the simulation almost tripled as the mesh size was refined from 0.1 to 0.05 mm, and
from 0.05 to 0.02 mm. As expected, the results of the simulations with the finest mesh size
(0.02 mm) were smoother compared to those with other two mesh sizes. Considering the
number of simulations needed for this study, to more efficiently use time and memory
resources, the moderately fine mesh size (0.05 mm) was chosen for all the simulations.
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Figure 2. The grid resolution test for mixture A with the inlet velocity of 1.0 m/s.

Time Resolution. Due to the transient nature of the simulations in this work and, in
particular, the significant variation of most properties with time, it was important to ensure
that the results were not affected by the selected time step. Therefore, a baseline case
was first simulated with various time steps (1, 10, and 50 μs), while all other conditions
were kept identical. Similar to the grid resolution test, the time evolution of HRRT was
compared for all time steps; see Figure 3. The results suggest that the time step of 50 μs
does not allow predicting the ignition time as accurately as the cases of smaller time steps
(10 and 1 μs), whereas the difference is minor when comparing the results associated
with the time steps of 10 and 1 μs. Again, to be most efficient with the time and memory
resources, and to avoid sacrificing accuracy, the time step of 10 μs was selected for all
the simulations.

Figure 3. The time resolution test for mixture A with the inlet velocity of 1.0 m/s.

It is noted that there are no experimental results in the literature for the operat-
ing conditions, used in this paper, against which the results of this work could be com-
pared. However, similar behavior (such as ignition process or FREI) observed in the
literature [20,23,25,30,42–44] for different fuels and operating conditions, in addition to
the resolution tests conducted here, confirm that the simulation results of this work are
physically possible and valid. Therefore, the findings of this work could inspire future
experiments, while being used as a guidance to design and perform such experiments.

2.4. Metrics

To scrutinize various combustion properties from the raw simulation data, the follow-
ing metrics are introduced:

Heat release rate (HRR): This is a local property in the system, and is calculated by
obtaining the summation of the net heat release rates for all the reactions involved in
each computation cell. Due to the implementation of detailed chemistry in this work,
comprehensive information about all species and reactions is available. Because the heat
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release rate integrates the impact of all species and reactions into one parameter, and it is
known to peak at the flame front, this was chosen as the most precise criterion to demarcate
the flame front and understand its behavior.

Total heat release rate (HRRT): This is the total amount of heat released over the domain.
Ignition time and extinction time: The quantity HRRT explained above varies with time,

and thus the ignition time is defined as the time when HRRT reaches the maximum value
before the flame stabilizes. Similarly, the time at which HRRT becomes minimal (near-zero)
is defined as the extinction time.

Ignition location and length: These quantities are defined based on the temperature
distribution in the simulation domain at the time of ignition.

Stabilization location and flame span: These quantities are defined using the axial tem-
perature distribution after the flame stabilizes.

FREI and FREI period: For lower inlet velocities, flame extinction is followed by igni-
tion. This kind of flame is known as the FREI. For these cases, the time required for a flame
to gain two consecutive ignition incidents is defined as the FREI period (τFREI).

How these metrics are obtained and what they represent physically are elaborated
in Section 3.

3. Results and Discussion

In this section, various combustion phenomena, such as ignition, stable/unstable
flame behaviors, and the impacts of various operating conditions (such as the flow rate
and the fuel composition) on such characteristics, are analyzed.

3.1. Ignition Process

The ignition process, which showed similar behavior for all the simulation runs,
was analyzed as follows: when a syngas/air mixture flows in the channel with an inlet
temperature of 300 K, it is heated up due to the positive temperature gradient imposed
at the wall. Such a preheating facilitates the chain-branching reactions, which trigger
ignition when the temperature is sufficiently high and produce a flame kernel somewhere
downstream the channel. In this work, the ignition process is characterized by the transient
total heat release rate in the domain, HRRT , which is calculated by integrating the local
heat of reaction in the computational domain at each time step,

HRRT = ∑m HRR = ∑m ∑n

.
hr, (11)

where m is the number of cells in the domain and n is the number of species. Because
HRRT varies with time, the ignition time is defined as the time at which HRRT peaks,

tig = t(HRRT)max
. (12)

Similarly, the extinction time is defined as the time at which HRRT falls to near-zero,

tex = t(HRRT=0). (13)

This is further explained by Figure 4, associated with the inlet velocity of 1 m/s
and the mixture composition A, where the time evolution of HRRT is used to determine
the ignition time. Figure 5 complements Figure 4 for further explanation of the ignition
process. Here, the temperature contour plots for the selected time steps in Figure 4 are
provided. Specifically, the chain branching reaction starts at time (a) and goes through time
(b), indicating the beginning of the ignition process. At time (b), HRRT of this system is
maximal, and a flame front is formed, separating the unburnt and burnt mixtures. State (b)
determines the ignition time (tig). From time (b) to time (c), the flame starts propagating
upstream until it either becomes stable or is extinguished, depending on the boundary
conditions, which are discussed in the next sections.
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Figure 4. The total heat release rate (HRRT) vs. time for mixture A with the inlet velocity of 1.0 m/s.
The markers (a), (b) and (c) indicate selected time steps for further explanation in Figure 5.

 
 

(a) 
  

(b) 
  

(c) 
  

Figure 5. The temperature distribution at the selected consecutive time steps (a)–(c) for the ignition
process for mixture A with the inlet velocity of 1.0 m/s. The length is measured in meters.

In addition to the ignition time, the ignition location is another metric that was defined
in this work to characterize the ignition process. The axial temperature at the ignition
time is analyzed in Figure 6a, and the temperature contour during the time of ignition is
presented in Figure 6b. The spans over which the positive temperature gradient peaks, to
where the negative temperature gradient peaks, are defined as the ignition locations. That
is, x(ig−st) and x(ig−e) indicate the points where the temperature, respectively, jumps and
drops, abruptly.

xig−st =
(

x( dT
dx )max

)
tig

, (14)

xig−e =
(

x( dT
dx )min

)
tig

. (15)

Further, the difference between these two points defines the ignition length, Δxig, as

Δxig = xig−st − xig−e. (16)

3.2. Flame Behaviour

After ignition, the flame front propagates downstream. Under the operating conditions
employed in this work, and as the wall temperature decreases towards the upstream, the
V-shaped flame may become stable at a certain location, or it may lose its stability and
go through repeated extinctions and ignitions. These types of behaviors are analyzed
in detail for selected operating conditions in Sections 3.2.1 and 3.2.2. The impact of all
operating conditions used in this work on the ignition process and the flame behavior are
subsequently elaborated in Section 3.3.
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Figure 6. The temperature distribution at the time of ignition for mixture A with the inlet flow
velocity of 1.0 m/s. The length is measured in meters. (a) the temperature profile along the x-axis,
(b) the temperature contour in the simulation domain at the selected time step.

3.2.1. Stable Flames

In the stable modes, the flame propagates further upstream and becomes stable at a
certain location. This behavior is expected in cases with higher inlet velocities (discussed
in Section 3.3), in which flame propagation is balanced with the inlet velocity, resulting in a
stable flame that is not too close to the inlet, where the wall temperature is sufficiently high
to sustain the flame. To scrutinize this process, similar to Figures 4–6, the case with the
inlet velocity of 1 m/s and the fuel mixture composition A is selected. As seen in Figure 4,
HRRT decreases after ignition until it becomes constant, indicating that the flame front has
become stable. This is also confirmed by the temperature contour plots of Figure 5, where
flame propagation eventually stops.

Similar to the ignition process, the properties of a stable flame front are characterized
by the stabilization location. According to Figure 7, the location at which the stable flame
lies is known as the stabilization location, and is obtained from the axial temperature
variation in the domain for the stabilized flame. Here, the starting point of the stabilized
location, x(sz−st), is defined as the location at which the axial temperature grows abruptly.

xsz−st =
(

x( dT
dx )max

)
tst

. (17)

Similarly, the ending point of the stabilized flame, x(sz−e), is the locus with the least
temperature gradient,

xsz−e =
(

x( dT
dx )min

)
tst

. (18)

It is recalled that both these points are obtained at the time tst, when the solution is
converged and the flame front is stabilized. The difference between these points defines
the flame length after the flame stabilization,

Δxsz = xsz−st − xsz−e. (19)

3.2.2. Flames with Repeated Extinctions and Ignitions (FREI)

Under some operating conditions, the flame does not stabilize after the ignition, i.e.,
as it propagates further upstream, towards the inlet, the temperature is not high enough for
the reactions to be sustained, so the flame is extinguished. However, with the continuous
supply at the inlet, the fuel-air mixture subsequently reaches the high-temperature zone
and the flame is ignited again. Such a repetitive scenario has been observed, both compu-
tationally and experimentally, and is referred to as flames with repetitive extinctions and
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ignitions (FREIs) in the literature [20,25,30]. To further understand this process, one of the
operating conditions resulting in such a behavior is chosen (mixture A; the inlet velocity of
0.2 m/s), with the corresponding metrics elaborated.

(a) 

 

 
 

(b) 

        
Figure 7. The temperature distribution for the stabilized flame for mixture A with the inlet flow
velocity of 1.0 m/s. The length is measured in meters. (a) the temperature distribution along the
x-axis, (b) the temperature contour in the simulation domain at the selected time step.

Figure 8 illustrates the variations of HRRT , accompanied by the temperature contours
of Figure 9, which correspond to the selected time steps of Figure 8. States (a)–(c) describe
the ignition process discussed earlier in Section 3.1. Once ignition is completed, the flame
starts propagating upstream, from state (c) to state (d). In contrast to the stable mode, the
flame front does not stabilize here and continues propagating further towards the inlet,
where the wall temperature is not high enough to sustain a flame. Consequently, HRRT
drops to zero and extinction occurs in state (e). With the continuous premixed fuel-air
flow at the inlet, the premixture ignites again as observed between states (e) and (f). The
flame is then extinguished again, from state (f) to state (h). This repeats periodically. That
is, at lower inlet velocities, the flame propagation speed will not be balanced by the inlet
velocity, resulting in a flame propagating farther upstream. Because the flame is closer to
the inlet, where the wall temperature is not high enough, the heat transfer rates are not
balanced, the flame extinguishes, and the FREI phenomenon happens.

Figure 8. The total heat release rate (HRRT) vs. time for a flame with FREI mode for mixture A with
the inlet velocity of 0.2 m/s. The markers (a) to (h) indicate selected time steps for further explanation
of the FREI phenomenon in Figure 9.

120



Energies 2021, 14, 4190

 
  

(a) 
 

(b) 
 

(c) 
 

(d) 
 

(e) 
 

(f) 
 

(g) 
 

(h) 

 

Figure 9. The temperature contours at the selected time steps for a flame with FREI mode for
mixture A with the inlet velocity of 0.2 m/s. The length is measured in meters. The snapshots (a)–(h)
correspond to the respective markers in Figure 8 for the selected time steps.

3.3. Impacts of Operating Conditions

The aim of the previous Sections 3.1 and 3.2 was to scrutinize the ignition process,
in addition to the stable and FREI modes of syngas combustion after ignition, with the
corresponding metrics defined and elaborated for a number of the cases selected from the
simulation runs performed in this work. A comprehensive and fundamental understanding
of how these syngas combustion properties could be altered due to slight variations
in the operating conditions will help researchers and industries make more informed
decisions before spending time and money on prototypes and tests. In this subsection,
these characteristics are analyzed over a range of operating conditions by varying the flow
rate and the syngas fuel composition.

Findings from this subsection are essentially important in understanding how chang-
ing the fuel composition or the fuel/air mixture flow rate could impact the important
combustion properties, such as the ignition time/delay, the ignition location, the flame
location, and the flame stability.

3.3.1. Impact of the Flow Rate (Inlet Velocity)

Various inlet velocities, in the range from 0.1 m/s to 3.0 m/s, were used to design a
total of eight (8) different cases and characterize the impact of the flow rate on ignition and
the flame behavior. The ignition properties, such as the ignition time, the ignition locations,
and the ignition length, defined in Section 3.1, were computed for each of these eight cases
and are listed in Table 2. It is shown that the ignition time is smaller for the higher inlet
velocities, which is attributed to lower residence times for higher velocities (the fuel-air
mixture reaches the temperatures, required for autoignition, faster). It should be noted that
the ignition times/delays presented in this work are of the order of 10 ms (from 5 to 80 ms),
whereas the selected time step in the simulations is 10 μs, i.e., three orders of magnitude
smaller than the ignition times, which makes it sufficiently fine to resolve the ignition time
in all cases. In addition, although, to the best of our knowledge, there are no experimental
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studies employing the same operating conditions as this work, the ignition times in this
work are qualitatively comparable (being of the same order of magnitude) with the syngas
ignition delays existing in the literature [47].

Table 2. Ignition metrics against inlet velocity for fuel mixture A.

Inlet Velocity
(m/s)

Ignition Time
(ms)

Ignition Location (mm)
Ignition Length

(mm)

tig xig−st xig−e Δxig

0.10 77.14 6.35 9.70 3.35

0.15 52.49 6.45 9.80 3.35

0.20 40.56 7.95 11.60 3.65

0.50 18.96 9.95 13.60 3.65

0.75 13.73 12.00 16.00 4.00

1.00 11.17 12.00 16.80 4.80

1.50 8.32 13.60 19.30 5.70

3.00 5.25 16.00 20.00 4.00

The values of the ignition locations xig−st and xig−e indicate that, at higher inlet
velocities, the ignition kernel appears further downstream. Moreover, it is shown that the
ignition length also correlates with the inlet velocity such that the higher the velocity, the
larger the ignition length. Consequently, the mixture requires higher temperatures and
reaction areas to ignite at higher inlet velocities.

After completion of the ignition process, the flame behavior and stability were also
found to depend on the inlet velocity. The results are presented in Figure 10, which shows a
stable flame mode for the intermediate and higher inlet velocities (exceeding 0.2 m/s). For
such stable flames, similar to the ignition time, the time required for the flame to stabilize
also significantly decreases with the inlet flow velocity. In addition to the stabilization
time, the stabilization location and the flame span (xsz−st, xsz−e, Δxsz) were also obtained
and compared in Table 3. It is shown that for higher inlet velocities, the stable flame (i) is
eventually positioned further away from the inlet, and (ii) has a larger span.

Figure 10. The total heat release rate (HRRT) vs. time for mixture A with the inlet velocities resulting
in a stable mode.

As mentioned previously, in some cases, the flame may not end up in a stable location
after ignition is completed. Here, with smaller inlet velocities (≤0.2 m/s), the flame
experiences a FREI mode. These cases with the FREI mode are further analyzed by
comparing their FREI time periods, τFREI , in Table 4. It is shown that τFREI remains the
same for each given inlet velocity, but diminishes with the reduction in the inlet velocity.

122



Energies 2021, 14, 4190

Table 3. The stabilization location for the stable cases for fuel mixture A.

Inlet Velocity (m/s)
Flame Location (mm) Flame Span (mm)

xsz−st xsz−e Δxsz

0.50 0.10 1.85 1.75

0.75 0.10 2.35 2.25

1.00 4.00 6.25 2.25

1.50 7.05 9.70 2.65

3.00 10.70 15.35 4.65

Table 4. The FREI period for the corresponding inlet velocities for fuel mixture A.

Inlet Velocity (m/s) 0.10 0.15 0.20

τFRIE (ms) 82.27 55.93 42.00

3.3.2. Impact of Fuel Composition

In this section, the impact of the syngas mixture composition on the ignition and the
flame behavior is analyzed. In particular, three various syngas mixtures of Table 1 are
studied over various inlet flow velocities, ranging from 0.2 to 1.0 m/s. Therefore, a total of
twelve cases are studied.

Figure 11 presents the time variations of HRRT for fuel mixtures A, B, and C at various
inlet flow velocities, in which both the stable flames and the FREI are observed for the lower
inlet velocities for all three mixtures under consideration. As the inlet velocity exceeds
0.2 m/s, the corresponding flame stabilizes. However, the combustion characteristics are
found to depend on both the fuel composition and the inlet velocity.

Fuel Mixture A 

Fuel Mixture B 

Figure 11. Cont.
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Fuel Mixture C 

Figure 11. The total heat release rate (HRRT) vs. time for the syngas mixtures from Table 1 at various
inlet velocities.

In general, the ignition time increases as the inlet velocity decreases; see Table 5.
Although the ignition time does not vary much between various fuel mixtures, the ignition
length is found to be very sensitive to the fuel composition. For example, for any given
inlet velocity, the ignition length, Δxig, is larger for the fuel mixture A compared to that for
mixture C, and such a correlation is not observed for mixture B. Similarly, for the ignition
location, ignition occurred further from the inlet for the higher inlet velocities in each case,
i.e., it occurs at the locus, where the temperature of the unburnt mixture is higher due to
the imposed temperature gradient at the wall. The ignition location is further from the
inlet for mixtures B and C compared to mixture A.

Table 5. The ignition time and location for all cases.

Velocity
(m/s)

tig (ms) xig−st (mm) xig−e (mm) Δxig (mm)

Mixture A

0.2 40.56 7.95 11.60 3.65

0.5 18.96 9.95 13.60 3.65

0.75 13.73 12.00 16.00 4.00

1.0 11.17 12.00 16.80 4.80

Mixture B

0.2 40.19 8.75 12.20 3.45

0.5 18.66 11.35 15.50 4.15

0.75 13.80 12.15 15.80 3.65

1.0 11.31 12.75 16.80 4.05

Mixture C

0.2 41.20 9.15 12.15 3.00

0.5 19.15 10.35 13.80 3.45

0.75 14.15 12.80 16.55 3.75

1.0 11.65 13.30 17.70 4.40

Table 6 summarizes the combustion characteristics in the cases when the stable flame
has been observed. Here, the stable flame locations for these cases are compared in terms of
their x(sz−st), which is found to be larger for mixture C compared to the other two mixtures
for any given inlet velocity, whereas it is larger for mixture B compared to A. However, the
difference between mixtures A and B exceeds that between mixtures B and C. The same
tendency is also seen for x(sz−e). Further, for mixture A, in addition to the flame being
stabilized closer to the inlet, it is also observed to have a shorter flame span than the other
two mixtures for any given inlet velocity. The fact that these combustion metrics of mixture
A differ substantially from those of mixtures B and C, while the difference between the
combustion characteristics of mixtures B and C is less profound, is attributed to the higher
percentage of H2 in mixture A, which plays a major role in controlling the stable flame
location and length.
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Table 6. The location of the stabilized flame.

Velocity (m/s) xsz−st (mm) xsz−e (mm) Δxsz(mm)

Mixture A

0.5 0.10 1.85 1.75

0.75 0.10 2.35 2.25

1.0 4.00 6.25 2.25

Mixture B

0.5 0.10 2.20 2.10

0.75 7.15 9.40 2.25

1.0 9.15 11.60 2.45

Mixture C

0.5 0.10 2.20 2.10

0.75 7.50 9.65 2.15

1.0 9.50 12.00 2.50

To further study the impact of syngas composition on the flame behavior, the quantities
HRRT are compared for all three mixtures at two inlet velocities. First, we chose the inlet
velocity of 1.0 m/s, where all three mixtures resulted in stable flames, see Figure 12. Here,
mixture A (containing 65% of H2) provides the largest HRRT peak compared to the other
two mixtures, thereby showing the high energy density of H2. In addition, it took longer
for the flame to be stabilized for mixture A compared to mixtures B and C. Second, we
chose the inlet velocity of 0.2 m/s, where the FREI phenomenon was observed for all three
mixtures, see Figure 13. Specifically, the time evolution of HRRT is depicted in Figure 13
for mixtures A, B, and C, thereby representing the unstable cases, in which each ignition is
followed by the extinction, in a repetitive manner.

Figure 12. The total heat release rate (HRRT) vs. time for the stable flame cases with the inlet velocity
of 1.0 m/s.

Figure 13. The total heat release rate (HRRT) vs. time for the FREI cases with the inlet velocity
of 0.2 m/s.

These repetitive ignition times are given in Table 7 for all cases. Here, tig−x represents
the xth ignition time, and tig−y,x represents the difference between the yth and xth ignition
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times. It is observed that the consecutive ignition time remains almost the same for each
case, with a slight discrepancy that can be attributed to numerical artifacts. However, the
FREI cases for mixture A show a higher maximum heat release rate compared to those of
mixtures B and C, which can be attributed to a higher hydrogen composition in mixture A
because H2 possesses higher energy density. Similarly, it is seen that τFREI is smaller for
mixture A. Thus, the burning process of mixture A can be regarded as an oscillating flame.
However, τFREI increases for mixture B by 2.0 ms, whereas for mixture C, τFREI decreases
by 2.0 ms, which cannot be ignored. As we know, mixture C differs from the other two
mixtures in terms of the CO percentage (i.e., it has almost twice the amount of the other
two). Thus, we can suggest that this significantly higher percentage of CO in mixture C
reduces τFREI , causing the FREI incident to occur more quickly. Among the two mixtures
having the same CO percentage (A and B), mixture B has a higher percentage of CH4 and
a lower percentage of H2; thus, for mixture B, τFREI is observed to be larger by 2.0 ms. A
similar trend can be seen when comparing mixtures C and A. It is observed that although
CH4 and H2 are the main driving forces to generate the FREI behavior, a CO fraction in the
fuel mixture plays an important role in controlling the FREI frequency.

Table 7. Ignition time for the FREI cases given in Figure 13.

tig−1 (ms) tig−2 (ms) tig−3 (ms) Δtig−2,1 (ms) Δtig−3,2 (ms)

Mixture A 40.4 84.3 128.6 43.9 44.3

Mixture B 40.2 92.0 146.5 51.8 54.5

Mixture C 41.3 95.6 148.2 54.3 52.6

4. Conclusions

In this work, microscale combustion of syngas mixtures was studied, computationally,
with the use of detailed chemical kinetics. The key agent of conjugate wall heat loss,
which is inherent to microscale combustion, was addressed by imposing a temperature
gradient on the wall, which also preheated the fuel mixture. The flame dynamics and other
combustion characteristics at microscales were studied for various inlet flow velocities
(ranging from 0.1 to 3.0 m/s) and syngas compositions (mixture A: 30% CO, 5% CH4, and
65% H2; mixture B: 70% CO, 5% CH4, and 25% H2; and mixture C: 60% CO, 10% CH4, and
30% of H2). Two different phenomena—the stable flames and the FREI—were observed
with respect to the inlet velocities, such that for high inlet velocities ranging from 0.5 to
3.0 m/s, the flame was stable, whereas for the velocity range from 0.1 to 0.2 m/s, the flame
became unstable and the FREI was observed. The ignition time, ignition location, and
ignition length were analyzed for each case, and the stabilization characteristics, such as
the stabilized flame location for the stable flames, were scrutinized. The ignition time and
location, in addition to the stabilized flame location, where maximum domain temperatures
are expected, are significantly important factors in designing micro-combustion-related
technologies with syngas as a fuel. In particular, conjugate heat transfer/heat losses play
an important role in micro-combustion devices, in which the ratio of the surface area to
the volume is relatively higher than that of the conventional combustion devices. Further,
the FREI properties were calculated and compared for the unstable cases. Regarding the
fuel mixture composition, in the stable cases, mixture A showed more variations in terms
of the total heat release, stabilization time, flame location, and flame span compared to
those in mixtures B and C. Similarly, for the unstable cases, the time difference between the
consecutive ignitions varied for all of the cases. Mixture A, which had a higher percentage
of H2, was found to have a higher total heat release in the domain, and significantly
different characteristics compared to the other two mixtures. This corroborates the major
role and dominance of an H2 fraction in syngas combustion. Similarly, the effect of CO can
be projected in the FREI mode for mixtures B and C in terms of the FREI period (τFREI).
From a practical perspective, because syngas is generated from a variety of sources and
methodologies, and can consist of different species of a wide range of concentrations, the
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findings of this work are critically important in selecting the appropriate composition of
syngas depending on the application.

This research can be further extended in the following directions:

(a) to conduct in situ experiments for the operating conditions used in this work;
(b) to study the impact of the equivalence ratio on the flame behavior and instabilities;
(c) to consider 3D geometries and compare the results with those from 2D simulations; and
(d) to study the geometrical impacts on syngas combustion at microscales, while under-

taking both experimental and numerical analyses over different geometries.
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Abstract: An atmospheric prototype burner is studied with numerical and experimental tools. The
burner system is designed for operation in a hybrid power plant for decentralized energy conversion.
In order to realize such a coupled system, a reliable combustion system has to be established.
Numerical and experimental findings in the presented study demonstrate the capabilities of the
novel burner system in suitable operation conditions. In this system, a solid oxide fuel cell (SOFC)
is mounted upstream of the burner in the gas turbine system. The combination of both realizes a
large operational flexibility with comparably high overall efficiency. Since the combustor is operated
with SOFC off-gas, several challenges arise. Low calorific combustion needs careful burner design
and numerical modeling, since the heat-loss mechanisms occur to be in the order of magnitude of
thermal power output. Thus, different modeling strategies are discussed in the paper. The numerical
studies are compared with experimental results and high-quality simulation results complement
limited measured findings with easy-to-use low fidelity RANS models. A priori measurements
are employed for the selection of investigation points. It is shown that the presented combustor
system is able to cover low-calorific combustion over a large range of operation conditions, despite
major heat-loss effects, which are characterized by means of numerical CFD (Computational Fluid
Dynamics) modeling.

Keywords: jet-and-recirculation stabilized combustion; OH* measurements; numerical CFD anal-
ysis; RANS modeling; detailed chemistry schemes; heat-loss modeling; low-calorific combustion;
syngas fuel

1. Introduction

In the present study a novel FLOX® burner system (FLOX: Flameless Oxidation)
is analyzed by means of experimental and numerical diagnostics. The most distinct
characteristic of this burner system is the ability to run with very low calorific fuels near
lean blow off. Low fuel energy content gives rise to operational difficulties of the burner
system, since especially heat loss mechanisms play a more important role and have to be
carefully assessed in burner design.

This particular burner was developed to serve as a combustor in a hybrid power
plant cycle, with a solid oxide fuel cell (SOFC) that is placed upstream. It features a
comparably steady state flow field with stable and locally restricted combustion and is
therefore highly suitable for energy related applications, where the low emissions are
required. Combined SOFC/GT (GT: Gas Turbine) concepts are promising, since due to
combined power generation and heat extraction, they are highly efficient energy systems.
They are capable of achieving similar or higher efficiencies compared to conventional
gas and vapor cycles. Electrical efficiencies of hybrid systems are usually in the range of
ηel ∈ [45%; 75%] at a power range of 0.01MW to 100 MW [1–5].

The SOFC/MGT (MGT: Micro gas turbine) hybrid power plant in the actual context
has been built and is being investigated at the German Aerospace Center (DLR) [6]. In
the coupled facility, an SOFC is placed into a standard micro gas turbine cycle before
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actual combustion. This stands in contrast to hybrid SOFC systems as reported in the
literature, where only few works are given. Approaches are mainly based on non-premixed
combustion with catalytic support [7–13] or reforming processes [14–18].

In this work, prior to operation in the actual machine, the burner system is isolated and
investigated in an optically accessible atmospheric test stand. There, optical measurements
can be applied in order to characterize the burner and validate numerical methods. The
burner at hand is coupled with an SOFC emulator [19]. This, the so called super-heated
steam generator mimics the exhaust properties of an actual SOFC. Thus, the burner system
has to function with low calorific fuel, since it operates with fuel cell off-gas. Combustion
stability at part load condition is ensured by natural gas addition. This emulation of the
SOFC ensures virtual coupling that was established before the actual coupling in the hybrid
power plant rig.

The hybrid power plant demonstrator is required to provide operational flexibility. The
burner system investigated in this work therefore has to fulfill certain requirements. A large
operational range has to be covered, from SOFC off-gas usage to usual micro gas turbine
operation. The jet-and-recirculation-stabilization based burner, which is investigated here,
stems from a family of burner systems known as FLOX® and is particularly suited for
this purpose.

The FLOX® burner systems can be placed in the MILD (Moderate or Intense Low-
Oxygen Dilution) regime. They first appeared for a furnace application [20,21], where
homogeneous temperature distribution is a major requirement. However, during the later
adaptions those burner system featured more and more discrete flames and therefore
the term jet-and-recirculation stabilized combustion is more suitable. Still, homogeneous
temperature distribution with comparably low peak temperatures are achieved.

The fuel is induced into the combustor in a co-flow alignment. This is usually fol-
lowed by a short air and fuel mixing section leading to partially premixed combustion.
Circumferentially aligned jet nozzles with the air-fuel mixture induce a large axial momen-
tum and therefore a prominent inner recirculation region develops that leads to hot-gas
re-transport to the reaction zones. This enhances combustion stability and contributes
to homogeneous combustor temperatures. As a consequence, jet-and-recirculation stabi-
lized burner systems usually show a wide operational range and low emissions [22,23].
Circumferentially aligned jets with high momentum furthermore ensure a low risk of
flame flashback and makes this burner technology a promising application for hydrogen
combustion and synthetic fuels [24,25].

Consecutively, jet-and-recirculation stabilized burners were combined with swirl-
stabilized staging, for further extension of operational range, depending on the respective
application [26–28]. The burner concept has undergone many adaptations, mainly for
energy applications and even fundamental investigations [29–33] in pressurized combus-
tion in order to analyze the flame stabilization and emissions formation mechanisms with
elaborate measurement techniques have been carried out. Combustion dynamics and ther-
moacoustic phenomena were analyzed by means of experiments [34] and numerics [35],
only to name a few. A later adaption in view of possible aero-engine applications was
the transition to liquid fuel operation [36–38]. Explicit developments for aero-engine
applications are subject to on-going studies [39].

More recent variants of jet-and-recirculation stabilized burner systems are located
in the micro gas turbine sub-MW power range, e.g., for combination with gasification
processes [40–42] or single and multiple household energy applications with conventional
fuels [43–45].

The low-calorific burner system at hand has twelve circumferentially aligned
nozzles [19]. Main design criteria were a low pressure loss with at the same time large
operational flexibility and combustion stability.

The combustion system has been optimized and further developed by Lingstädt
et al. [46–49]. Therefore, several aspects of the system development can be found in the
literature. In the present work, this is concentrated to major findings and combined with
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an elaborated CFD study that allows for the quantification of heat-loss, which has not been
carried out for preceding burner developments and therefore provides grounds for future
machine-integration design of the low-calorific burner system. Furthermore, CFD tempera-
ture distributions are compared with measurements of pointwise combustor temperatures.

As mentioned previously, hybrid power plants of fuel cells combined with gas turbine
systems have the opportunity to provide electricity and heat at comparabily high efficien-
cies. There, combustor development and investigation is a key factor. In the presented
work this is addressed with careful and detailed numerical and experimental investigation.
It was shown [46] that the burner system at hand is also able to process higher calorific fuel
and therefore is a multi-fuel burner, potentially saving costs and combining several burner
systems in one. It features low emissions and stable combustion over a large operational
range. This is demonstrated for the low-calorific end in the presented paper.

Furthermore, to the authors’ knowledge, combinations of fuel cells with gas turbine
systems are extremely rare in the literature. So the presented concept poses a promising
energy conversion solution at high efficiencies. It is thoroughly examined with numerical
modeling and highly consistent experimental findings. The comprehensive study of
schemes with the incorporation of heat loss mechanisms underlines the importance of
careful modeling, the less energy content is present in the fuel. The presented studies are
therefore beneficial for other works and raise awareness for the required conscientiousness
in combustion modeling under low-calorific conditions.

The structure of the paper is as follows: First, the combustion system operating at
low-calorific conditions is introduced and the measurement setup is explained. This is
followed by a choice of investigated reference operation points based on carbon monoxide
emissions measurements. Subsequently, numerical setups are introduced and the approach
for estimation of heat transfer coefficients is elaborated. Results are first discussed based
on a reference case at nominal load for the lowest CO emissions, where the order of
magnitude of a system heat loss is elaborated from numerical findings. Finally, a case
study for all the investigation points is carried out and experimental results are supported
by numerical simulations in terms of averaged flow field and temperature distribution.
This is accompanied by comparison of point-wise temperatures in the combustor from
measurements. Opposition of numerical results with experimental findings demonstrates
feasibility of the pursued approach. All the numerical CFD simulations shown are based
on steady state RANS modeling with detailed chemistry approaches.

2. Materials and Methods

In the preceding section, the burner system that is investigated in this work was
placed into context of a hybrid power plant. In order to be able to conduct structured atmo-
spheric experiments that depict realistic conditions, several specifics have to be taken into
consideration for a test stand. Therefore, the test stand setup for low-calorific combustion
analysis is elaborated in the following. Atmospheric tests are carried out prior to actual
machine integrated performance studies, due to optical access, therefore the possibility
of methodical assessment of the system, and lower cost of atmospheric testing is used.
Furthermore, numerical simulation approaches are introduced.

2.1. The Low-Calorific Burner System

The burner system, namely F20OG.1, is shown in Figure 1. “F” denotes FLOX similar
design, the number 20 relates to the order of magnitude of thermal load and “OG” indicates
operation with SOFC Off Gas. The last number simply labels the development version of
the burner system.
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(a) Combustion System Mid-Plane Cut. (b) Line-of-Sight Measurement Setup of OH*.

Figure 1. The low-calorific burner system, F20OG.1, with upstream heat generator system (solid oxide fuel cell (SOFC)
emulator), combustion chamber components, and measurement techniques [48].

In the context of this work, atmospheric tests are the choice of analysis, since they
provide optical access at low running costs and therefore allow for a thorough analysis
of the system. As stated earlier, the solid oxide fuel cell is imitated by an auxiliary up-
stream H2/O2 burner. It is operated in a way that it mimics anode gas compositions and
temperatures as would be present with a real fuel cell in the power plant rig.

Besides the delivery of H2O content on the anode side, CO and CO2 are injected down-
stream of the super-heated steam generator. Additionally, in certain part load conditions,
natural gas is introduced after the auxiliary burner to ensure reliable and stable combustion.
Fuel heating values are particularly low in part load mode. The resulting gas stream from
the auxiliary system is the combustor input from the anode side, as indicated in Figure 1a.
It is led to the optically accessible chamber via twelve nozzles in circumferential alignment.
In a standard atmospheric test rig, this would be labeled the fuel stream.

The cathode side consists of oxygen-depleted but preheated air. This is achieved by N2
addition to air under atmopsheric conditions. The cathode flow stream is led to combustion
via an upstream plenum to a co-flow alignment around the fuel jets. As stated previously,
this leads to a partially premixed combustion regime due to a short mixing section, labeled
Air-fuel mixing section in Figure 1a. Consequently, lifted-off reaction zones are present in
the combustion chamber over each axially aligned nozzle.

In the present study, the burner system is characterized via certain reference conditions.
Their choice is based on exhaust gas emissions measurements with carbon-monoxide as the
main criterion. Measurement of NOx in the off-gas poses major challenges with prevailing
high water contents after combustion. However, measurement attempts indicated that
NOx emissions are in the single digit order of magnitude, referring to parts per million at
dry conditions. At off-gas combustion conditions, low adiabatic flame temperatures are
present, so that thermal NOx plays a subordinate rule. A measurement device is installed
in the center of the downstream exhaust duct following the combustion chamber. It records
averaged CO emissions in a discrete point.

Optical measurements characterizing the flame locations and spatial extensions are
based on OH* chemiluminescence. Averaged radical OH* emission profiles are then
used for validation of numerical results. Details and specifications on the measurement
techniques can be found in the literature [46,47].

OH* chemiluminescence is a line-of sight measurement technique. In the current
combustor it is set up in a way that it covers the range of a rectangular corresponding with
the size of one of the quartz-glass windows. Measurement setup alignment is displayed
in Figure 1. Since it is a line-of-sight method, OH* signals are recorded and averaged
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over three front flames and three corresponding rear flames that are in-line with the front
flames due to the annular alignment of the jet flames. Therefore, the OH* results shown
here display six flames in total, where the two flames are in line of sight, respectively. The
numerical studies are evaluated accordingly.

2.2. Reference Operating Conditions

The combustion system has to be capable of undergoing a large range of operation in
the context of the power plant setup. Therefore, striking operation conditions have to be
picked for further analysis, in order to cover the full characteristics of the system. This is
done by means of CO exhaust gas emissions measurements. The choice of investigated
operation conditions is emphasized in Figure 2, where emissions are displayed over the air
fuel equivalence ratio.

1 1.5 2 2.5 3 3.5 4
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Figure 2. Investigated reference operation conditions normalized to 15% oxygen content [48] from
exhaust gas emission measurements. Base-load fit: CO = 23λ2 − 121λ + C1, with C1 = 168.33.
Part-load fit: CO = 43λ2 − 187λ + C2, with C2 = 246.4.

According to Figure 2, the respective base-load and part-load points are labeled as
“lean”, “optimum” and “rich” with respect to their global air fuel ratio λ = 1/Φ . Φ
denotes global equivalence ratio. The reference case is defined at near-optimum conditions
w.r.t. CO emissions. The burner is operated with SOFC off-gas and therefore at extremely
low calorific conditions. The reference case thermal load is about Pth = 4 kW. Adiabatic
flame temperatures of the base-load cases are in the range of 1500 K to 1650 K. Due to
the upstream SOFC, pre-heating temperatures are of the order of magnitude of 1000 K.
Therefore, combustion itself realizes temperature deltas in the order of magnitude of
ΔT ≈ 600 K.

The fuel consists of H2, H2O, CO2 and CO. The oxidizer is nitrogen-diluted air, with
mass fractions YO2 ≈ 0.17 and YN2 ≈ 0.83. In this application, the oxidizer is oxygen-
depleted air, as would be present for the cathode-side of the fuel cell output. The categories
base-load and part-load refer to power plant operation at full rotational shaft-speed and
70% fraction, respectively. The rotational shaft speed of the system operation is limited to
240 krpm at base- or full-load.

For this particular case of operation with SOFC off-gas, the inlet conditions are rather
complex, therefore an overview on operation conditions for the respective cases is given
in Table 1. Estimated temperature deltas due to combustion are evaluated from Cantera
simulations and reflect the low energy content of the off-gas fuel. Since part-load cases
are close to lean blow-off, a small amount of methane is added to the fuel after the super
heated steam generator in part-load mode for combustion stabilization.
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Table 1. Combustion system operation conditions in the context of post-SOFC alignment. Yi: Mass fractions of fuel
composition, ∑ Yi = 1. Tin,a,c: Inlet temperatures of anode (fuel) and cathode (air). Tad: Adiabatic flame temperature, ΔT:
Expected temperature capacity by combustion. Values were measured in the test rig. Measurement uncertainties in Table 3.

Operation
Point

Tin,a [K] Tin,c [K] YH2
[%] YH2O [%] YCO2

[%] λ [-] Tad [K] ΔT [K]

Base-load
Lean 797.3 1113.8 1.507 39.47 49.44 3.54 1490.7 446.4

Near Optimum 806.8 1119.6 1.509 39.68 49.67 2.27 1606.5 583.3
Rich 803.3 1126.1 1.511 39.88 49.69 1.67 1685.8 681.9

Part-load
Lean 879.5 1122.7 0.892 41.88 51.82 3.57 1401.3 337.0

Near Optimum 866.3 1128.3 0.887 41.83 51.82 2.07 1501.2 465.5
Rich 856.7 1137.4 0.889 41.83 51.83 1.31 1583.3 575.6

2.3. Numerical Modeling

Numerical simulations are carried out with two major objectives. Foremost, experi-
mental data is limited to exhaust gas emissions and flame location by OH* chemilumines-
cence analysis. Therefore, numerical results are validated against experimentally obtained
flame position. By capturing flame position and extension accurately, numerical flow field
results complement experimental findings.

Additionally, heat-loss mechanisms play a major role in low-calorific combustion
and therefore, this aspect is carefully addressed in the numerical modeling and validated
with experiments by means of local temperature measurements. Especially for the later
transition to machine testing, it is crucial to narrow down heat-loss effects. Obviously,
atmospheric test rigs will show much larger heat loss compared to isolated gas turbines,
but information from numerical modeling gives also insight into phenomena upstream to
the actual combustion chamber. This makes machine-integrated design much more reliable
and helps with gathering experience upfront.

Numerical simulations are conducted with Ansys Fluent, version 19.1. The incom-
pressible, steady state Navier-Stokes equations are solved with an additional energy equa-
tion based on specific enthalpy and a species transport equation.

2.3.1. Modeling Theory

In the numerical simulations, the incompressible averaged Navier-Stokes equations for
reacting flow are solved with the segregated SIMPLE solution strategy for pressure-velocity
coupling. The energy equation solved in the gas phase reads

∇ · (u(ρe + p)) = ∇ · (ke f f∇T − ∑
i

hi Ji + (τe f f u)) + SR. (1)

Vectors are bold and tensor notation is given as bold and over-lined. The energy in
Equation (1) is in turn given as e = h − p/ρ + 0.5u2. There, the sensible enthalpy h is the
sum over all the species of products ∑ hiYi + p/ρ with the species mass fractions Yi. p
and ρ denote pressure and density, respectively. ke f f is the effective thermal conductivity,
consisting of a laminar and a turbulent fraction. Ji are the diffusion coefficients of species i.
The heat sources SR stand for energy entries due to chemical reactions and are subject to
combustion modeling. The sensible enthalpies of species i are computed as the interval
integral of heat capacity cp,i over temperature, via

hi =
∫ T1

T0

cp,idT. (2)

On the contrary, for solid regions (quartz glass and metal structures), the energy
transport equation is the only transport equation solved and has the form
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∇ · (uρh) = ∇ · (k∇T). (3)

Note that Equation (3) is solved without source terms, since radiation is not modeled
in the investigated case, due to relatively low peak temperatures in the combustor. Results
of the numerical analyses will be analyzed with regard to this assumption.

Therefore, convective and conductive heat transfer is assumed to be the most dominant
heat loss mechanism. In Equation (3), the sensible enthalpy is accordingly evaluated from
Equation (2). Thus, heat capacities and thermal conductivities of the specific solid materials
are modeled with piecewise-linear relations, as exemplarily shown in Figure 3 for the
thermal conductivity.

Figure 3. Used region-wise linear approximation of thermal dependency of solid structure materials’
thermal porperties. Example for thermal conductivity of hastelloy and quartz glass as employed in
the coupled simulations. Adapted from [49].

Essential for the correct depiction of heat transfer mechanisms due to conduction and
convection is the grid resolution at combustor walls. Since also a k − ω based turbulence
model is used, the first cell in wall-normal direction is chosen according to y+ = 1.

In terms of thermal boundary conditions, several variants are used in the presented
study. Adiabatic boundaries are not considered. They are the simplest, but do not account
for any local temperature gradients and heat transfer mechanisms. In the presented study,
the heat transfer is modeled threefold, by applying

• Temperature boundary conditions (isothermal),
• Heat flux boundary conditions
• Conduction of fully coupled simulations.

The governing energy equation at the interface of fluids and solids without con-
sideration of radiation generally is q̇conv_int = q̇conv_ext, which means h f (TW − Tf ) =
hext(Text − TW). h f and hext are the respective conjugate heat transfer coefficients on the
fluid “f” and exterior flow “ext” side.

For isothermal boundary conditions, TW is prescribed,

h f ( Tw − Tf ) = hext(Text − Tw). (4)

For the general heat flux boundary conditions, convection is considered, therefore q̇int
is specified, which has to be assumed a priori. Either knowledge about heat flux exists, or
it has to be estimated. For this work, it was estimated by a coupled test-case with forced
convection, as shown in Figure 4.
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Figure 4. CHT (Conjugated Heat Transfer) numerical setup for the evaluation of heat transfer coefficients for heat-flux
boundary prescription. Emulation of a cutout of near-wall conditions in the actual combustion chamber. P: Pressure
boundary conditions. Adapted from [48]. z: Wall normal distance in the given ccordiante system. a: Thermal conductivity.

Heat transfer coefficients are extracted from this setup by assuming thermodynamic
conditions inside the combustion chamber and in the ambient, while the combustor wall is
explicitly modeled. Detailed results on this investigation can be found in [48].

For a global balancing, in fully coupled simulations, the heat flux from fluid to solid
and vice versa is evaluated with

q =
k f /s

Δz
(TW, f /s − Tf /s), (5)

with the respective thermal conductivity k and the wall normal distance Δz. The subscript
f /s means fluid or solid. For fully coupled simulations, temperature gradients in the solid
walls develop and therefore the formula in Equation (5) has to be expanded. Depending
on which side (combustor- or ambient-oriented medium) the heat flux is evaluated, the
internal TW,int or external TW,ext wall temperature has to be taken into consideration.

2.3.2. Numerical CFD Setup

The overall computational domain is shown in Figure 5. A segment of 120 degrees
is directly modeled, in order to exploit symmetry for computational efficiency. At the
same time, 120 degrees mean the inclusion of four nozzles and therefore the accountance
for nozzle-nozzle interaction. Periodic boundaries are applied in the rotational direction.
Fully coupled CHT simulations are carried out with the domain in Figure 5a, whereas the
isothermal and heat-flux modeling is carried out on the combustor domain only, where
outer extensions are marked with the red line in Figure 5b. The grid consists of 4.4 million
cells and 9.5 million nodes. Polyhedral elements are used, which provide a good quality
resolution and representation of flow field and combustion, compared to conventional
tetrahedral discretization due to a larger number of interpolation points. Wall resolution of
y+ = 1 is achieved with prism layer cells. The grid is refined in the reaction zone regions
and in particular in the anode-cathode mixing zone, following the fuel nozzles. Model
assumptions as presented were tested on a simplified setup, regarding grid resolution and
influence of periodic boundary setting but are not explicitly shown for conciseness.
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(a) Coupled simulation computational domain. (b) Mid-plane grid section with applied boundary conditions. Red:
Computational border for heat-flux boundary conditions.

Figure 5. Numerical setup and computational grids.

In the solid regions of posts and glass walls, the grid is structured and composed of
mainly hexahedral cells. Solid cells are in total 3.778 million elements with 0.82 million
nodes. For simplicity reasons, only two different solid materials are applied. Those are
quartz-glass for the combustion chamber windows and hastelloy-x steel for the posts, the
combustor, the combustor stand and the exhaust duct.

Numerical simulations are carried out with Ansys Fluent, version 19.1. Turbulence is
modeled with a k − ω SST approach [50]. Pressure-velocity coupling is covered with the
SIMPLE solution strategy. Spatial discretization of transport and conservation equations
is the second order upwind. At first, cold flow solutions are established. Combustion
is then initialized with a global EDM (Eddy Dissipation Model) approach, based on a
simple reaction equation for hydrogen. Finally, combustion is depicted using the Eddy
Dissipation Concept (EDC) from Magnussen [51] and a detailed mechanism for synthetic
gas combustion from Li et al. [52]. Judging from previous jet-and-recirculation stabilized
burner simulations, this combination of chemical reaction modeling is best suited. Detailed
combustion modeling is necessary in order to be able to depict the complex chemistry of
lifted-off jet flames. Applied flow boundary conditions are sketched in Figure 5b.

In the case of heat-flux and isothermal modeling, constant values are prescribed
for characteristic zones, namely the upstream burner section, the combustor front plate,
combustor walls and the exhaust duct. For the isothermal case, an estimated temperature
of TW = 1150 K is defined for the combustion chamber walls.

Air and fuel mass flow rates are defined at the inlets according to experimentally used
flow rate values, whereas the chamber outlet is modeled as a pressure outlet condition,
where the gauge static pressure is set to zero. On the contrary, for the air surrounding
the combustor (atmosphere), at the inlet, static pressure is prescribed, whereas the outlet
is forced with mass flow (velocity), leaving the computational domain. In this way, an
exhaust fan is imitated, as is present in the actual rig. The external flow conditions are
estimated with simple flow-meter measurements and numerical boundaries are set in
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order to mimic those conditions. The combination of mass flow and pressure boundary
conditions prove to be superior over pressure boundary conditions only.

All the simulations were carried out on an Intel® Xeon E5-2695v2 architecture. The
coupled cases were conducted on 6*24 cores, whereas isothermal and heat-flux compu-
tations were run with 5*24 cores. Overall turnaround times amount to 18.2 k CPU-h for
the coupled cases and 11 k and 9.8 k CPU-h for the heat-flux and isothermal simulations,
respectively. Therefore, the overall turnaround times are still very low compared to scale
resolving approaches like LES (Large Eddy Simulation) or SAS (Scale Adaptive Simulation).

3. Results

3.1. Results-Reference Case

At first, numerical and experimental findings of the reference case are presented. The
reference case is defined as full-load at near optimum conditions from Figure 2. Numeri-
cal results for different heat-loss modeling approaches are compared with experimental
findings and then the flow field and temperature characteristics are discussed. The refer-
ence case data serves furthermore as a basis for evaluation of convective and conductive
heat-loss in this investigation.

Reference case results are shown in Figure 6. Note that averaged OH* can be evalu-
ated only qualitatively. The measurement results are usually scaled within one order of
magnitude in intensity and there is a certain high level cut-off. In the numerical simulations,
absolute values of O and H concentrations are taken into consideration and the results are
consistently scaled between the three modeling approaches for heat-loss.

(a) Experimental OH* and numerical results. (b) Mid-plane cut of CFD CHT simulation. Velocity with streamlines
and static temperature distribution.

Figure 6. Experimental and numerical results of nominal load, optimum case.

Experiments in the reference case (Figure 6a), and, as will be shown later, in all the
investigated cases, show compact, discrete flames with a certain lift-off from the nozzles
but still a limited elongation in the downstream direction. This is important for later
gas turbine integration, since in this way there is no interaction to be encountered with
downstream mixing air and therefore no increased CO emissions are expected. Another
characteristics of the reaction zones is an inverse u-shape distribution of the single flames.
Judging from the averaged images, it is assumed that the reaction zones are distributed
regularly in circumferential direction for different nozzles.
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Numerical simulation approaches reproduce flame lift-off nicely, except the isothermal
case. This is probably due to poor estimation of upstream wall temperatures that heat the
upstream flow and foster reactivity. The best reproduction of experiments is achieved by the
heat-flux modeling approach, where also the u-shape flame characteristics is reproduced.
However, in all the cases, reaction zones are significantly short in axial direction. This
is due to mixing deficiencies of the RANS approaches and probably the employment of
simplified chemical reaction schemes.

Since comparison in terms of flame anchoring and position seems to be sufficient for
the reference case, numerical results for velocity and temperature distribution are further
analyzed in Figure 6b. The combustor averaged flow field shows the distinct characteristics
of a jet-and-recirculation stabilized burner. Axial jets with high momentum issuing into the
combustion chamber cause development of a large inner recirculation zone that helps with
combustion stability by hot gas retransport to the flame root. As a consequence, remarkably
homogeneous temperature distributions are achieved in the chamber, leading to the lower
peak temperatures with NOx levels to be expected to be in the order of single digit values
in parts per million. NOx could not be measured due to very large water contents in the
combustor off-gas.

The mid-plane results for different simulation approaches are shown in Figure 7. In
this context it becomes evident that different ways of treating the heat-loss mechanisms
can have significant impact on flow field and temperatures.

(a) Comparison of axial velocities. (b) Comparison of static temperatures.

Figure 7. Combustor mid-plane of numerical results. Left: fully-coupled CHT, mid: Heat-flux modeled, right:
isothermal boundaries.

Jet axial velocities are the lowest for the coupled case, whereas they increase for
the heat-flux modeling and are the highest for isothermal walls. This circumstance is
closely related to temperature distributions, since they affect the local density. In the
coupled case, heat discharge is the greatest, therefore lower temperatures in the combustor
develop and, as a consequence, lower velocities are present. At the same time, when jet
velocities are higher, the formation and magnitude of the inner recirculation zone becomes
more prominent, leading to an increased re-transport of hot gases to the reaction zones
and therefore stabilizes and enhances combustion. In the balanced, averaged scenario of
reacting steady state RANS simulations, the two effects are superimposed but can not be
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separated. However, this leads to the distinct differences in velocity magnitudes and peak
temperatures between the single modeling strategies [49].

Another reason contributing to the highest velocities in the isothermal case is that,
due to the zonal prescription of temperature values, the fuel is slightly heated upstream,
as can be seen on the bottom of the right picture in Figure 7. This heat entry into the
system leads to lower fuel densities and therefore enhanced axial velocities. This denotes
one downside of isothermal modeling, since the temperature profiles would have to be
particularly refined and elaborated, if one would want to depict correct heat loss in the
whole computational domain, requiring a large amount of modeling effort.

The main reason for the modeling endeavor with three variants for the heat losses is
to achieve a high quality assessment of heat loss in the atmospheric burner tests. This is
studied for the reference case in Figure 8. Componentwise discharged heat is shown in
Figure 8a, whereas the total heat loss is balanced in Figure 8b. It becomes obvious from
Figure 8a that most heat is discharged in the coupled case, while isothermal and heat-flux
modeling are comparable. Confirmation of the situation with unwanted upstream flow
heating from Figure 6a is given by burner and combustor stand results in the isothermal
case, where heat is even induced due to defined wall temperatures. Upstream temperatures
are generally hard to estimate due to complex test stand construction and strongly depends
on the outer extension choice of the computational domain. A solution would be to further
distinguish local regions for the scalar temperature definition, which comes however with
significantly increased modeling effort prior to simulation.

(a) Heat-loss balance for zonal components of the combustor system. (b) Heat-loss balance comparison by modeling approach.

Figure 8. Heat loss balance based on numerical simulation approaches for isothermal, heat-flux, and coupled modeling.

The total balance in Figure 8b confirms the observation that discharged heat is probably
overpredicted in the fully coupled CHT case, whereas heat-flux and isothermal case are in
the same range. The most remarkable aspect is that the overall heat loss with respect to
total thermal power amounts to 15–20%. Therefore, careful insulation assessment in the
experiment is crucial, not only in atmospheric tests but also for later machine configuration.
This is especially important in the investigated case of low calorific combustion, where
slightly increased heat loss can make a big difference for combustion stability.

3.2. Results-Case Study

A bigger picture of combustion characteristics of the F20OG.1 is given by studying all
the cases as defined in Figure 2. This is carried out in Figure 9. As mentioned earlier, all
investigated points show discrete and compact flames, as is highly desirable for machine
integration of the combustion system. Reaction zone elongation is the longest and most
critical in part load situations, which are however very close to lean blow-off. The measured
trends in base-load show the longest flames with lowest intensities in the rich regime, which
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is counter-intuitive. However, one has to consider that air temperatures are at high levels,
as can be seen in Table 1. Especially in the lean case this leads, in relation to the lower fuel
mass flow, to larger impulse ratios between air and fuel stream and therefore enhances
mixing. Additionally, the anode side that is considered as fuel is exhaust gas from the
super heated steam generator. Therefore, naturally, the fuel has significant fractions of
inert content (H2O, CO2), so rich cases can be relatively non-reactive compared to the lean
mixture, leading to elongated reaction zones and lower radicals emission levels.

(a) Full-load, rich regime. (b) Full-load, near-optimum. (c) Full-load, lean regime.

(d) Part-load, rich regime. (e) Part-load, near-optimum. (f) Part-load, lean regime.

Figure 9. Comparison of experimental and numerical results for OH* for nominal base- and part-load conditions. Subfigure
titles from left to right: Experiment, Coupled, q̇ =const., TW = const.

Numerical simulations generally deliver a good reproduction of experimental findings.
Especially the fully coupled CHT and the heat-flux modeling approach deliver sensible
results in terms of qualitative lift-off height and reaction zone extensions. Major deviations
are observed for the isothermal cases, which are linked to lack of detail in upstream
prescription of temperatures and therefore enhanced reactivity of the mixture. Previously,
it was discussed that in the coupled case the largest amount of heat is extracted from the
combustion system. Judging from the part-load results, especially in the lean regime, where
the CHT simulation shows no reaction, indicates that the heat-loss is overestimated in
the coupled CHT case. This could be linked to overprediction of forced convective heat
transfer due to uncertainties in the modeling of atmospheric flow. The outer flow situation
is hard to determine due to very low velocities that are driven by an exhaust fan.

Measured emissions are listed in Table 2. The CO values are low for the base-load
cases but distinctly higher in part-load, due to more unsteadiness in the vicinity of lean
blow-off. Values for NOx emissions are given where possible. However, they are prone
to large insecurities due to the high water content in the exhaust gas, as can also be seen
in Table 2. Indications are that NOx are in the single digit order of magnitude w.r.t. parts
per million.
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Table 2. Experimental results of emissions measurements. x: no sensible value obtainable. ppm
values unreferenced to oxygen content. Measurement uncertainties in Table 3. Measurement standard
deviation: ±0.1 ppm.

Operation Point λ [-] CO[ppm] NO[ppm] NO2[ppm] H2O[ppm]

Base-load
Lean 3.54 29.02 0.55 6.31 222,921.2

Near Optimum 2.27 12.61 1.17 6.09 338,094.6
Rich 1.67 30.85 2.08 5.07 400,266.0

Part-load
Lean 3.57 126.72 1.19 x 238,987.2

Near Optimum 2.07 43.43 0.46 x 386,449.9
Rich 1.31 74.75 x x 400,302.0

Figure 10. Pointwise temperature measurements and comparison with numerical results for the coupled CHT and heat flux
modeling. Combustor: Downstream in the combustor strut. Conical Exhaust: Mid-height on the conical exhaust section
wall. Measurement uncertainties in Table 3. Measurement standard deviation: ±0.01 °C.

Table 3. Uncertainties of temperature and CO emissions measurements (thermo-couples) [53,54].

Measurement Type and Class Range Accuracy

Static
Temperature Type N and K, Class 2 −40 to 333 °C ±2.5 °C

333 to 1200 °C ±0.0075T

Emissions AO2000, ABB
≤8 ppm ±0.1 ppm
≤80 ppm ±1 ppm

As round off analysis, pointwise temperature measurements are shown in Figure 10.
Temperatures are evaluated for the coupled CHT and heat-flux modeling of heat loss and
balanced with experimental findings.

In general, in the combustion chamber near-wall regions simulations overpredict the
measured findings, but are within the same order of magnitude. The coupled simulation
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performs better in terms of absolute temperature values, especially in the downstream
conical section but consistently for all operation points.

A possible reason for deviations between measurements and numerical modeling
are radiation effects. Especially for the cases with heat-flux boundary modeling, large
deviations to measured temperatures are present. In those cases, it is difficult to quantify
radiation effects, since pre-simulation efforts like the extraction of heat transfer coefficients
as shown in Figure 4 will not be able to quantify radiation heat-loss, since it does not fully
depict gas radiation of the whole combustion chamber molecules. Therefore, it is concluded
that radiation should not be neglected, even in the case of low-calorific combustion, unless
a deviation in temperature in the order of magnitude 10–20% is acceptible in the design
process. From our experience, this order of magnitude of radiation heat-loss does contribute
to flame stabilization, but does not fundamentally change reaction zone location and
spatial extensions.

Another aspect adding possibly up to temperature differences between experiment
and simulation are measurement uncertainties of the thermo-couples, which are however
hard to quantify.

With regard to the modeling values being in the same range as measured values, it can
be stated that the modeling approach, especially the RANS based fully coupled scheme,
finds absolute temperature levels in the right order of magnitude with a certain level of
overprediction. The approach can therefore be used for the machine integration design
as the worst case estimation for thermal load of the combustor structure in a gas turbine,
when combustor temperature regimes are viewed.

4. Conclusions

A novel combustor based on jet-and-recirculation stabilized combustion, formerly
known as FLOX® was investigated by means of optical measurements, exhaust gas analysis
and numerical CFD simulations. The combustion system operates in the context of a
hybrid power plant, processing off-gas from an upstream fuel cell. This leads to the main
peculiarity of the burner system that it has to be able to process low-calorific fuel. It was
however shown in previous works that the combustor is also able to run with conventional
natural gas.

It was demonstrated that the burner system is able to cover a large operational range
in the lean regime with indication of the low NOx emissions in the single digit order of
magnitude, despite low fuel energy contents. Lean blow-off was reached with off-gas
around an air fuel ratio of 3.6. The burner features discrete and compact flames, as was
demonstrated by means of OH* chemiluminescence measurements.

Numerical simulations were conducted and compared with measured data and the
CFD conveniently complemented measurement data with information on flow field and
temperature distribution. It is possible to support measurements with low-fidelity CFD, if
careful treatment of boundary conditions is provided and detailed chemistry is used.

Different modeling strategies for the heat-loss were taken into consideration, in order
to quantify heat-loss effects in the system reliably, which is of special relevance in low
calorific combustion. It was shown that for this burner configuration, the heat loss is within
range of 20–30% of overall thermal power.

Findings of the investigations carried out are of particular relevance for integration of
the combustion system into the actual power plant. Although the combustor in the plant
will have the lower heat-loss, the studies conducted raise awareness for critical thermal
design and it was shown that it is feasible to use the employed CFD tools for reliable
thermal design of the machine-integrated combustor. It is expected that low emission
behavior of the combustion system will be reflected in machine operation.

As a major conclusion from the numerical studies, a careful assessment of thermal
boundaries is crucial, especially with lower fuel energy contents. Different choices of
thermal boundaries can have significant influence on flow field and combustion. Low-
fidelity boundary conditions, like heat-flux and isothermal temperature prescription, have
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the advantage of lower modeling effort and more efficient computations, are however
seen critical if no detailed a priori knowledge on heat transfer is available in the modeling
process. Fully coupled CHT simulations have a high modeling effort but deliver high
quality results, not necessarily in terms of reproduction of a flame position and extensions
but in terms of temperature prediction, which is important in the combustor design process.
In order to increase the predictive accuracy of the numerical simulations for design and
construction, a major improvement would be the incorporation of radiation models.

In general, the choice of simulation method should depend on the respective target
values of the design process. In case combustion systems are designed in view of flame
stabilization and reaction zone extensions, it can be a sensible approach to neglect radiation
effects, especially in the case of low-calorific combustion, judging from the good match
between OH* measurements and numerical simulation as presented in the paper. If
however temperature level prediction for further analyses, e.g., life-span estimation with
FEM (Finite Element Method) is important, radiation effects should be taken into account
in the numerical model, despite the much higher computational effort.

The presented burner system is able to run with high and low calorific fuels at low
emissions with stable combustion and covers a large operational range. The design is
therefore integrated in an actual hybrid power plant application, where one crucial point
for successfull transition is the match of operational assumptions in the atmospheric tests
with actual plant behavior, which will require future analysis. Apart from this, the burner
system can be used in applications with higher power levels by applying common scaling
rules based on geometric ratios and Mach number similarities. The presented burner
system is basis for further burner development at DLR, going towards applications like
biogas or hydrogen combustion in decentralized energy applications.
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Abbreviations

The following abbreviations are used in this manuscript:
CHT Conjugated Heat Transfer −
DLR German Aerospace Center −
EDC Eddy Dissipation Concept −
EDM Eddy Dissipation Model −
FEM Finite Element Method −
FLOX® Flameless Oxidation −
LES Large Eddy Simulation −
LHV Lower Heating Value −
MGT Micro Gas Turbine −
MILD Moderate or Intense Low-Ox. Dilution −
NG Natural Gas −
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RANS Reynolds Averaged Navier Stokes −
SAS Scale Adaptive Simulation −
SOFC Solid Oxide Fuel Cell −
a Thermal conductivity W/(m · K)
cp,i Heat capacity J/(kg · K)
E Energy J/kg
h f Heat transfer coefficient W/(m2 K)
hi Enthalpy, species i J/kg
Ji Diffusion flux, species i kg/(m2 s)
ke f f Effective thermal conductivity W/(m · K)
Δz Wall normal distance m
p Pressure Pa
q Heat flux W/m2

Q Heat W
T Temperature K
u Velocity vector m/s
x, y, z Spatial coordinates m
y+ Wall distance −
Φ Equivalence ratio −
λ Air-fuel number −
ρ Density kg/m3

τ Shear stress Pa
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Abstract: The transition from natural gas to renewable gases such as biogas and hydrogen creates an
interchangeability challenge. The laminar flame speed SL is a critical parameter in appliance design
as it is a unique characteristic of the flame mixture. It is thus essential to evaluate the impact of
renewable gases on SL. In this work, 1D simulations were conducted in Cantera with the USC-Mech
2.0 kinetic mechanism. The SL of three base biogas blends (BG100, BG90 and BG80) was computed
for H2 enrichment up to 50% in volume, equivalence ratio 0.8 ≤ φ ≤ 1.0, p = 1 atm and Tu = 298 K.
It was found that the effect of H2 enrichment is higher for base blends with higher CO2 content as the
thermal-diffusive and dilution effects of carbon dioxide are mitigated by hydrogen. The introduction
of H2 also increases the H radical pool, which is linked with the increase in SL. A new correlation to
model the impact of H2 enrichment, SL(xH2

) =
(
ζ(φ)/S′

L(xCO2
)
)
xH2

exH2 + S′
L(xCO2

), is proposed,
which exhibits good agreement with the literature data and simulations. This equation can be directly
used to estimate SL without the need for a priori adaptations of fit parameters as the contributions of
CO2 and H2 are isolated in independent variables.

Keywords: biogas; hydrogen; laminar flame speed; premixed combustion; correlation

1. Introduction

Natural gas is a widely used fuel in applications ranging from heating and electricity
generation to cooking and vehicle fuel [1]. However, the increasingly ambitious greenhouse
gas (GHG) emission reduction targets, set by governments and institutions, means that it
will likely be phased out in the future. As many of its current applications are not easily
adaptable to consume electricity, renewable gases will be required. Recent developments
in technology and public policy have opened a pathway where hydrogen and biogas are
the likely candidates to replace natural gas [2–5].

Biogas is a biofuel obtained from the anaerobic digestion of organic matter. Its main
components are CH4 and CO2, and it is often upgraded to biomethane by removing
the excess carbon dioxide [6]. As biogas exhibits a similar composition to natural gas,
with methane occupying the largest volume share in both, it has been widely used in its
place in the past. In Denmark, for example, more than 50% of the biogas produced in
the country is upgraded and injected in the national gas grid [7]. However, the limited
feedstock for biogas production in most countries indicates that it cannot solely meet the
gas demand. Therefore, green hydrogen has been pointed out as a more scalable alternative.
It can be produced through electrolysis, requiring only a source of water and electricity [8].
By producing hydrogen through electrolysis, it is possible to couple the gas and electricity
sectors, taking advantage of off-peak hours electricity production. However, replacing
natural gas with hydrogen raises additional concerns as the two fuels have significantly
different properties. The introduction of hydrogen and biogas in the energy sector is
expected to be gradual by incorporating larger shares of renewable gases as time goes
on. Several countries have already established targets for the use of renewable gases,
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particularly hydrogen, at least until 2030. Based on national strategies and roadmaps,
a summary of these for selected countries is provided in Table 1:

Table 1. Hydrogen related targets in selected countries for 2030. Data collected from national
hydrogen roadmaps.

Country
Electrolyser

Capacity (GW)
Hydrogen Refuelling

Stations
Hydrogen Share

in Gas Networks (%)

France 6.5 400–1000 -
Germany 5 - -
Japan - 900 -
Netherlands 3–4 - -
New Zealand - - 20
Portugal 2–2.5 50–100 10–15
South Korea - 310–1200 -
Spain 4 100–150 -

A major challenge in the transition from natural gas to renewable gases in the gas
system is the interchangeability in end-use equipment [9]. These devices are often tailored
for a specific fuel composition, thus having a unknown performance when this changes.
Therefore, it is crucial to effectively determine the impact of different levels of renewable
gas incorporation in current gas systems in a fast and accessible way. Significant impacts
on reaction chemistry are expected due to high concentrations of CO2 and H2 in the gas
composition resulting from hydrogen and biogas admixture. The sub-mechanism of the
water-gas shift (WGS) reaction (CO + H2O −−⇀↽−− CO2 + H2) is of particular importance in
hydrogen applications. This reaction appears through the combination of the CO oxidation
and a radical shuffle reaction [10]:

CO + OH −−⇀↽−− CO2 + H (1)

H2O + H −−⇀↽−− OH + H2 (2)

Changes in reaction kinetics will ultimately have an impact on the laminar flame
speed SL, a critical parameter in appliance design. This unique characteristic of a premixed
combustion mixture depends on the reaction rate, thermal diffusivity and temperature
in the flame region [11]. Consequently, a precise determination of SL is of the utmost
importance in design and equipment performance.

The estimation of SL is often time-consuming. It can be experimentally measured,
which often makes the process expensive, or obtained using numerical models. However,
these methods require extensive and detailed kinetics mechanisms, which increase the
computational cost [12]. As a result, there has been an effort to develop empirical and
analytical relations to estimate SL for varied blends and conditions [13]. Several authors
have focused on the impact of diluents in SL to address a challenge posed by exhaust gas
recirculation (EGR) systems. Metgalchi and Keck [14], in 1982, established a “power-law”
relation, which has been widely adopted [15,16]:

SL = SL,re f

(
p

pre f

)σ(
Tu

Tu,re f

)γ

(1 − 2.1ydil) (3)

where SL,re f is the laminar flame speed at pressure p = pre f and unburned gas temperature
Tu = Tu,re f for a determined equivalence ratio φ. σ = σ(φ) and γ = γ(φ) are fit parameters
and ydil the mass fraction of diluents in the premixed combustion mixture. The formulation
of Equation (3) was based on experimental data obtained for propane, methanol, isooctane
and indolene tested in a constant volume bomb experiment. The diluent simulated an EGR
gas mixture (85%N2/15%CO2). Since then, other authors explored alternative formulations.
Han et al. [17] tested CH4/EGR mixtures, where EGR=81.5%N2/18.5%CO2, obtaining the
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following correlation from empirical data: SL,re f = 229.7D2 − 157.6D + 35.26, where D is
the volume fraction of EGR in the mixture. Elia et al. [18] proposed the following expression
for a diluent mixture composed of 86%N2/14%CO2: SL/SL,re f = 1 − a1D + a2D2 + a3D3,
where D is the diluent volume fraction (in %) and ai are model parameters.

Biogas composition is highly variable depending on the substrate used in produc-
tion, as well as on the anaerobic digestion process, which, in turn, is affected by several
technical aspects. As a result, the weight of CH4 and CO2 in the blend composition varies
significantly, thus changing the laminar flame speed. Hydrogen can be used to compensate
the changes in SL caused by increases in CO2 content to attain a relatively steady value
of SL that ensures adequate equipment performance and safety. However, to do this,
an accurate estimation of the H2 enrichment impact on the laminar flame speed is neces-
sary, to ensure that changes in SL are not over- or under-compensated by the hydrogen
admixture. In 2011, based on the original formulation of Metgalchi and Keck (Equation (3)),
Bougrine et al. [19] proposed a new correlation to model SL in CH4/H2 flames. To this end,
the authors performed one-dimensional simulations and collected literature data across a
wide set of conditions. Even though the resulting model exhibited good agreement with
premix simulations, it required the determination of 40 fit parameters, making its use not
expeditious. Furthermore, biogas was not directly addressed in this research.

Recently, Quintino and Fernandes [20] explored the possibility of using an analyti-
cal correlation to model the impact of CO2 content on the SL of biogas/air lean flames.
Based on the formulation of Equation (3), a new expression was obtained, exhibiting good
results for a mass fraction of CO2 (yCO2,dil) in the flame up to 0.38. The model parameters
were estimated using data from one-dimensional numerical simulations. Furthermore,
the expression performance was also evaluated with available literature results. The final
model took the form of Equation (4):

SL = SL,re f

(
p

pre f

)σ(
Tu

Tu,re f

)γ(
1 + αydil + βy2

dil

)
(4)

where p and Tu are the pressure and temperature of the unburned mixture, respectively,
pre f = 1 atm and Tu,re f = 298 K, SL,re f = SL,re f (φ) is the laminar flame speed at reference
conditions and ydil = 0 and α = α(φ), β = β(φ), σ = σ(φ) and γ = γ(φ) are model
parameters. More details on the model can be found in the original paper [20]. This corre-
lation failed to incorporate the possibility of hydrogen enrichment, making it possible to
assess the drop in SL for a determined CO2 content, but not to estimate the H2 admixture
necessary to compensate such a drop.

This work aims to study the impact of H2 enrichment on the laminar flame speed of
lean biogas/air flames and to develop an analytical correlation to model SL, extending the
application range of Equation (4). To that end, one-dimensional simulations in Cantera
software are conducted for three base biogas blends (BG100, BG90 and BG80), with the
equivalence ratio between 0.8 and 1.0 and hydrogen content in the fuel mixture up to 50%
in volume. The impacts of thermal-diffusive, dilution and chemical effects of CO2 and H2
on SL at p = 1 atm and Tu = 298 K are analysed. A correlation is proposed and validated
with simulations and literature data.

2. Methods

2.1. Modelling

Simulations were conducted using the CANTERA toolkit [21] in the Python (Version
3.7) programming language (Python Software Foundation, http://www.python.org/).
The laminar flame speed SL for each blend and condition were obtained with a one-
dimensional freely propagating flame routine (FPF). Steady-state and uniform inlet condi-
tions were assumed in every run. The computational domain was defined with a sufficient
size to ensure negligible heat and mass diffusion through the boundary. Inlet pressure and
temperature were set to p = 1 atm and Tu = 298 K, respectively.
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The 1D FPF routine was fed with the USC Mech 2.0 kinetics mechanism [22], published in
2007 by the Combustion Kinetics Laboratory of the University of Southern California.
It comprises 111 chemical species and 784 reactions and is tailored for the combustion of
H2/CO/C1-C4 based blends. This mechanism has overall presented good results with
CH4/CO2/H2 fuels in engine simulations [23] and in the estimation of laminar premixed
combustion characteristics [24,25].

Three base biogas blends were adopted for the conducted simulations: BG100, BG90 and
BG80. Under the notation BGXX, XX indicates the volume content (v/v %) of CH4 in
the blend, while the remainder is assumed to be CO2. Previous research has shown that
the presence of small quantities of other ballast components in biogas have little impact
on SL values [20], indicating that modelling of biogas as a CH4/CO2 mixture is a valid
assumption for this work. The impact of hydrogen enrichment for each biogas blend
was also evaluated. H2 content by volume in the fuel (xH2

) varied between 0% and 50%,
with 1 p.p.steps. It was calculated as:

xH2
=

nH2

nCH4
+ nCO2

+ nH2

(5)

where xH2
is the hydrogen content in the fuel blend and ni[mol] the amount of species i.

The combustion reaction equivalence ratio φ varied in the interval 0.8 ≤ φ ≤ 1.0, with 0.05
steps. Air was assumed to be only O2 and N2 in a 21/79% proportion. Every base biogas
blend was simulated at every φ and xH2

detailed above.

2.2. Correlation

As stated before, this work intends to develop an analytical correlation to model the
impact of H2 enrichment on the SL of lean biogas/air flames. Based on the model outputs,
a correlation was obtained using a best fit routine. To do so, several formulations based
on the exponential behaviour were tested. This was performed using the curve-fit()
function of the SciPy (Version 1.5.4) module in Python. The routine tests a function
formulation and determines the parameters that provide the best fit. Simplicity was
prioritized in the choice of the mathematical formulation. It was ensured that the obtained
correlation attained an R2 ≥ 0.99 for every base blend and φ. Furthermore, it was also
guaranteed that correlation parameters were independent of CO2 content (xCO2

) in the base
biogas blend except for an intermediate flame speed S′

L, which already accounts for the
carbon dioxide contribution. The expressions tested assumed the following formulation:

SL = SL(xH2
, φ, S′

L) (6)

where SL[m/s] is the laminar flame speed, xH2
is the H2 enrichment given by Equation (5),

φ is the equivalence ratio and S′
L = S′

L(xCO2
)[m/s] is an intermediate flame speed (xCO2

is
the CO2 content in the base biogas blend such that xCO2

= nCO2
/(nCO2

+ nCH4
).).

3. Results and Discussion

This discussion is divided into three complementary sections. In Section 3.1, the impact
of H2 content in the SL of biogas/air flames is discussed. Literature data on this topic were
found to be scarce and, when present, focused on a narrow subset of conditions that did
not support the development of a new correlation. Therefore, a numerical analysis was
conducted to quantify the different effects of H2 and CO2 content on SL and to provide
fundamental support for the model development. Here, the results obtained from the
1D-FPF simulations are presented, and the coupling effect of CO2 and H2 on SL is depicted.
Section 3.2 describes the analytical model proposed in this work. The criteria used for
model development are presented, and the improvement on Equations (3) and (4) is
described. Furthermore, the new model’s novelty is explained. Finally, the proposed
correlation is validated with reliable H2/CO2/CH4/air SL measurements in Section 3.3.
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Model predictions are compared with literature data to assess performance, and relevant
cases for model application are described.

3.1. Hydrogen Content Impact on SL

The fuel blends tested in this work are ternary mixtures of CH4, CO2 and H2 in
varying proportions. Each of these species impacts the laminar flame speed by changing the
mixture properties: producing thermal-diffusive, kinetic and concentration effects [26,27].
Thermal-diffusive effects are caused by changes in thermal diffusivity and the specific heat
capacity of the mixture. Kinetic or chemical effects occur by the participation of species in
chemical reactions or pathways [28]. Concentration effects result from a reduced amount
of a determined species caused by the increase of any other. Methane, carbon dioxide
and hydrogen exhibit largely different properties, making their impact on any of these
effects highly asymmetric. While CH4 and H2 are reactive species, CO2 can be generally
considered an inert gas. Regarding density, that of CO2 is around 20 times higher than that
of H2. Thus, an understanding of these species’ contributions on the effects that ultimately
impact SL is of paramount importance.

Simulations were performed for three base biogas blends: BG100 (pure CH4), BG90 and
BG80. For each of these, the range of hydrogen enrichment, as defined by Equation (5),
varied within the interval 0% ≤ xH2

≤ 50%. The equivalence ratio φ range was set from 0.8
to 1.0, with 0.05 steps. The obtained results are exhibited in SL vs. xH2

plots in Figures 1–3,
for BG100, BG90 and BG80, respectively.

Figure 1. The laminar flame speed of biogas (BG100)/air flames enriched with H2. Each line
corresponds to the model results for a determined equivalence ratio (φ). Conditions were set at
p = 1 atm and Tu = 298 K.
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Figure 2. Laminar flame speed of BG90/air flames enriched with H2. Each line corresponds to
the model results for a determined equivalence ratio (φ). Conditions were set at p = 1 atm and
Tu = 298 K.

Figure 3. Laminar flame speed of BG80/air flames enriched with H2. Each line corresponds to
the model results for a determined equivalence ratio (φ). Conditions were set at p = 1 atm and
Tu = 298 K.
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Naturally, in all three cases, an increased xH2
produced an increase in SL. The thermal

flame theory of Mallard and Le Chatelier [29] states that SL is dependent on the reaction
rate (ω̇), thermal diffusivity (α) and temperature (T (b—burned, u—unburned, i—ignition))
in the flame region in the form of Equation (7):

SL =

√
αω̇

(
Tb − Ti
Ti − Tu

)
(7)

Hydrogen enrichment increases α and ω̇, as well as temperature, thus raising SL.
A comparison of the curves exhibited in Figures 1–3 shows that hydrogen enrichment of
biogas blends attenuates the negative effects of CO2 in a non-linear fashion, with a greater
proportion the higher xH2

is. If an SL average for every φ tested is taken at xH2
= 0%, it is

observed that from BG100 to BG90, there is a SL drop of 6.3%, due to the contribution of
CO2. The difference increases between BG100 and BG80, reaching 13%. However, the same
calculation performed at xH2

= 50% yields a drop of 1.3% from BG100 to BG90 and of
3.1% from BG100 to BG80. As a consequence, the impact of hydrogen enrichment on SL is
greater when CO2 content is higher in the base biogas blend. On average, the SL increase
caused by xH2

= 50% is of 47.3% for BG100, 58.3% for BG90 and 67.5% for BG80.
Numerical simulations conducted by Wei et al. [30] indicate that the concentration of

the H radical in the flame region affects the SL of BG/H2 flames. Whereas H2 increases the
presence of H through the reactions R1: OH + H2 −−→ H2O + H and R2: O + H2 −−→ H +
OH, CO2 produces the opposite phenomena through R3: OH + CO −−→ H + CO2 and R4:
O + CH3 −−→ H + CH2O. As introduced in Section 1, R1 and R3 are the steps of the water-
gas shift (WGS) sub-mechanism, which seems to be responsible for the adjustments in the
H radical pool that derive from modifications in the reaction kinetics. Furthermore, CO2
also decreases the H radical pool by diluting the mixture. Wei et al. found that the coupling
effects of CO2/H2 for lean mixtures, as CO2 content is increased, give rise to evident
improvements of SL through the kinetic effects of H2. This conclusion is consistent with
the results discussed above. The non-linear increase of SL with xH2

, such that d2SL/dx2
H2

>

0, supports the hypothesis that the H2 related kinetics gradually takes over the CH4
dominated chemical pathways. Furthermore, it seems that a larger CO2 concentration in
the base blend increases the weight of the H2 related chemistry for lower xH2

.
When considering the impact of CO2 and H2 on SL, thermal-diffusive effects must

also be taken into account. It is known that on top of a kinetic effect, CO2 also produces a
significant impact due to its high specific heat capacity [31]. Carbon dioxide acts as a heat
sink in the flame, thus reducing the adiabatic flame temperature Tad and increasing the
mixture ignition temperature Ti [32,33]. In a numerical study on the impact of CO2 dilution
on CH4/air premixed flames, Halter et al. [34] showed that for small concentrations in
the flame mixture (<5%), this effect contributes to approximately 50% of the SL reduction
experienced. On the other hand, H2 enrichment increases SL not only through kinetics, but
also as a result of thermal-diffusive effects. The increased thermal diffusivity of hydrogen
produces a positive effect on SL (see Equation (7)), counterbalancing the negative impacts
of carbon dioxide. Furthermore, the lower Ti and higher Tad of H2 produce a temperature
increase throughout the flame region. This effect has been reported by Rocha et al. [35] in
a numerical and experimental work where the impact of H2 on the chemiluminescence
of CH4/CO2/H2/air flames was evaluated. The simulation results of the present work
(Figures 1–3) are congruent with previous research, manifesting an overall positive effect
of H2 enrichment on the SL of biogas/air flames, even though it varies with base blend
composition due to coupling CO2/H2 effects.

To evaluate the effects of CO2 when combined with H2 enrichment on SL, further
simulations were conducted. To this end, two base blends were selected: BG100 and BG80.
However, to isolate the different effects of CO2 presence, simulations were also conducted
with fake CO2 (FCO2) in the biogas blend. This species possesses the same transport
and thermodynamic properties of CO2, but does not participate in any chemical reaction.
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Thus, with φ set at 0.9, three SL curves were obtained for BG100, BG80 and BG80 (FCO2).
The results are provided in Figure 4.

Figure 4. Laminar flame speed of BG100, BG80 and BG80 (FCO2)/air flames enriched with H2.
Each line corresponds to the model results for a determined base blend. Conditions were set at
p = 1 atm and Tu = 298 K.

The different impacts CO2 produces in SL for varying levels of H2 enrichment can
be seen in Figure 4. As FCO2 does not take part in the reaction chemistry, the difference
between the BG100 and BG80 (FCO2) curves can be attributed to the dilution and thermal-
diffusive effects produced by CO2, whereas the step from BG80 (FCO2) to BG80 stems
from the CO2 impact on the kinetics. The results show that for low H2 content, most of
the CO2 impact on SL can be attributed to dilution and thermal-diffusive effects. When
xH2

= 0%, the SL of BG80 is 0.041 m/s lower than that of BG100, with 73% of this reduction
caused by thermal-diffusive and dilution effects and 27% by kinetics. However, as xH2
is increased, the weight of thermal-diffusive and concentration effects is reduced. At
xH2

= 50%, the SL drop between the same base blends is of 0.016 m/s, with 84% of it
resulting from changes in chemistry due to the presence of CO2. Thus, whereas CO2
thermal-diffusive and dilution effects gradually subside as H2 content is increased, CO2
chemistry maintains a consistent contribution in SL reduction. The simulation results
indicate that the coupling of H2 enrichment with CO2 in the base biogas blend tends to
mitigate the negative thermal-diffusive and dilution effects on SL caused by the latter.

As stated previously, the impact of H2 and CO2 on the H radical pool is linked to
variations in laminar flame speed [30]. Additionally, as the dominant decomposition
product of methane, the radical CH3 is an indicator of the CH4 related chemistry [36]. Thus,
to assess in further detail the H2 and CO2 chemical impact on SL, the evolution of CH3 and
H was analysed for the conditions of this study. For the same blends that produced the
results exhibited in Figure 4 at φ = 0.9, a CH3 and H weight was estimated to evaluate the
radical pool of both species. The contribution for each blend was computed by integrating
the molar fraction of each species along the reaction distance:

∫
xH,CH3

dz. This calculation
is illustrated in Figure 5 through the shadowed areas. Figure 6 exhibits the evolution of the
CH3 and H radical pool with H2 content.
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Figure 5. CH3 and H molar fraction profile for BG100 with xH2
= 25% and φ = 0.9. The X axis is in

the base 10 logarithmic scale. Conditions were set at p = 1 atm and Tu = 298 K.

Figure 6 shows that the CH3 evolution with H2 content is non-linear, such that
d2CH3,w/dx2

H2
< 0. As CH3 is a marker of CH4 related chemistry, it would be expected

that its weight diminishes as xH2
is increased. However, the reduction of CH3 weight

is not proportional to the CH4 concentration in the flame mixture. Even though CO2
lowers the overall presence of CH3, mostly through thermal-diffusive and concentration
effects, it seems to have little impact on the evolution of the CH3 radical weight with xH2

.
This trend indicates that as H2 content is increased, a transition occurs, consisting of a
weakening of the CH4 related chemistry and improvement of the H2 related kinetics. As
Wei et al. [30] reported in their work, the H radical evolution appears to follow the varia-
tions in laminar flame speed through changes in the WGS sub-mechanism. However, when
comparing the curves of Figures 4 and 6, it can be seen that as xH2

increases, the difference
between the BG100 and BG80 SL curves reduces faster than the difference between the
H radical weight. It appears that as H2 content is increased, the CO2 thermal-diffusive
and dilution effects maintain a more relevant impact on the H radical pool than on SL.
For the BG80 base blend, a xH2

≈ 25% is required to raise the H radical weight levels to
those of BG100 without H2 enrichment even though SL is matched at xH2

≈ 17%. As CO2
thermal-diffusive and dilution effects seem to produce a greater impact on H evolution
than on SL, this indicates that H2 not only increases SL through a more efficient H radical
production, but also due to its own thermal-diffusive and concentration effects.
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Figure 6. CH3 and H weight BG100, BG80 and BG80 (FCO2)/air flames with varying xH2
. The equivalence ratio is 0.9.

Conditions were set at p = 1 atm and Tu = 298 K.

The above-mentioned effect of CO2 and H2 on SL turns the modelling of their impact
into a complex task. In the next section, the steps taken to obtain a simple analytical model
to quantify the impact of H2 enrichment on the SL of lean biogas/air flames are described.

3.2. Analytical Model

As stated in Section 1, this work aims to develop a correlation to model the impact
of H2 enrichment (up to 50%) on the SL of lean biogas/air flames. Currently, available
correlations are either too complex to allow an expeditious use or are not tailored to
hydrogen-enriched biogas blends [19,37]. Because of this, existing expressions require a
priori undertakings to determine several fit parameters or to adapt mathematical formula-
tions. Their complexity requires, in some cases, the estimation of several fit parameters
on a case-by-case basis, hindering the expeditious aim of a correlation of this sort. Hence,
it seems that these alternatives only seem applicable in an academic or advanced indus-
try environment where computational cost might not be a significant issue. Additionally,
these alternatives fail to specifically address the case of H2-enriched biogas, thus combining
the contributions of hydrogen and carbon dioxide in fit parameters that also depend on
other variables. This implies that the user of any of these models has to determine new fit
parameters every time the base biogas blend or the hydrogen enrichment level are changed,
as xH2

and xCO2
are not function arguments. Here, simplicity and fast use were adopted as

priorities to improve on the options already available in the literature.
In a previous work, Quintino and Fernandes [20] quantified the impact of CO2 dilution

on the SL of CH4/air lean flames and introduced a new analytical model to predict this
effect. The final model is presented in Equation (4), and its details can be found in the
original research. Thus, for the new model, it was intended to achieve an expression that
isolated in different terms the contributions of CO2 and H2 for the SL of CH4/CO2/H2/air
lean flames. To this end, Equation (4) was adopted to estimate an intermediate flame
speed S′

L(xCO2
) that encompasses the effect of CO2 in the base biogas blend. Based on the

simulation outputs presented in the previous section, an iterative procedure as described
in Section 2 was employed to obtain the model. Considering the curves in Figures 1–3, the
following constraints were set: dSL/dxH2

> 0 and d2SL/dx2
H2

> 0 for 0% ≤ xH2
≤ 50%.

Furthermore, a minimum coefficient of determination
(

R2) of 0.99 was ensured. For the
formulations tested that complied with all established criteria, the choice was based on the
expression’s simplicity.
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Based on this approach, the following correlation for the impact of H2 enrichment on
the SL of biogas/air lean flames is proposed:

SL(xH2
) =

ζ(φ)

S′
L(xCO2

)
xH2

exH2 + S′
L(xCO2

) (8)

where SL = SL(xH2
) is the laminar flame speed of the H2-enriched flame mixture,

S′
L = S′

L(xCO2
) is the intermediate flame speed computed with Equation (4), xCO2

is the
CO2 content of the base biogas blend, xH2

is the hydrogen fraction in the flame mixture
(Equation (5)) and ζ = ζ(φ) is a fit parameter that varies with the equivalence ratio φ.
The variation of ζ with φ was evaluated, and a data fit was performed. The values obtained
and the correspondent data fit can be found in Figure 7. The obtained expression took the
form: ζ(φ) = −0.3143 × φ2 + 0.7437 × φ − 0.35, with R2 = 0.9974.

Figure 7. Variation of the fit parameter ζ with the equivalence ratio. The correspondent data fit curve
is also displayed.

The final model compared well with the numerical results. The lowest coefficient of
determination (R2 = 0.9903) was found for BG80 at φ = 1.0 and the highest (R2 = 0.9983)
for BG100 at φ = 1.0.

The model proposed by Quintino and Fernandes [20] in 2018 improved the original
correlation established by Metgalchi and Keck [14] in 1982 by re-defining fit parameters
and modifying the term that quantifies the impact of diluents in the mixture. Equation (4)
models the effect of CO2 concentration on the laminar flame speed of biogas/air flames,
which permits a fast estimation of SL for varying biogas composition. Equation (4) proved
to be a significant improvement on Equation (3), which was shown to fail for biogas
blends [20]. Thus, Equation (4) extended the original range of application of Equation (3) by
accurately predicting the impact of CO2 content on SL. However, this improved correlation
did not account for the possibility of blending other fuels with biogas. The model proposed
in Equation (8) predicts the SL of biogas when enriched with H2, thus extending the range
of application of Equations (3) and (4). The most significant novelty of this work is that
the developed model (Equation (8)) only requires a single fit parameter ζ(φ) for the SL
prediction of H2-enriched biogas/air flames. In opposition to alternative correlations,
where lookup tables are required to readjust parameters according to blend composition,
the new model proposed in this work is ready to use for CO2 content up to 20% in the
biogas blend and H2 enrichment up to 50%.
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3.3. Validation

As stated above, the analytical model of Equation (8) presented values in agreement
with the numerical simulations performed. To validate the developed model, a collection
of results from the literature was compared to the model predictions. These publications
encompassed different numerical and experimental methods of SL determination, as well as
base blends with two levels of CO2 content (BG100 and BG80). This collection is compiled
and summarized in Table 2.

Table 2. Published work on laminar flame speed of lean CH4/CO2/H2/air flames used to validate
the correlation of this work.

Authors Method φ p Tu Ref.

Hermanns Heat flux burner 0.8, 0.9, 1.0 1 atm 298 K [38]
Coppens et al. Heat flux burner 0.8, 0.9, 1.0 1 atm 298 K [37]
Halter et al. Constant volume bomb 0.8, 0.9, 1.0 1 bar 298 K [39]

Yadav et al. Flat flame burner
and Ansys (GRI3.0) 0.8, 0.9, 1.0 1 bar 298 K [40]

Wei et al. Premix Code (GRI3.0) 0.9, 1.0 1 atm 298 K [30]

The first two references of Table 2 employ the heat flux burner method to estimate
SL [37,38]. A constant volume bomb experiment is also included [39], as well as tests with
a flat flame burner [40]. Simulations ran with Ansys [40] and Premix Code [30] fed with
the GRI-Mech 3.0 mechanism [41] were also used.

Based on the developed model (Equation (8)) and on available literature results,
two data sets are plotted, for BG100 and BG80. For each base blend, literature data are
plotted against model predictions in the range 0% ≤ xH2

≤ 50% and for φ = 0.8, 0.9, 1.0.
The resulting graphs are exhibited in Figures 8 and 9, for BG100 and BG80, respectively.

Overall, the correlation predictions exhibited good concordance with the literature
data. The agreement was better at φ = 0.9 and 1.0, with similar performance whether
the base blend was BG100 or BG80. A detailed evaluation of the data in both plots
shows that the average percentage difference between the correlation prediction and
literature data was 4.44% for BG100 (Figure 8) and 4.02% for BG80 (Figure 9). For the
case of BG100, differences lied within the interval [0.09, 15.62]%, whereas for BG80 this
interval was [0.09, 12.02]%. The highest differences were found for φ = 0.8, where the
correlation tended to overestimate the literature data, even though the difference never
exceeded 0.056 m/s. The highest differences were found in the data of Figure 8, where
the correlation prediction was considerably higher than the data collected from the work
developed by Halter et al. [39]. In their work, a spherical combustion chamber was coupled
to a shadowgraphy system, and flame pictures were captured by a high-speed camera.
Experiments were conducted for CH4/H2/air flames with the global equivalence ratio
varying from 0.7 to 1.2. These were then compared to CHEMKIN simulations fed with the
GRI-Mech 3.0 kinetics mechanism [41]. Measurements performed by Halter et al. (Figure 7
of reference [39]) at φ = 0.8 exhibited the poorest agreement with CHEMKIN simulations
and seemed to contrast with other published data. Thus, it appears that the impact of H2
content on SL was well captured by the model of the present work. The literature data
also exhibited a non-linear SL increase with xH2

. This supports the hypothesis, stated in
Section 3.1, that the H2 related kinetics takes over the CH4 related one as xH2

is increased.
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Figure 8. Laminar flame speed of H2-enriched BG100/air flames. Symbols are literature results, and
lines are the application of the correlation of this work.

Figure 9. Laminar flame speed of H2-enriched BG80/air flames. Symbols are the literature results,
and lines are the application of the correlation of this work.

On top of the comparison with the literature data, model predictions were evaluated
with every SL value resulting from the performed simulations. Numerical results were
compared to model predictions to evaluate if any subset of points were poorly captured by
the developed correlation. Figure 10 exhibits this analysis’ output.
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Figure 10. Model predictions vs. the numerical results of laminar flame speed SL. Symbols indicate
base biogas compositions. All equivalence ratio and H2 enrichment conditions produced in this work
are included.

The data in Figure 10 demonstrate that the correlation displayed a good performance
not only on average, but also for the complete set of numerical data produced in this
work. There were no significant accuracy differences identified among BG100, BG90 and
BG80. The percentage difference between the correlation predictions and simulations never
exceeded 2.91%, with an average difference of 0.74%. Thus, the model in Equation (8)
can be considered an accurate representation of the SL values yielded by the simulations
conducted in Cantera with USC-Mech 2.0. Overall, the analytical model exhibited a good
agreement with the experiments, indicating that numerical simulations also compared well
with the literature data.

This new model should be particularly relevant in burner design and gas interchange-
ability analysis involving CH4/CO2/H2 blends. Examples of this are the research de-
veloped by Jones et al. [42] and Vries et al. [43], where flashback and blowoff limits for
domestic appliances were evaluated in a context where hydrogen is blended in the fuel
feed. The determination of the theoretical flame stability first requires a prediction of
the flame speed as a function of hydrogen content. The model developed in this work
is tailored for these sorts of analysis, given its low average uncertainty of 0.74% when
compared with simulations and 4.44% when compared with literature data. Therefore,
it provides an accurate description of SL for CO2 content up to 20% in the biogas blend and
H2 enrichment up to 50%.

4. Conclusions

In this work, 1D FPF simulations were conducted in Cantera to assess the impact of
H2 enrichment on the SL of biogas/air lean flames. Furthermore, numerical results were
employed in the development of an analytical correlation to model this effect. Simulations
were conducted for three base biogas blends (BG100, BG90 and BG80) with H2 content
in the fuel mixture (xH2

) up to 50% and an equivalence ratio (φ) between 0.8 and 1.0.
The approach undertaken in this work allowed the quantification of CO2 and H2 effects
on SL, by evaluating the dilution, thermal-diffusive and chemical impacts. The numerical
model made it possible to run simulations with both real (CO2) and fake (FCO2) carbon
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dioxide to isolate the different effects of its presence on SL. Finally, the analytical correlation
was tested against data from the literature. The main findings are summarized below:

1. The introduction of H2 in the fuel blends produced a greater effect on SL the higher
the CO2 content was. Furthermore, the increase in SL due to H2 enrichment was non-
linear, with a more pronounced effect the higher xH2

was. This was found to be linked
with an increase in the H radical pool, which resulted from greater H production
through the sub-mechanism of the water-gas shift (WGS) reaction.

2. The presence of H2 in the fuel blend tended to mitigate the thermal-diffusive and
concentration effects of CO2 on SL. These effects were the highest contributor for SL
reduction for low xH2

. However, these gradually subsided as xH2
increased, while the

CO2 chemistry maintained a consistent impact. Thus, for practical applications,
higher amounts of H2-enrichment may avoid the need to completely remove carbon
dioxide from biogas blends.

3. H2 enrichment was found to weaken the CH4 related chemistry as the CH3 radical
pool was significantly impacted. The reduction of the CH3 radical presence was found
to be not directly proportional to the CH4 concentration, with an acceleration of its
reduction with increasing xH2

.
4. Based on the numerical results, a new correlation to model the impact of H2 enrich-

ment on the SL of lean biogas/air flames was proposed:

SL(xH2
) =

ζ(φ)

S′
L(xCO2

)
xH2

exH2 + S′
L(xCO2

) (9)

where SL = SL(xH2
) is the laminar flame speed of the H2-enriched flame mixture,

S′
L = S′

L(xCO2
) is the intermediate flame speed computed with Equation (4), xCO2

is
the CO2 content of the base biogas blend, xH2

is the hydrogen fraction in the flame
mixture (Equation (5)) and ζ = ζ(φ) is a fit parameter. The correlation exhibited good
agreement with literature data and with simulations for all of the tested conditions.
This new model isolates the contribution of H2 and CO2 as both are arguments of the
function that yield SL = SL(xH2

, φ, S′
L(xCO2

)). Thus, the final model can be directly
used to estimate SL without the need for a priori adaptations of fit parameters for
varying base blends as the correlation itself accomplishes that goal. The fast and
reliable estimation of SL for H2-enriched biogas blends makes this model useful for
the adaptation or development of existing devices that rely on these blends.

Concluding remarks:
The model proposed in this work provides an engineering approach to estimate SL

for fuel-lean combustion of H2-enriched biogas blends. In contexts where biogas is widely
available, the admixture of renewable hydrogen can improve equipment performance or
even allow the possibility of using lower quality biogas blends, which would otherwise
remain unused or burned in flares. Future research could address fuel-rich conditions.
These configurations, typically found in the ceramics and glass industry for radiative
heat transmission purposes, will eventually shift from natural gas to renewable gases.
The use of biogas will likely require hydrogen admixture to compensate for the loss in
CH4. The development of an analytical model for fuel-rich conditions will require a
reassessment of reaction kinetics and an adaptation of the original model proposed by
Quintino and Fernandes in 2018 [20]. The USC Mech 2.0, employed in this research, should
cope well with such conditions since it was subject to validation with proven H2/CO/C1-C4
combustion data. However, the development of a new correlation for fuel-rich conditions
must cope with the variability of the maxima location in relation to the equivalence ratio.
The hydrogen enrichment of biogas, in fuel-rich conditions, will push the maximum value
of SL for higher values of φ as xH2

is increased. This phenomena must be well captured by
any new model proposed in the future.
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Abstract: Soot formation in combustion systems is a growing concern due to its adverse environmental
and health effects. It is considered to be a tremendously complicated phenomenon which
includes multiphase flow, thermodynamics, heat transfer, chemical kinetics, and particle dynamics.
Although various numerical approaches have been developed for the detailed modeling of soot
evolution, most industrial device simulations neglect or rudimentarily approximate soot formation
due to its high computational cost. Developing accurate, easy to use, and computationally inexpensive
numerical techniques to predict or estimate soot concentrations is a major objective of the combustion
industry. In the present study, a supervised Artificial Neural Network (ANN) technique is applied to
predict the soot concentration fields in ethylene/air laminar diffusion flames accurately with a low
computational cost. To gather validated data, eight different flames with various equivalence ratios,
inlet velocities, and burner geometries are modeled using the CoFlame code (a computational fluid
dynamics (CFD) parallel combustion and soot model) and the Lagrangian histories of soot-containing
fluid parcels are computed and stored. Then, an ANN model is developed and optimized using
the Levenberg-Marquardt approach. Two different scenarios are introduced to validate the network
performance; testing the prediction capabilities of the network for the same eight flames that are used
to train the network, and for two new flames that are not within the training data set. It is shown that
for both of these cases the ANN is able to predict the overall soot concentration field very well with a
relatively low integrated error.

Keywords: soot concentration; soot emissions; artificial neural network; estimator; computational
fluid dynamics; combustion

1. Introduction

Soot emissions from combustion processes have damaging effects on both the environment
and human health. Soot is the general term used for the class of pollutants known as PM 2.5,
which constitutes particulate matter with a diameter less than or equal to 2.5 micrometers [1,2].
The minute nature of the soot particle makes it especially harmful when inhaled by an individual
as it quite easily reaches the lungs and bloodstream. It can then lead to a host of serious issues
including heart attacks, bronchitis, asthma, strokes, and even death [3]. Furthermore, soot is a notable
contributor to climate change, second only to CO2 [4]. Larger soot aggregates and the smaller soot
particulate matter both contribute to the problem. The smaller, lighter particulates remain in the air
absorbing sunlight and subsequently warming the surrounding air. On the other hand, the larger,
heavier aggregates fall to the ground and absorb sunlight there. As a result, any surrounding snow or
ice is melted far faster [4].

The problems outlined above are concerning, thus stricter regulations on soot emissions are
becoming commonplace. This is true especially in current times, when efforts to be environmentally
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sustainable are at an all-time high and are at the forefront of much in-depth research. For example,
new vehicles sold in the European Union and European Economic Area (EEA) member states
have rigorous regulations placed upon them [5]. Unfortunately for engine designers worldwide,
soot formation is an exceptionally complex phenomenon dependent on numerous physical and
chemical processes such as reaction kinetics, thermodynamics, heat transfer, and particle dynamics.
The implementation of Computational Fluid Dynamics (CFD) throughout the engine design process
has now become mainstream. However, if soot formation mechanisms were considered as part of these
simulations, the computational costs would quickly become intractable if any respectable accuracy
is to be obtained [6]. Currently, prototypes must be manufactured in order to be certain of the soot
emissions a given engine will produce. This time-consuming, expensive, and strenuous method has
limited the improvement in this area as many manufacturers are not willing to put forth this great effort
to discover the soot emissions of a given engine. The balance between computational cost and accuracy
of results quickly presents itself as an obstacle for this industry, as it often does for many others.

In CFD simulations, numerical accurate modelling and prediction of soot properties, such
as concentration and particle size and shape, remains challenging due to the collective chemical,
physical and thermodynamic interactions, and multiphase flow [7,8]. Previous numerical studies of soot
evolution in laminar and turbulent flames have been based on different levels of fidelity. Many of these
previous studies have utilized semi-empirical soot models coupled with simplified combustion models.
In these studies, soot concentrations have generally not been predicted with acceptable accuracy,
with errors in soot concentration ranging from one to two orders of magnitude or more [7,9–11].
Conversely, some studies use more accurate soot models, like the soot model explained in the CoFlame
code [12] and hybrid method of moments (HMOM) developed by Mueller et al. [13], that allow for
the description of soot volume fraction, number density, and morphology of the aggregates. In these
models, in addition to the influence of local concentrations of various species, temperature, and pressure,
the effects of various chemical and physical phenomena such as particle nucleation from Polycyclic
Aromatic Hydrocarbons (PAHs), PAH dimer condensation, physical coagulation, surface growth by
the hydrogen-abstraction-carbon-addition (HACA) mechanism, oxidation, and oxidation-induced
fragmentation on soot evolution are considered [12,14,15]. Simulating all the aromatic precursors and
the phenomena mentioned above causes the high-fidelity soot models to be computationally expensive.

To model soot evolution in turbulent flames, several Large Eddy Simulation (LES) studies
have been attempted [7,8,11]. In general, in addition to modelling soot and precursor chemistry,
the high fidelity LES-based models comprise models for turbulence-soot-chemistry interactions at the
subfilter scale [8]. In this case, uncertainties related to the models of subfilter fluctuations would be
added to the uncertainties associated with the soot model and the chemical kinetic mechanism [8,16].
It should be pointed out that the models of subfilter fluctuations depend on the employed soot model
(for instance, state-of-the-art models of subfilter fluctuations are based on HMOM soot model [8,13]).
Therefore, by changing the soot model, the models of subfilter fluctuations need to be modified [7].
Furthermore, one of the most important issues relates to the errors associated with combustion
models [8,16], which can affect the soot prediction significantly. As an example, the recent work of
Wick et al. [16] is worth mentioning here. They performed an investigation to show how errors related
to combustion models (for example, flamelet models) propagate through into the mechanisms of soot
characteristic prediction via interactions between the gas and solid phase. In their work, the coupling of
a Flamelet/Progress Variable model with the HMOM soot model was analysed using Direct Numerical
Simulation (DNS) results [15], where the same soot model (HMOM) was used. It was found that there
are significant errors in the predicted soot field, which are traced back to tabulated quantities in the
flamelet library propagating through the computation via PAH-based growth rates. Overall, this body
of work indicates that LES-based soot models are still limited and more studies should be conducted to
improve these models. However, it is clear that to model soot evolution, not only is a combustion model
needed, along with a soot model and models for subfilter scale turbulence-soot-chemistry interactions,
but all the aromatic precursors as well as the physics involved (for instance, aromatic collision or
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PAH condensation) should be simulated, which is a challenging task and computationally expensive.
Conversely, as mentioned above, the low-cost and precise estimation of soot properties, such as
concentration, has become highly desired for industry. Therefore, to tackle this controversy, a novel
soot estimator concept has been recently developed and validated [6,17–19].

The idea of linking a post-processing tool to CFD simulations to estimate soot characteristics
accurately with a low computational cost was first proposed by Bozorgzadeh [19]. As a proof of
concept, a post-processing technique for laminar flames was proposed by Alexander et al. [6] in 2018.
The aforementioned work has been further amended where accuracy was improved and turbulent
flame data was used, albeit with limited success [18,19]. The prediction method described in these
papers is a rudimentary library consisting of a collection of data arrays from which desired values can
be interpolated. The most recent work [18] demonstrates exceptional success when estimating the soot
volume fraction of nine different steady laminar flames when the library comprises data of the same
nine flames being tested.

Theoretically, the rate of soot formation (or destruction) can be thought to depend entirely on
local system characteristics at any point in time t as

d fv(t)
dt

= f (T(t), Yi(t), P(t), fv(t), As(t), . . .), (1)

where T, Yi, P, fv and As are the temperature, the mass fraction of species i, the pressure, the soot volume
fraction (concentration), and the average soot surface area, respectively. The idea of a soot estimator
was based on this assumption that to calculate fv, libraries (like the thermodynamic tables) can be
created in which the values of different variables such as temperature and mass fractions are stored.
However, due to the longer timescales of soot formation as compared to those of flow and gas-phase
chemistry, and the inherent non-linearity of the problem, soot characteristics cannot be considered to
be related only to especially local properties [18]. Veshkini et al. [20] and Kholghy et al. [21] showed
that soot evolution is a stronger function of the temporal history of soot particles than just local
flame characteristics. Therefore, within the soot estimator approach [6,17,18], it was assumed that the
local instantaneous soot volume fraction fv is a function of the temporal history of key variables in a
combustion process. The fundamental formula from which the soot estimator concept was developed
is as follows:

fv(t) = f
(
Th(t), Yi,h(t), Ph(t), fv,h(t), As,h(t), . . .

)
, (2)

where Th, Yi,h, Ph, fv,h and As,h are the temperature time-integrated history, the mass fraction history of
species i, the pressure history, the time-integrated history of soot volume fraction, and the average soot
surface area history, respectively.

By using the soot estimator approach, Alexander et al. [6] and Zimmer et al. [18] showed that
it is possible to estimate soot volume fraction, in an uncoupled manner, by tracking the histories of
certain properties (temperature, species concentration) of fluid parcels. Therefore, only the gas phase
conservation equations for mass, momentum, energy, and species mass fraction need to be solved in
a simulation, and different soot-related terms such as soot nucleation, coagulation, etc., which are
typically included in advanced soot models as well as the statistical particle dynamics equations
(for example, see the equations of conservation of soot aggregate number density and conservation
of soot primary particle number density in the CoFlame code [12]) are not required to be solved.
Therefore, much less computational effort would be needed.

For applying the soot estimator approach, at first, the gas-phase temperature, pressure, species
mass fractions, etc. (the parameters on the right side of Equation (2)) should be obtained from a
validated sooting flame model. Alexander et al. [6] and Zimmer et al. [18] used the CoFlame code to
gather these parameters for nine different flames. Then, in these studies, the Lagrangian temporal
histories of soot-containing fluid parcels were stored. They defined a specific number of dimensions to
the library, corresponding to the variable histories that were being considered, and a specific number of
bins in each dimension. The soot volume fraction resulting from each fluid parcel history, corresponding
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to those variable histories, were then stored in each bin. Due to practical constraints encountered
in those works, only a few parameters could be stored in the library. In Reference [18], three data
dimensions (the histories of temperature, mixture fraction, and hydrogen radical concentration) were
used to estimate fv:

fv(t) ≈ f
(
Th(t), MFh(t), H2,h(t)

)
, (3)

where MFh is the mixture fraction history. In their work [18], 300 bins of refinement in each dimension
was also assumed so that a 300× 300× 300 bin library, from which to interpolate, was created. Using this
approach, the computational cost was kept moderate due to the reasons stated above. Furthermore,
compared to the detailed numerical simulations (obtained from the CoFlame code where the gas-phase,
as well as soot partial differential equations, were solved numerically), the average integrated error
for prediction of the entire soot field across all flames was 0.42% [18]. However, the drawback of the
method became evident when extending to transient and turbulent flows, where the timescales of the
data are much larger, and the limited refinement of the data array becomes evident [17].

From the above discussion, it becomes clear that the accuracy of the approach developed
previously [6,17,18] depends on the number of data dimensions and the number of bins. The work
presented in Reference [18] was limited to three data dimensions and 300 bins of refinement in each
dimension to avoid memory and compute time issues associated with dimensionality. The memory
requirement in this approach [6,17,18] is a serious hindrance. Considering the example of a
300 × 300 × 300 library, the method implemented in the previous work requires multiple arrays
that have lengths equal to the total number of bins, that is 300 × 300 × 300 = 27,000,000. Creating a
1 × 27,000,000 array using MATLAB R2018a requires 0.216 GB. This allows many arrays of the same size
to be created with no issues. However, scaling to an additional dimension in search of further algorithm
capability, the mesh now becomes a 300 × 300 × 300 × 300 field with a total of 8,100,000,000 bins.
Creating a similar array to the one mentioned earlier with the updated number of bins will cost 60.3
GB, and therefore multiple arrays of this size cannot be created on a personal computer. A compromise
in the number of dimensions used, or the number of bins per dimension, must then be made, hindering
the scientific assessment of accuracy.

If the latter approach is chosen and the number of dimensions is increased to four while the number
of bins is decreased to compensate, the idea of sparsity becomes more evident. When increasing the
dimensions of the data field being analyzed, the available data quickly fills a smaller and smaller area
of the entire field. With respect to the bin approach used in previous works, this would mean that the
data would only fill a tiny portion of the millions of available bins. This is an inefficient use of memory
and computational power. However, if added dimensions are not considered, plenty of available data
is essentially discarded as it is not considered at all. These reasons, amongst others, inspired the notion
of discovering a new method with which the post-processing tool can be implemented.

In the current work, a Neural Network is generated and taught by data from the CoFlame
code [12] as a post-processing tool to estimate the soot volume fraction numerically with a low
computational cost at various conditions. As mentioned above, this tool is necessary because,
in industrial device simulations, soot formation is typically neglected or rudimentarily approximated
due to high computational cost. The tool developed in this study would be able to estimate soot
characteristics while it only needs properties from the gas-phase conservation equations (mass,
momentum, energy and species mass fractions) as inputs. Therefore, the cost-benefit would be
considerable since the soot-related terms and equations are not required to be solved in the flow
model (the soot quantities such as volume fraction are obtained from the trained network using the
model data as inputs). In the present study, issues of dimensionality that were observed previously
in the library-based soot estimator models are less prevalent. This advantage will be crucial toward
extending the concept of the soot estimator to transient and turbulent flames. However, it is worth
mentioning that any error in the CFD model results can propagate into the estimator framework
because the input/output datasets are directly obtained from the CFD simulations. As CFD simulations
get more accurate, and more and more data are used to teach the network, this error propagation
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effect will diminish. It should be noted that, to the authors’ best knowledge, the present work is the
first attempt to train artificial neural networks (ANNs) based on detailed modeling of soot formation.
The methodology, fundamentals of ANN, data pre-processing, and network training are discussed in
the following section. In the results section, the ANN predictions as well as its performance and error
analysis are explained.

2. Methodology

Although not an entirely new concept, ANNs have recently become more prevalent due to their
amazing flexibility and plethora of use cases. Before investigating the advantages of this method and
precisely why it was preferred to others, it is important to establish an introductory level of knowledge
about the actual processes going on within the model. A basic representation of the architecture of an
ANN can be seen in Figure 1 below.

Figure 1. A schematic representation of an artificial neural network.

Inspecting this architecture, it is clear to see that there are three main sections to examine.
Each section can be referred to as a layer; at a minimum, every ANN will have at least three layers,
the input, output, and hidden layers. While every single network is limited to only one input and
one output layer, the number of hidden layers between them can be arbitrarily set to any number,
wholly dependent on the desired accuracy and available computational power [22]. In general,
the simplest ANN has only one hidden layer, while deep neural networks have multiple hidden
layers. Similarly, each layer consists of a number of hidden nodes, or neurons, where calculations
take place. The input and output layers are limited in the number of neurons they can have by the
number of input variables being provided and the number of output variables desired by the user.
Once again, the hidden layers are the flexible part of the network. As such, the number of neurons
in the hidden layers remains unlimited in theory [22]. The basic premise of the network is that any
neuron in a given layer is connected to every single neuron in the layers immediately surrounding
it. Each connection between two neurons has a weight associated with it. The output from a given
neuron is obtained by applying a non-linear function to the weighted sum of inputs to that neuron
and an overall bias. The weights and biases are initially random; however, they are adjusted as the
network learns from the data provided to it. The non-linear function within each neuron that is central
to the calculations is referred to as the activation function [22]. Many functions are available for use;
however, two commonly used ones are the hyperbolic tangent and the rectified linear unit (ReLU)
functions [23]. Figure 2 shows a schematic representation of an individual neuron unit, including the
various inputs and outputs. The figure depicts inputs x1, x2, . . . xj, each with a corresponding weight
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w1, w2, . . . wj, the summation function with bias, b, and the activation function f, which leads to the
output. In addition, the hyperbolic tangent as well as ReLU activation functions are shown in Figure 3.
As can be seen, tanh can only vary between −1 and 1. Moreover, tanh, as well as it’s derivative, are both
monotonic functions. Put more explicitly, the output of a neuron with the hyperbolic tangent activation
function is

f (s) = tanh(s) =
(es − e−s)

(es + e−s)
, s =

j∑
i=1

wixi + b, (4)

and for the ReLU activation function, it is

f (s) = ReLU(s) =
{
0, s < 0
s, s ≥ 0

, (5)

Figure 2. A schematic representation of a single neuron.

 
Figure 3. The hyperbolic tangent and the rectified linear unit (ReLU) functions.

In the present study, the concept of supervised learning is utilized. Supervised learning is a type of
machine learning model in which the relationship between the input and output of a system is obtained
based on a given training sample of input-output pairs. The objective of supervised learning is to
teach an artificial system like the neural network a way to map inputs to outputs, using the prescribed
structure, so that the output can quickly be determined for any set of inputs fed [24]. For supervised
learning, the entire data set is often split into three subsections; the training, validation, and testing sets.
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The training set is usually the largest and it comprises the data that is fed into the network as a way
for it to learn from the data and adjust itself based on the error. The validation set is used to measure
the generalization of the network—essentially how well the network will perform with unseen data.
This subset is particularly important because it will serve to provide an indicator as when to stop
training. If the generalization of the network stops improving, the training will be discontinued as a
means of preventing overfitting, which is when the neural network over-trains itself such that it is
well-suited to the particular training data, but will not reproduce results well that are outside of this
data set. The testing data set is very similar to the validation set, in that they both consist of unseen
data not used for training, with the only difference being the fact that the testing set has no impact
on the learning done by the network. Therefore, it simply exists as a way to provide an independent
measure of success.

In the current study, a backpropagation algorithm is applied to train the network. The specific
algorithm used is referred to as ‘Levenberg-Marquardt backpropagation’. The method is used
to determine the optimal network weights and biases which minimize error. In general, in the
backpropagation algorithms, for every input-output pair in the training set, the input is first received
and processed by the network and an output is obtained. The output on the first iteration is calculated
by using randomly assigned weights and biases. The calculated output is then compared to the actual
desired output from the input-output pair and an error is found. This error is then propagated back
through the layers of the network and the weights of each connection and the biases of each neuron
are adjusted accordingly. The process is then simply repeated until a global minimum of the error is
found. For example, in the Levenberg-Marquardt training algorithm, the weight and bias values are
updated using the following formula [25,26]:

Xk+1 = Xk −
[
JTJ + μI

]−1
JTer, (6)

where X stands for the weights or biases, er is the vector of network errors, μ is called regularization
parameter or combination coefficient and is a positive number adjusted by the algorithm, and J is the
Jacobian matrix comprising first derivatives of the network errors with respect to the weights and
biases. The J matrix is typically calculated using the backpropagation algorithm stated above [25,26].
It is worth mentioning that the Levenberg-Marquardt algorithm is the combination of the gradient
descent and the Newton algorithms. When μ is very close to zero, the Levenberg-Marquardt algorithm
converts to the Newton algorithm. Conversely, when μ is very large, it becomes the gradient descent
method. It should be also noted that the mentioned algorithm does not always work properly, as the
network may get stuck on a local minimum. More information about the Levenberg-Marquardt
algorithm as well as proof of the above equation are available in Reference [26].

ANNs have been successfully used to represent the chemistry in the simulation of laminar and
turbulent flames with satisfactory results, negligible memory demand, and low computational cost
(see References [27–37]). In addition, it should be pointed out that in a few fundamental studies,
ANNs were trained using experimental data and then applied to predict soot properties. For instance,
Inal et al. [38] experimentally studied soot characteristics in laminar, premixed, hydrocarbon fuel/
oxygen/argon flames, and utilized ANN models to forecast the soot concentrations and particle sizes.
At first, the soot characteristics were measured using classical light scattering techniques. Then,
by using the input/output data sets obtained from the experiments, two neural network models were
developed. In that work, the authors explained that they were not able to train and test a network to
predict the soot number density with sufficient accuracy, due to great uncertainty in the determination
of this parameter and a large minimum-maximum range.

In another study, Inal [39] developed a network to estimate PAH concentrations in laminar,
premixed n-heptane/oxygen/argon and n-heptane/oxygen/oxygenate/argon flames. For data acquisition,
an experimental study was performed. It was shown that the PAH amount was a strong function of
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equivalence ratio, mole fractions of C4 species, and presence of fuel oxygenates. The present study
advances upon these works with full ex-situ prediction of soot concentration using ANNs.

In the present work, the input/output datasets are obtained from the CoFlame code [12].
CoFlame has been used extensively by multiple research groups to study a wide variety of
axisymmetric laminar diffusion flames including those at microgravity and high pressure [40–42].
It is worth mentioning that CoFlame solves for soot primary particle number density and
soot aggregate number density equations in addition to the conservation equations for mass,
momentum, energy, and species mass [12]. The CoFlame sectional particle dynamics model contains
nucleation, PAH condensation, HACA surface growth, surface coagulation, oxidation, fragmentation,
particle diffusion, and thermophoresis. Radiation is also modeled using the discrete-ordinates
method [12]. The boundary conditions and the coordinates (r and z) utilized in the code as well as the
structure of a laminar coflow diffusion flame are shown in Figure 4.

 

Figure 4. A schematic representation of a laminar diffusion flame along with the coordinates (r, z) and
the boundary conditions used in the CoFlame code (adapted from Reference [40]).

The results of the simulations of eight different ethylene–air laminar flames at atmospheric
pressure are considered in the current study (see Table 1). These flames range from low to moderate
soot volume fraction. The computed peak values, obtained from the CoFlame code (Veshkini et al. [20]),
are reported in Table 1. For each flame, the values of eleven key variables including temperature (T),
mixture fraction (MF), oxygen (O2), carbon monoxide (CO), carbon dioxide (CO2), hydrogen (H2),
water (H2O), hydroxide (OH), acetylene (C2H2), benzene (A1), and soot volume fraction (fv) are
gathered. As an example, the temperature contours for the flames SM32 and SM80 are shown in
Figure 5. It should be pointed out that the first eight variables are considered key variables found in
any combustion system. However, acetylene and benzene are included since they are the major species
which result in PAH formation and hence affect soot inception and surface reactions. The soot volume
fraction is the output in the present study.
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Table 1. The main characteristics of eight laminar flames (Experimental works of a Smooke et al. [43],
and b Shaddix and Smyth [44] referred to as “SMXX” and “SYXX”, respectively).

Flame Code
Fuel Composition

(Volume)
Fuel Velocity

(cm/s)
Air Velocity

(cm/s)
Inner Diameter

(mm)
Computed

Peak fv (ppm)

SM32 a 32% C2H4/68% N2 35 35 4 0.12
SM40 a 40% C2H4/60% N2 35 35 4 0.36
SM60 a 60% C2H4/40% N2 35 35 4 1.68

SM80.2 a 80% C2H4/20% N2 17.5 17.5 4 1.80
SM80 a 80% C2H4/20% N2 35 35 4 3.21
SY41 b 100% C2H4 4.1 8.7 11 12.65
SY46 b 100% C2H4 4.6 8.7 11 14.76
SY48 b 100% C2H4 4.8 8.7 11 16.39

Figure 5. 2D contour plots of the temperature for the flames: (a) SM32; (b) SM80; obtained from the
CoFlame code.

As previously mentioned, one of the problems associated with the binning process that was used
in previous works is that it scales extremely poorly to added dimensions [6,17,18]. This also leads to
large amounts of data being left unused (compare Equation (3) with Equation (2)). As a result, one of
the first aspects that were explored with the ANN model was to increase the input parameters to
exceed the three or four previously used.

In this study, similar to the work of Zimmer et al. [18], the Lagrangian histories of soot-containing
fluid parcels are considered as the input datasets, and one network is trained for all the flames.
In other words, the temperature history (Th), mixture fraction history (MFh), oxygen history
(O2,h), carbon monoxide history (COh), carbon dioxide history (CO2,h), hydrogen history (H2,h),
water history (H2Oh), hydroxide history (OHh), acetylene history (C2H2,h), and benzene history (A1h)
are calculated and considered as the input dataset. To calculate the Lagrangian histories and create the
library/data-frame the following steps are taken:

(1) Gathering numerical data: as mentioned, the values of different parameters (such as temperature
and oxygen) for the eight flames are gathered.
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(2) Extracting pathlines: each pathline p was computed from the following ordinary differential
equation:

d
→
Xp

dt
=
→
u
(→
Xp(t), t

)
,
→

Xp,t0 =
→

Xp,0, p = 1, 2, . . . , Np, (7)

where
→
Xp is the current point in space of a fluid parcel which may contain soot, and which follows

the fluid velocity
→
u with respect to time t. In addition,

→
Xp,0 is the initial position for each pathline

and Np is the total number of pathlines.
(3) Computing histories from pathlines: The history of a variable referred to the time integration of a

given variable over its entire existence; for soot that is from inception to oxidation (that is along a
pathline). For instance, for a general variable (Z), the history of Z is defined as:

Zh =

∫
pathline

Z
(→
X, t
)

dt, (8)

In previous studies [6,17,18], a specific number of bins was defined to divide the range of
each history.

(4) Storing soot concentrations: once the histories were computed for each fluid parcel pathline,
the histories, as well as the associated soot concentration values, were stored in the libraries [6,17,18].

(5) Concatenating the eight libraries/data-frames and generating one library/data-frame.

The key parts of the mentioned steps and the model flow are shown schematically in Figure 6.
As can be seen, after training the network and finding the soot volume fraction along each fluid
parcel pathline, linear interpolation is used to distribute the estimated fv on the r-z coordinate system
(see Figure 6). It should be noted that in previous works [6,17,18], the aforementioned steps, as well as
the interpolation method, were comprehensively discussed. Therefore, the interested reader is referred
to those studies for more information.

 
Figure 6. A schematic representation of the ANN-based soot estimator approach.
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Initially, all the ten input variables mentioned above were fed to the ANN. However, it was
found that this would lead to the network finishing training within one iteration and thus returning
extremely poor results. When this occurs, it is almost always indicative of an issue with the data or
the network. Upon further investigation, it was determined that there were two variables, namely
A1h and H2Oh, which when used in any combination with other variables would lead to the same
issues. This behavior might be due to multicollinearity [45–48]. In fact, multicollinearity happens when
the input variables are highly correlated (for instance, in the soot formation study, there is a strong
correlation between C2H2,h and A1h) and they have a strong correlation with the output. In regression
analysis, this may result in poor fitting [45–48]. In the current work, the two variables (A1h and H2Oh)
were simply omitted from subsequent training of the network (it should be noted that from a physical
perspective, it is not that A1h is not an important driver of aromatic growth and soot formation in this
case, but rather that other input sets produce better results). Upon completion of some brief testing,
it was determined that using all of the remaining eight variables as input parameters showed the most
promise in terms of decreasing the overall error and improving reliability. It is important to emphasize
again that these inputs were histories of variables as opposed to values in a given instant of time.
This hysteresis method is necessary because the timescales associated with soot formation tend to be
much longer than those of combustion chemistry. Furthermore, it should be noted that the concept of
tracking the time history was also used by Aceves et al. [49] for fast prediction of HCCI combustion
with an ANN linked to the KIVA3V fluid mechanics code. In addition, in the work of Christo et al. [28],
in order to reduce the dependency of the ANN model on the selection of training sets for modeling
turbulent flames, the input parameters were integrated over a prescribed reaction time.

As expected, an increase in runtime along with significantly improved results was realized with
the additional input parameters when compared to the original three input variables (Th, MFh, H2,h)
from previous work [18]. Furthermore, the repeatability of the results, where previously the exact
same network would give largely varying results on several subsequent runs, was now much better.
Nonetheless, variation will always be present to some degree, so it is a matter of limiting it as opposed
to eliminating it. The reason this issue exists is the random nature behind the assignment of the initial
weights paired with the random splitting of the entire data set into the training, validation, and testing
sets (in this work, 80% of the entire dataset was randomly selected for training, 10% for validation, and
10% for testing). The randomness of the initial weights has a far smaller impact due to the fact that if
the network works successfully it will always reach the global minimum. However, the data splitting
does have a significant effect on the final results since the same network may be learning with different
training data sets in successive runs, depending on how it is split. In this study, as an overall trend,
the variability of these results decreased dramatically with the introduction of more input parameters.

From the onset of this study, there were some items of interest that were identified to have
the potential to improve the performance of the ANN. Namely, these included data pre-processing,
the number of input variables, the combination of input variables, the training method, the number of
hidden layers and the number of neurons per hidden layer, and the activation function used.

As will be shown, data pre-processing had a considerable impact in this study. The results prior to
the pre-processing were especially poor as they were not always physically realistic. Even though in the
area where the flame is sooting the ANN returned fairly accurate results, the surrounding area where
the soot volume fraction should be zero still had soot predicted for it. Not only was soot predicted
there, but there were also regions of the predicted 2D field with negative concentrations. As negative
values are unphysical, this was a very concerning result that had to be fixed if the estimators were to
be of any use in the future.

The idea of data pre-processing was implemented in a work by Christo et al. [28]. In their
study, a data pre-processing technique, called the histogram redistribution, was used to overcome the
difficulties in achieving convergence of the network. This technique was based on using a nonlinear
function, such as a natural logarithm, to transform the distorted or skewed distribution of the PDF
into a more uniform one without changing the structure of the samples. Then, the transformed input
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datasets were used to train and test the neural network. Berger et al. [50] also suggested that taking the
logarithm of the data before feeding it into the network significantly reduced errors when exploring
data in a 3D or higher-dimensional space. After implementing the log transformation concept in the
present study, significantly improved results were obtained. In the subsequent paragraphs, the process
by which extensive fine-tuning of the network was completed is discussed. It is worth mentioning
that several soot concentration predictions from the ANN with and without data pre-processing are
presented in the results section.

The training method of an ANN refers to the actual method by which the weights and the biases
of connections are adjusted during training. MATLAB R2018a allows for the selection of a variety of
training methods [51]. For a given problem it is difficult to judge which training method will have the
best performance without rigorous testing, as it is dependent on a concoction of factors, including the
complexity of the problem, the number of data points, the number of weights and biases in the network,
and many more. In this study, only two training methods were considered. The first method that
was considered was the default method, called ‘Levenberg-Marquardt’ (which was explained in the
methodology section) [25,26,52]. Additionally, the Scaled Conjugate Gradient (SCG) method [53] was
also examined. This method is a class of conjugate gradient algorithms which are typically used for
large-scale unconstrained optimization. However, since the theory behind this method is complex and
beyond the scope of the present study, only the fundamentals are briefly discussed here. Consider the
minimization of a function f (x) of n variables. Conjugate gradient methods minimize this function with
iterations of the form xk+1 = xk + αkdk, where αk and dk are called the step length (always positive) and
the search direction, respectively. It should be noted that if dk = −∇ f (xk), the steepest descent method

is obtained. While by assuming dk = −∇ f (xk).
[
∇2 f (xk)

]−1
, the Newton algorithm is attained [54].

However, the SCG method proposed by Moller [53] is much more complicated. It is based on conjugate
directions, but unlike other conjugate gradient methods, a line search at each iteration is not performed
in this algorithm [53,55]. In the current study, the SCG was only brought into consideration due to
the fact that if it were used as opposed to the Levenberg-Marquardt method, it would allow for the
use of GPU (graphics processing unit) processing [51]. Since GPUs are effective at completing matrix
mathematics, they prove to be extremely efficient for use in complex neural networks [56–58]. However,
in our study, upon completing initial testing it was clear to see that the Scaled Conjugate Gradient
gave far worse results which were not compensated for by the faster runtime. Therefore, the method
was disregarded and further testing in the study was conducted with Levenberg-Marquardt training.

The last three parameters that were outlined to be tested initially were all done in tandem
through the use of a grid search [59,60]. This technique essentially involves running through every
possible combination of parameters to determine which single combination would give the best results.
It should be pointed out that in general, manual search and grid search are the most extensively used
approaches for hyper-parameter optimization. The major disadvantage of manual search is the fact
that although a good result may be obtained, it is easy to miss the best result as only a select amount of
combinations is considered. On the other hand, grid search suffers from the curse of dimensionality,
as it quickly becomes too computationally-taxing to go through every single possibility for the network.
However, in general, grid search is reliable in low dimensional spaces and typically results in a better
configuration than would be obtained by purely manual sequential optimization in the same amount
of time [61]. In the present study, 110 different combinations of the number of hidden layers and
number of neurons per hidden layer were considered, along with two different activation functions
(rectified linear unit and hyperbolic tangent). In fact, the number of hidden layers in the grid search
was changed from 2 to 7, while the number of neurons per hidden layer was in the range of 3 to 25
(as demonstrated in the results, increasing the number of neurons causes the computational time
to increase significantly. Consequently, the number of neurons per hidden layer was limited to 25).
Additionally, each of the combinations was run five times to ensure repeatability. The main trends
obtained from this study will be shown in the next section. Since the procedure was computationally
expensive, parallel processing was used. The testing process utilized Compute Canada’s Niagara
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supercomputer and 40 CPUs. Using multiple clusters on Niagara allowed for several networks to be
run concurrently as opposed to having to run one at a time. This allowed for far more testing to take
place and ultimately helped in obtaining the final network architecture much faster than otherwise
would have been possible.

3. Results and Discussion

Before going into detailed predictive results from the network, it is important to first examine the
vast improvements associated with data pre-processing. This simple change in the network process
led to the greatest advancement of the network’s predictive accuracy. As mentioned above, a detailed
examination of the training dataset showed that the model accuracy and convergence depend on the
nonuniformity and skewness in the distribution of the input dataset. A typical example is shown in
Figure 7a for a highly skewed distribution of samples for the temporal history of oxygen (O2,h) before
data pre-processing.

 
(a) (b) 

Figure 7. The probability density function (PDF) of oxygen history (O2,h): (a) before data pre-processing;
(b) after data pre-processing.

In statistical analyses, the data transformation concept is widely used to address skewed data [62].
Quite often data arising in real studies are far from the symmetric bell-shaped distribution and are
so skewed that standard statistical analyses of these data become difficult and may yield inaccurate
results [62]. Therefore, when the data distribution is non-normal and skewed, data transformations are
utilized to make the data as ‘normal’ as possible [62]. The log transformation is the most common
among the different kinds of data transformations [62,63]. Figure 7b shows that after using the log
transformation in the present study, the data distribution (the histogram) has improved significantly
and is closer to bell-shaped and resembles a normal distribution. Similar results were observed by
Christo et al. [28]. For testing normality, the easiest approach is to compare the histograms to the
normal probability curves (shown as solid lines in this figure). The log transformation was used here
for the entire input set (since the data distribution of all the input variables were skewed), and then the
transferred set was used as the training set for the neural network.

The results shown in Figure 8 depict the 2D soot volume fraction contours for the SY48 flame
(see Table 1) obtained from the network with architecture of {8,5,3} (this notation means we have 3
hidden layers; 8 neurons in the first layer, 5 neurons in the second layer, and 3 neurons in the third
layer (see Figure 1 for more information about the hidden layers)), eight inputs/one output (shown in
Figure 6 and discussed in the previous section), and the tanh activation function. The stark difference
between the results before and after the pre-processing was applied can be seen. Figure 8b highlights
the poor results obtained without pre-processing when compared to the computed data (Figure 8a).
As is experimentally known, only the flame and the area directly surrounding it can produce soot while
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the area outside of that has a soot volume fraction equal to zero. However, in Figure 8b there is soot
predicted in the areas farther from the flame (notice the color difference between the computed and
predicted figures). Furthermore, there are significant areas where the prediction is negative—something
that is physically impossible. When examining Figure 8c, it is clear that these issues are no longer
present, and the network is able to predict a soot volume fraction of zero where appropriate. However,
it is important to note the apparent deterioration in results obtained in the sooting area in Figure 8c.
Clearly, even though the overall results improved significantly (in terms of relative integrated error
calculated over the entirety of the 2D field), the soot accuracy in the producing area suffered as a result,
and thus the ensuing attempts at improving the network were focused on this region in particular.

    

(a) (b) (c)  

Figure 8. 2D contour plots of the soot volume fraction for the SY48 flame: (a) computed; (b) predicted
by ANN without data pre-processing; (c) predicted by ANN with data pre-processing.

Aside from only examining particular results, it is imperative to look for overall trends that
can be found in the grid search results. The grid search procedure reveals numerous trends in the
results that can provide valuable information toward understanding these highly complex algorithms.
The first trend that was observed is that calculations of complex architectures of several hidden layers
and many neurons within each layer took significant runtime even with the parallelization in place.
For instance, total run time (5 executions) for the networks with architectures of {15,15,15,15,15} (that is
5 hidden layers and 15 neurons within each layer), {15,15,15,15,15,15}, and {25,25,25} were 20.07, 27.45,
and 47.08 h, respectively. In addition, the network predictions were often incorrect and unreliable,
and the errors were extremely large. This is most likely due to the problem of overfitting where the
model tunes itself so well to the training data that it no longer generalizes well to other data. In fact,
deep neural networks make models more complex, and in a complex model it is more likely to have
overfitting. Therefore, to develop a computationally efficient model (which is one of the main purposes
of this study) and to prevent the problem of overfitting, shallower networks were focused on hereafter.

Furthermore, it was found that out of the two activation functions tested, the rectified linear
unit gave far worse results when compared with the hyperbolic tangent. For instance, the average
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relative error of the peak fv (over 5 executions and based on the input/output datasets obtained from
the eight flames in Table 1 (training errors)) for the networks with architectures of {15,10}, {10,5,3},
and {5,5,5,5} with the rectified linear unit activation function were 445.66, 1.3 × 104 and 165.25%,
respectively. However, by using the hyperbolic tangent activation function, the error for the mentioned
architectures was reduced to 73.23, 139.28, and 42.58%, respectively. Similar trends were observed for
other networks considered in the grid search. Therefore, only the hyperbolic tangent function was
considered after this point.

As mentioned, a variety of architectures were tested, including some where the number of neurons
in each layer remains the same and some where the number of neurons in each layer decreases with
layer number, as if converging towards the output. It was found that networks with equal-numbered
amounts of neurons in each layer were more consistent overall and delivered better results (for example,
see the errors related to the networks with architectures of {15,10}, {10,5,3}, and {5,5,5,5} mentioned
above). Similar observations were reported by Christo et al. [27] and de Villiers and Barnard [64]. In the
work of Christo et al. [27], it was explained that substantial differences in the number of neurons result
in a bottleneck junction of information so that the convergence of the algorithm is severely affected.

In the previous section, it was discussed that each network in our grid search was run five times
to ensure repeatability. Overall, in this investigation, a lot of architectures showed good results for
three or four out of the five runs. As an example, consider the network with the architecture of {10,5,3}.
For this network, the relative errors of the peak fv for five executions were 15.21, 36.63, 16.98, 601.2,
and 26.38% (average: 139.28%). As mentioned before, the variability is caused by the random splitting
of the data into training/validation/testing subsets as well as random initialization of weights and
biases. In the current study, a slightly higher error along with consistent results was preferred over a
very low error occurring sporadically for the purpose of practical usability.

It is worth mentioning that, in the present study, to choose the optimal network architecture out
of the 110 potential options, in addition to the analyses stated above (for instance, monitoring the
network performance, the mean squared error, the relative error of the peak soot volume fraction ( fv)
and the computational time), other errors such as the integrated fv relative errors were examined.
The integrated fv represents the volumetric integration of the soot concentration in the whole domain
and was calculated as [18]:

fv,int =
�

V
2πr fv(r, z) dr dz, (9)

where fv,int provides quantification of the overall soot formation in the whole domain.
Upon analyzing all the results (eliminating networks with inconsistent results, large errors,

and high computational cost), the final network that was chosen was the {10,10,10,10} (4 hidden layers
and 10 neurons within each layer) since this network architecture exhibited excellent balance between
runtime and performance. Its average fv,int error over five runs was 10.9%, peaking at 13.9% and going
as low as 7.4%. When compared to the average error of 10.2% for the {10,10,10,10,10} architecture,
the small decrease in error was accompanied by an increase in runtime of 0.9 h.

As stated in the introduction, the network was first trained with eight laminar flames and then
used to predict the soot volume fraction for the exact same flames. This sort of evaluation is done to
ensure that the network is able to accurately predict the flame characteristics for which it is trained.
In addition to that test, two more rigorous tests were performed using two new datasets to check the
ability of the network to predict the soot concentration for new laminar diffusion flames. As shown in
Table 2, the first rigorous test is based on the experimental study of Santoro et al. [65] and the second
one is based on the work of Cepeda et al. [66]. In order to perform these tests, Lagrangian fluid parcel
tracking was employed with pre-computed CFD simulation data and the following histories were first
calculated: Th, MFh, O2,h, COh, CO2,h, H2,h, OHh, and C2H2,h. Then, these eight parameters were used
as input variables and the soot concentrations that were predicted by the network were compared with
the CFD results.
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Table 2. The characteristics of two flames used as unseen data for the rigorous test (experimental work
of a Santoro et al. [65]; experimental and numerical studies of b Cepeda et al. [66]).

Flame Code
Fuel Composition

(Volume)
Fuel Velocity

(cm/s)
Air Velocity

(cm/s)
Inner Diameter

(mm)
Computed

Peak fv (ppm)

SA a 100% C2H4 5.06 13.3 11.1 10.74
CE b 100% C2H4 2.42 26.55 10.32 6.13

The chosen network architecture ({10,10,10,10}) was run another five times, this time one at a
time as opposed to consecutively, such that the error could be analyzed after every run instead of only
at the end of the 5th one. This was done in search of the lowest possible error for the different tests
mentioned above. Even though the network returns consistent results, there is still potential for it
to have an even lower error due to the inherent variability present in the network predictions from
run-to-run. It is worth mentioning that the runtime was approximately 50 min for a single training to
complete and was done using four available cores on an average desktop computer through the use
of MATLAB’s Parallel Computing Toolbox and the parpool function. This can be done much faster
through the use of supercomputer clusters, but was timed on a regular workstation to act as a gauge
for how long the typical user would have to run the tool.

At the end, one network which had the best performance among five trained networks for both
tests mentioned above (namely, eight flames explained in Table 1 and two flames discussed in Table 2)
was selected. Table 3 shows the relative errors in predicting soot concentration for all eight flames
that were used to train this network. It includes the relative errors of integrated fv along the centerline
and the streamline of maximum soot, the maximum fv, and the integrated fv in the whole domain.
As shown, the average integrated soot volume fraction error over the whole domain is 8.08%.

Table 3. Relative errors between the CFD and the predicted data by ANN for eight flames used to train
the network.

Flame Code fv along the Centerline (%) fv along the Streamline of Max Soot (%) Peak fv (%) Integrated fv (%)

SM32 31.54 8.59 11.15 6.07
SM40 7.66 15.83 29.69 31.64
SM60 11.09 25.36 6.23 4.79

SM80.2 45.3 8.24 10.2 1.91
SM80 12.65 6.03 16.74 2.14
SY41 2.71 16.82 39.92 10.91
SY46 3.85 21.66 33.98 6.25
SY48 1.79 13.76 23.99 0.93

Average 14.58 14.54 21.49 8.08

Table 4, by contrast, shows the relative errors obtained from our rigorous tests for SA and CE
flames using this network. As can be seen, for the SA flame, the relative errors are less than 20% and,
in particular, the integrated fv error is 4.66%. However, for the CE flame, the errors are higher and the
integrated fv error reaches 63.43%, mainly due to deviation of its dataset from the model’s dynamic
range (similar observations were reported by Christo et al. [27] and Heinlein et al. [67]). For example,
in the simulation of the CE flame, the fuel inlet velocity was assumed to be uniform and equal to
2.42 cm/s. For other nine flames discussed in the present work, the CFD results were based on the
parabolic inlet velocity assumption and the minimum averaged fuel velocity was 4.1 cm/s (hence,
the minimum fuel inlet velocity was 8.2 cm/s at the centerline, which was around 3.4 times more than
the inlet velocity in the simulation of the CE flame). This degradation of accuracy, which occurs when
the modelled samples are far enough outside the model’s working range, highlights the importance of
broadening the training datasets to represent the input/output combinations over a wide dynamic
range. It should be pointed out that the lack of data is one of the main reasons why machine-learning
programs often fail to predict expected results [68]. Therefore, in future research, more flames will be
simulated and validated, and more data will be added to the training dataset so that the network’s
dynamic range will be expanded, making it the major advantage of this framework. It is worth
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mentioning that although more rigorous tests must be conducted to find the network performance,
the range of errors for the CE flame is still very promising compared to many available CFD models
that predict soot properties with about a one or two order-of-magnitude error.

Table 4. Relative errors between the CFD and the predicted data by ANN for two flames used to test
the network.

Flame Code fv along the Centerline (%) fv along the Streamline of Max Soot (%) Peak fv (%) Integrated fv (%)

SA 12.07 3.5 19.64 4.66
CE 61.22 73.09 52.79 63.43

Figures 9–11 demonstrate how our proposed network predicts the soot volume fraction
(concentration) field for the eight flames stated in Table 1. To obtain these results, as explained
in the methodology and demonstrated in Figure 6, the linear interpolation was performed. As shown
in these figures, the network predicts the overall soot concentration field very well. The magnitude
of the point of maximum soot is accurately predicted. All areas around the sooting region have a
concentration value of zero. Furthermore, soot concentration distributions along the centerline and
the streamline of maximum values are also properly estimated. It is worth mentioning that to keep
the paper concise and to explain the details of the network predictions in different ways, 2D plots
are presented for 4 flames (see Figure 9), and variations along the centerline and the streamline of
maximum soot are revealed for the other 4 flames (see Figures 10 and 11). These figures are discussed
in more details in the following paragraphs.

As shown in Figure 9a, for the flame SM80, the shape of the soot field is accurately captured by the
ANN prediction. However, compared to the original case, the high-soot zone predicted by the ANN is
slightly longer and thicker. Near the centerline when the distance from the burner exit is between 4.8
and 6 cm, the discrepancy is more noticeable. At the centerline, the maximum soot values are 1.176
and 1.038 ppm for the ANN and the original cases, respectively. In addition, the peak soot values in
the entire domain are 3.75 and 3.21 ppm (see Table 1) for the ANN and the original cases, respectively.

Figure 9b shows the soot volume fraction fields for the SY41 flame. In general, the ANN prediction
is in good agreement with the CFD results. The sooting region predicted by the ANN is slightly longer
in comparison with the original case. However, the high-soot zone (where soot is more than 6 ppm)
estimated by the network is slightly shorter and thinner. Moreover, as shown, fv predicted by the
network reaches a peak at 17.70 ppm, while the original fv obtained from CFD peaks at 12.65 ppm
(see Table 1). To present more details, it should be pointed out that, at the centerline, the soot volume
fraction peaks at 1.96 and 1.91 ppm for the original and the ANN cases, respectively. In addition,
there are slight and insignificant fluctuations in the ANN prediction when z is between 1.5 and 3 cm
(see the red arrow in Figure 9b). It only happens in a limited small area at the boundary of the soot
domain and can be due to the overfitting problem. Attempts were made to eliminate these fluctuations
by changing our network architecture, but were unsuccessful.

In Figure 9c the soot volume fraction fields for the SY46 flame are shown. As can be seen, the length
of sooting region predicted by the network is 20% greater than that obtained from the CoFlame code.
In addition, the length of the high-soot concentration zone (where soot is more than 6 ppm) estimated
by the network is 23% longer and 6% thicker. In this figure, the fluctuations in the ANN prediction
at the boundary of the soot domain when z is between 1.4 and 3.2 cm are also visible. Additionally,
the maximum fv predicted by the network and calculated by the CoFlame code are 19.78 and 14.76 ppm,
respectively. For the fv along the centerline, the relative error is only 3.85% in this case.
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Figure 9. 2D soot concentration fields (ppm) for different flames: (a) SM80; (b) SY41; (c) SY46; (d) SY48;
as obtained by two methods, using the original numerical solution (left image in each pair) and using
the ANN prediction (right image in each pair).
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The original and ANN predicted soot volume fraction fields for the SY48 flame are shown in
Figure 9d. As illustrated, both the length of the soot domain (non-zero values) and the length of the
high-soot zone (where soot is more than 8 ppm) predicted by the network are greater compared to the
original cases. Meanwhile, the thickness of high-soot zone is almost the same. Moreover, the fv reaches
a peak at 20.32 and 16.39 ppm for the ANN and the original cases, respectively. In this figure, slight
fluctuations in the ANN prediction when z is between 1.5 and 3.5 cm are also present.

Figures 10 and 11 show the variations of soot volume fraction along the centerline and the
streamline of maximum soot for flames SM32, SM40, SM60, and SM80.2. The predictions of the
proposed network as well as the CFD results are plotted. As can be seen, in general, there is very good
agreement between the ANN and the CFD results and the trends of changes are accurately captured.
However, it is worth mentioning that for the SM32 flame, in general, the network underestimates the
soot concentration along the centerline and the streamline of maximum soot. A different tendency can
be seen in SM40 flame, where the network underestimates and overestimates fv along the centerline and
along the streamline of maximum soot, respectively. For the SM60 flame, the network underestimates
the soot concentration along the streamline of maximum soot, while it shows very good prediction along
the centerline. Conversely, for the SM80.2 flame, the network underestimates the soot concentration
along the centerline, while its prediction along the streamline of maximum soot is slightly shifted
compared with the CFD results.

 

 

Figure 10. Comparison of experimentally-validated CFD results and those obtained from the ANN for
different flames along the centerline.
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Figure 11. Comparison of experimentally-validated CFD results and those obtained from the ANN for
different flames along the streamline of maximum soot.

Figures 12–15 reveal the results of a more rigorous test, wherein the network was used to predict
the soot concentration for SA and CE flames mentioned in Table 2. As can be seen, the network predicts
the overall soot field for the SA flame very well. However, as stated above, the error is higher for the
CE flame. In Figure 12, it is shown that for the SA flame, by using the proposed network, fv reaches a
peak of 12.85 ppm and the high-soot zone becomes shorter than the same respective area in the 2D
plot obtained from the numerical solution of the flame. It should be noted that in the CFD results,
the maximum fv for SA flame is equal to 10.74 ppm. In addition, as shown in Figures 14 and 15,
the network predicts the soot concentration for the SA flame along the centerline and the streamline of
maximum soot with only a slight discrepancy.

Figure 13 shows that although our network is able to predict the soot zone size and shape for
the CE flame accurately, the values of fv are underestimated. As shown, based on the network results,
the fv peaks at 2.9 ppm. However, the maximum value of fv according to our CFD results is 6.13 ppm.
Figures 14 and 15 also demonstrate that the network underestimates the soot concentration for the
CE flame along the centerline and the streamline of maximum soot (the values of relative errors are
reported in Table 4). As mentioned above, this degradation in performance happens if the modelled
compositions deviate significantly from the network’s working range.
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(a) (b)  

Figure 12. 2D soot concentration field of the SA flame: (a) original numerical solution; (b) ANN prediction.

  
(a) (b)  

Figure 13. 2D soot concentration field of the CE flame: (a) original numerical solution; (b) ANN prediction.
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Figure 14. Comparison of experimentally-validated CFD results and those obtained from the ANN
along the centerline for the flames used to test the network.

  

Figure 15. Comparison of experimentally-validated CFD results and those obtained from the ANN
along the streamline of maximum soot for the flames used to test the network.

All the errors mentioned above are relative because the range of fv in this study is wide, from around
0.1 to 20 ppm. In general, for the flames with low fv the absolute error was also very low (for example
around 10−4). Conversely, the flames with high fv had absolute errors in the order of magnitude of 1.
To display the graphs of absolute error in an easy-to-read way, the following equation was developed
firstly:

e =

∣∣∣∣∫ 1
0 2πr fv(r, z) dr − ∫ 1

0 2πr fv,ANN(r, z) dr
∣∣∣∣∫ 1

0 2πr dr
, (10)

In the above equation, the error e is a function of z (height) only, due to averaging in the radial
direction. It is worth mentioning that taking the average of soot volume fraction over one direction
(here r direction) reduces the error fluctuations significantly and makes the error behavior more obvious
without obfuscating it. The domain r ∈ [0, 1] was chosen since it covers all the soot regions in all the ten
flames discussed above. Figure 16a shows the results obtained from the above equation for the flames
SM32, SY48, SA, and CE. As can be seen, for the flame SM32, the error reaches a peak of around 10−4

while for the other three flames the maximum error is slightly less than 1 (noting that the scale of the
vertical axis is logarithmic). However, as shown in Tables 1 and 2, the peak fv for these flames are 0.12,
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16.39, 10.74, and 6.13, respectively. By normalizing the error graphs with the peak fv, the percentage of
error can be obtained:

eN =
e

fv,peak
, (11)

Figure 16b shows the variations of eN versus height. As demonstrated, when z is less than 4 cm,
the CE flame has the highest error among these flames (this was shown in Figure 13 and was discussed
above comprehensively). For the SA and SY48 flames, eN fluctuates more but is less than 2%. For the
SM32 flame, the normalized error is clearly less than 0.5%. It should be pointed out that, to analyse
the soot estimator concept, different types of errors, especially relative errors (similar to the errors
defined in this study), must be used because the problem is challenging, and the range of the soot
concentration and the number of the flames are vast.

 
 

(a) (b) 

Figure 16. The variations of average error versus height: (a) absolute error; (b) absolute error normalized
with the peak soot volume fraction.

4. Conclusions and Future Works

In this study, a supervised Artificial Neural Network (ANN) technique was used to accurately
estimate the soot concentration fields in laminar diffusion flames. Eight different ethylene/air flames at
various operating conditions were modeled using the CoFlame code. Then, the Lagrangian histories of
soot-containing fluid parcels were considered as the input dataset. The effects of data pre-processing,
number of input parameters, random splitting, and training method on the network performance
and results were discussed. A grid search procedure was used to study the effects of the number
of hidden layers, number of neurons, and the activation functions. In conclusion, the {10,10,10,10}
network architecture together with eight input parameters, the Levenberg-Marquardt training method,
and the hyperbolic tangent activation function were identified as the most effective framework.

The resulting network was tested in two different ways: (1) it was applied to predict the soot
volume fraction for all eight flames that were used in the training phase; (2) two new flames were
then introduced to the network and its predictions were analyzed. In general, the network predicts
the overall soot field accurately and efficiently. However, some degradation in the accuracy becomes
noticeable once the datasets deviate significantly from the network’s dynamic range. It is also shown
in this study that the ANN approach scales extremely well to added dimensions, which is an important
step for exploring more complex cases such as transient and turbulent sooting flames (where timescales
of the data are much larger). Overall, this study demonstrates the potential of the soot estimator to be
implemented through the use of neural networks.

In machine learning, the accuracy of the predictions is related to how close the target properties
are to the training datasets. To improve the estimator’s predictions and test the network at
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different conditions, more flames should be simulated using the CoFlame code and validated against
experimental measurements. In this case, the training and testing datasets are expanded so that
the issue of the lack of data can be resolved and the network’s dynamic range can be developed.
In addition, it is intended for the next step to use the estimator tool for predicting soot characteristics in
transient and turbulent flames. In the next step, similar to the concept presented in the present study,
machine-learning and deep-learning programs will be used as post-processing tools to estimate the
soot characteristics based on the soot-related gas-phase quantities obtained from Reynolds-averaged
Navier-Stokes (RANS), large eddy simulation (LES), and direct numerical simulation (DNS) solutions.
Afterwards, this approach can be applied to estimate the soot characteristics in complicated industrial
cases such as an actual engine. In this case, the industrial sector would have an accurate and
computationally inexpensive tool in which only the gas-phase conservation equations (which are
typically solved in any combustion simulation) need to be solved. In short, the tool would take
advantage of detailed soot formation models with no need to solve the soot partial differential equations
as well as different soot-related terms such as soot particle nucleation, coagulation, PAH condensation,
HACA surface growth, oxidation, and fragmentation, since all of them are replaced with an ANN.
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Abstract: Premixed flame propagation in obstructed channels with both extremes open is studied
by means of computational simulations of the reacting flow equations with a fully-compressible
hydrodynamics, transport properties (heat conduction, diffusion and viscosity) and an Arrhenius
chemical kinetics. The aim of this paper is to distinguish and scrutinize various regimes of flame
propagation in this configuration depending on the geometrical and thermal-chemical parameters.
The parametric study includes various channel widths, blockage ratios, and thermal expansion ratios.
It is found that the interplay of these three critical parameters determines a regime of flame propagation.
Specifically, either a flame propagates quasi-steady, without acceleration, or it experiences three
consecutive distinctive phases (quasi-steady propagation, acceleration and saturation). This study is
mainly focused on the flame acceleration regime. The accelerating phase is exponential in nature,
which correlates well with the theoretical prediction from the literature. The accelerating trend also
qualitatively resembles that from semi-open channels, but acceleration is substantially weaker when
both extremes are open. Likewise, the identified regime of quasi-steady propagation fits the regime
of flame oscillations, found for the low Reynolds number flames. In addition, the machine learning
logistic regression algorithm is employed to characterize and differentiate the parametric domains of
accelerating and non-accelerating flames.

Keywords: premixed combustion; obstructed channels; flame acceleration; thermal expansion;
computational simulations; machine learning

1. Introduction

Semi-open channels and tubes (where one end of the pipe is closed while another end is open;
a flame is ignited at the closed end and propagates towards the open extreme), with evenly arranged
and closely packed obstacles along the sidewalls, have been reported to experience ultrafast premixed
flame acceleration (FA) and eventually an event of deflagration-to-detonation transition (DDT) [1–5].
This acceleration mechanism is conceptually laminar, being devoted to a powerful jet flow along
the pipe centerline [1]. The cause of such acceleration is attributed to the cumulative effects of
delayed burning in the pockets between the obstacles, with turbulence playing only a supplementary
role [2]. On the contrary, industrial and laboratory conduits oftentimes have both extremes open,
which attracted the interest for decades, starting with the classical experimental works on chocked
flames [6] and quasi-detonations [7] in open obstructed pipes; see also [8,9] and references therein for
details. In such a situation of both open extremes of an obstructed pipe, a new gas volume, generated
by expansion of the burning matter in the combustion process, flows from the side pockets into two
distributed streams moving towards the two open ends, as illustrated in Figure 1. Non-restriction of
the flow in axial direction results in a mechanism of flame propagation different from that previously
observed in semi-open channels. For narrow channels, oscillations of the flame shape and velocity
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dominate in the flame dynamics [10,11]. Occurrence of these oscillations is due to regularly repeated
acceleration-deceleration sequences causing the flame to have varying instantaneous shape, area and
velocity [10].

Figure 1. A schematic of an obstructed channel with both extremes open (upper half is shown).

A significant difference in flame propagation observed in these pipe configurations, coupled to
potential improvements of practical applications [12] and associated with deeper understanding of
flame propagation in such applications, have stirred up a significant interest. In a bid to satisfy the
prevailing concerns and gain further insight into the morphology and propagation of premixed flames
in obstructed conduits, a number of studies of burning in semi-open obstructed channels have been
performed [13–15]. The analytical, numerical and experimental investigations of FA in fully-open
channels suggested that hydraulic resistance of the fluid in a pipe is responsible for sudden acceleration
and the initial stage of DDT [16,17]. However, a subsequent analytical investigation [18] showed that
the hydraulic resistance is not necessary to drive obstacles-based acceleration in an open channel;
in fact, it hinders FA at the initial stage of the combustion process. In particular, flame propagation in
narrow obstructed channels with open ends has been computationally studied [10], where regular
fluctuations of the burning rates around the quasi-steady solutions have been found for the majority
of the simulation runs performed. Other geometrical and thermochemical parameters such as the
obstacles blockage ratio, the spacing between the obstacles and the thermal expansion ratio have been
observed to influence the flame oscillatory behavior in terms of the oscillation periods and amplitudes.
However, some pilot studies reported in [10] showed the possibility of FA after the initial oscillations
or steady flame propagation.

In this light, exploring the flame behavior and characterizing various propagation regimes that
the flame undergoes constitute the basis of the present work. Specifically, we aim to elucidate and
quantify the morphology and dynamics of a premixed flame propagating through a comb-shaped
array of obstacles in open channels of various blockage ratios, considering fuel mixtures of various
thermal expansion ratios. The analysis is conducted by means of computational simulations of the
reacting flow equations involving transport properties, a fully-compressible hydrodynamics and an
Arrhenius chemical kinetics. A special attention is paid to relatively wide channels, in which the
possibility of flame portraying more than one propagation regimes has been indicated. In the present
work, it is also of our interest to validate the theoretical formulation [18] by comparing it with the
simulation results obtained. Subsequently, we have identified three main stages of flame propagation
in a fully-open obstructed pipe, namely: (i) quasi-steady propagation, (ii) exponential FA, and (iii)
saturation of the burning velocity. Comparison of the exponential acceleration stage with a respective
prediction from [18] shows a good correlation, especially at a later stage of exponential acceleration.

2. Research Methodology

The research methodology employed here is based on scrutinizing reacting flows in fully-open,
obstructed channels by means of computational simulations of the governing partial differential
equations (PDE) for a conservation/balance of mass, momentum, energy and species, including a
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fully-compressible hydrodynamics, transport properties (heat conduction, diffusion and viscosity),
and an Arrhenius chemical kinetics represented by a one-step irreversible reaction of the first order.

2.1. Governing Equations

In a two-dimensional (2D) geometry, considered in the present work, the governing PDEs read:

∂ρ

∂t
+
∂
∂xi

(ρui) = 0,
∂
∂t
(ρui) +

∂
∂xj

(
ρuiuj + δi, jP + γi, j

)
= 0, (1)

∂
∂t

(
ρe +

1
2
ρuiuj

)
+
∂
∂xj

(
ρuih +

1
2
ρuiujuj + qi − ujγi, j

)
= 0, (2)

∂
∂t
(ρYF) +

∂
∂xi

(
ρuiYF − ηSc

∂YF

∂xi

)
= −ρYF

τR
exp
(
− Ea

RuT

)
, (3)

where YF is a progress variable representing the mass fraction of the fuel mixture; e = QYF + CvT and
h = QYF + CpT are the specific internal energy and enthalpy, respectively, with the specific heats at
constant volume, Cv, and pressure, CP, and the energy release from the reaction Q = (Θ − 1)CPT f .
Here T f is the initial temperature of the fuel mixture and Θ ≡ ρ f /ρb is the thermal expansion ratio.
Equation (3) describes a single, first-order Arrhenius reaction, with the activation energy Ea and the
constant of time dimension τR. In our code, the cumulative choice (interplay) of the three parameters Q,
Ea and τR constitutes an eigenvalue problem, solution to which yields the unstretched laminar burning
velocity SL = SL(Q, Ea, τR), which is also a unity of velocity dimension in the present work. Here we
took SL = 3.47 m/s resembling typical hydrogen-air flames as well as oxy-methane or oxy-propane
combustion. The speed of sound in this fuel mixture is 100 times larger, cs = 347 m/s such that the
hydrodynamics is almost incompressible at the initial stage of burning, with the initial Mach number
associated with flame propagation being as small as M0 ≡ SL/cs = 10−2. However, for a corrugated
flame front, the real (total) burning velocity Uw exceeds SL, and it is calculated as [19]:

Uw =
1

2Rρ f

∫
ρY
τR

exp
(
− EA

RuT

)
dxdz. (4)

Both the fuel mixture and burnt matter are assumed to be ideal gases obeying the equation of state:

P = ρRuT/m, (5)

with the same molecular weight of m = 2.9× 10−2 kg/mol and the specific heats of Cv = 5Rp/2m and
Cp = 7Rp/2m, where Ru = 8.314 kJ/(kmol·K) is the universal gas constant. The stress tensor γi, j and
the energy diffusion vector qi are given by

γi, j = ζ

(
∂ui
∂xj

+
∂uj

∂xi
− 2

3
∂uk
∂xk
δi, j

)
, qi = −ζ

(
Cp

Pr
∂T
∂xi

+
Q
Sc
∂YF

∂xi

)
, (6)

with the dynamic viscosity ζ = ρν, the Prandtl, Pr, and Schmidt, Sc, numbers. To avoid any impact
of the diffusional-thermal instability, here we consider equidiffusive burning, so the Lewis number
(defined as the thermal-to-mass diffusivities ratio) is unity, Le = 1. In the simulations, this condition is
imposed by taking the Prandtl and Schmidt numbers Pr = Sc = 1 such that Le ≡ Sc/Pr = 1. Then the
thermal flame thickness can be defined, conventionally, as:

L f = ζ/PrρSL = ν/PrSL = ν/SL. (7)
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It is however noted that the quantity (7) is only a thermal-chemical parameter of length
dimension, while the real size of the internal flame structure can be an order of magnitude larger [20].
Indeed, according to [20], a real width of the burning zone, determined by the characteristic length scale
of the temperature profile gradient, is about (4 ∼ 5)L f , while it is the thickness of the active reaction zone,
which is actually of the order of L f [20]. Nevertheless, L f is one of the key parameters in our studies,
for the following reasons. First, it controls the choice of the computational mesh size making sure
that the grid is sufficiently fine to resolve the flame front, having several grid point inside it; see a
discussion below. Second, L f is a characteristic flame length scale. Along with a characteristic flame
velocity scale SL, they determine the characteristic flame time scale t f ≡ L f /SL. Moreover, in addition
to L f , another important length scale in this work is the radius (half-width) of the channel R, but it
will also be measured in terms of L f , because their ratio constitutes the Reynolds number associated
with flame propagation, Re = RSL/ν = R/PrL f = R/L f . The ratio of R and SL allows introducing a
convenient dimensionless time τ ≡ tSL/R. Consequently, in our investigations, we are monitoring
the instantaneous scaled burning velocity, Uw(τ)/SL, as well as the instantaneous scaled flame tip
positions and velocities, Ztip(τ)/R and Utip(τ)/SL, versus the scaled time τ, for the given values of
Re = R/L f .

Finally, the quantity of L f may be needed to impose appropriate ignition conditions. We usually
imitate the initial flame structure by the classical Zeldovich-Frank-Kamenetskii (ZFK) solution for the
profiles of the temperature, fuel mass fraction, pressure and velocities in the domain before and after a
planar flame front, which reads [21]:

T = T f + T f (Θ − 1)exp
(
z/L f

)
i f z > 0 ( f uel), (8)

T = ΘT f i f z < 0 (burnt), (9)

YF =
(
Θ − T/T f

)
/(Θ − 1), P = P f , ux = 0, uz = 0, (10)

such that YF = 0, and T = Tb = ΘT f in the burnt matter (z < 0), while YF → 1 , and T→ T f in the
fresh fuel mixture (z 	 L f > 0). The original pressure P throughout the domain equals the initial
pressure of the fuel mixture, P f , and both velocity components are set to zero at the very beginning.

2.2. Computational Platform

We use an in-house computational fluid dynamics (CFD) fully-compressible, finite-volume
Navier–Stokes code, which solves, in particular, the reacting flow Equations (1)–(6). The embryo of
this code was originally developed in the middle of 1990s by Eriksson at Volvo Aero. In the following
decades, this computational platform has been comprehensively updated and tested by numerous
research groups worldwide, including (but not limited to) researchers from Chalmers University
of Technology, Royal Institute of Technology, Uppsala and Umeå Universities in Sweden, Tsinghua
University in China, Princeton and West Virginia Universities in the U.S. The current version of the
solver is adapted for parallel computations and is available in 2D versions (Cartesian and cylindrical
axisymmetric ones) as well as in a fully three-dimensional (3D) Cartesian version (though solely a 2D
Cartesian set of Equations (1)–(6) is modelled in the present work). In order to save the computational
time while resolve the regions of particular interest (leading pressure and shock waves, detonation or
flame fronts), a self-adaptive structured computational grid is employed, as will be detailed below.
This adaptive grid makes the computational package perfect, in particular, for fundamental studies of
reacting and non-reacting flows in conduits of high aspect ratios such as used in the present work.

The code is robust and accurate, having been successfully utilized in numerous aero-acoustic [22–24]
and combustion [1–5,10,19,20,25–35] applications, including combustion instabilities [25–29], flame-acoustic
coupling [19], FA [30–33] and DDT in unobstructed [34,35] and obstructed [2] conduits. Specifically, in [25],
the solver was validated by being able to reproduce a classical physical solution for pressure, temperature,
burning velocity and other significant parameters of a planar flame front. Subsequently, the solver
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successfully reproduced an onset and development of the intrinsic Darrieus-Landau flame instability:
in a planar, 2D channel [25]; in a cylindrical tube (narrow [26], moderate [27] or wide [28]); and in an
open space [29]. Such intriguing nonlinear phenomena as flame-acoustic resonance [19] and flame
oscillations in channels [20] were also modeled by means of this solver. The code has been widely
used and shown to be particularly successful in modelling various mechanisms of FA in pipes such
as FA due to wall friction in 2D channels [30] and cylindrical tubes [31,32] as well as FA due to a
finger-like flame shape [33]. The code was able to reproduce how both the mechanisms can potentially
drive through all the stages of the DDT scenario, including the latest one—detonation triggering.
We have successfully modelled such a DDT for FA due to wall friction [34] and for finger FA [35].
It is emphasized that all numerical works overviewed here [25–35] employed unobstructed geometry.
Subsequently, we incorporated obstacles into the computational platform and successfully modelled
FA [3–5] and DDT [2] in semi-open obstructed channels.

Finally, it should be mentioned in passing that modelling of DDT often faces difficulties.
In particular, no real mechanism of detention triggering is available for a simplified Arrhenius
chemical kinetics employed here, while detailed chemistry would affect the results, in particular,
the timing of the detonation onset. However, in the present work, we do not actually focus on
DDT and detonation but consider mostly FA at the early (subsonic) stage of the combustion process.
Moreover, we analyze the scaled values Utip/SL, Ztip/R, τ, Re, Θ etc.—rather than the dimensional
quantities of velocities, lengths, time and energies. This makes our consideration rather qualitative
than quantitative. In other words, it is conventionally adopted that the chemistry is “immersed” in
the chosen parameters such as Ea, τR, Q and, thereby, SL, while the evolution of the scaled variables
should not change much. In fact, in this work we scrutinize FA in fully-open obstructed channels
as compared with the situations considered in our previous works [1–5,10]. Since all these works
employed the same computational platform, with the same one-step Arrhenius kinetics, there is no
background to use anything else in the present work, which justifies the usage of this computational
platform for this particular problem.

2.3. Computational Approach, Parameters and Domain

The numerical approach is based on a cell-centered, finite-volume numerical scheme, which is of
the second-order accuracy in time and the fourth-order in space for the convective terms, and of the
second-order in space for the diffusive terms. The code employs the balance Equations (1)–(3) in a
unified form [25]

∂G
∂t

+
∂EG
∂z

+
∂FG
∂x

= HG, (11)

where G stands for any of the variables ρ, ρux, ρuz, ρYF and e, while EG and FG designate the related
axial and radial fluxes, respectively, and HG is the source term. The spatial discretization is obtained
by integrating any of the conservation laws (1)–(3) in the form (11) over a given grid cell. More details
about the numerical method are available, for instance, in [2,5,10,25].

In the present work, a premixed flame propagates in a long 2D channel of width 2R, with both
extremes open, where the fraction of width 2Rα, near the walls, is blocked by the obstacles with the
spacing (the distance between two neighboring obstacles) ΔZ. In this light, the major dimensionless
parameters of this study are the thermal expansion ratio Θ, the blockage ratioα, the scaled spacing ΔZ/R,
and the Reynolds number associated with flame propagation Re = R/L f . To be specific, the following
thermal-chemical and configurational parameters have been taken: various Θ = 5, 6, 8, 10;
α = 1/3, 1/2, 2/3; R/L f = 24, 36, 48; and fixed ΔZ/R = 1/4. The initial temperature, pressure and
density of the fuel mixture are T f = 300 K, P f = 100 kPa, and ρ f = 1.16 kg/m3, respectively.

In order to save the computational cost, similar to [5,10], we are looking for a symmetric solution
such that only half of the channel is actually modeled by employing the symmetry condition at the
bottom as illustrated in Figure 1. To keep the flame segments as planar as possible, we employ the
walls of the channels and the obstacles to be adiabatic, n·∇T = 0, and free-slip, n·u = 0, where n is a
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normal vector at the surface of the wall/obstacle. The absorbing (non-reflecting) characteristic boundary
conditions are set at both open extremes to prevent the reflection of the sound waves and weak shocks
from these outlets. Such non-reflecting boundary conditions have been widely tested in our previous
works [19,20,25]. Initially, the parameters at the right (unburnt) end are ρ = ρ f , T = T f and uz = −SL,
while those at the left (burnt) extreme are ρ = ρ f /Θ, T = ΘT f , and uz = −ΘSL. The initial flame
structure was imitated by the ZFK solution for a planar flame front, Equations (8)–(10). Such a planar
ZFK flame was initiated at a distance 50 L f from the left (burnt) end of the channel.

The computational domain is being reconstructed depending on an instantaneous location of
a flame front and the leading pressure wave, so the length of the domain grows with time. Such a
reconstruction of the grid is achieved by using the third-order splines to interpolate the flow variables
during the grid reconstruction and preserves the second-order accuracy of the numerical scheme.
The dynamic grid consists of a structured rectangular grid, with the walls of the grid parallel to each
direction. This adaptive mesh has the minimal cell size of 0.2 L f , which has been justifed in the previous
works employing this solver; see, for instance, [10,20] (and references therein). Indeed, it is recalled that
L f correlates with the width of the active reaction zone, while the thermal (temperature-based) flame
thickness is about (4 ∼ 5)L f [20]. Consequently, taking the grid size of 0.2 L f , we obtain about five grid
points inside the active reaction zone and 20–25 grid points inside the flame front. Therefore, the grid
used in the present work has a sufficiently fine resolution as the thickness of the reaction zone appears
distributed over several computational cells.

3. Results and Discussion

The morphology and propagation of premixed flames in obstructed channels with both ends
open demonstrate unique and distinct characteristics as compared to semi-open channels. Initially,
an oscillating trend has been observed for R/L f = 12 [10], with the oscillation characteristics being
dependent on the thermal expansion ratio Θ, the blockage ratio α, and the obstacle spacing ΔZ.
The series of snapshots in Figure 2 shows the flame development and the flow distributions for burning
with Θ = 8 in a channel having R/L f = 48 and α = 1/2. An initially planar flame front undergoes
folding as it propagates due to the influence of thermal expansion across the flame front, while the
entire flow is directed towards the left extreme as seen in Figure 2a. Eventually, after propagating
through circa two channel widths, Figure 2b, the flow is distributed between the two extremes and
the flame has gradually attained a tulip-like shape. The momentum released from the left extreme,
along with the accompanied heat losses, moderate flame propagation significantly. As seen in Figure 2,
the pockets of the unburnt fuel mixture are generated as the flame moves further, thereby creating
the effect of delayed burning (thermal expansion) from each of these pockets. As the unburnt gas in
these pockets starts burning, the expanding gases flow into the core of the channel and are distributed
between the two flows moving towards two extremes. With further propagation away from the left
extreme, the unburned pockets are further away from the left outlet, Figure 2c,d, and the new gas
volume, generated by thermal expansion in the burning process, flows in the direction causing least
resistance, i.e., in the direction of the flame. In this regime, the flame starts undergoing significant
acceleration, which is sustained as the flame front travels further. This is accompanied by continuous
formation and isolation of the new pockets from the left extreme, thereby propelling the flame further
through formation of a jet flow in the core path of the channel. This regime of burning is observed in
Figure 2e–g. As burning progresses further, the flame velocity grows, and the flame shape develops
into a highly corrugated structure as seen in Figure 2g. With increasing Mach number, the influence of
gas compressibility becomes significant, subsequently causing moderation of FA and saturation of the
burning velocity to a near-constant value. Interestingly, at the saturated velocity state, the flame front
appears more stable such that the small-scale wrinkles disappear as seen in Figure 2h.
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Figure 2. Consecutive color temperature snapshots for the evolution of a flame with the thermal
expansion ratio Θ = 8 propagating in a channel with the blockage ratio α = 1/2: initial (concave)
flame folding (a); transition to a convex flame (b); isolation of new pockets between the obstacles (c);
fast flame acceleration (d,e); jet-flow formation along the channel centerline (f); development of a
highly-corrugated flame structure (g); and disappearance of small-scale wrinkles (h).
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These observations provide the insights into the physics of premixed flames in obstructed channels
with both ends open. Namely, a flame undergoes initial quasi-steady propagation, which dominates
in the region of the simultaneous (near equal) flows of the expanding gases towards both extremes
of the channels. Subsequently, the onset of FA occurs, which is then supplanted by the state of
saturated propagation velocity. Figure 3a shows the evolution of the flame tip position scaled by the
channel half-width R. To visualize these regimes clearly, it is important to analyze the derivative
of the flame tip position (i.e., the flame tip velocity). This quantity, scaled by the laminar flame
speed SL, is presented in Figure 3b, indicating the regimes of quasi-steady propagation, exponential
acceleration and the saturated flame velocity. The flame tip variations with time are qualitatively
similar to the experimental results of Middha and Hansen [36] as well as that of Yanez et al. [37].
The exponential acceleration regime mimics the trend seen in the semi-open channel with closely packed
obstacles [37], namely, exponential FA without initial quasi-steady propagation. However, such initial
quasi-steady propagation is quite similar to the oscillatory regime identified in narrower channels [10].
Apparently, the oscillations can correlate with prolonged quasi-steady propagation as the flame tries
to balance the complex flow dynamics and gas expansion in such a highly confined space. Figures 4
and 5 compare the structures of the flame and the flow at the accelerating phase (Figure 4) to that at the
saturated phase (Figure 5). To be specific, the characteristic instantaneous temperature snapshots as
well as those for vorticity and shock waves are shown. It is seen that the leading vortices, inherent
during the accelerating phases, are absent at the saturated phase, with strong vortices confined behind
the flame front. Likewise, the leading shock waves in the accelerating phase are not apparent when the
flame velocity saturates to a steady one.

 

Figure 3. The scaled flame tip position Ztip/R (a) and velocity Utip/SL (b) versus the scaled time
τ = tSL/R for a flame with the expansion ratio Θ = 8 in a channel with the blockage ratio α = 1/2.
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Figure 4. The characteristic instantaneous snapshots of the temperature (a), vorticity (b) and shock
waves (c) taken at the acceleration phase of the evolution of a flame with the thermal expansion ratio
Θ = 8 propagating in a channel with the blockage ratio α = 1/2.

 

 

 
Figure 5. The characteristic instantaneous snapshots of the temperature (a), vorticity (b) and shock
waves (c) taken at the saturation phase of the evolution of a flame with the thermal expansion ratio
Θ = 8 propagating in a channel with the blockage ratio α = 1/2.

We next study the impacts of the blockage ratio α, the channel half-width R and the thermal
expansion ratio Θ on the flame dynamics. Specifically, Figures 6–8 show the scaled flame tip position
Ztip/R and the scaled burning velocity Uw/SL versus the scaled time τ = tSL/R. The flame propagation
trend is strongly influenced by the blockage ratios. Namely, as α grows, the duration of quasi-steady
propagation also increases. For the lowest blockage ratio considered, α = 1/3, a flame propagates
quasi-steadily without acceleration. For low α, the core (unobstructed) flow area is increased as such
the volume of the gas flowing out increases accordingly, while the new gas volume, generated in the
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pockets, is reduced. Consequently, the contribution of delayed burning to propelling the flame front
decreases, thereby moderating the flame velocity tremendously.

Figure 6. The scaled flame tip position Ztip/R (a) and the scaled burning velocity Uw/SL (b) versus
the scaled time τ = tSL/R for the Θ = 8 flame in the channels of half-width R = 24 L f with various
blockage ratios α = 1/3, 1/2, 2/3.

Figure 7. The scaled flame tip position Ztip/R (a) and the scaled burning velocity Uw/SL (b) versus
the scaled time τ = tSL/R for the Θ = 8 flame in the channels of half-width R = 36 L f with various
blockage ratios α = 1/3, 1/2, 2/3.

Figure 8. The scaled flame tip position Ztip/R (a) and the scaled burning velocity Uw/SL (b) versus
the scaled time τ = tSL/R for the Θ = 8 flame in the channels of half-width R = 48 L f with various
blockage ratios α = 1/3, 1/2, 2/3.

206



Energies 2020, 13, 4094

Moreover, increasing the channel half-width reduces the duration of quasi-steady propagation for
α = 1/2 and 2/3. This effect is observed more apparently in Figure 9a. Here, as the channel half-width
grows from 24 L f to 48 L f , the scaled time τ, taken before acceleration starts, decreases by a factor of 10,
from 6 to 0.6. Consequently, this initial time delay (prior to acceleration) diminishes as the channel
widens. Therefore, a growth of the channel width provides an impact similar to that of growing α.
For a wider channel, R = 48 L f , the large blockage ratios, α = 1/2 and 2/3, provide the similar effects
on flame propagation and the difference in the durations of the stages of quasi-steady propagation is
minor, see Figure 8, while no acceleration is seen for α = 1/3 in this case.

 
(a) (b) 

Figure 9. The scaled burning velocity Uw/SL versus the scaled time τ = tSL/R for burning in the
obstructed channels of α = 2/3 for: Θ = 8 with various R/L f = 24, 36, 48 (a) and R/L f = 48 with
various Θ = 6, 8, 10 (b).

Similar to the effect of the blockage ratio, an increase in the thermal expansion ratio Θ shortens
the stage of quasi-steady propagation, and at the subsequent stage of acceleration, the acceleration rate
is increased as shown in Figure 9b. For the fuel mixtures of large Θ, the expansion produced across
the flame is obviously enhanced, and the flame surface area will grow accordingly, leading to faster
transition to the accelerating phase and faster FA. In contrast, the flames of lower thermal expansion
propagates quasi-steadily without undergoing any significant acceleration.

In order to scrutinize the exponential regime of FA, which follows the quasi-steady phase observed
in this scenario, we next recall a theory of FA in fully-open obstructed channels [18]. While [18]
considered both inviscid and viscous formulations, here we chose the inviscid theory only in order
to avoid considering the length on the conduit. Then, within the inviscid formulation, the flame tip
velocity Utip obeys the evolution equation [18]:

Utip =
dZtip

dt
=

(Θ − 1)
(1− α)

Ztip√
Θ + 1

+ ΘSL, (12)

with the solution:
Z f =

ΘR
σ0

exp (σ0SL/R) − 1, (13)

where the scaled exponential acceleration rate for the fully open channel, σo, is given by [18]:

σo =
1(√

Θ + 1
) (Θ − 1)
(1−α) =

σs√
Θ + 1

. (14)

The indexes o and s in Equation (14) are devoted to the fully-open and semi-open channels,
respectively. It is seen form Equation (14) that the exponential acceleration rate in fully-open channels
is much less than that in semi-open channels, for the same fuel. Obviously, this is because the flow is
split in two parts when both ends of a pipe are open. To validate this theory by our simulation results
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and to understand the exponential acceleration regimes clearly, we plot Equation (13) and compare it
with the simulation results. For this purpose, a quasi-steady stage of flame propagation is extracted
from the simulation by shifting the flame tip position Ztip, accordingly, such that the instant t = 0
indicates that exponential FA starts. This comparison is shown in Figures 10–12 for the accelerating
flame regime only. Figure 10 presents the trend in the R = 24 L f channel; in Figure 10a, the theory
predicts the later stage of exponential acceleration quite well, while in Figure 10b, α = 2/3, the theory
diverges from the simulation later in time but shows better prediction at an early propagation stage.

Figure 10. The scaled flame tip position Ztip/R versus the scaled time τ = tSL/R for burning in the
channels of half-width R = 24 L f with the blockage ratios α = 1/2 (a) and α = 2/3 (b).

Figure 11. The scaled flame tip position Ztip/R versus the scaled time τ = tSL/R for burning in the
channels of half-width R = 36 L f with the blockage ratios α = 1/2 (a) and α = 2/3 (b).

Figure 12. The scaled flame tip position Ztip/R versus the scaled time τ = tSL/R for burning in the
channels of half-width R = 48 L f with the blockage ratios α = 1/2 (a) and α = 2/3 (b).
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In Figure 11a, representing the channel of half-width 36 L f and α = 1/2, the theory captures the
later trend better for Θ = 10. However, for the α = 2/3 case, Figure 11b, the later acceleration trend is
better captured when Θ = 8. The trends for α = 1/2, 2/3 and Θ = 8, 10 in the channel of half-width
48 L f are shown in Figure 12. Here, the later trend of exponential acceleration is better captured for
α = 2/3 and Θ = 8, 10, see Figure 12b. Although the theory yields a good approximation of exponential
acceleration, it narrowly captures the trend in the earlier acceleration phase. In fact, theoretically,
the exponential acceleration rates have definite value even for the low blockage and thermal expansion
ratios. For instance, for α = 1/3 with Θ = 6, we have σ0 = 2.17. However, no acceleration has
actually been observed with such a set of parameters. The simulation results for the combination
of such a low α and Θ do not show FA. In fact, acceleration is only noticeable when both α and Θ
are large. Specifically, at α = 1/2 with Θ = 8, FA becomes noticeable when σ0 = 3.66. Therefore,
initiation of actual exponential acceleration will happen when 2.17 ≤ σ0 ≤ 3.66, which corresponds to
1/3 ≤ α ≤ 1/2 and 6 ≤ Θ ≤ 8.

The resulting saturated velocity occurring due to gas compression is expected to be lower than
the Chapman-Jouget (CJ) deflagration velocity, which is defined as [38]:

UCJ

cs
=

[
1 +

γ(γ− 1)
2(γ+ 1)

]√
2
(

Θ − 1
γ+ 1

)
. (15)

Figure 13 presents the scaled flame tip velocity versus the scaled flame tip position (such a phase
diagram), for Θ = 8 and Θ = 10 in Figure 13a,b, respectively. The solid horizontal lines show the
scaled CJ deflagration velocity, Equation (15), which is thereby compared to the saturated flame tip
velocity. It is seen that Equation (15) exceeds the computational saturated flame velocity for all the
cases considered in Figure 13. In the case of Θ = 8, Figure 13a, weak R-dependence is observed:
the saturated flame velocity is slightly higher for R = 24 L f than that for R = 36 L f . However, in the
case of Θ = 10, Figure 13b, the saturated velocity curves collapse to the same value for all widths
for each blockage ratios α = 1/2 and α = 2/3. We can therefore conclude from Figure 13 that the
saturated flame tip velocity for α = 1/2 exceeds that for α = 2/3, and this value is almost independent
of the channel width, particularly for Θ = 10.

Figure 13. The scaled flame tip velocity Utip/SL versus the scaled flame position Ztip/R for the Θ = 8 (a)
and Θ = 10 (b) flames propagating in channels of various widths and blockage ratios.

While the present simulations are limited to a 2D Cartesian geometry, it is of interest to discuss
how the computational results might change in a 3D geometry, either cylindrical axisymmetric or 3D
Cartesian, as both situations are closer to the practical reality than the 2D planar channel studied here.
We start the discussion with the analogies observed in unobstructed conduits with both ends open,
where computational simulations demonstrated regular flame oscillations in the 2D channels [20] but
flame acceleration in the cylindrical pipes [32]. We expect the same qualitative trend in the obstructed
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conduits because a 3D geometry is generally associated with higher increment in the flame surface
area and, thereby, faster flame propagation. The exponential acceleration rate grows more than twice.

Quantitatively, the cylindrical counterpart of the evolution Equation (12) will take the form:

Utip =
dZtip

dt
= 2

(Θ − 1)
(1−α)

[
1 +

1
2(Θ − 1)

] Ztip√
Θ + 1

+ ΘSL, (16)

with the solution:

Z f =
ΘR
σ0,cyl

exp
(
σ0,cylSL/R

)
− 1, σo,cyl =

σs,cyl√
Θ + 1

=
2(√

Θ + 1
) (Θ − 1)
(1−α)

[
1 +

1
2(Θ − 1)

]
(17)

(see [2,18] to understand the origin of these equations). According to Equation (17), the exponential
acceleration rate in the cylindrical geometry exceeds its 2D counterpart more than twice indeed.
The same trend has been seen in semi-open conduits, obstructed as well as unobstructed, when switching
from the 2D planar to the cylindrical-axisymmetric geometries.

In addition, turbulence is an essentially 3D phenomenon, so it will provide an extra effect in the
3D geometry. In all these respects, we expect much stronger flame acceleration in the 3D case, with a
little (if any) chance of non-accelerative trends of flame propagation.

We next develop a predictive model for the propagation trends observed in obstructed channels
with both ends open by employing a machine learning (ML)-based technology. The goodness of fit of
the model has been calculated using the confusion matrix method for logistic regression method [39].
It is presented as the prediction accuracy for the models and it represents how well the model predicts
the observed accelerating/non-accelerating flame trends. Specifically, a logistic regression algorithm
is adopted to train these data sets in order to classify the accelerating versus non-accelerating flame
trends considering Θ, α and Re = R/L f as the parameters. Logistic regression has been chosen
to be employed because this is one of the most widely used ML algorithms for the classification
problems, which nevertheless is relatively simple to implement. To justify such a choice, it is noted
that logistic regression has already been employed in a similar complex problem of flame propagation,
which involved fast flame detection to address accidental fire scenarios [40].

Figure 14 is a schematic of the ML model. The procedure involves feeding the learning algorithm
with the training sets: Θ, α and/or Re and the “classification” variable. Here, the classification variable
indicates accelerating or not accelerating event. So, the algorithm uses this data set to learn a hypothesis
function, h, that maps input x to the predicted output y.

Figure 14. Schmatic representaiton of the machine learning model.
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Specifically, we consider a hypothesis function in logistic regression in the form:

hθ(x) = g
(
θTx
)
, 0 ≤ hθ(x) ≤ 1, (18)

where g is the sigmoid function, which is depicted in Figure 15 and is defined as:

g(z) =
1

1− e−z , z = θTx. (19)

 

Figure 15. The sigmoid function g(z) of Equation (19).

As a result, the function hθ(x) describes the probability of y = 1 for a given x value. As such,
if hθ(x) ≥ 0.5 then y = 1, and y = 0 for hθ(x) < 0.5. From the simulation results, the cases undergoing
acceleration are classified as 1, and the cases with only quasi-steady propagation are 0. The training sets
consist of the input variable x(Θ, α, Re) and y. The results obtained for the hypothesis function have
been subsequently used to classify and develop the regime diagrams depicted in Figures 16 and 17.

  

 
Figure 16. The α−Θ burning regime diagram—for Re = 24 (a) Re = 36 (b) and Re = 48 (c).
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Figure 17. The α−Re burning regime diagram for Θ = 8 (a) and Θ = 10 (b).

Specifically, Figure 16a shows the classification results obtained for Re = 24, with the solid line
indicating the decision boundary represented by the variable z. Essentially, the equation satisfying the
accelerating phase is −131.69 + 9.36Θ + 112.29α ≥ 0, with a training accuracy of 91.67 %. For Re = 36
and 48 in Figure 16b,c, the predicted hypothesis is the same, and the decision boundary is represented
by −111.73 + 10.19Θ + 69.85α ≥ 0, with the training accuracy of 100 %.

Finally, the data are classified based on the flame propagation Reynolds number Re, and the
developed model predicts if a flame accelerates or not based on Re. Figure 17 shows this result, for Θ = 8
and Θ = 10 in Figure 17a,b, respectively. The model prediction is therefore−17.01+ 0.19Θ+ 22.62α ≥ 0,
with 83.3 % prediction accuracy for Θ = 8, and −14.4 + 1.14Θ + 39.9α ≥ 0, with a 100 % prediction
accuracy for Θ = 10.

It should be noted that the prediction accuracies reported here are solely based on the training
data set. However, in the future works, our research plan is to generate more data to improve and test
the present model more extensively.

4. Conclusions

While apparent flame oscillations are found to dominate in the relatively narrow fully-open
obstructed channels with Re = R/L f = 12, for the wider channels such as having Re = 24, 36, 48,
the propagation trends are observed to be quite distinctive. To be specific, when the parameters Re,
α and Θ are beyond their respective critical values, we have identified the three distinctive phases/
regimes of burning such as (i) initial quasi-steady flame propagation, followed by (ii) exponential FA
and (iii) the final saturation of the flame velocity. Typically, all three regimes occur when Θ = 8, 10,
α = 1/2, 2/3 and Re = 24, 36, 48. It is noticed that all three parameters (Re, α and Θ) significantly
impact the duration of quasi-steady propagation. Specifically, while in the Re = 24 channel, quasi-steady
propagation lasts as long as ∼ 6 R/SL, this time reduces to 0.6 R/SL when Re = 48. The regime of
quasi-steady propagation is also influenced by the blockage ratio α and the thermal expansion ratio Θ.
Namely, as α decreases, the volume of the pockets of unburned gas, left behind the leading flame
segment, also reduces, causing drastic moderation of the effect of delayed burning, which is the major
factor for the Bychkov mechanism of ultrafast FA [1]. Likewise, thermal expansion plays a similar role:
a lower gas expansion, Θ, means reduced propulsion forces and, as a result, moderated propagation of
the flame front.

The nature of exponential acceleration has been explored by comparing the simulation results
with the theory [18] developed for FA in obstructed channels with closely packed obstacles and both
extremes open. According to the plots of this comparison, the theory [18] predicts the later stage of
exponential acceleration better than it predicts the earlier stage. The simulation results helped to
understand the applicability domain of this theory to realistic flames. This domain is identified to be
somewhere between {α = 1/3; Θ = 6} and {α = 1/2; Θ = 8}.
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Furthermore, the regime of the saturated burning velocity has been scrutinized in the present
instigation. Specifically, the growing flame velocity saturates when in starts approaching the speed of
sound. It has been identified that the main parameter influencing the final saturated flame tip velocity
is the blockage ratio α. In particular, with α = 1/2, the flame velocity saturates to a higher value than
that in the case of α = 2/3. It is also noted that all the saturated flame velocities obtained in the present
simulations appeared lower than the respective CJ deflagration velocity.

Finally, a logistic regression ML algorithm was utilized to learn about the hypothesis functions that
predict when a flame undergoes acceleration and when it continuously propagates in a quasi-steady
state without FA. As a result, the models, identifying when the flames would experience all three
regimes (quasi-steady propagation, acceleration, and saturation) and when it only propagates with
near-constant velocity, are developed. Such an identification is based on the interplay between
the Reynolds number associated with flame propagation Re, the blockage ratio α, and the thermal
expansion ratio Θ, as demonstrated by the diagrams of Figures 16 and 17.
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Abstract: Inert gas agents have the potential to be widely used in fire suppression systems due to health
and safety concerns associated with active chemicals. To suppress fire while minimizing hypoxic
effects in an occupied area, the discharge quantity of inert gas agents should be carefully designed to
dilute the oxygen concentration to a specific threshold level. In this study, the general expressions
between oxygen concentration, the discharge rate of inert gas agents, and the ventilation rate of the
air-agent mixture are derived first. Then, explicit formulas to calculate the discharge/ventilation
rate and the required quantity of inert gas agents are given if the discharge rate and ventilation
rate both are constants. To investigate the dilution and fire extinguishing efficiencies of inert gas
agents, two scenarios with a discharge of inert gas agents into an enclosure are modeled using the
Fire Dynamic Simulator (FDS). The simulation results show that the average oxygen mass fraction
approximately reaches the design level at the end of the discharge period. Variation in oxygen
concentration along the enclosure height is analyzed. For the scenario with a fire source, oxygen
mass fraction decreases fast as oxygen is consumed by the combustion process. Thus, the fire is
extinguished a little earlier than the end of the discharge period.

Keywords: gas fire suppression; inert gas agents; agent quantity; discharge rate; ventilation rate

1. Introduction

The production of halons for fire protection was banned in most countries due to the stratospheric
ozone layer depletion issue [1]. Over the last three decades, the agents used in gas fire suppression
systems have therefore undergone a transition from halon agents to clean agents. The most
commercialized clean agents are summarized in [2] and can be categorized into two groups, i.e.,
halocarbon compounds and inert gases. Halocarbon clean agents extinguish fires by a combination
of chemical and physical mechanisms [3,4]. In fires, all halocarbon agents produce decomposition
products which may represent a threat to the health and safety of the occupants. Inert gas agents
suppress fires by diluting the oxygen concentration to a specific threshold level below which the fire
flames are suppressed [5–7]. Research shows that lowering the oxygen concentration in air to below
approximately 12% by volume will extinguish flaming fires [2,8]. Compared with halocarbon agents,
the inert gas agents are less efficient as fire extinguishing agents in terms of required storage volume
and agent weight but produce no hazardous decomposition products. Therefore, there is a potential
for inert gas agents to be applied as a means of fire protection in some specific cases where health and
safety related to toxicity is highly focused. Some research [9] has been carried out to investigate the
application of inert gas agents in some typical buildings for disabled persons, elderly in nursing homes,
and other citizens with reduced cognitive function, etc. Inert gas agents also have great potential as
inhibitors of gas explosions by reducing or possibly eliminating the risk of explosions [10–12].
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The commercial inert gas agents available for fire suppression systems are Argon (IG-01), Nitrogen
(IG-100), Nitrogen+Argon (IG-55), and Nitrogen +Argon + CO2 (IG-541) [2,13,14]. The inert gas agents
are stored as compressed gases and the storage volumes are much larger than that of halocarbon clean
agents [2,15]. Fire suppression systems are supposed to discharge a specific amount of inert gas agents
into an enclosure to achieve the desired oxygen concentration within a specified time period. If the
oxygen concentration is diluted much lower than the desired level, it is called over-discharge in the
present study. Over-discharge of inert gas agents results in increasing requirements in storage capacity.
Over-discharge of inert agents also leads to an oxygen level that is too low, which in occupied areas,
can cause severe hypoxic effects [16]. Due to health concerns, the National Fire Protection Association
(NFPA) [17] limits the exposure time for clean agents to 5 min. For inert gas agents, the maximum
exposure time has been intensively investigated. Research of Lambertsen and Gelfand [18] shows that
cognitive performance does not drop until the inhaled oxygen level is below 14%. It does, however,
decrease significantly if the oxygen level is reduced to 10%. Some tests on humans during moderate
exercise (walking at a 3 mile per hour pace) were conducted by Ansul [19]. The results show that the
cognitive performance returns to high scores when breathing is shifted from a 10% oxygen atmosphere
to the INERGEN atmosphere (10% oxygen with 4% CO2). The presence of CO2 in the INERGEN agent
can favorably affect the respiration, arterial blood oxygenation, and brain blood flow, which is called
the “CO2 Effect”. The benefit of the “CO2 Effect” continues for at least 10 min and undoubtedly well
beyond. Laursen [9] suggests the maximum exposure time can be up to 30 min for people with COPD
(chronic obstructive pulmonary disease) if they are exposed to an INERGEN atmosphere (10–12.5% O2

with 3.5–4% CO2). The desired oxygen concentration after discharge is expected to be no less than
10% in practice. The agent IG-541 with an 8% fraction of CO2, therefore, has the potential to be widely
applied for fire suppression in occupied areas.

Over-discharge of inert agent leads to hypoxia effects for occupants while under-discharge fails to
dilute oxygen concentration to suppress the fire. Therefore, the quantity of inert agents released should
be carefully planned to obtain a design oxygen level at which fire can be suppressed and severe hypoxic
effects can be avoided. The required quantity of inert gas agents can easily be calculated for an enclosure
without ventilation [2]. However, the gas discharge usually generates an overpressure effect in a
closed compartment which might lead to destructive events [2,14]. The BETTATI design manual [14]
recommends a resistance value of 500 Pa as a conservative value. Therefore, it is necessary to run
ventilation systems to eliminate overpressure effects in an enclosure. The operation of a ventilation
system during the discharge of inert gas agents results in exhausting the discharged agent-air mixture.
It then becomes difficult to estimate the oxygen level in the enclosure and also to evaluate the required
quantity of inert gas agents to obtain and sustain the required oxygen level.

The present paper first derives expressions to calculate oxygen concentration as a function of
ventilation mass/volume rate, oxygen level, and discharge period. Then, explicit formulas are presented
to calculate the discharge rate of inert gas agents to obtain a design oxygen level when the discharge rate
and ventilation rate are constant. The required quantity of inert gas agents is integral to the discharge
rate over the entire discharge time period. The dilution efficiency and fire extinguishing efficiency
of inert gas agents are investigated through a series of numerical simulations using computational
fluid dynamics (CFD) fire dynamic simulator (FDS) software v.6.5.3 [20], which is developed by the
National Institute of Standards and Technology (NIST) of the United States Department of Commerce.
FDS has been widely used in numerical fire safety validations [21,22].

2. Required Quantity of Inert Gas Agents

Before discussing the discharge of inert gas agents, the limiting oxygen mass fraction, which is
defined as the minimum oxygen level to support flaming combustion, is introduced first. Then the
discharge mass/volume rate to obtain a design oxygen level is discussed and finally, the calculation of
the required quantity of inert gas agents is analyzed.
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2.1. Limiting Oxygen Mass Fraction

Frederick [23] assumed that a combustion reaction is suppressed if the energy released from the
combustion is not sufficient to raise the fuel-air-product mixture above a critical flame temperature
(TCFT) [24]. The amount of energy released by the combustion processes can be approximately
estimated by the mass of oxygen consumed through oxygen consumption calorimetry [25]. The basis
of the method is that the amount of energy (ΔHO2) released per unit mass of oxygen consumed
is approximately constant. The constant is found to be around 13,100 kJ per kilogram oxygen
consumed [25,26].

Under constant pressure and adiabatic conditions, the energy required to raise the bulk temperature
of a unit mass at ambient temperature (Tm) to the critical flame temperature (TCFT) may be expressed by:

Q = cp(TCFT − Tm), (1)

where cp is the average specific heat, which can be calculated based on the composition of the reacting
fuel and any inert gases.

To reach the critical flame temperature (TCFT), the combustion energy should be no less than the
energy calculated from Equation (1). Based on the method of oxygen consumption calorimetry, the
oxygen mass fraction in this volume should be no less than the limiting mass fraction:

ŶO2,,lim =
cp(TCFT − Tm)

ΔHO2

(2)

If the oxygen mass fraction Ym,O2 is lower than ŶO2,,lim, the energy released from the combustion
is less than ŶO2,,limΔHO2 , which is no more than the energy shown in Equation (1). Thus, the amount
of energy is not sufficient to raise the fuel-air-product mixture above TCFT and the combustion process
will self-terminate.

Assuming an average specific heat cp of 1.2 kJ/(kg ·K), critical flame temperature (TCFT) 1700 K for
hydrocarbon diffusion flames [23,24] and ambient temperature 300 K, the limiting oxygen fraction
ŶO2,,lim is estimated to be 12.8%. This value is in good agreement with the experiments giving volume
concentrations in the range of 10.3 % to 13.9 % [24,27]. Note that these results are expressed as
volume fractions.

2.2. Discharge Mass Rate of Inert Gas Agents

Inert gas agents may be discharged into an enclosure to dilute the oxygen concentration to below
the design level, which results in the combustion process self-terminating. Oxygen concentration is
the key factor in determining the suppression of flaming combustion. The mass fraction of oxygen in
ambient air is approximately 0.23. Thus, the mass fraction of oxygen (Ym,O2) can easily be derived
from the mass fraction of air (Ym,air), i.e., Ym,O2 = 0.23Ym,air. In the following discussion, the air mass
fraction in an enclosure is estimated first to derive the oxygen mass fraction. The ventilation system in
the later discussion only refers to mechanical ventilation, i.e., exhaust fans. To simplify the discussion,
it is assumed that air and inert gas agents are mixed instantaneously and inert gas agents and air at any
time are uniformly distributed in an enclosure. Thus, the exhausted mixture from ventilation vents has
the same air/agents mass fraction distribution as that remaining in the enclosure.

The mass fraction of air in an enclosure at time t is assumed to be Ym,air(t). At the start, i.e., at t = 0,
Ym,air(0) = 1. After a small time interval Δt, the air mass fraction decreases due to the introduction of
inert gas agents at t > 0. The air mass fraction at time t + Δt is approximately given by:

Ym,air(t + Δt) ≈ Ym,air(t)
m(t)

m(t) + Rm(t)Δt
, (3)
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where Rm(t) is the discharge mass rate of the inert gas agent (kg/s). Rm(t) may be constant or a function
of time. m(t) (kg) is the total mass of the mixture in the enclosure at time t and can be expressed as:

m(t) = m0 +

∫ t

0
(Rm(ξ) − Em(ξ))dξ, (4)

where m0 is the total mass initially present at time 0. The second term on the right represents the net
increase of mass over time range [0, t] and ξ is the time variable. Em(t) is the ventilation mass rate of
the mixture (kg/s). If Em > Rm, the total mass of mixture in the enclosure would decrease with time.
To ensure that the total mass m(t) is positive, the second term on the right of Equation (4) should be
smaller than m0.

To deduce an explicit expression to calculate Ym,air at any time t, an iterative procedure is
applied to Equation (3). A small time interval Δt is chosen to discretize the time, this is t = nΔt and
ti = iΔt (0 ≤ i ≤ n). Repeating the iterative procedure by the use of Equation (3) and applying the
initial condition Ym,air(0) = 1, the mass fraction of air at time t is:

Ym,air(t) = lim
n→∞

∏n−1

i=0

m(ti)

m(ti) + Rm(ti)Δt
(5)

By taking the natural logarithm of both sides of the above the equation and rearranging it,
Equation (5) becomes:

ln (
1

Ym,air(t)
) = lim

n→∞
∑n−1

i=0
ln (1 +

Rm(ti)

m(ti)
Δt). (6)

If the time interval Δt is extremely small, the right term in Equation (6) may be approximated by:

ln
(
1 +

Rm(ti)

m(ti)
Δt
)
≈ Rm(ti)

m(ti)
Δt. (7)

If Δt→ 0 , that is n→∞ , Equation (7) may then be written as:

lim
n→∞

∑n−1

i=0

Rm(ti)

m(ti)
Δt =

∫ t

0

Rm(ξ)

m(ξ)
dξ. (8)

Substituting Equation (7) and Equation (8) into Equation (6) and rearranging it, the mass fraction
of air may be expressed as:

Ym,air(t) = e−
∫ t

0
Rm(ξ)
m(ξ)

dξ. (9)

If Ym,O2 = 0.23Ym,air is applied, the mass fraction of oxygen in an enclosure at time t is given by:

Ym,O2(t) = 0.23e−
∫ t

0
Rm(ξ)
m(ξ)

dξ. (10)

Equation (10) gives an expression to calculate oxygen mass fraction as a function of ventilation
mass rate, discharge mass rate, and discharge time.

To estimate the discharge quantity of inert gas agents, an explicit formula is required to calculate
the discharge rate. It is easy to explicitly calculate the discharge mass rate from Equation (10) if the
discharge mass rate Rm and ventilation mass rate Em are constants. Assuming that V0 represents the
volume of the enclosure and ρair denotes the density of the ambient air, m(t) can be simplified as:

m(t) = V0ρair + (Rm − Em)t, (11)
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If Rm and Em are both constants and not equal to each other, it can be assumed that Em = kRm

(k � 1). By substituting Equation (11) into Equation (10), the required agent discharge mass rate to
obtain a design oxygen fraction Y∗m,O2

is given by

Rm =
V0ρair

t(1− k)
(

⎛⎜⎜⎜⎜⎝Y
∗
m,O2

0.23

⎞⎟⎟⎟⎟⎠
k−1

− 1), (12)

If the ventilation mass rate equals the discharge mass rate, that is Em = Rm (k = 1), the discharge
mass rate of agents to obtain the design oxygen fraction Y∗m,O2

is:

Rm =
V0ρair

t
ln

0.23
Y∗m,O2

, (13)

2.3. Discharge Volume Rate of Inert Gas Agents

In practice, the discharge of inert gas agents and exhaust of agent-air mixture is usually measured
as volume rates. The ventilation mass rate (Em) can not be directly converted into the volume rate (EV)

as the density of the agent-air mixture varies during the discharge period. Therefore, the discharge
volume rate (RV) can not be derived from Equation (10), Equation (12), and Equation (13) directly.

To derive the discharge volume rate, a concept called standard volume (V∗) is defined as the
volume at atmospheric pressure and ambient temperature. At the start, the standard volume V∗(0)
equals the enclosure volume V0. After a discharge time t, the specific volume is:

V∗(t) = V0 +

∫ t

0
(RV(ξ) − EV(ξ))dξ, (14)

The volume fraction of air in an enclosure at time t + Δt can then be approximately estimated
from Equation (14) at time t:

YV,air(t + Δt) ≈ YV,air(t)
V∗(t)

V∗(t) + RV(t)Δt
, (15)

Applying the same procedure as Equation (5) to Equation (9) to the above equation, the volume
percentage of oxygen is expressed as a function of discharge volume rate, ventilation volume rate, and
discharge time:

YV,O2(t) = 0.21e−
∫ t

0
RV(ξ)

V∗(ξ) dξ, (16)

If the discharge volume rate RV and ventilation volume rate EV are constants and EV = k RV

(k � 1), the required discharge volume rate of the agent to obtain a design oxygen volume fraction
Y∗V,O2

could be derived from Equation (16) as:

RV =
V0

t(1− k)
(

⎛⎜⎜⎜⎜⎝Y
∗
V,O2

0.21

⎞⎟⎟⎟⎟⎠
k−1

− 1), (17)

If EV = RV (k = 1), the discharge volume rate of the inert gas agent to obtain the design oxygen
fraction Y∗V,O2

is given by:

RV =
V0

t
ln

0.21
Y∗V,O2

, (18)

Equation (17) with k = 0 and Equation (18) match the expressions shown in [2,14], which calculate
the discharge rate from a design volume fraction of inert gas agents, not a design volume fraction
of oxygen.
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Equations (14) through to Equation (18) are derived by assuming that the inert gas agents are
discharged at the same temperature as the air in the enclosure. The inert gas agent is, however, stored
in cylinders at high pressures, i.e., 200–300 bar. When released, it expands. The energy required for
this expansion results in a loss of internal energy, i.e., a temperature depletion. Therefore, inert gas
agents are discharged at a lower temperature than the ambient air. When inert gas agents enter into an
enclosure, the inert gas agents expand and meanwhile cool down the surrounding air. The temperature
of the air-agents mixture in the enclosure is dynamic during a discharge period. The ideal gas law
shows that the thermal expansion of gas agents is proportional to temperature change if the agents’
mass and pressure are fixed. The ambient air is cooled down during the discharge period, which
mitigates the effects of thermal expansion of inert gas agents. The effects of the thermal expansion of
inert gas agents and the thermal contraction of air are very difficult to estimate and could be analyzed in
future studies. In this study, the combined effect of thermal expansion of inert gas agents and thermal
contraction of air is assumed to be proportional to the square root of temperature change. The discharge
volume rate calculated from Equation (17) and Equation (18) is the volume rate at air temperature.
To get the discharge volume rate at agents temperature, the volume rate at air temperature is simply
adjusted by a proportionality coefficient c as:

c =

(
Tagents

Tmixture

)0.5

, (19)

where Tagents is the discharge temperature of inert gas agents and Tmixture is the temperature of the
air-agents mixture and is calculated as:

Tmixture =
cp,agentsYm,agentsTagents+cp,airYm,airTair

cp,agentsYm,agents + cp,airYm,air
, (20)

where cp is the isobaric mass heat capacity. Ym,agents and Ym,air are the mass fractions of agents and
mass fraction of air respectively when the oxygen level reaches the design level.

2.4. Required Quantity of Inert Gas Agents

If the discharge rate of inert gas agents is given, the discharge quantity of agents to obtain a design
oxygen level may be calculated as:

magents =

∫ t

0
Rm(x)dx =

∫ t

0
RV(ξ)ρagentsdξ, (21)

If the discharge rate is constant and the density of agents is fixed during the discharge period, the
discharged quantity of inert gas agents is the product of discharge mass rate and discharge period:

magents = Rmt = RVρagentst, (22)

Substituting Equation (12) and Equation (13) into Equation (22) and assuming V0 = 1 m3, ρair =

1.2 kg/m3 and Y∗m,O2
= 12.8%, the quantity of inert gas agents per unit volume becomes a function

of k (k = Em/Rm). Here k should satisfy k < V0ρair
magents

+ 1 according to Equation (11). Figure 1 shows
the quantity of inert gas agents as a function of k. The required inert gas quantity to obtain a design
oxygen level per unit enclosure volume decreases with increasing values of k. Therefore, venting out
the air-agent mixture not only removes the overpressure effect in an enclosure, it also lowers the mass
requirement of inert gas agents. The explanation is that oxygen is also vented out when the mixture is
vented out of an enclosure, which can accelerate the decrease of oxygen concentration and further
reduce the required quantity of inert gas agents.
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Figure 1. Required quantity of inert gas agents per unit volume vs. k (k = Em/Rm).

3. Numerical Investigation

In the previous section, the expressions needed for estimating oxygen fraction were derived
based on the assumption that inert gas agents and air at any time are uniformly distributed within the
enclosure. However, the assumption is not correct as it takes time to mix agents and air. Moreover,
agents and air have different densities, which might result in an uneven distribution of oxygen along
the enclosure height. The fire extinguishing efficiency of inert gas agents also needs investigation due
to possible uneven distribution of oxygen and other combustion conditions. Therefore, several issues
should be considered:

• Is the design oxygen level obtained at the end of the discharge period?
• What is the variation of oxygen fraction along the enclosure height?
• Would the pressure in an enclosure exceed the resistance value of 500 Pa during the

discharge period?
• What about the extinguishing efficiency of the inert gas agents?

To investigate these issues, scenarios with the discharge of inert gas agents into an enclosure were
numerically modeled using FDS 6.5.3. The enclosure is a studio with a bathroom, an entrance, and a
main room. The size of the enclosure is the same as that of the test room built by Kraaijeveld [28] for fire
suppression tests. It is 2.4 m high and its layout is shown in Figure 2. The door between the main room
and the bathroom was open while the other two doors in the entrance were closed. The vent to discharge
inert gas agents and the vent to exhaust the agent-air mixture were mounted at the right bottom comer of
the ceiling (red square in Figure 2b) and the left bottom corner of the ceiling (green square in Figure 2b),
respectively. The discharge of inert gas agents and exhaust of air-agents mixture were run in parallel.
When the discharge and ventilation were not in operation, the two vents were closed.

 
 

(a) (b) 

Figure 2. (a) Test room layout (unit: mm) and (b) the corresponding simulation model.
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Two kinds of inter gas agents, IG-100 and IG-541, were applied in the model separately.
The necessary chemical and physical properties of the two agents are shown in Table 1. In this
scenario, the temperature of inert gas agents discharged from the vent was assumed to be −5◦C [29].
The agents were discharged into the enclosure for a 60 s period. The design oxygen volume fraction
was set to be 11.51% for IG-100 and 12.55% for IG-54, which equals 12.8% in mass fraction for both
agents. The discharge and ventilation rates were calculated from Equations (17) to (19) in volume rate
since the volume flow rate is for practical reasons normally recorded. The discharge rates are listed in
Table 2. The ratio of ventilation rate to discharge rate (k) varies between 0.8–1.2.

Table 1. Chemical and physical properties of inert gas agents at 1 atm and T = 293 K [2,14]. The fraction
represents volume%.

Agent Chemical Formula Density (kg/m3) Isobaric Mass Heat Capacity (kJ/kg K)

IG-100 N2 1.16 1.04
IG-541 52% N2, 40% Ar, 8% CO2 1.42 0.78

Table 2. Summary of simulation cases. α = 0.0264 s−2 and “-” represents no parameters are required to
set up.

HRR (kW) Y*
m,O2

Discharge Period Inert Gas Agent k (=EV/RV) RV(m3/s) Case Index

HRR = 0 12.8% 0–60 s IG-100 0.8 0.4220 C0_100_0.8
HRR = 0 12.8% 0–60 s IG-100 0.9 0.4095 C0_100_0.9
HRR = 0 12.8% 0–60 s IG-100 1.0 0.3973 C0_100_1.0
HRR = 0 12.8% 0–60 s IG-100 1.1 0.3855 C0_100_1.1
HRR = 0 12.8% 0–60 s IG-100 1.2 0.3473 C0_100_1.2
HRR = 0 12.8% 0–60 s IG-541 0.8 0.3559 C0_541_0.8
HRR = 0 12.8% 0–60 s IG-541 0.9 0.3467 C0_541_0.9
HRR = 0 12.8% 0–60 s IG-541 1.0 0.3380 C0_541_1.0
HRR = 0 12.8% 0–60 s IG-541 1.1 0.3294 C0_541_1.1
HRR = 0 12.8% 0–60 s IG-541 1.2 0.3211 C0_541_1.2

HRR = α·t2 - - - - - C1_0
HRR = α·t2 12.8% 30–90 s IG-541 1.0 0.3380 C1_1.0

A new scenario with a chair fire in the room was arranged to investigate the extinguishing
efficiency of inert agents. The scenario was designed similarly to the experiments conducted by
Kraaijeveld [28]. A 0.5 × 0.5 × 0.6 m3 chair was placed 2.0 m from the left wall and 1.1 m from the back
wall, as indicated in Figure 2b. The combustion property of fabric was applied to the chair [20] and
the auto-ignition temperature (TAIT) was set to be 210 ◦C [30]. The chair was ignited by hot particles
which were placed above the chair to heat the chair to above the auto-ignition temperature. The heat
release rate (HRR) for the chair was set to be a t-squared fire with a 0.0264 kW/s2 growth rate for
the first 90 s and reached the fully developed phase in the remaining simulation time period [26].
The discharge of agents IG-541 started at t = 30 s, i.e., when the fire was well established, and ended at
90 s, i.e., a 60 s discharge period. As the oxygen level under different ratio (k) has been investigated in
the first scenario, it only focused on the extinguishing efficiency of inert gas agents in this scenario.
The ventilation volume rate was set to be the same as the discharge rate. In the simulation, the simple
flame extinction model in FDS was applied to gauge whether or not combustion was viable based on
the local oxygen concentration. The simple flame extinction model assumes that combustion does not
take place if the temperature is below the auto-ignition temperature (TAIT) for fuel or if the heat released
from the combustion process is not sufficient to raise the fuel-air-product mixture temperature above
the empirically determined critical flame temperature (TCFT). The heat released from the combustion
process is limited by the availability of oxygen as shown in Section 2.1, thus the suppression of flaming
combustion is based on the oxygen concentration. To observe the extinguishing efficiency of the
inert gas agents, a case without a discharge of agents was also simulated. The simulation cases are
summarized in Table 2.
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To analyze the mesh sensitivity, four different Cartesian mesh solutions were applied to discretize
the computational domain. The four solutions used cubic cells with sizes of 0.18 m, 0.15 m, 0.10 m, and
0.075 m, respectively, for the whole computational domain. The mesh sensitivity of the simulations
was analyzed by comparing the temperature and oxygen mass fraction below the ceiling at the room
center from the simulation case C1_1.0. Figure 3 shows the predictions of temperatures and oxygen
mass fractions versus time. It is obvious that the convergence of temperature is obtained for the three
finer meshes. The discrepancy of predicted temperatures from the two finest mesh solutions is no
more than 9.6%. The same trend is also observed for the predicted oxygen mass fraction. Therefore,
it is reasonable to assume that the mesh solution of 0.1 m is adequate to produce mesh independent
simulation results. The following discussion is therefore based on the results from simulations with
this mesh solution.

  
(a) (b) 

Figure 3. Predicted temperatures (a) and mass fraction versus time below the ceiling at the main room
center from four mesh solutions (b).

4. Simulation Results and Discussion

The simulation results from scenario C0 (HRR = 0) are used to investigate the average oxygen
mass fraction, oxygen distribution, and pressure within the enclosure. In a later results discussion, the
predicted oxygen mass fraction, instead of the volume fraction, is given as the oxygen mass fraction
used in determining the fire extinguishing efficiency in the FDS simulation models.

Figure 4 shows the average oxygen mass fraction against time for the case C0_100_1.0. The average
oxygen concentration was reduced during the discharge period (first 60 s) and stayed constant for the
next 40 s. The horizontal dashed line is the design oxygen mass fraction (12.8%), which corresponds to
the inert gas agents’ mass fraction of 44.35%. The oxygen mass fraction of the other cases displayed a
similar trend as shown in Figure 4. As seen in Table 3, the average oxygen mass fraction at the end of
the discharge period (60 s) did, however, vary slightly compared to case C0_100_1.0. The discrepancy
between the obtained level and the design level was no more than 0.9% for case series C0_100 and
1.7% for case series C0_541. The discrepancy for the case series C0_541 is larger than that for the case
series C0_100. The reason is that the density of IG-100 is close to the air density while the density of
IG-541 is higher than the air density. The agent IG-541 descended to the floor during the discharge
period and the air-agents mixture below the ceiling contained more oxygen than the average level.
Thus, more oxygen was exhausted from the ceiling vent than expected, which resulted in the oxygen
mass fraction being a little lower than the designed level. This indicates that the obtained oxygen level
in an enclosure can be slightly influenced by the density of inert gas agents.

225



Energies 2020, 13, 2536

 

Figure 4. Oxygen mass fraction vs. time for the case C0_100_1.0.

Table 3. Predicted average oxygen mass fraction and pressure difference for case series C0.

Case Index YO2 Pressure Difference (Pa)

C0_100_0.8 11.9% 1.79 × 104

C0_100_0.9 12.1% 8.30 × 103

C0_100_1.0 12.5% 23.3
C0_100_1.1 12.8% −7.14 × 103

C0_100_1.2 13.0% −1.33 × 104

C0_541_0.8 11.1% 1.50 × 104

C0_541_0.9 11.3% 7.11 × 104

C0_541_1.0 11.4% 25.1
C0_541_1.1 11.6% −6.7 × 103

C0_541_1.2 11.8% −1.17 × 104

Table 3 also gives the pressure difference from standard atmospheric pressure within the enclosure.
There is a very small pressure difference if the ventilation rate equals the discharge rate. However, if
the ventilation rate varies from 10% to 20% up or down of the discharge rate, the pressure difference
varies from about 103 to 104 Pa. This means that the enclosure structure may be exposed to damaging
pressures if the ventilation rate is smaller than the discharge rate.

To investigate the oxygen distribution within the enclosure, the modeled oxygen mass fraction
was analyzed at floor level (height 0.1 m), at 1.2 m height and at ceiling level (height 2.3 m) at three
locations (see Figure 2). Figures 5 and 6 show the oxygen mass fraction at these heights and at the three
locations (I, II, and III) for the case C0_100_1.0 and C0_541_1.0 respectively. At each height or location,
the lowest, median, and highest values are shown as short horizontal dashes. The horizontal line is
the average oxygen mass fraction in the enclosure. Figure 5 shows that the obtained oxygen level
varied slightly around the average level at three heights and three locations for the case C0_100_1.0.
The oxygen mass fraction varied between 11.6 and 14.4 % within the enclosure. The slight variation
is partly a result of the similar density between IG-100 and air and thermal expansion of inert gas
agents. Figure 6 shows the oxygen level for case C0_541_1.0. At the floor level, the oxygen mass
fraction was always lower than the average level at the three other locations. At height 1.2 m above the
floor, the oxygen mass fraction was slightly lower than the average level at three locations. At ceiling
height, the oxygen mass fraction was always higher than the design level and varied between 16.7
and 20.4%. Therefore, it can be concluded that the oxygen mass fraction decreased with decreasing
enclosure height and the value was normally no more than the design level at the middle height of the
enclosure for IG-541. This is partly a result of the density difference between the IG-541 at −5 ◦C and
the ambient air.
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(a) (b) 

Figure 5. The lowest, median, and highest oxygen mass fraction at height 0.1, 1.2, and 2.3 m above the
floor (a), and at locations I, II, and III at 100 s for case C0_100_1.0 (b).

  
(a) (b) 

Figure 6. The lowest, median, and highest oxygen mass fraction at height 0.1, 1.2, and 2.3 m above the
floor (a), and at locations I, II, and III at 100 s for case series C0_541_1.0 (b).

The extinguishing efficiency of inert gas agents was investigated through the case series C1, which
set HRR as a t-square fire. In the case C1_0, no inert gas agents were discharged into the enclosure
and the HRR grows approximately as the square of time (Figure 7). The oxygen was consumed by
the combustion processes and its mass fraction dropped from 23.1% to 21.6% at the end of the 100 s
simulation period. For the case C1_1.0, inert gas agent IG-541 was released into the enclosure between
30 s and 90 s. The HRR of case C1_1.0 increased during the first 70 s and then dropped to 0 at 76 s. The
simple flame extinction model adopted in FDS models terminates combustion due to oxygen starvation.
It might not match the reality as smoldering combustion may continue at a very low rate even at oxygen
concentrations insufficient to sustain flaming combustion. The oxygen mass fraction around the fire
source decreased from 12.8% to 11.4% between 72 s and 76 s. Two phenomena were observed from the
case C1_1.0. The oxygen mass fraction dropped faster than the case C0_541_1.0, which runs without a
fire source. The reason for this is that oxygen was consumed during the combustion, which accelerated
the decrease in oxygen concentration. The second phenomenon is that HRR reached 0 at an oxygen
level of 11.4%, which is lower than the design level. The design oxygen mass fraction 12.8% is derived
from Equation (2) with an ambient temperature of 300 K, air specific heat cp of 1.2 kJ/(kg·K), and critical
flame temperature (TCFT) of 1700 K. However, the real ambient temperature around the chair reached
340 K. The specific heat of IG-541 is 0.82 kJ/(kg·K) at this temperature, which means the specific heat of
air-agents mixture is lower than 1.2 kJ/(kg·K). The critical flame temperature (TCFT) adopted in FDS is
1600 K [23], which is lower than the value suggested in Section 2.1. The limiting oxygen concentration
estimates are based on the heat required to heat the combustion products from the ambient temperature
to the critical flame temperature (TCFT). When experiencing a locally increased “ambient temperature”,
less heat is required to reach the critical flame temperature, i.e., more inert gases are needed to prevent
combustion taking place. Therefore, the real oxygen limit level should be lower than 12.8% according
to Equation (2) in the case C1_1.0. After the fire was extinguished at 80 s, the IG-541 was discharged
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continuously until 90 s and the oxygen mass fraction reached 10.2%. The oxygen level of 10.2 % is an
acceptable value in an occupied area considering the benefit of the “CO2 Effect”.

 

Figure 7. Heat release rates (HRRs) versus time for series case C1.

5. Conclusions and Suggestions for Future Studies

This paper proposes general expressions between oxygen level, discharge rate, and ventilation
rate. Explicit equations are given to calculate the discharge rate and the required quantity of inert gas
agents to obtain a design oxygen level when the discharge rate and ventilation rate are both constants.

The proposed expressions in the present study are derived based on the assumption that inert gas
agents and air at any time are uniformly distributed in an enclosure. The assumption simplifies the
gas discharge phenomenon. To investigate the discharge efficiency and extinguishing efficiency of
inert gas agents, several simulation scenarios with and without a fire source were run using the CFD
simulation tool—FDS. The simulation results show that:

• The design oxygen level could be approximately obtained at the end of the discharge period if the
discharge rate and ventilation rate are calculated from the suggested equations. The obtained
oxygen level in an enclosure can be slightly influenced by the density of inert gas agents.

• Oxygen fraction varies with height as a result of density differences between air and inert gas
agents. The oxygen mass fraction was normally below the design level at the lower half of
the enclosure.

• To avoid enclosure over-pressure effects, the discharge volume rate should be close to the
ventilation volume rate.

• For the case with a chair fire, the HRR dropped to zero before the end of the discharge period
partly due to the oxygen consumed in combustion.

This study demonstrates that ventilation systems not only play an important role in mitigating
the possible released inert gas agent overpressure effect but also reduce the required quantity of inert
gas agents to obtain a design oxygen level. The oxygen mass fraction increased with the height of
the enclosure if the density of an inert gas agent is higher than the density of the air. This ensures
that inert gas fire suppression systems perform better in the low elevation in an enclosure as most
inert gas agents have a higher density than that of air. In the case with a fire, the oxygen consumed in
combustion during discharge time accelerated the fire extinguishing. In future work, the inert gas
agents extinguishing efficiency for different fire sizes, and the thermal pressure caused by fires in
an enclosure should be investigated. In addition to the mechanical ventilation system, the natural
ventilation system, e.g., open doors, windows, and leaks [31,32] in reality also alters the ventilation
flow rate and should be taken into consideration in future studies. Moreover, experimental validations
are needed for the practical applications of this study as variation in the agents’ discharge rate may
be expected.
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Nomenclature

cp average specific heat (kJ/(kg·K))
Em ventilation mass rate of mixture (kg/s)
EV ventilation volume rate of mixture (m3/s)
ΔHO2 energy released per unit mass of oxygen consumed (kJ/kg)
HRR heat release rate (kW)
k ratio of ventilation rate to discharge rate
m total mass of gases in the enclosure (kg)
m0 total mass in the enclosure at start (kg)
magents discharge quantity of agents (kg)
Q energy (kJ)
Rm discharge mass rate of agents (kg/s)
RV discharge volume rate of agents (m3/s)
t time (s)
TCFT critical flame temperature (K)
Tm ambient temperature (K)
V0 volume of an enclosure (m3)
V∗ standard volume (m3)
Ym mass fraction
Ym,air air mass fraction in mixture
Ym,O2 oxygen mass fraction in mixture
Y∗m,O2

design oxygen mass fraction
YV,air air volume fraction in mixture
YV,O2 oxygen volume fraction in mixture
Y∗V,O2

design oxygen fraction
YV volume fraction
ŶO2,,lim limiting oxygen fraction to sustain a flame
ρ density (kg/m3)
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