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1. Introduction

The increasing share of renewable energy sources draws attention to a critical challenge.
The availability of wind turbines and photovoltaic solar cells is limited and difficult to
predict. They usually provide a fluctuating feed-in to the grid, so energy reserves, e.g.,
conventional thermal power plants or energy storage systems, are necessary to establish a
balance between electricity supply and demand. To maintain the security of supply and
improve the flexibility of future power systems, various solutions can be adopted, such as
improving the efficiency of technical processes in areas such as thermal power plants, as
well as cement and metallurgy industries, the use of advanced thermochemical conversion
technologies such as gasification, the expansion of high-voltage transmission infrastructure,
the promotion of renewable energy sources, the use of large-scale energy storage systems,
and the use of highly flexible power generation units with carbon capture and utilisation,
such as combined-cycle power plants.

Given this background, and to support the development of thermochemical conversion
processes for solid fuels and renewable energy, this Special Issue addresses the following
topics, among others:

• Gasification and combustion of biomass, refuse-derived fuel, tire-derived fuel, solid
recovered fuel, sewage sludge, and low-rank coal;

• Technological combinations of thermochemical conversion processes based on renew-
able sources (power-to-fuel);

• Carbon capture, storage, and utilisation (CCS/U) technologies (carbon-capture-to-fuel);
• Renewable energy for heating and cooling to reduce peak demand, with energy storage

systems to mitigate grid imbalances;
• CFD and process simulations of thermochemical conversion processes for solid fuels

and renewables.

The editors are pleased to present to the scientific community the best and latest
advances in thermochemical conversion processes for solid fuels and renewable energy in
this second volume of a compact, peer-reviewed Special Issue. This new Special Issue is a
continuation of the previous Special Issue “Thermochemical Conversion Processes for Solid
Fuels and Renewable Energies”, which was closed in October 2020 including 10 valuable,
peer-reviewed papers [1]. The second volume of the Special Issue contains fundamental
scientific studies on the latest research progress in the development and optimisation
of gasification processes, renewable energy source “solar energy”, the synthesis of new
hybrid nanocomposites and nanofluids, carbon capture, and energy storage systems. The
submitted manuscripts were reviewed by recognised and expert reviewers. Manuscripts
were accepted only if they made a clear contribution to technical and scientific knowledge
and highlighted the most important recent developments and new findings in this field of
research. Accordingly, 22 manuscripts were submitted, and 15 of them were accepted and
published in this Special Issue (acceptance rate of 68%).

Appl. Sci. 2022, 12, 7478. https://doi.org/10.3390/app12157478 https://www.mdpi.com/journal/applsci1
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2. Special Issue Findings

A summary of the accepted manuscripts with their main contributions is presented below.

1. The first contribution included in this Special Issue was submitted by Schmid, M.;
Hafner, S.; and Scheffknecht, G., from the University of Stuttgart, Institute of Com-
bustion and Power Plant Technology, Germany [2]. In this work, sewage sludge
gasification was investigated using a 20 kW bubbling fluidised bed test facility (see
Figure 1). Steam and oxygen were used as gasification agents, and in situ generated
sewage sludge ash was applied as bed material. The influence of the main operating
parameters such as gasification temperature, oxygen ratio, steam to carbon ratio,
and fluidisation velocity on the composition of the produced raw gas (CO, H2, CO2,
H2S, CH4, CxHy, COS, NH3, and tar) was determined. The authors found that the
raw gas had high H2 and CO concentrations of up to 0.37 m3/m3 and 0.18 m3/m3,
respectively, making it suitable for the synthesis of fuels and chemicals. By adjusting
the steam-to-carbon ratio (by the water gas shift reaction), the H2/CO ratio of the
syngas could be targeted for different synthesis products such as synthetic natural
gas (H2/CO = 3) or Fischer–Tropsch products (H2/CO = 2). The analysis of the
bed ash showed that the cadmium and mercury content was drastically reduced by
the gasification process. Ash is appropriate as a secondary raw material to produce
phosphorus or phosphate fertilisers.

Figure 1. Schematic flow diagram of 20 kW fluidised bed gasification facility at the University
of Stuttgart [2].

2. The second article, which was written by Kubonova, L.; Janakova L.; Malikova P.;
Drabinova S.; Dej M.; Smelik R.; Skalny P.; and Heviankova S., from the VSB-Technical
University of Ostrava, Czech Republic, dealt with the thermochemical utilisation of
sewage sludge based on thermogravimetric analysis (TGA) [3]. Since sewage sludge
is difficult to use as a feedstock due to its high moisture and ash content, its energy
utilisation is increased by adding suitable waste materials (various types of plastics,
used tires, and paper waste). Fifty-five waste mixtures were prepared in different
volume ratios, a visual comparison was made, and high and low calorific values were
measured. It was found that thermoplastics with sewage sludge and low-density
polyethylene with sewage sludge had the lowest residual masses and the highest
weight loss rates. Higher pyrolysis temperatures have always resulted in higher gas
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volume yields, as observed in many previous studies, e.g., [4]. The authors claimed
that the highest average mass yield was reached in the pyrolysis of plastics. The most
suitable material and temperature combinations to produce pyrolysis oils and gases
were the blends of thermoplastics with sewage sludge and low-density polyethylene
with sewage sludge.

3. Solar absorption cooling systems are more advantageous than other cooling systems
such as vapour compression because the peak cooling load nearly coincides with
the available solar energy. The most common working fluid pairs are water/lithium
bromide (H2O-LiBr) (water as refrigerant and lithium bromide as a solvent, especially
for air conditioning and process cooling) and ammonia/water (NH3-H2O) (ammonia
as refrigerant and water as a solvent, especially for frozen food applications). The
authors of the third article (Al-Falahi, A.; Alobaid, F.; and Epple, B., from the Tech-
nical University of Darmstadt, Germany) carried out a thermo-economic analysis to
compare different configurations of solar absorption cooling systems used for thermal
cooling processes [5]. While the first solar absorption cooling system used H2O-LiBr
as the working fluid pair, the second absorption cooling system adopted NH3-H2O.
Parabolic trough collectors and evacuated tube collectors were applied under the
same operating conditions as a source of thermal energy for both systems. The results
showed that parabolic trough collectors combined with H2O-LiBr provided lower de-
sign aspects and minimum rates of hourly costs (5.2 USD/h), followed by evacuated
tube collectors with H2O-LiBr (5.6 USD/h). Furthermore, it was found that H2O-LiBr
provided a lower thermo-economic product cost (0.14 USD/GJ) compared with NH3-
H2O (0.16 USD/GJ). The thermal ratio (absorption refrigeration cycle coefficient of
performance) was between 0.5 and 0.9.

4. The authors of the fourth article (Nguyen, N.M.; Alobaid F.; and Epple, B., from
the Technical University of Darmstadt, Germany, and Can Tho University, Vietnam)
developed an Aspen plus model for steam gasification of biomass to investigate
the influence of operating parameters on the gasification process under steady-state
conditions [6]. To consider the hydrodynamic, reaction kinetic decomposition of
biomass and pyrolysis yield distribution, external FORTRAN codes were written and
implemented in the developed model. The numerical results were compared with the
measurement obtained from a 5 kWth bubbling fluidised bed test rig, showing good
agreement. A slight discrepancy between the simulation model and the measured data
was observed, which is due to the limitations of the model, i.e., simplified calculations
of the hydrodynamics and kinetics of the bed and the absence of tar decomposition
reactions. The authors claimed that the gasification process is favoured at higher
temperatures. Under such conditions, hydrogen production and carbon conversion
efficiency increased, while the percentage of carbon monoxide and methane in the
product gas decreased. Increasing the amount of steam in the reactor promoted
biomass gasification performance. The ratio of steam to biomass increased the content
and yield of hydrogen in the product gas and significantly improved the gas yield
and carbon conversion efficiency.

5. The fifth contribution included in this Special Issue is by Lucantonio, S.; Di Giuliano,
A.; and Gallucci, K., from the University of L’Aquila, Italy [7]. This study investigated
the chemical looping gasification of wheat straw pellets as part of the European
research project entitled Chemical Looping Gasification for Sustainable Production of
Biofuels (CLARA; G.A. 817841 [8]). The focus was on wheat straw pellet pre-treatment,
i.e., torrefaction and torrefaction-washing. After pre-treatment, the devolatilisation
of individual pellets was carried out in a laboratory-scale fluidised bed of sand at
700, 800, and 900 ◦C to both quantify and analyse the product gas released from
differently pre-treated types of biomass. The experimental data were evaluated
using integral average parameters such as gas yield (H2/CO mole ratio) and carbon
conversion. For all biomasses, increasing the devolatilisation temperature between
700 and 900 ◦C improved the thermochemical conversion in terms of gas yield, carbon
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conversion, and H2/CO mole ratio in the product gas. As for the pre-treatments,
the main evidence was observed in the overall improvement in product gas quality
(i.e., composition) and quantity compared with the untreated pellets. Negligible
differences were observed between the different pre-treatments, mainly owing to the
peak quantities that showed an improvement in the H2/CO mole ratio in correlation
with the increase in torrefaction temperature from 250 to 270 ◦C.

6. The authors of the sixth article published by Al-Maliki, A. K. W.; Mahmoud S. N.;
Al-Khafaji, M. H. H.; Alobaid, F.; and Epple, B., from the Technical University of
Darmstadt, Germany, and the University of Technology, Iraq, developed a dynamic
process simulation model to improve the efficiency of parabolic trough power plants
and their associated control structures [9]. The model was created using advanced
process simulation software (APROS) [10] and validated against an existing Andasol
II solar power plant in Spain. The study focused on control circuits used in the thermal
storage system of a parabolic trough power plant during the charging/discharging
cycle. In the charging phase, the heat transfer fluid (Therminol VP-1) from the solar
field at a temperature of 393 ◦C heated the molten salt (sodium and potassium nitrates),
which was pumped from a cold tank into a hot tank and stored in a temperature of
about 386 ◦C. The charging phase continued until the maximum capacity of stored
thermal energy of about 1025 MWth h was reached. During the discharge phase, the
hot molten salt heated the heat transfer fluid (Therminol VP-1), to be used in the power
block via the heat exchangers. The molten salt left the heat exchangers and entered
the cold tank at a temperature of approximately 292 ◦C. Accordingly, the thermal
storage system provides the thermal power at the nominal load (125.75 MWth) for
about 7.5 h in the evening time. The authors stated that the main results of this study
should help researchers and designers understand the advanced control structures
used in parabolic trough power plants. For more studies on the dynamic simulation
of solar power plants, see this review paper [11].

7. The seventh article in this Special Issue addressed an important topic currently un-
der research as an effective technology for the gasification of solid fuels such as
biomass and refuse-derived fuels to produce valuable products, e.g., methanal or
Fischer–Tropsch synthesis (see Figure 2). Here, recent developments related to the
biomass-based chemical looping gasification process were reported by the authors
(Nguyen, N. M.; Alobaid F.; Dieringer, P.; and Epple, B., from the Technical Uni-
versity of Darmstadt, Germany, and Can Tho University, Vietnam) [12]. The influ-
ence of process parameters such as gasification temperature, steam-to-biomass ratio,
oxygen-carrier-to-biomass ratio, and biomass characteristics on the performance of
the chemical looping gasification process was discussed. Furthermore, improvements
in syngas purification technologies were shown to reduce problems associated with
breakdowns and plugging, as well as efficiency losses. The latest experimental and
simulation/modelling studies and their basic assumptions were described in detail.
The authors pointed out that the proof of concept has been carried out for a pilot
scale system from a few kW up to one MW. This is the basis for the scaling up of
the process, which is required for commercial power plant and syngas production
together with CO2 capture. Finally, the review paper emphasised current research
topics, highlighted research gaps, and identified opportunities for future applications
of the biomass-based chemical looping gasification process.

8. The authors of the eighth article (Al-Maliki, A.K.W.; Al-Hasnawi, G.T.A.; Abdul
Wahhab, A.H.; Alobaid, F.; and Epple, B., from the Technical University of Darmstadt,
Germany, and the University of Technology, Iraq) presented a detailed dynamic
model of an existing parabolic trough solar power plant using the advanced process
simulation software (APROS) [13]. The authors claimed that the developed model
is the first in the literature that analyses the dynamic interaction of all parts of a
parabolic trough solar power plant, including the solar field, thermal storage system,
and power block (see Figure 3), and described the heat transfer fluid and steam-water
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paths in detail. Furthermore, all control circuits such as drum level and steam bypass
controllers were included in the developed model. The model was first validated
using measured data from an existing Andasol II solar power plant in Spain. In the
next step, the validated model was applied to determine the best operating strategy
based on direct normal irradiance variations during the day. The operating strategy
used in this model was effective compared with the decisions made by operators
during cloudy conditions, as it improved the performance of the power plant and
increased the operating hours.

Figure 2. Schematic flow diagram of the chemical looping gasification process.

 

Figure 3. Schematic flow diagram of parabolic trough solar power plant [13].
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9. The authors of the ninth article, Almoslh, A.; Alobaid, F.; Heinze, C.; and Epple, B.,
from the Technical University of Darmstadt, Germany, built and operated an absorber
test rig for CO2 capture [14]. The study aimed to assess the effect of gas flow rate on
the hydrodynamic characteristics of the sieve tray including wet tray pressure drop,
total tray pressure drops, dry tray pressure drops, liquid holdup, clear liquid height,
and froth height. It was found that the inlet gas flow rate has a considerable influence
on the hydrodynamic characteristics of the sieve tray. While increasing the inlet gas
flow rate up to a certain value improved the liquid retention capacity, raising the
inlet gas flow rate above this value did not increase the liquid holdup. There was a
relationship between absorber performance and the liquid holdup on the sieve tray.
The performance of the CO2 absorber increased due to the rise in liquid holdup caused
by the increase in inlet flow rate. The interface between the gaseous and liquid phases
varied with a change in gas flow rate. The increase in froth height is a parameter that
provides information about how large the interface is between the gaseous and liquid
phases. Finally, the authors found that the hydrodynamic properties of the shell are
crucial for the choice of optimal absorber operating conditions.

10. The main contribution of the tenth article is related to molten salt energy storage
systems. The authors (Al-Maliki, A.K.W.; Alobaid, F.; Keil, A.; and Epple, B., from
the Technical University of Darmstadt, Germany, and the University of Technology,
Iraq) created a numerical model of a molten salt energy storage system used in ex-
isting Andasol II solar power plant in Spain [15]. The storage model was validated
by comparing the results with measured data from the real power plant. A system
analysis and system optimisation were then performed, and the stand-alone concept
of the thermal storage system was introduced. Stand-alone means an isolated de-
ployment of the storage system without a solar power plant. At lower peak power
demands, the storage medium was heated with surplus electrical energy and later
fed back into the electrical grid via a steam cycle at higher peak power demands (see
Figure 4). The system was then further optimised by modelling four different types of
storage medium (Andasol 2 (base), SSalt max, Hitec, and carbonate salt) with different
temperature differences in the cold and hot tanks. From the comparison, the most
preferred storage medium was found to be carbonate salt, as it increased both the
efficiency and the capacity. The largest increase in efficiency in terms of electricity
generation could also be achieved with carbonate salt (18.2%), while the increase for
SSalt max and Hitec was 9.5% and 7.4%, respectively.

 

Figure 4. Schematic flow diagram of stand-alone molten salt energy storage system: (a) during charge
mode and (b) discharge mode [15].

11. In the eleventh article of this Special Issue, the authors Judran, K. H.; Al-Hasnawi, G. T.
A.; Al Zubaid, N. F.; Al-Maliki, A. K. W.; Alobaid, F.; and Epple, B., from the Technical
University of Darmstadt, Germany, and the University of Technology, Iraq, prepared
a new nanofluid that has the potential to be used in various applications such as
working fluids in cooling systems [16]. A novel, two-step technique (co-precipitation
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method) was used to prepare an efficient magnesium oxide–deionised water (MgO-
DW) nanofluid without using surfactants and/or organic base fluids. Then, the
influence of the volume concentration of the nanopowder and the duration of the
ultrasonic treatment on the stability and thermophysical properties of the MgO-DW
nanofluid at room temperature was investigated. Based on the experimental assess-
ment, the co-precipitation method was successfully applied to prepare crystalline and
pure MgO nanopowder, with an average particle size of 33 nm. Scanning electron
microscopy (SEM) images demonstrated unique feathery or fluffy-like nanostructures
of the MgO nanopowder that was prepared with volume concentrations ranging
from 0.05% to 0.25% and ultrasonic treatment times ranging from 45 to 180 min at
ambient temperature. The introduction of MgO nanoparticles to conventional liquid
such as deionised water improved the thermal conductivity, with the highest value of
thermal conductivity improvement of 25.08% observed at a volume concentration of
0.25% and ultrasonic treatment time of 180 min. The impact of ultrasonic treatment
duration on the improvement of thermal conductivity was relatively like the impact
of nanoparticle volume concentration. However, this conductivity improvement was
limited after an ultrasonication duration of 135 min. The measurements of dynamic
viscosity showed that it was directly proportional to the volume concentration of
MgO-DW nanofluid until the highest value of 0.0052 [Pa s] was reached at a higher
volume solid content of 0.25% of MgO-DW nanofluid. By contrast, increasing the
ultrasonic treatment time resulted in a sharp decrease in the dynamic viscosity of the
nanofluid samples. It was found that a MgO-DW nanofluid with good dispersion sta-
bility, high thermal conductivity, and low viscosity could be generated by controlling
the ultrasonic time and/or volume concentration.

12. The authors of the twelfth article in this Special Issue (Aghel, B.; Janati, S.; Alobaid,
F.; Almoslh, A.; and Epple, B., from the Technical University of Darmstadt, Germany,
and Kermanshah University of Technology, Iran) provided a review article on the
possible application of nanofluids in CO2 absorption [17]. Fossil fuel conversion
(e.g., combustion or gasification) and industrial processes are now the main sources
of CO2 emissions, along with forestry and land use, including livestock. Reducing
greenhouse gas emissions is, therefore, essential to mitigate climate change and its
devastating environmental consequences. Carbon capture and storage (CCS) or
carbon dioxide utilisation (CCU) technologies are one of the most environmentally
friendly options for reducing anthropogenic greenhouse gas emissions. However,
these technologies are currently associated with significant efficiency losses, resulting
in higher CO2 avoidance costs. Owing to the advent of nanotechnology and its
unique advantages in various fields, a new approach was introduced using suspended
particles in a base fluid (suspension) to achieve maximum absorption efficiency and
minimum energy consumption through CO2 capture. In this review article, the
performance of nanofluids, preparation methods, and their stability, which is one of
the most important factors to prevent sedimentation of nanofluids, were discussed.
The objective of this article was to present the factors contributing to CO2 absorption
by nanofluids in an easy-to-understand manner, focusing on the role of base fluids
and the reasons for their selection. Based on research in the literature, the authors
claimed that nanofluids are an effective way to increase CO2 absorption compared
with the base fluid, which can reduce host plant energy consumption.

13. The thirteenth article in this Special Issue focused on evaluating the thermal per-
formance of a tubular heat exchanger equipped with combined basket-twisted tape
inserts. Here, the authors, Khafaji, Q.A.H.; Wahhab, A.A.H.; Alsaedi, S.S; Maliki,
A.K.W.; Alobaid, F.; and Epple, B., from the Technical University of Darmstadt,
Germany, and the University of Technology, Iraq, experimentally investigated the
properties of tubular heat exchangers [18]. For this purpose, a test rig was built,
equipped with novel inserts, and finally operated under different conditions. Air was
used as the working medium, and a constant wall heat flux was provided for turbu-
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lent discharge conditions (6000 ≤ Re ≤ 19,500). Two inserts were used to improve
heat transfer: First, bascule turbulators were inserted into the heat exchanger with a
constant pitch ratio (PR = 150 mm), and second, basket turbulators together with a
twisted tape were installed in the core of the basket turbulators. The results showed
that the Nusselt numbers were 131.8%, 169.5%, 187.7%, and 206.5% higher than those
of a plain heat exchanger for basket turbulators and the combined basket-twisted
tape inserts with y/w = 6, 3, and 2, respectively. On average, the maximum thermal
efficiency of the elevated tubular heat exchanger was 1.63 times higher than that of
the simple heat exchanger, which is due to a binary basket-shaped band for a twist
ratio y/w equal to 2 at constant pump power. Finally, practical correlations for the
Nusselt number and friction characteristics were developed and presented.

14. The fourteenth article in this Special Issue dealt with the microstructural analysis
and mechanical characteristics of hybrid nanocomposites of aluminium (Al), ferric
oxide (Fe2O3), and silver (Ag). The aluminium alloys can be used in many fields such
as electronics, aerospace, and automotive due to their properties such as lightness,
strength, wear, and corrosion resistance. The authors (Salman, D.K.; Maliki, A.K.W.;
Alobaid, F.; and Epple, B., from the Technical University of Darmstadt, Germany,
and the University of Technology, Iraq) aimed to specify the microstructure and
investigate the mechanical properties of Al alloys, into which different amounts
of Fe2O3 (3, 6, 9, 12, and 15 wt.%) were introduced with a constant Ag content of
1 wt.% [19]. The Al/Fe2O3 + Ag hybrid nanocomposite samples were synthesised
via powder metallurgy, and the microstructure was visualised via field-emission
scanning electron microscopy (FESEM) and X-ray diffraction (XRD) investigations.
Furthermore, mechanical experiments, such as microhardness tests, compression
tests, and wear tests, were performed to estimate the mechanical properties of the
hybrid nanocomposites. The FESEM and XRD results showed that the Fe2O3 and Ag
nanoparticles were uniformly distributed and dispersed in the Al matrix. Compared
with pure Al, the mechanical test values increased with increasing weight percentages
of the reinforcing nanoparticles up to 12 wt.% Fe2O3. Here, the microhardness was
34.19 HV, the compressive strength was 89.9 MPa, and the wear rate was about
1.8 × 10−8 g/cm for Al + 12 wt.% Fe2O3 + 1 wt.% Ag. The authors claimed that the
results of this work demonstrated an improvement in the mechanical properties of
aluminium alloys.

15. The last article of this Special Issue was published by Salman, D.K.; Maliki, A.K.W.;
Alobaid, F.; and Epple, B., from the Technical University of Darmstadt, Germany,
and the University of Technology, Iraq [20]. Here, the authors synthesised a nickel–
titanium—silver (Ni-Ti-Ag) shape memory alloy by casting to investigate its mi-
crostructure and mechanical properties. Ag (grain size 1 mm) was integrated into
Ni-Ti alloys with different weight percentages (0, 1.5, 3, and 4.5 wt.% Ag) to prepare
shape memory alloys using a vacuum arc remelting (VAR) furnace. The microstruc-
tural analysis was performed using field-emission scanning electron microscopy
(FESEM) and X-ray diffraction (XRD), whereas the transformation temperatures of the
Ni-Ti-Ag shape memory alloy were obtained via a differential scanning calorimetry
(DSC) investigation. The results showed that Ag was homogeneously distributed
in the Ni-Ti alloy. In addition, two primary phases (martensite phase and austenite
phase) were formed with few impurities. The XRD investigation indicated that the
number of Ag peaks showed an increase with the enhancement in Ag weight fraction.
The DSC investigation revealed that the austenite transformation temperature began
at −1.6 ◦C, and the transformation temperatures increased with increasing Ag content
to 19.7 ◦C, 12.7 ◦C, and 12.3 ◦C, respectively. Increasing Ag content significantly
affected the mechanical properties of the Ni-Ti base alloy in terms of its compres-
sive strength and microhardness. The highest value of compressive strength was
reached for the alloy with 3 wt.% Ag, whereas the microhardness tests showed a
minor decrease with the increase in Ag weight fraction.
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3. Conclusions

In this second volume of a compact, peer-reviewed Special Issue, the editors are proud
to present the recent advances in thermochemical conversion processes for solid fuels and
renewable energy to the scientific community. A total of 22 manuscripts were submitted,
of which 15 manuscripts (2 reviews and 13 regular articles) were accepted and published
in this Special Issue, representing an acceptance rate of 68%. One-third of the studies
published (five articles) addressed the gasification of low-value solid fuels (e.g., biomass)
treated with a single fluidised bed gasifier at the early stages of their development and,
of late, with double fluidised bed gasification systems such as chemical loop gasification.
The most common renewable energy source “solar energy” had a considerable share
in this Special Issue, with three articles. Two publications dealt with parabolic trough
solar power plants and the associated control structure for power generation, while one
article addressed solar absorption cooling systems using water/lithium bromide and
ammonia/water as the working fluid pair. Three other articles focused on the synthesis of
new hybrid nanocomposites and nanofluids that have the potential to be used in various
applications such as working fluids in heating and cooling systems, as well as in electronics,
aerospace, and automotive applications. Carbon capture was covered in two articles in this
Special Issue, but unfortunately, CO2 utilisation technologies (carbon-capture-to-fuel) were
not mentioned. One published article reported the evaluation of the thermal performance
of a tubular heat exchanger equipped with combined basket-twisted tape inserts, which is
crucial for increasing the heat exchanger efficiency. Another article was published dealing
with energy storage systems for mitigating grid imbalances. Here, a new stand-alone
molten-salt energy storage system was presented and dynamically simulated.

We believe that the new findings on thermochemical conversion technologies amassed
in this Special Issue will be of great benefit to the readers of Applied Sciences. All contribu-
tions have been published online, free of charge, and without restrictions on access.
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Abstract: The conversion of biogenic residues to fuels and chemicals via gasification and synthesis
processes is a promising pathway to replace fossil carbon. In this study, the focus is set on sewage
sludge gasification for syngas production. Experiments were carried out in a 20 kW fuel input
bubbling fluidized bed facility with steam and oxygen as gasification agent. In-situ produced sewage
sludge ash was used as bed material. The sensitivity of the key operation parameters gasifier
temperature, oxygen ratio, steam to carbon ratio, and the space velocity on the syngas composition
(H2, CO, CO2, CH4, CxHy, H2S, COS, NH3, and tars) was determined. The results show that
the produced syngas has high H2 and CO concentrations of up to 0.37 m3 m−3 and 0.18 m3 m−3,
respectively, and is thus suitable for synthesis of fuels and chemicals. By adjusting the steam to
carbon ratio, the syngas’ H2 to CO ratio can be purposely tailored by the water gas shift reaction
for various synthesis products, e.g., synthetic natural gas (H2/CO = 3) or Fischer–Tropsch products
(H2/CO = 2). Also, the composition and yields of fly ash and bed ash are presented. Through the
gasification process, the cadmium and mercury contents of the bed ash were drastically reduced.
The ash is suitable as secondary raw material for phosphorous or phosphate fertilizer production.
Overall, a broad database was generated that can be used for process simulation and process design.

Keywords: gasification; sewage sludge; syngas; sulfur; tar; ammonia; biofuel; synthesis stoichiome-
try; operation parameters; nutrient recovery; circular economy

1. Introduction

The mitigation of climate change requires the substitution of fossil carbon in carbona-
ceous fuels and goods by renewable carbon sources. Renewable carbon sources are, for
instance, biomasses, such as wood or energy crops. However, the current available biomass
feedstock cannot satisfy the massive amount of fossil carbon that is currently utilized
worldwide. Therefore, also the utilization of carbon from available biogenic residues and
waste streams has to be considered in order to replace as much fossil carbon as possible.
Sewage sludge is a not avoidable residue with a quantity of over 10 × 109 kg a−1 on dry
basis in Europe [1], over 12 × 109 kg a−1 in the USA [2] (1999 only 7 × 109 kg a−1 [3]), and
over 6 × 109 kg a−1 in China with a steep increase [4]. Besides the utilization of the energy
and carbon contents of sewage sludge, the recovery of phosphorous (e.g., from sewage
sludge ash) to close the nutrient cycle and the safe recycling or disposal of hazardous
components such as heavy metals are also of great importance [5]. Therefore, a change
from the currently mostly practiced sewage sludge disposal methods, e.g., land-“use”,
landfill, and co-incineration in coal-fired power plants or cement plants, to mono-treatment
recycling methods is required in order to fulfill the goals of a circular economy and climate
change mitigation. For instance in Germany, the need of phosphorous recovery has already
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been put into regulation [6]. The utilization of sewage sludge as fuel is also economically
favorable as high disposal fees are attainable.

A conversion process is needed to practically replace fossil carbon with renewable
carbon in established products such as transport fuels, chemicals or plastics. A promising
and very flexible conversion process considering feedstock quality and product choice is
the thermochemical gasification that generates a high calorific syngas which can be further
converted to the desired product in a downstream catalytic synthesis [7]. Such a gasification
process is the steam-oxygen fluidized bed gasification, that produces a nitrogen-lean and
thus high calorific syngas, that is rich in hydrogen and carbon monoxide, and thus can
be used for synthesis of fuels (e.g., synthetic natural gas, dimethyl ether, kerosene) and
chemicals (methanol, plastic monomers) [8]. Also, the recovery of phosphorous can be
achieved well from gasification-derived sewage sludge ash [9–11].

As gasification agent, a mixture of steam and oxygen is used to provide the necessary
heat for the endothermic gasification process through partial fuel oxidation. Therefore only
a single fluidized bed reactor is needed, which simplifies the process layout in contrast to
the allothermal indirect dual fluidized bed (DFB) steam gasification [12,13]. The needed
oxygen can be generated by an on-site power-to-gas facility that produces oxygen as by-
product from water electrolysis, by a state of the art cryogenic air separation unit (ASU)
with acceptable energy consumption of 720 kJ per kg O2 [14,15] or tentatively in future by
air separation with membranes. The sewage sludge has to be dried in order to be utilized in
fluidized bed gasification. To minimize the energy consumption for drying, a combination
of mechanical dewatering (e.g., centrifuge) to a dry matter fraction of around 0.25 kg kg−1,
solar drying, and thermal drying using low temperature heat will finally obtain a dry
matter fraction of around 0.9 kg kg−1 that can be used for fluidized bed gasification [16].

In the steam-oxygen gasification, the gasifier is operated at temperatures of about
850 ◦C which enables the thermochemical decomposition of fuel into permanent gases,
tars, char and ash. The so produced char and tars are then gasified or reformed by
reaction with oxygen and steam. The raw syngas is comprised of H2O, H2, CO, CO2,
CH4, light hydrocarbons (mostly C2H4), and tars (larger hydrocarbons, e.g., aromatics
and polyaromatics).

Steam-oxygen gasification of wood and biogenic residues has been studied by other
researches [15,17–24], however there is not as much data available as on other gasification
processes. Results from these literature references are summarized in previous work of
this author [14], but also in the results section of this paper these references are used for
a comparison of results where applicable. Also, semi-commercial demonstration plants
for the steam-oxygen fluidized bed gasification of biomass have already been in operation
with a thermal input of 18 MW [25] and 100 MW [26,27]. The technical results of these
endeavors were encouraging, underlining the potential of the technology. However, for
sewage sludge, little fuel data were available. This is why this paper is needed, and
constitutes one core goal of this paper.

The product gas contains beside the desired syngas species, tars and other impurities.
Especially for sewage sludge, a high H2S and NH3 concentration is observed in the syngas
which is not tolerated by downstream synthesis catalysts [28]. Therefore, gas cleaning is
required before synthesis. Reducing the costs of gas cleaning is important for the economic
feasibility of the process [29]. To design and develop the entire process chain consisting of
gasification, gas cleaning, and synthesis, detailed information on the product gas quality
and composition, including impurities such as tars, sulfur-species, and ammonia, is needed.

The reduction of tars and impurities by primary measures such as active bed materials is
considered economically and technically favorable compared to secondary measures [30,31].
A CaO-containing bed material, e.g., achieved by addition of limestone (CaCO3) or
dolomite is catalytically active for cracking and steam reforming of tars [28,32,33] and
acts as sorbent to capture H2S (CaO + H2S CaS + H2O) and COS (CaO + COS CaS
+ CO2) [31,34,35]. This work delivers experimental data on the application of this sulfur
capture for sewage sludge gasification and its temperature dependency.
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This study continues the author’s previous research on steam-oxygen gasification
wherein sewage sludge gasification was compared to straw and wood gasification [14]
and the influence of limestone as bed additive for sewage sludge gasification was investi-
gated [36]. In this paper, a deeper look is cast on the effect of operation conditions on the
gasification performance. These insights are important to validate process models and to
support process design.

2. Materials and Methods

2.1. Fuel and Bed Material

The sewage sludge used in this work originated mainly from the municipal waste
water treatment plant Häldenmühle in Marbach am Neckar in south-west Germany. A
minor fraction of the sludge (less than 0.2 kg kg−1) came from the municipal wastewater
treatment plants “Beilstein” and “Oberes Bottwartal” that are also located in south-west
Germany. Those treatment plants delivered the sludge to the drying facility of Bioenergie
Bottwartal GmbH&Co.KG, where the sludge was dried thermally with hot flue gases from
a biogas CHP. After drying, the fuel had particle sizes of 5–10 mm, which might already be
suitable for application in commercial fluidized beds. To suit the used experimental facility,
the dried sewage sludge was crushed with a beater mill using a 2 mm sieve. The sewage
sludge, gasified in the experiments, had high N, S, Cl, and ash contents. The ash summed
up to almost half of the fuels dry mass. Therefore, the ash itself was used as bed material.

The proximate and elemental analysis is given in Table 1. The composition of this
sewage sludge lies within the ranges reported by [37], wherein information on organic and
non-organic components of typical sewage sludge is also given.

Table 1. Sewage sludge proximate and elemental analysis; au: as used (raw), daf: dry ash free, wf:
water free, fc: fixed carbon, vm: volatile matter.

Proximate Analysis in kg kg−1 Elemental Analysis in kg kg−1

GH2O Gash Gfc Gvm GC GH GO GN GS GCl

au wf daf
0.065 0.476 0.082 0.918 0.510 0.069 0.320 0.075 0.024 0.002

For some experiments, limestone was used as bed additive without pre-calcination.
The calcination took then place in-situ in the gasifier releasing CO2. The limestone type
“Messinghausener Sand 0.3–0.7” was obtained from LHOIST Germany/Rheinkalk GmbH
with origin Messinghausen in Germany and consisted of the sieve fraction 0.3 mm–0.7 mm.

Table 2 shows the mineral composition of sewage sludge ash and limestone. The
major elements are Si, Ca, P, Al, and Fe. Heavy metal concentrations in the dry sewage
sludge are presented in Table 9.

Table 2. Main elements of sewage sludge ash and limestone.

Elemental Analysis in kg kg−1

GAl2O3 GCaO GFe2O3 GK2O GMgO GNa2O GP2O5 GSO3 GSiO2 GCO2

Sewage Sludge Ash 0.129 0.223 0.103 0.017 0.028 0.004 0.162 0.045 0.292 -
Limestone 0.001 0.526 0.001 - 0.009 0.001 - - 0.057 0.405

The particle sizes of the used solids are shown in Table 3. The dried sewage sludge
had a wide range in particle sizes. During the gasification process, the sewage sludge
particles seemed to release their volatile components with only a slight decrease in particle
size, as the comparison of the particle sizes of sewage sludge and its ash showed. The
limestone reduced its particle size during its residence time in the gasifier due to calcination
and abrasion and was finer than the sewage sludge ash. Comprehensive particle size
distributions on these materials are given in [14].
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Table 3. Particle sizes of fuel and bed materials.

dp,10 dp,50 dp,90

in μm

Sewage Sludge 200 1010 2100
Sewage Sludge Bed Ash 170 520 1700

Limestone 300 650 1200
Calcined Limestone 165 370 640

2.2. Experimental Facility

A 20 kW fuel input fluidized bed facility was used in this work. It is shown schemat-
ically in Figure 1. The bubbling fluidized bed reactor is 3.5 m high and has an internal
diameter of 0.15 m in the fluidized bed region and 0.20 m in the freeboard above. The
facility is equipped with several thermocouples and pressure transducers. Electrical heat-
ing allowed to control and adjust the temperature inside the gasifier and to compensate
unwanted heat losses that are inherent to a research scale facility. Preheated steam was
injected through six bubble cap nozzles to fluidize the bed. Oxygen could due to technical
reasons not be mixed with the steam like in an industrial plant but was introduced through
two additional bubble cap nozzles. For safety reasons N2 was added to the oxygen stream
to reduce the O2 concentration to 0.75 m3 m−3. The mass flow of N2 and O2 in these gas
feeds was controlled by automatic mass flow controllers.

Figure 1. 20 kW fluidized bed gasification facility.

Dried sewage sludge was dosed gravimetrically with a screw feeder into the lower part
of the fluidized bed, for which a small amount of nitrogen purge gas was also required. As a
result of the high ash content in sewage sludge, the bed material was continuously removed
during the gasification process by an overflow port to maintain a constant bed height.

For some experiments limestone was used as additive, which was dosed gravimetri-
cally by a second doser through a port above the fluidized bed. A double ball-valve lock
was used for pressure sealing.
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After the gasifier, the product gas is cleaned from particles by two cyclones and a
candle filter, which are heated to 400 ◦C to prevent tar condensation. The gas passed a
pressure control valve before it was combusted in a flare.

2.3. Analysis Methods

Three slipstreams of the product gas were extracted for gas measurements after
the candle filter of the facility. H2, CO, CO2, and CH4 were measured continuously
in a combined NDIR and thermal conductivity gas analyzer (ABB AO2020), whereas
hydrocarbons from C2 to C4 (CxHy), H2S and COS were semi-continuously (every 3 min)
analyzed with a Varian CP-4900 Micro-GC. The slipstream for these devices was lead from
the facility through a heated filter and a heated hose (both 180 ◦C) directly into 4 chilled
impinger bottles, wherein the gas passed through an equal mixture of isopropanol and a
0.30 kg kg−1 sulfuric acid aquatic solution for tar removal. Afterwards the gas was lead
through an impinger bottle with a 0.15 kg kg−1 sulfuric acid aquatic solution at ambient
temperature to capture evaporated isopropanol. By these means, tars were removed to
prevent damage to the analytical equipment, but due to the low pH value of the solution,
H2S and COS remained in the gas.

The continuous online gas measurement was also used to measure the dry volume
flow of the syngas by a dilution method. After the candle filter, the syngas was diluted by a
known N2-stream controlled by a mass flow controller. The permanent gas concentrations
were measured before and after the dilution. The syngas volume flow was calculated from
the concentration changes.

The second sample line was used for wet chemical NH3 measurement according to
a modified VDI 3838 [38] guideline: An impinger bottle was used to absorb the gaseous
ammonia in a 1 mol L−1 H2SO4-solution. For tar and humidity removal an isopropanol
impinger bottle was arranged before the absorption solution. To avoid NH3 loss in the
isopropanol bottle, the pH value was increased by adding NaOH. The samples were
analyzed with UV-Vis spectroscopy.

The third sample line was used for tar measurement, where a heated filter and heated
hose at 350 ◦C were used. Tars were measured by extractive sampling and analysis
according to the tar protocol CEN/TS 15439 [39]. For this, a quantified volume of the
product gas was directed through cooled isopropanol washing bottles, wherein the tars
were solved and condensed. The collected isopropanol-tar samples were analyzed by two
methods as follows.

(i) In the gravimetric analysis the isopropanol is vaporized out of the sample to gain
a solvent free tar residue from whose mass the gravimetric tar concentration is derived.
According to [40] this sample covers all “heavy” tar species with a molar mass over
approximately 180 g mol−1 (phenanthrene). Also tars with lower molar mass can be
detected with this method, but with decreasing molar mass the detectability of tar species
by gravimetric analysis decreases. Very “light” species, such as benzene, toluene, and
xylene (BTX), are not detected or only to a small extend by gravimetric analysis. The
gravimetric tar concentration is particularly important to assess the amount of very heavy
tars with high boiling temperatures, that may condense easily on cold facility parts (e.g.,
gas coolers, valves) and can cause blockage and operation failure. The gravimetric analysis
is performed three times for each tar sample and a mean value was calculated. As a
novel method, elemental analysis of C, H, N, S, and Cl, as well as the heating value of the
gravimetric tar was conducted for some samples to assess its composition.

(ii) With gas chromatography (GC) analysis of the isopropanol-tar sample, actual tar
components can be individually intentified and quantified. Especially “light” species can be
detected very well. These species are partially still present after gas cooling, condensation
and possibly after gas washing and thus have to be considered for downstream equipment.
On the contrary, heavy tar species can only be detected up to a certain molar mass with
a GC, in this work this was pyrene with 202 g mol−1. Quantification of all evaluated tar
species was conducted with GC-FID by the institute of energy and process engineering of
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FAU University of Erlangen-Nuremberg with the following equipment and specifications:
Agilent GC 7890A, column CP Sil 8 CB (L = 25 m, d = 0.25 mm), temperature programme:
3 min at 40 ◦C, heating rate 4.7 K min−1 to 300 ◦C [41]. For simplification, benzene is
also considered a tar component despite the fact that it is not named as tar in most of
the literature.

Elemental and heating value analysis of fuel and gravimetric tar residues were con-
ducted by a CHN-analyzer and combustion in a bomb calorimeter with wet sampling and
ion-chromatography of S and Cl. Inorganic elemental analysis of sewage sludge ash and
limestone was done by using acid digestion with subsequent ICP analysis.

Particle size distributions were measured by sieve analysis and with a laser diffraction
particle size analyser.

2.4. Experimental Parameters

The main operation parameters for the steam-oxygen gasification process are gasifica-
tion temperature, steam to carbon ratio, oxygen ratio, weight hourly space velocity and the
bed material type.

For the choice of the gasification temperature, the following trade-off needs to be
considered: Higher temperatures lead to faster gasification reactions and thus improved
char and tar conversion but, on the other hand, can result in bed agglomeration when fuels
with low temperature ash melting behaviour like straw are used. Also, higher gasification
temperatures require more oxygen and thus reduce the overall conversion efficiency. The
used bed material, sewage sludge ash, has a rather high ash melting temperature of
1200 ◦C but it already begins sintering at about 900 ◦C [42]. Therefore, the maximum bed
temperature should be kept below that. In this work gasification temperatures from 650 ◦C
to 900 ◦C were investigated to generate insight in the temperature influence on the process.
Because of the advantages of higher gasification rates and lower tar yields, it is expected
that an industrial sewage sludge gasifier will be operated at a temperature above 800 ◦C
but below 900 ◦C, so as to prevent sintering and agglomeration of the bed.

The steam to carbon ratio, nSC, describes the ratio of the total mole flow of water, in-
cluding the fuel’s moisture, to the mole flow of biomass carbon introduced into the gasifier:

nSC =

.
NH2O,steam +

.
NH2O, moist

.
NC,fuel

(1)

Generally, higher nSC results in a reduced energetic efficiency as additional steam needs
to be introduced to the gasifier. On the other hand, low S/C ratios can reduce char con-
version and cause higher tar yields. The water-gas-shift reaction (CO + H2O H2 + CO2)
is severely influenced by the steam to carbon ratio, since H2O pushes the equilibrium to
the right side. Therefore, the H2 yield as well as the H2/CO-ratio, that is important for
downstream synthesis processes, can be increased with increasing S/C ratio.

The oxygen ratio nO2 (analogue to air ratio λ in combustion processes), often also
referred to as equivalence ratio ER, expresses the ratio of the amount of oxygen actually
used in the process to the amount of oxygen which would be required for the stoichiometric
oxidation of the fuel:

nO2 =

.
NO2

.
NO2,stoic

(2)

In a technical process, nO2 cannot be chosen independently of the gasifier’s tempera-
ture, but is a function thereof. However, due to the electrical heating of the experimental
facility used in this work, nO2 is not coupled with the gasifier temperature and hence needs
to be set by the operator. Nevertheless, in order to simulate industrially relevant conditions
within the experiments, nO2 was chosen according to adiabatic conditions. These calcula-
tions resulted in ranges of n from 0.2 to 0.3. To generate comparable conditions, the base
case of nO2 = 0.25 was chosen.
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T weight hourly space velocity, nWHSV, is the ratio of the fuel feeding rate to bed
inventory mass:

nWHSV =

.
M f uel,da f

Mbed
(3)

Therefore nWHSV is a design value that brings the fuel load and the size of the fluidized
bed reactor vessel in correlation. The nWHSV is correlated reciprocally to the fuel residence
or space time in the bed. That means, for higher nWHSV the fuel has a shorter residence
time in the bed.

The limestone additive ratio nCaCO3 expresses the mass ration of limestone additive to
sewage sludge feed.

nCaCO3 =

.
MCaCO3
.
M f uel,ar

(4)

The superficial velocity u0 in the fluidized bed was calculated by dividing the volume
flow of steam and oxygen at operation conditions by the cross sectional area Agasifier of the
gasifier (dgasifier = 0.15 m):

nCaCO3 =

.
MCaCO3
.

Mfuel,ar

(5)

The minimum fluidizing velocity umf was derived from the particle Reynolds number
at minimum fluidizing conditions Rep,mf which was calculated according to Kunii and
Levenspiel and Wen and Yu.

u0 =

.
VH2O,steam +

.
VO2

Agasifier
(6)

The experimental parameters are summarized in Table 4.

2.5. Experimental Procedure

Prior to the experiments, the gasifier was heated to the desired bed temperature with
around 7 kg of bed material, consisting of sewage sludge ash. The flows of sewage sludge,
steam and oxygen were adjusted according to the desired experimental parameters. When
the temperature and gas concentrations were steady, the experimental point commenced.
Each experimental point was held in steady state conditions for at least 30 min and mean
values for the continuously recorded data were calculated over this period. The tar and
NH3 measurements, with a duration of 20 min each, were conducted during steady state
operation conditions.

For the experiments with limestone as bed additive, a respective batch of limestone
was added prior to the experiment to set up the desired fraction of CaO in the bed. After
that, a continuous dosing of limestone with the additive ratio of 0.25 kg kg−1 (mass
limestone per sewage sludge as used) was started.
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Table 4. List of all experimental of this work with respective operation conditions.

Variation Run ϑ nSC nO2 nWHSV
.

mfuel mbed nCaCO3 u0 u0umf
−1

◦C mol mol−1 mol mol−1 h−1 kg h−1 kg kg kg−1 m s−1 -

nO2

O1 848 1.03 0.20 0.49 7.2 6.1 0 0.34 4.5

O2/ref 842 1.05 0.25 0.44 7.1 7.8 0 0.36 4.7

O3 842 1.01 0.27 0.41 7.2 7.6 0 0.36 4.8

O4 852 1.04 0.28 0.49 7.2 7.2 0 0.37 5.0

nSC

S1 852 0.59 0.24 0.52 11.3 7.4 0 0.37 5.0

S2/ref 842 1.05 0.25 0.44 7.1 7.8 0 0.36 4.7

S3 839 1.48 0.25 0.43 7.2 7.3 0 0.47 6.3

S4 849 1.98 0.26 0.54 7.0 6.8 0 0.60 8.0

ϑ

ϑ1 659 1.03 0.26 0.54 7.0 6.8 0 0.29 3.9

ϑ2 778 0.97 0.26 0.53 7.1 7.1 0 0.32 4.2

ϑ3/ref 842 1.05 0.25 0.47 7.1 7.8 0 0.36 4.7

ϑ4 894 1.03 0.25 0.50 7.0 7.3 0 0.37 4.9

ϑ with
CaCO3

additive

ϑCa1 655 1.01 0.25 0.48 6.9 5.8 0.25 0.28 3.8

ϑCa2 708 1.04 0.26 0.26 6.9 7.6 0.25 0.31 4.1

ϑCa3 770 1.06 0.26 0.29 6.8 7.4 0.25 0.33 4.3

ϑCa4 798 1.12 0.28 0.40 6.4 7.9 0.25 0.33 4.5
ϑCa5 844 1.08 0.27 0.38 6.6 8.4 0.25 0.35 4.6

ϑCa6 897 1.26 0.26 0.48 7.0 7.1 0.25 0.43 5.7

nWHSV

W1 848 1.21 0.25 0.27 7.2 12.9 0 0.41 5.4

W2/ref 842 1.05 0.25 0.44 7.1 7.8 0 0.36 4.7

W3 829 1.02 0.26 0.71 13.6 9.4 0 0.67 9.0

W4 849 0.99 0.26 1.19 7.0 2.9 0 0.34 4.5

W5 846 0.95 0.26 1.29 13.9 5.3 0 0.65 8.7

2.6. Thermochemical Equilibrium Calculations for Sulfur Capture with Calcium

The thermochemical equilibrium can be used to calculate the theoretical optimum of
the H2S and COS capture by reaction with CaO during gasification [34,43]. CaO is present
in sewage sludge ash but can also be added in form of limestone (CaCO3) bed additive.
The H2S and COS capture follows the equilibrium reaction equations [31,34,44,45]:

CaCO3 CaO + CO2 (7)

H2S + CaO CaS + H2O (8)

COS + CaO CaS + CO2 (9)

Since, in the gasifier, a reducing atmosphere is present, no CaSO4 can be formed, but
instead, CaS.

With the data from Tables 1 and 2, the molar ratio of calcium and sulfur fed into the
gasifier by the sewage sludge can be calculated:

nCa,S =

.
NCa, fuel

.
NS, fuel

(10)
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It can be seen that the sewage sludge has enough CaO present in its ash to capture all
of the sludge’s sulfur (nCa,S = 3.5 mol mol−1). However, sulfur capture can only occur until
the equilibrium concentration of H2S and COS is reached in the syngas. Since also H2O
and CO2 are part of the relevant chemical equations (Equations (4)–(6)), the total syngas
atmosphere influences the equilibrium concentrations of H2S and COS. Hence, equilibrium
calculations of the whole gasification process needed to be performed.

For this, the software FactSage 7.3, described in [46], with the database FactPS (pure
substances) including all species relevant for this gasification process was used. FactSage’s
numerical solver then calculated the product composition where the Gibbs energy is at its
minimum–the thermodynamic equilibrium:

ΔGR

!
= 0 (11)

The input masses necessary for the gasification of 1 kg sewage sludge as used together
with the gasification agents according to Tables 5 and 6 were entered into the FactSage solver.
The gasification temperature was set. All calculations were done for ambient pressure of
1 bar. The database FactPS was used. Then, the equilibrium product composition, including
the permanent gases like H2, CO, CO2, as well as H2S and COS, was calculated. From this
result, the equilibrium concentrations of H2S and COS were calculated as volume fraction
based on the dry syngas.

Table 5. Fuel input masses for FactSage equilibrium calculation for gasification of 1 kg as used
sewage sludge, ash components other than CaO were neglected.

mH2O,moist mC mH mO mN mS mCl mCaO

in kg
0.065 0.250 0.034 0.157 0.037 0.012 0.001 0.098

Table 6. Gasification agent input masses and operation parameters for FactSage® equilibrium
calculation for gasification of 1 kg as used sewage sludge.

Variation Operation Parameters Input Gasification Agent

p ϑ nO2 nSC mO2 mH2O

in bar in ◦C in mol
mol−1

in mol
mol−1 in kg in kg

ref/nWHSV 1 850 0.25 1 0.212 0.309

ϑ 1 550 . . .
1000 0.25 1 0.212 0.309

nO2 1 850 0 . . . 1 1 0...1 0.309
nSC 1 850 0.25 0 . . . 4 0.212 0 . . . 1.5

3. Results and Discussion

In this paper experimental runs investigating the influence of key operation param-
eters on sewage sludge gasification are presented. The actual operation values for these
runs are summarized Table 4.

3.1. Permanent Gases

In this chapter the influence of the operation parameters on the permanent gas compo-
sition and yields are shown. The concentration of the permanent gases H2, CO, CO2, CH4
and CxHy (C2 to C4 hydrocarbons) are given as volume fractions on a dry N2-free basis
and the permanent gas yield as dry N2-free volume in STP conditions (273.17 K, 101,300 Pa)
per mass of dry ash free sewage sludge. In addition, the water concentration is shown as
volume fraction on wet N2-free basis.
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3.1.1. Variation of Oxygen Ratio nO2

Figure 2 shows the influence of the oxygen ratio nO2 on the permanent gases at
constant temperature ϑ. With increasing oxygen ratio, the H2 concentration decreased and
the CO2 and H2O concentration increased. Also, a slight decrease of CO was observed.
This reflects the increased combustion of H2 and CO to H2O and CO2 due to the higher
oxygen supply. The CH4 and CyHy concentrations were not influenced by the oxygen ratio
in the investigated range. A rather constant value was observed for the gas yield.
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Figure 2. Permanent gas concentrations in dry N2-free basis, for H2O wet N2-free basis and dry
N2-free gas yield per dry ash free fuel at different oxygen ratios nO2 and constant ϑ.

In most experiments found in the literature, other parameters such as temperature
also varied when different nO2 were investigated. Therefore, it is difficult to compare
the trends [22,47–49]. For coal gasification in a steam-oxygen blown slightly pressurized
spouting bed at 940 ◦C [50], nO2 variation also showed increasing CO2 concentration
whereas H2 and CO were increasing until nO2 = 0.35 but then decreased with increasing nO2.
The reference connects this to increased gas yield and carbon conversion up to nO2 = 0.35
followed by constant values for higher nO2. The trend of higher yCO2 for higher nO2 in that
reference is fitting well to this work. The variation of gas yield and carbon conversion with
nO2 is significantly dependent on the fuel reactivity and temperature, which could be the
explanation for the differences between both studies.

3.1.2. Variation of Temperature ϑ

Figure 3 shows the influence of the gasification temperature ϑ on the permanent gases
for a constant nO2. With increasing temperature, the gas yield increased due to higher
carbon conversion to permanent gases. Also the H2 and CO concentration increased and
the H2O concentration decreased with increasing temperature, which is also related to an
increased fuel conversion by steam gasification. No influence was seen on CH4 and CxHy
concentrations. Similar trends were found for steam-air gasification of corn straw [51] and
sewage sludge [32] also, with regard to the N2-free basis, and similar gas concentrations
of all permanent gases were reported. Also, the temperature influence in steam-oxygen
gasification of wood is reported in literature [22] and shows similar trends compared to this
study concerning H2, CO2, and gas yield. However, differences were reported in the trend
of the CO, CH4, and CxHy concentrations, which decreased slightly with temperature in
the reference whereas in this study they slightly increased (CO) or stayed constant (CH4,
CxHy). Similar trends to this study were also obtained by steam gasification of sewage
sludge in the same gasifier operated in DFB mode [52].
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Figure 3. Permanent gas concentrations in dry N2-free basis, for H2O wet N2-free basis and dry
N2-free gas yield per dry ash free fuel for different temperatures ϑ at constant nO2.

3.1.3. Variation of Steam to Carbon Ratio nsc

Figure 4 shows the influence of the steam to carbon ratio nSC on the permanent
gases. The nSC had a strong influence on the permanent gas composition, since H2 and
CO2 strongly increased and CO decreased with nSC. This was due to the water gas shift
reaction (CO + H2O H2 + CO2) that was driven to the right side by adding steam.
Therefore also the dry gas yield rose, since water was converted to H2. The CH4 and CxHy
concentrations were mostly unaffected. Naturally, as more steam was introduced, the H2O
concentration increased with nSC. Parameter variation in steam-oxygen gasification of
wood in a comparable facility was conducted by [22] and in air-steam gasification of corn
straw by [51], where similar trends for H2, CO, CO2 and H2O were found, but other than
in this work, a slight decrease of CH4 and CxHy was reported with increasing nSC in the
reference. High CO and lower H2 and CO2 concentrations at low nSC as in this work were
also reported by [21]. For steam-air gasification of refuse-derived fuel in a rotary kiln also a
rise in gas yield with nSC was reported [53].
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Figure 4. Permanent gas concentrations for different nSC in dry N2-free basis, for H2O wet N2-free
basis and dry N2-free gas yield per dry ash free fuel.
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These results indicate, that through a higher nSC a conversion of CO to H2 and CO2
can be achieved to improve the H2-yield or to adjust the H2/CO-ratio. However, higher
nSC requires more energy-intensive steam production, so that in practice it always needs
to be considered if a higher nSC or a downstream catalytic WGS unit, which are currently
developed for uncleaned syngas [54], is preferred.

3.1.4. Variation of Weight Hourly Space Velocity nWHSV

Figure 5 shows the influence of the weight hourly space velocity nWHSV, given in mass
flow of dry ash-free sewage sludge per bed inventory mass, on the permanent gases. It
has to be mentioned, that nWHSV was changed, both, by variation of fuel throughput and
bed inventory as can be seen in Table 4. For the gases CO, CO2, CH4, and CxHy, no clear
trend was observed for different nWHSV. A slight decrease for the H2 concentration with
increased nWHSV was present, which could be related to slightly decreased water-gas-shift
reaction due to the decreasing residence time of the gas. Similar behavior was reported for
sewage sludge steam-air gasification by [15], where for a higher turnover rate, respectively
higher nWHSV, lower H2 concentrations, and no or only little change in the other permanent
gas concentrations were found.
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Figure 5. Permanent gas concentrations for different nWHSV in dry N2-free basis, for H2O wet N2-free
basis and dry N2-free gas yield per dry ash free fuel.

3.2. Tar Concentration

As described previously, tar sampling was conducted wet chemically and two sample
analysis methods were used: GC analysis and gravimetric analysis. By GC analysis 18 tar
species (named in [14]) were quantified. In the following, the GC tars are shown as ECN
tar classes [40]. The majority of the GC-detectable tars were found to be benzene, toluene,
xylene (BTX) included in the here used classes “benzene” and “ECN3”. In previous
work [36] it was found, that also unneglectable amounts of heterocyclic species, mainly
pyridine, are present in tar from sewage sludge gasification. However, pyridine was not
quantified in the GC analysis presented in this work since the used GC was not calibrated
for that.

The gravimetric analysis detects mostly heavy tars, but also inorganic components
e.g., salts from ammonia, sulfur and chlorine can be present (see previous work [14,36]).
The carbon mass fraction in the gravimetric tars was found to be around 0.5 kg kg−1, which
has to be considered when using the presented tar concentrations for calculating a carbon
mass balance.
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All concentrations are shown as tar mass per volume of dry and N2-free syngas in
STP conditions. The tar yields can be calculated by multiplying the tar concentration with
the gas yields from Section 3.1.

In the following, the influence of different operation conditions on the tar concentra-
tions are shown. In this study the influence of the operation parameters nO2, ϑ, nSC, nWHSV
is shown. The tar concentration is also significantly dependent on the catalytic activity of
the bed material e.g. in case of limestone or dolomite addition which was not subject of
this work but was investigated in literature [51].

3.2.1. Variation of Oxygen Ratio nO2

Figure 6 shows the influence of the oxygen ratio nO2 on the tar concentration. The
gravimetric tar concentration is dropping slightly with increasing oxygen ratio. This could
be related to enhanced tar oxidation. Since due to technical reasons only one GC analysis
was performed for this parameter variation, no trend can be observed.

Figure 6. Gravimetric and GC tar concentrations dry, N2-free and STP basis at different oxygen ratios
nO2 and constant ϑ.

Again, although nO2 was varied by several researchers [22,47–49], in all found refer-
ences, other significant parameters such as temperature were altered as well. Therefore,
no exclusive variation of nO2 was found in the literature. This study can thus at least shed
some light on the behaviour of gravimetric tar concentration at different nO2.

3.2.2. Variation of Temperature ϑ

Figure 7 shows the tar concentration at different gasification temperatures ϑ. At the
659 ◦C a very high gravimetric tar concentration of 98 g m−3 was measured. When the
temperature was increased to 778 ◦C the concentration drastically dropped to 31 g m−3.
With further temperature increase, the gravimetric tar concentration steadily dropped
to 27 g m−3 and 21 g m−3 for 842 ◦C and 894 ◦C, respectively. As known [55], at low
gasification temperatures, considerable fractions of the fuel are not converted into small
molecules, but form large tar molecules which are detected well by gravimetric analysis.
At higher temperatures those gravimetric tars are cracked or reformed into smaller tar
species or into permanent gases.
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Figure 7. Gravimetric and GC tar concentrations on dry, N2-free and STP basis at different gasifier
temperatures.

The total GC tar concentration was 31 g m−3 at 659 ◦C. When the temperature was
increased, the GC tars were found to be decreasing slightly but steadily to 23 g m−3 at
894 ◦C. It has to be noted that the concentration of tar species from ECN2 and ECN3 classes
decreased severely with temperature, while benzene is increasing.

In the literature, overall similar behaviour is reported [22,47,52,56–59].

3.2.3. Variation of Steam to Carbon Ratio nSC

Figure 8 shows the tar concentrations against steam to carbon ratio nSC, where a
decrease of the gravimetric tar concentration with increasing nSC was observed. This
could be due to the known [55,60] effect of higher steam concentrations on reforming
of gravimetric tars. The GC tars stayed rather constant over nSC. This corresponds well
to other gasification experiments where higher steam concentrations also reduced tar
concentrations [22,60,61].

Figure 8. Gravimetric and GC tar concentrations on dry, N2-free and STP basis at different steam to
carbon ratios nSC.

3.2.4. Variation of Weight Hourly Space Velocity nWHSV

Figure 9 shows the tar concentration against the weight hourly space velocity nWHSV.
For the gravimetric tars no clear trend was observed. It also has to be noted that the
point at nWHSV = 1.3 h−1 was conducted with a higher fuel mass flow of around 14 kg h−1

compared to around 7 kg h−1 (see Table 4) for the other points. Despite that, the tar
concentration for the points at nWHSV = 1.2 h−1 and 1.3 h−1 were found to be similar.
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Figure 9. Gravimetric and GC-MS tar concentrations on dry, N2-free and STP basis at different weight
hourly space velocities.

When comparing the two gravimetric tar concentrations lower nWHSV with the two
ones at higher nWHSV, a decrease can be seen. For the GC tars no trend is visible. How-
ever, a more comprehensive study is needed to fully assess the influence of nWHSV on
tar concentration.

In literature [15] for steam-air gasification it was reported that tar concentration
is slightly increased with higher “turnover rate” respective higher nWHSV. For steam
gasification, [56] found slightly increased gravimetric tar yields but constant GC tar yields
for increasing nWHSV which is consistent with this work.

3.2.5. Gravimetric Tar Composition and Heating Value

For some runs, the gravimetric tar sample was retrieved after the completed gravi-
metric analysis and analysed. Figure 10 shows the elemental composition of gravimetric
tars. It can be seen that the carbon mass fraction is only around 0.5 kg kg−1 compared to
up to 0.87 kg kg−1 for tar from wood [14]. Also, significant amounts of S, N, and Cl were
found in sewage sludge gravimetric tar in this study. It is therefore assumed that, when
applied for sewage sludge derived syngas, the gravimetric analysis does not only sample
typical tar species (e.g., PAH), but also salts like NH4Cl, (NH4)2CO3, and (NH4)2SO4 that
are formed from NH3, HCl, and H2S which are present in high concentrations in the syngas.
This hypothesis is supported by the measured higher heating value of the gravimetric tars,
which were found to be around 25 MJ/kg and are thus around 40% below the heating
value of a typical gravimetric tar species (e.g., naphthalene 40 MJ kg−1).

Figure 10. Elemental analysis and heating values of gravimetric tars.
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3.3. H2S and COS Concentration

In this chapter the concentrations of the gaseous sulfur species H2S and COS are discussed.

3.3.1. Variation of Oxygen Ratio nO2

Figure 11 shows the measured H2S and COS concentrations as well as the equilibrium
concentrations, calculated with FactSage® (see Section 2.6), over the oxygen ratio nO2. All
concentrations are presented in water free (wf) and N2-free basis. For oxygen ratios from
0.20 to 0.28, H2S concentrations between 2000 × 10−6 m3 m−3 and 3000 × 10−6 m3 m−3

were measured at the respective conditions of 847 ± 5 ◦C. From the measurements of this
work, it is hard to deduct a specific trend for H2S, but it can be noted that the two points
at higher nO2 show slightly higher concentrations. For COS only one measurement was
performed of 60 × 10−6 m3 m−3 at nO2 = 0.2 mol mol−1.

Figure 11. Measured and equilibrium H2S and COS concentrations on dry and N2-free basis at
different oxygen ratios nO2 and constant ϑ.

The equilibrium predicts a slight increase of H2S and COS concentration with nO2.
This is related to higher feed of oxygen to the gasifier at higher nO2, leading to the formation
of H2O and CO2. This drives Equations (5) and (6) away from sulfur capture following Le
Chatelier’s principle.

3.3.2. Variation of Temperature ϑ

Figure 12 shows the H2S concentration and Figure 13 the COS concentration at dif-
ferent temperatures for cases with the reference bed material, sewage sludge ash, but also
for runs with limestone additive. Additionally, the H2S and COS concentrations in the
thermochemical equilibrium, calculated by the software FactSage® as described Section 2.6
are shown.

A strong dependence of the concentration of the two sulfur species on the temper-
ature could be observed in the experiment as well as in the equilibrium calculations. At
low temperatures high concentrations of up to 7653 × 10−6 m3 m−3 for H2S and up
to 215 × 10−6 m3 m−3 for COS were measured with sewage sludge ash as bed material.
With increasing temperatures the H2S and COS concentrations were decreasing until a
minimum was reached before the concentration increased again at higher temperatures.
This is related to the facts, that sewage sludge ash contains CaO which is can capture
sulfur through reactions Equations (5) and (6) which are exothermic and therefore fa-
vored at lower temperatures. However the calcination reaction (Equation (4)) is favored at
higher temperatures. The overlay of calcination and sulfur capture leads to the here seen
temperature dependency.
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Figure 12. Measured and equilibrium H2S concentration on dry and N2-free basis at different
temperatures ϑ.

Figure 13. Measured and equilibrium COS concentration on dry and N2-free basis at different
temperatures ϑ.

For the case with limestone additive, a similar trend was observed but consequently
lower concentrations were measured. The equilibrium has a similar trend as the experi-
ments, but shows for all cases lower concentrations, which is in agreement with the fact that
the equilibrium predicts optimal sulfur capture and thus the lowest possible concentration.
The lowest measured concentration without limestone additive was 1855 × 10−6 m3 m−3

at 778 ◦C and with limestone additive the lowest concentration was 624 × 10−6 m3 m−3 at
770 ◦C. With the limestone additive the H2S concentration could thus be reduced by around
factor 3 at these temperatures. The absolute equilibrium minimum is was calculated for
740 ◦C with 243 × 10−6 m3 m−3.

For COS similar behavior was observed, at 770 ◦C–778 ◦C the concentration for
sewage sludge ash bed is 40 × 10−6 m3 m−3, with limestone additive it is reduced to
13 × 10−6 m3 m−3, also by factor 3. The COS minimum equilibrium concentration was
calculated for 740 ◦C with 6 × 10−6 m3 m−3.

As said, with further increasing temperatures the measured and equilibrium H2S and
COS concentrations are rising again. At the reference temperature of 840 ◦C, which is also a
very common temperature to operate sewage sludge incinerators and gasifiers [62], slightly
higher concentrations of H2S with 1873 × 10−6 m3 m−3 and COS of 59 × 10−6 m3 m−3

were observed without additive. Again, the limestone additive brings a reduction. It
was noticed that, with limestone additive, the COS concentrations can be brought very
close to the equilibrium for all investigated temperatures above 750 ◦C, while for H2S, the
concentrations with additive still have some distance to the equilibrium.

In literature [34,43], similar trends of H2S concentrations over temperature in the
presence of CaO were also reported in experiments and equilibrium calculations.
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3.3.3. Variation of Steam to Carbon Ratio nSC

Figure 14 shows the H2S and COS concentrations for different steam to carbon ratios
nSC. The measured H2S concentrations increased with nSC. The lowest S/C ratio tested
was 0.6 mol mol−1 which lowered the H2S concentration to 1340 × 10−6 m3 m−3. A similar
trend was found by [34]. This follows well the trend of the equilibrium where the H2S
concentrations are increasing with nSC following Le Chatelier’s principle: With higher nSC,
more steam is introduced into the gasifier, driving Equation (5) to the left towards less
H2S capture.

Figure 14. Measured and equilibrium H2S and COS concentration on dry and N2-free basis at
different steam to carbon ratios, additionally equilibrium calculations for ϑ = 750 ◦C are showing the
best possible sulfur capture.

The measured COS concentration stayed on the same level throughout the nSC varia-
tion, whereas the equilibrium predicts a very small increase. Since steam is not present in
Equation (6), nSC has no direct effect on COS capture. However through the water gas shift
reaction, steam addition also produces more CO2 influencing the COS capture.

Additionally, the equilibrium for 750 ◦C is shown since sulfur capture is maximized at
this temperature. It can be seen that, at operation conditions of 750 ◦C and low nSC, very
low concentrations are achievable according to the equilibrium.

In literature [34,43], similar trends of H2S concentrations over nSC in the presence of
CaO were also reported in experiments and equilibrium calculations.

3.3.4. Variation of Weight Hourly Space Velocity nWHSV

Figure 15 shows the H2S and COS concentration at different fuel space velocities
nWHSV. For the measured values, no specific trend could be observed. Since the equilibrium
already assumes infinite residence time of the fuel, it cannot produce trends of the space
velocity and thus a constant equilibrium concentration is shown.

3.4. NH3 Concentration

Figure 16 shows the measured NH3 concentrations in the syngas with respect to
different operation conditions. As indicated above, NH3 was measured wet chemically.
Therefor these measurements were not performed for every experimental point. Due to the
limited points, it is not always possible to deduct a clear trend, therefore further studies
with more comprehensive NH3 analysis are needed.
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Figure 15. Measured and equilibrium H2S and COS concentration at different fuel space velocities.

Figure 16. Compilation of all conducted NH3 measurements.

For most runs, NH3 concentrations of between 4000 × 10−6 m3 m−3 and
8000 × 10−6 m3 m−3 were measured. However, for runs with lower ϑ or with higher
nSC higher NH3 concentrations of up to 15,000 × 10−6 m3 m−3 were measured.

It can be concluded that NH3 is present in considerable concentrations in sewage
sludge derived syngas, which is clearly related to the high nitrogen content in the fuel.
Other research also shows high NH3 concentration for high N-containing fuels such as
sewage sludge [14,52], manure [52], peat [26], or coal [63]. It has to be noted that steam-
oxygen gasification seams to show considerably lower NH3 concentration than steam
gasification [52] in the same facility at IFK University of Stuttgart. Literature also reports
decreasing NH3 concentrations with increasing temperature, which is in line with this
study [64].

3.5. Ash Yields and Carbon Contents

Depending on the process design, different kinds of ash streams are produced and
are usually divided in bed ash and fly ash. Carbon contained in ashes leaves the reactor
ungasified and therefore reduces the conversion efficiency of the process.

3.5.1. Bed Ash

In the used research facility as well as in some commercial sewage sludge gasifiers [65],
the bed ash is the main ash stream since granular dried sludge is used as fuel. The bed ash
is therefore also serving as bed material. Since constantly new bed ash is produced, it is
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discharged continuously over an overflow. In this work, the bed ash had a particle size
of dp,50 = 520 μm and was only slightly smaller than the used fuel (see [14] for detailed
particle distribution).

The bed ash yield per dry fuel is around 0.41 kg/kg as calculated from the difference
of the fuels ash content (proximate analysis Table 1) and the measured fly ash yields
(Table 6). The carbon content of the bed material after discharge from the reactor was
around 0.017 kg/kg at a reference gasification temperature of 850 ◦C however for lower
temperature the carbon content was found to be higher up to 0.04 kg/kg at 668 ◦C (Table 7).

Table 7. Fly ash and bed ash yields and carbon content.

run ϑ nSC nO2 nWHSV Yash,fly Yash,bed,bal GC,ash,fly GC,ash,bed

ϑ1 659 1.03 0.259 0.54 0.072 0.404 0.110 0.045
ϑ2 778 0.97 0.256 0.53 0.063 0.413 0.092 0.031
ref 842 1.05 0.250 0.47 0.062 0.414 0.085 0.017
ϑ4 894 1.03 0.254 0.51 0.059 0.417 0.047 0.006
W1 848 1.21 0.252 0.27 0.065 0.411 0.066 0.016
SC4 849 1.98 0.256 0.54 0.070 0.406 0.055 0.014

3.5.2. Fly Ash

Smaller sized fuel particles, dust produced by attrition in the bed or soot formed
by fuel conversion are entrained from the fluidized bed and are considered fly ash. As
described in Section 2.2, this fly ash is in the used research facility captured by a primary
cyclone, a secondary cyclone and a ceramic candle filter. The yields of the respective
fly ash fractions for the reference run (nO2 = 0.25, ϑ = 842, nSC = 1.05 mol mol−1) are
Yash,prim.cyclone = 0.051 kg kg−1, Yash,sec.cyclone = 0.008 kg kg−1 and Yash,filter = 0.003 kg kg−1.
It can be seen that the majority of the fly ash is separated by the primary cyclone.

In Table 7, the fly ash yield and the carbon mass fraction are shown for different
runs, wherein all respective fly ash fractions (prim. cyclone, sec. cyclone, filter) have
been cumulated. It can be seen that the fly ash yield per fuel mass is for all presented
runs between 0.059 kg kg−1 and 0.072 kg kg−1. The carbon mass fraction of the fly ash
varied between 0.047 kg kg−1 and 0.110 kg kg−1 and was found to be dependent on
gasification temperature.

3.6. Ash Main Elements and Heavy Metal Content

Table 8 shows the main elemental analysis of the ash fractions of the reference run.
It can be seen that the elemental composition for all ash fractions was similar. The major
components of the ash were calcium, silica, phosphorous, aluminium and iron. These
elements originated from the mineral content of waste water and additives for phosphorous
precipitation. Due to the high phosphorous content, the ash can be used as fertilizer if it
fulfils the respective regulations or as raw material for industrial fertilizer production.

Table 9 shows the heavy metal concentration in dry sewage sludge and the ash
fractions from the gasification experiments. Also the German legal limits for fertilizers [66]
in general and specifically for the deployment of sewage sludge as fertilizer [67] are
given. It can be seen that the used dry sewage sludge already fulfils the legal limits for all
components except Thallium. Depending on the species, the concentration of the heavy
metals in the ashes are different to those of the sewage sludge. For more volatile elements
such as Cd, Pb and Tl, the concentration in the bed ash is reduced compared to the sewage
sludge, but these elements are found again in the fly ashes with increased concentrations.
It is gratifying, that the bed ash is therefore, compared to sewage sludge, depleted of Cd,
Hg, Tl and has reduced Pb concentrations. The bed ash fulfils all legal limits except of
Nickel, however the high Ni concentrations of the bed ash are assumed to come from the
high temperature steel pipe of the reactor and are not attributed to the Ni present in the
sewage sludge. Since in industrial plants are refractory lined, the industrial ash is expected
to meet the Ni limits. The bed ash is only slightly below the Cu limit, though.
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Table 8. Ash main elemental analysis.

Bed Ash Fly Ash

Overflow Prim. Cyclone Sec. Cyclone Filter

mass fraction in kg kg−1

Al2O3 0.105 0.105 0.107 0.108
BaO 0.001 0.001 0.001 0.001
CaO 0.235 0.252 0.302 0.335

Fe2O3 0.098 0.095 0.115 0.108
K2O 0.015 0.017 0.014 0.011
MgO 0.025 0.029 0.031 0.031
MnO2 0.003 0.002 0.003 0.002
Na2O 0.004 0.004 0.004 0.003
P2O5 0.141 0.128 0.137 0.135
SO3 0.040 0.033 0.033 0.028
SiO2 0.307 0.267 0.228 0.228
SrO 0.001 0.001 0.001 0.001
TiO2 0.005 0.006 0.006 0.006

Table 9. Heavy metal concentration in sewage sludge and ash fractions, for comparison: German
legal limit. a German fertilizer law (DüMV), b German sewage sludge treatment law (AbklärV2017),
c for dry sewage sludge with 8% P2O5, d for ash with 12% P2O5,

e stricter limits for CrVI: 2 mg kg−1.

Sewage
Sludge

Bed Ash
Prim.

Cyclone
Sec.

Cyclone
Filter German Legal Limit

mass fraction of trace elements in mg/kg
As 10 38 40 86 38 40 a

Be 1 1 1 1 1 -
Cd 1.7 0.2 3.3 29 0 4 a,c/6 a,d

Co 3 29 29 41 29 -
Cr 377 828 1018 1939 828 900 a/2 e

Cu 515 865 946 1552 865 900 b

Hg 0.4 0.0 0.1 0.5 0.0 1 a

Mo 7 25 36 81 25 -
Ni 25 592 4639 6338 592 80 a

Pb 60 134 219 710 134 150 a

Sb 2 15 12 23 15 -
Se 13 43 103 217 43 -
Sn 134 75 122 195 75 -
Tl 3 <0.3 <0.3 <0.3 <0.3 1 a

V 31 52 53 64 52 -
Zn 1010 1607 1589 2291 1607 4000 b

It has to be noted, that in this study only the total value of chrome was measured, but
not CrVI for which strict limits are imposed [66]. However, from a commercial air-blown
sewage sludge fluidized bed gasifier the heavy metal concentrations of the bed ash were
reported, and the CrVI concentration was below 0.5 mg kg−1 and with that below the legal
limit [62]. From this commercial facility also very low concentrations of Cd, Hg and Tl
were reported, each below 0.2 mg kg−1, 0.05 mg kg−1 and 0.5 mg kg−1, respectively, and
Pb was reported with 20 mg kg−1. These values correspond well to the findings of this
study. The Ni concentration was reported to be much lower in the commercial gasifier,
underlining the hypothesis that, in this study, the Ni loading of the ash came from the high
temperature steel of the reactor pipe. Arsenic, at 3 mg kg−1, was reported to be much lower
in the commercial gasifier compared to this study, however there could also be differences
in the sewage sludge composition, which is not considered in [62].
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3.7. Hydrodynamic Behavior of the Sewage Sludge Ash Bed Material

Overall, the fluidization behaviour of the bed material was good during the exper-
iments. The facility was in operation with sewage for around 25 trial days with each a
gasification operation of 4 h to 8 h. In most cases the experimental conditions were varied
several times per day to investigate different experimental points. During the majority
of the experiments, stable hydrodynamical conditions were reached quickly, visible by a
constant pressure drop over the fluidized bed.

However, bed melting and agglomeration have been observed on few occasions for
operation points with low superficial fluidization velocity of u0 < 0.2 m s−1 corresponding
to u0 umf

−1 < 3 and temperatures over 850 ◦C. In these cases at the beginning stable
condition could be reached, but then a rapid temperature rise accompanied with partial
bed material melting and agglomeration was triggered by a short interruption of the
fuel supply. After that, fluidization was not possible anymore and the agglomerated bed
material needed to be removed from the reactor. Such short fuel supply interruptions
also occurred at other operation points with higher fluidization velocity, but no negative
effect was present there. Leading to the explanation, that after the fuel supply interruption
the endothermic effect of the fuel conversion ceased and the further supplied oxygen
could exothermally oxidize char and reduced metals (e.g., FeO) in the bed. Due to the low
fluidization velocity, the bed was poorly mixed and therefore the temperature could rise
above the ash melting temperature locally at the gasifier bottom. The authors therefore
advise to always ensure a good bed material mixing by maintaining sufficient fluidization
velocity of u0 umf

−1 >> 3. However, it is likely that this problem was more prominent in
the small electrically heated research reactor than in a bigger industrial facility.

3.8. Carbon Balance

Figure 17 shows the carbon yields for different gasifier temperatures. On the left
y-axis, the carbon yield in tars, in bed ash and in fly ash is shown. On the right y-axis, the
carbon yield in the syngas main components (CO, CO2, CH4, CxHy) as well as the total
sum of all measured carbon yields is depicted.

The carbon yield in tars was calculated as sum of carbon in gravimetric tars as mea-
sured from gravimetric tar concentration (Figure 7) and its elemental analysis (Figure 10)
as well as the carbon in benzene, toluene and xylene (ECN3 in Figure 7) taken from the GC
analysis. This approach adds the light tars to the gravimetric tars to represent a total tar
amount. The carbon yield in tars decreased with temperature, since the tars are thermally
cracked at higher temperatures.

The carbon yield in bed ash and fly ash decreased with increasing temperature since
more char was gasified, e.g., by the water-gas reaction at higher temperatures due to faster
reaction rates.

Figure 17. Carbon balance: Yield of carbon in syngas, tar, bed ash, fly ash and total sum for different
gasifier temperatures.

32



Appl. Sci. 2021, 11, 579

The carbon yield in the syngas main components increased with temperature, since at
higher temperature more char and tar is converted to gases such as CO, CO2, and CH4.

The total carbon yield sum for all shown carbon points are close to 1 kg kg−1, which
means that almost the same amount of carbon was found in the products than introduced
with the sewage sludge.

4. Conclusions and Outlook

This work offers a comprehensive experimental study of the steam-oxygen gasifica-
tion of sewage sludge for synthesis gas production in a 20 kW fluidized bed plant. The
experimental results can be utilized for process design and to set-up and validate a gasifier
model, since product gas, char, tar and impurity yields as well as their dependencies on
the operation conditions are presented.

Since the gas yield was enhanced and the tar yield decreased with increasing gasi-
fication temperature it can be concluded, that the gasification temperature should be
chosen as high as practically feasible (i.e., 850 ◦C to 900 ◦C) taking into account the ash
melting behavior.

The H2/CO-ratio can be controlled by altering the steam to carbon ratio nSC as steam
promotes the water gas shift reaction. It could be shown that the H2/CO-ratio could
be tailored to 2 (e.g., for methanol or DME-production) or 3 (for methanation) with a
reasonable range of nSC.

In the investigated process, the majority of the ash is received as bed ash. Hazardous
cadmium, mercury and thallium, contained in the sewage sludge, is evaporated in the
gasification process, therefore the bed ash was found to be free of or very lean in those
elements, which is beneficial for the ash application for fertilizer production. Since the
sewage sludge ash contains calcium, the majority of the sludge’s sulfur is bound in the bed
ash. By adding limestone to the gasifier this sulfur capture is enhanced and the H2S and
COS concentrations in the syngas are lowered.

Overall, the steam-oxygen gasification proved to be an efficient and technically feasible
process for sewage sludge treatment. The process can play a role in closing the loop for
carbon by converting the organic fraction of sewage sludge to carbon-containing bio-fuels
or chemicals as well as in closing the loop for phosphorous that can be recovered from the
heavy metal lean ash. Therefore, in future, this process can be considered as an alternative
to fluidized bed incineration.
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Abbreviations
au as used
daf dry ash free
CHP combined heat and power plant
DME dimethyl ether
ER Equivalence ratio, synonymous to oxygen ratio nO2
fc fixed carbon
FID flame ionizing detector
GC gas chromatography
SNG Substitute Natural Gas
vm volatile matter
wf water free

Symbols

A m2 cross sectional area
Arp - Archimedes number of particle
Ctar g m−3 tar mass per volume of dry and N2-free gas in STP conditions
dp μm particle size
Gj kg kg−1 mass fraction of element j in solid sample
m kg mass
.

m kg h−1 mass flow
N mol substance amount
.

N mol h−1 mole flow
nCa,S mol mol−1 molar ratio of calcium feed to sulfur feed
nCaCO3 kg kg−1 limestone additive ratio
nO2 mol mol−1 oxygen ratio
nSC mol mol−1 steam to carbon ratio
nWHSV h−1 weight hourly space velocity of dry ash free fuel in bed
Rep,mf - Reynolds number for particle at minimum fluidizing condition
u0 m s−1 superficial velocity
umf m s−1 minimal fluidization velocity

Ygas m3 kg−1 gas yield (volume of dry and N2-free gas in STP conditions per mass of dry
ash free fuel)

yj, m3 m−3 gas concentration (volume fraction)
ΔGR kJ mol−1 Gibbs reaction enthalpy
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Abstract: In line with the requirements of the circular economy, the European Union’s waste man-
agement legislative changes also concern the treatment of sewage sludge. Although sewage sludge
production cannot be prevented, its quantities may be reduced by the synergetic effect of energy
recovery via choosing a proper technology. Sewage sludge is difficult to apply as fuel alone, because
of its high moisture and ash content. However, its energy use will be increased by adding suitable
waste materials (different types of plastics, waste tires and paper rejects). Most recently, the thermal
utilization of sewage sludge via incineration or pyrolysis has grown in importance. This article
describes the fuel parameters of particular waste materials and of their blends with sewage sludge in
connection with laboratory-scale thermal decomposition in an inert atmosphere, for their potential
use in a semi-pilot plant pyrolysis unit. For pyrolytic application, the results of thermogravimetric
analysis are needed in order to know the maximal temperature of thermal decomposition in an inert
atmosphere, maximal mass losses, and weight loss rates. The samples of different thermoplastics
mixed with sewage sludge, and low-density polyethylene blends with sewage sludge, had the lowest
residual masses (70–74%) and the highest weight loss rates (11–19%/min). On the other hand, the
blend of polyester rejects from tire processing, paper rejects and sewage sludge had the second
highest residual mass (60%) and the lowest weight loss rate (3%/min).

Keywords: sewage sludge; plastics; waste blends; thermogravimetric analysis; pyrolysis

1. Introduction

The large quantities of waste and waste packaging produced by consumer society
are a risk factor for both human health and ecosystems. During waste production and its
disposal, secondary substances may escape into the environment, the constituents of which
may be contaminated. The substances contained in waste and packaging can enter the
human body through the food chain, and thus negatively affect human health [1,2].

In the Czech Republic (an EU country with 10 million inhabitants), the annual produc-
tion of corporate waste has been around 22 million tons. In terms of the origin of this waste,
a constant trend can be observed in the increasing production of waste particularly by
companies engaged in the treatment, collection, and processing of industrial or municipal
waste. This includes waste from municipal waste treatment facilities and wastewater
treatment plants (so-called secondary waste). However, these materials are not perceived
as waste only, but represent secondary raw materials due to their energy potential. At
present, the key waste management trend is to move towards a circular economy [3],
product reuse, recycling, and the conversion of waste to energy [4], instead of mining
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and the additional landfills that lead to the issue of land scarcity [4,5]. Beside the EU
waste policies that restrict landfilling (99/31/EC on the landfill of waste) while promoting
waste prevention, minimization, and recycling, legislation also focuses on the treatment of
sewage sludge—91/271/EEC on urban waste water treatment, and 86/278/EEC on the
use of sewage sludge in agriculture [6–8].

Sewage sludge (SS) is an unavoidable waste arising in connection with wastewater
treatment. In the EU, the production of SS dry matter per capita is estimated to be 90 g per
day [9], meaning that the current annual production of sewage sludge dry matter exceeds
12 million tons. It can be expected that with a growth in the population, and pressures on
the construction of new wastewater treatment plants (WWTPs), the production of SS will
soar. The development of SS production in tons of dry matter in the Czech Republic, and a
comparison of the development in SS disposal in a percentage ratio, in the years 2009–2018
are shown in Figure 1 below.

While a similar trend has been observed in several other EU countries due to stricter
registrations or new regulations, Figure 1 implies that the total production of SS in the
Czech Republic is growing. As a counter-measure, most SS has been applied directly,
particularly in land reclamation projects. On the other hand, the quantities of composted
SS are likely to continue to fall due to the stricter requirement for compost sanitization.
Most recently, the “thermal utilization” of SS from WWTPs via incineration or pyrolysis has
grown in importance, and this area is expanding due to the currently tightening legislation.
Pyrolysis is considered advantageous for the decomposition of organic pollutants, the
neutralization of pathogens, the reduction of waste, the application for a wide range of
products, and significant energy recovery [10].

Figure 1. Proportional comparison of sewage sludge disposal in the Czech Republic in the years 2009–2018, modified
according to [11].

Referring back to the circular economy principle, and trends for reducing waste, it
must be emphasized that the formation of SS cannot be prevented. Besides excess biomass
from biological treatment, SS contains heavy metals and drug residues. Research is heading
towards solutions regarding the choice of SS disposal technologies to reduce its quantity,
while maximizing its energy potential [12]. However, this shows that SS is difficult to use
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on its own as fuel, due to its high moisture content [13–15]. After dewatering (depending
on the equipment used—filter presses, centrifuges, etc.), the SS dry matter can range from
15 to 32 wt. %. The calorific value of such SS is very low. The calorific value of dried SS is
comparable to brown coal or wood biomass in terms of energy content [16–18]. The low
heating value of SS dry matter is 17–18 MJ/kg for raw SS, 14–16 MJ/kg for activated SS,
and 8–12 MJ/kg for stabilized SS [19].

Therefore, we assume that with mixing SS with other waste materials (various types of
plastics, waste tires, and paper rejects), the energy use of SS will increase. When preparing
alternative fuels via the synergetic disposal of waste, it is advisable to concentrate on
the disposal of waste occurring in large quantities, as well as to select waste materials
originating close to the source, so as to eliminate transportation, storage, and handling
costs. Further, indicative calorific values of the original waste products are summarized.

Plastic waste can be converted into valuable fuels [20,21]. Plastics meet the require-
ment of widely used packaging materials. These materials are also suitable for handling
and transport, and their material properties allow for easy molding. Plastics are poly-
meric substances that can be divided into two main types. First, those that soften when
heated are called thermoplastics, which account for 80% of plastics currently in production,
e.g., high-density polyethylene (HDPE), low-density polyethylene (LDPE), polyethylene
terephthalate (PET), polypropylene (PP). The second type of plastics that harden when
heated are called thermosets [22]. In terms of energy potential, the high heating value of
plastics is 46.5 and 44 MJ/kg for PE and PP respectively, and 22.8 MJ/kg for polyester (PES)
fibers [23,24].

The remaining waste materials used for the experiments were used tires and paper
rejects. Used tires account for a significant share of all rubber waste. The high heating
value of tires is similar to that of black coal (30 MJ/kg) [25]. The paper and pulp industries
create large amounts of solid waste and wastewater that have to be treated. The methods
for converting paper mill waste into energy are discussed [26]. As for the energy potential
of paper, its low heating value is 14.11 MJ/kg [27].

It is necessary to find technical solutions that will enable the efficient management of
the described waste in order to reduce environmental pollution and meet the requirements
of the circular economy [28]. One of the technologies available to deal with these types
of waste is pyrolysis. A number of articles have focused on the co-pyrolysis of sewage
sludge with other types of feedstocks, such as agricultural waste [29,30], wood waste [31]
or lignite [32]. The aim of this article is to describe the energy parameters and simulate
the thermal decomposition at the laboratory scale of individual waste materials and novel
blends (i.e., different types of waste plastics, paper rejects and polyester waste from tire
processing) with SS in an inert atmosphere. This research is important for learning about
the discrete processes taking place during pyrolysis, and how the composition of different
waste blends changes. Appropriately selected waste blends will be further tested in a
semi-pilot plant pyrolysis unit for their energy recovery.

2. Materials and Methods

2.1. Description and Physical Appearance of Input Waste

The photographs of all samples, i.e., raw sewage sludge and input waste, are shown
in Figure 2. The description and physical appearance of the input waste are as follows:

• 1, 2—SS—sewage sludge from the municipal wastewater treatment plant, which is
anaerobically stabilized, blackish-brown in color, lumpy, with an earthy odor, and
very wet. The projected WWTP capacity is 207,000 PT (population total), and HRT
(hydraulic retention time) is in the range of 26–32 days depending on temperature;

• 3—LDPE—recycled LDPE from separated collection and sorting lines. This material
was wet during processing. It is a flexible (even soft) material, but it is also tough and
hard to grind;

• 4—TP—a mixture of crushed sorted hard thermoplastics. Colored materials (mixture
of PP and PE) have a low weight, are tenacious and strong, and are easy to grind;
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• 5—RDF—polyethylene foils, bags and sorted municipal solid waste (MSW) without
PET and hardened plastics. This material was rather wet, contained impurities (clay
etc.) and was hard to grind due to its consistency;

• 6—PES—polyester waste (PES) from tire processing contains crushed pieces of tire
(styrene–butadiene rubber) and PES textile fiber in the form of small fluffy clumps
up to 20 mm in size. It is a loose, non-sticky material that is easy to handle and has a
grey color;

• 7—PR—paper rejects with a composition of paper and plastic in the ratio of 50:50.
It consists of small plastic particles and paper pulp (cellulose). These fibers are simply
bonded under pressure to form solid shapes, and have medium humidity and a light
brown color.

Figure 2. Consistency of 1—raw SS (moisture 72 wt. %) and visualization of waste inputs: 2—dry
SS (sewage sludge), 3—LDPE (low-density polyethylene), 4—TP (thermoplastics (non-specified)),
5—RDF (residual derived fuel), 6—PES (polyester), 7—PR (paper rejects).

2.2. Waste Blends Preparation

Six waste materials were selected for experimental tests. The high and low heating
values were measured for each waste blend (55 in total). These values were key param-
eters for the selection of suitable waste blends for the further study of thermochemical
conversion processes. Information on the average dry matter or moisture and bulk density
of selected waste materials is summarized in Table S1. Specifically, these were sewage
sludge from a public wastewater treatment plant (SS), low-density polyethylene rejects
(LDPE), non-specified thermoplastics (TP), solid residual fuel (RDF), polyester rejects from
tire processing (PES), and paper rejects (PR). All the above parameters were measured
according to the standards [33–35]. Except for SS, all materials were ground to a fraction
<2 mm on a laboratory mill IKA MF 10 basic (IKA®-Werke GmbH & Co. KG, Staufen,
Germany). From each of the individual materials, two and three mixtures were formed
together with SS. In total, 55 waste blends in various volume ratios were prepared.

Because SS has an average moisture content of about 72 wt. %, this moisture level was
an advantage for mixing with other types of waste. SS served as a binder for individual
components. The first “binder tests” were aimed at forming granular mixtures being pre-
pared in volume and weight ratios, respectively. After weighing the individual components
of the mixtures, the waste blends were then mixed on a laboratory mixer HOBART—HSM
10 (HOBART GmbH, Offenburg, Germany). The blends were then spread on the surface
and freely dried in the laboratory at room temperature for 1 week.

The dry matter or moisture of the blends were always measured after their preparation
and after a week of drying. Then, gross and net calorific values and other parameters
were determined. From 55 experimental blends, 8 blends were selected on the basis of
the highest measured values of gross and net calorific values. In addition, 4 were double
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blends and 4 were triple blends. The individual ratios, the combinations of waste materials,
the moisture and dry matter, and the gross and net calorific values of selected mixtures are
shown in Table S2.

The description and physical appearance of waste blends are shown in Figure 3.

 
Figure 3. Visualization of 8 selected experimental waste blends (1—3RDF:SS:PR, 2—3PES:SS:PR,
3—4LDPE:SS, 4—4LDPE:2SS:PR, 5—6LDPE:SS, 6—3LDPE:SS:PR, 7—RDF:SS, 8—3TP:SS).

1. The 3RDF:SS:PR blend was light brown in color with a slight odor. The material
was light.

2. The 3PES:SS:PR blend was grey with a slight odor. The material was not compact.
It consisted of separate pieces of rubber and fluffy PES fibers mixed with sludge.

3. The 4LDPE:SS blend had a good structure. It was slightly damp. LDPE formed a
compact mass with sewage sludge.

4. The 4LDPE:2SS:PR blend was well workable and was light black in color. It was
slightly damp. Small pieces of LDPE can be seen in the mixture. LDPE formed a
compact mass with sewage sludge.

5. The 6LDPE:SS blend was rather dry and did not form a compact mass. Due to the
large proportion of LDPE, small colored pieces were visible in the mixture. The
mixture was blackish brown in color with a musty smell.

6. The 3LDPE:SS:PR blend was rather dry and did not form a compact mass. The
mixture was dark brown in color with a slight odor.

7. The RDF:SS blend was very moist with a strong odor. The mixture was hard to mix
together. The individual grains stuck together and formed a lumpy structure.

8. The 3TP:SS blend was very moist with a slight specific odor. The discrete grains stuck
together and formed a lumpy structure.

2.3. Analyses of Physical Properties
2.3.1. Proximate Analysis

The moisture, ash, fixed carbon and volatile matter were analyzed.
Total moisture: Raw samples (approximately 50 g) were dried at 105 ◦C in a laboratory

dryer and weighed, and the moisture content was calculated [36].
Moisture of analytical samples: Analytical samples (2 × 1 g) were dried in glass

weighing bottles in a laboratory dryer at 105 ◦C, then weighed, and moisture content was
calculated [37].

Determination of ash content: Analytical samples (2 × 1 g) were annealed in ceramic
dishes in a laboratory oven at 550 ◦C and weighed, and ash content was calculated. The
content of combustible matter in the sample was calculated [38].
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Determination of volatile combustible matter content: Analytical samples (2 × 1 g)
were annealed in a crucible with a lid in a laboratory oven at 900 ◦C, then weighed, and
volatile combustible matter content was calculated [39].

2.3.2. Ultimate Analysis

The carbon, hydrogen, nitrogen and sulfur in the samples were determined using an
analyzer LECO CHN628 (LECO Corporation, St. Joseph, MI, USA) with the additional
module 628 S (LECO Corporation, St. Joseph, MI, USA). The principle of C, H, and N
determination is based on the combustion of the sample in an oxygen atmosphere at 950 ◦C,
and then measuring the concentration of CO2 and H2O in the burned gases using the
IR detector, and of N2 using the thermal conductivity (TC) detector [40]. The sulfur is
determined by burning the sample in an oxygen atmosphere at 1350 ◦C and measuring the
SO2 concentration in the burned gases using an IR detector [41]. The oxygen content in fuel
was calculated, Od = 100-ashd-Cd-Hd-Nd-Sd (in percentage, d means in dry matter) [42].

2.3.3. High and Low Heating Values (HHV, LHV)

The gross calorific value (high heating value; HHV) of the fuels was determined by
setting the calorimetry with the calorimeter LECO AC600 (LECO Corporation, St. Joseph,
MI, USA) [43]. The principle of the method is based on the combustion of the sample in
the form of a bomb of calorimeter, and measuring the increase in the temperature of the
water bath with a calorimeter. The net calorific value (low heating value LHV) of the fuels
was calculated.

2.4. Thermogravimetric Analysis

Thermogravimetric (TG) analysis was performed with the analyzer STA 449 F1
Jupiter (Netzsch-Gerätebau GmbH, Selb, Germany). The TG conditions were 30–1000 ◦C,
10 ◦C/min, 100 mL/min N2 (50 mL/min purge + 50 mL/min protective), and isotherm at
1000 ◦C for 15 min (20 ml/min O2 + 50 mL/min N2 protective). An Al2O3 crucible was
used for a sample mass of 20–21 mg. TG analysis was used to determine the maximum
temperature before constant weight loss, and to determine the maximum weight loss as
information for the further pyrolysis treatment of waste blends.

2.5. Statistical Analysis

Statistical analysis was carried out using the MATLAB® software. Kruskal–Wallis tests,
Dunn’s test, Shapiro–Wilk test and Levene’s test were performed.

3. Results and Discussion

3.1. Analysis of Input Waste

The analytical results of input waste are summarized in Table S1. Bulk density was an
important parameter in waste blend preparation. The plastics, paper rejects and tire waste
ash yields were much lower than that of the sewage sludge (49 wt. %). Typical raw sewage
sludge has a high moisture content, in our case 72 wt. %, but the samples were analyzed
after drying. The SS had a low carbon content (approximately 28 wt. % in dry matter), and
a high oxygen content. There were relatively high values for nitrogen and sulfur in SS.
The nitrogen in SS has its origin in the microorganisms used for water purification. The
sewage sludge is characterized by a much lower HHV than other waste inputs, because of
the higher inorganic content and because of the high oxygen content. The composition of
SS differs within the literature; however, the authors of Refs. [44,45], for instance, showed
comparable values for the chemical composition of sewage sludge.

A higher ash content and lower HHV means less efficient fuel [46]. In Figure 4, the
highest ash content and the lowest HHV were determined for SS; on the other hand, RDF
has the lowest ash content and the second highest HHV. Mixing the plastics with SS may
improve the characteristics of oil and char derived from pyrolytic treatment [10].
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Figure 4. The HHVd (MJ/kg) and ashd at 550 ◦C (%), d means in dry matter.

Certain studied plastics, such as RDF, TP and LDPE, have higher volatile matter and
weight loss than PR, PES and SS, so there is more chance of the decomposition of volatile
matter, and in turn high oil and gas yields (Figure 5) [10].

 

Figure 5. Mass change at Tmax (%) from TGA and volatile matter Vd (%).

It is apparent from Figure 6 that the combustible matter of SS is the lowest in quantity,
while the highest amount of combustible matter with the highest C/H ratio is in TP and
PES. The C/H ratio in biomass affects the yields of char, tar, and gas [47]. A higher C/H
content means a higher production of char and a lower production of tar, and the opposite
holds for lower C/H content. A comparison with pyrolytic products is the aim of future
investigations.

3.2. Composition of Waste Blends and Results of Physical Properties of Waste Blends

The compositions of the selected and further-tested waste blends are summarized in
Table S2. The results of the proximate and ultimate analyses, and high and low heating
values, are shown herein. The International Solid Waste Association set a guideline that
specifies that the average LHV of waste should be at least 7 MJ/kg, so that it can be used
as an energy source in the pyrolysis process [48]. For all waste blends, the LHV was above
this level, and was higher than the LHV of SS (Figure 7).
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Figure 6. Combustible matter hd (%) and the ratio Cd/Hd, d means in dry matter.

 

Figure 7. The LHVd (MJ/kg) and ashd at 550 ◦C (%).

3.3. Thermogravimetric Analysis of Wastes and Their Blends

TG analysis was performed for the determination of the minimal temperature for
the maximal yield of pyrolysis products, and the maximal mass losses of wastes and
their blends.

3.3.1. Input Materials

For all samples, a typical weight loss up to approx. 100 ◦C is associated with the
removal of water from the sample during its pyrolysis decomposition. The highest decrease
is seen for the sample of sewage sludge and paper rejects, which is related to the high
moisture content (Table S1). The results for the TGA/DTG of the input waste materials are
shown in Table 1, and the TG curves of the input waste materials are shown in Figure 8.
The temperatures of maximum weight loss in the TGA experiments for the input waste
materials are shown in Figure S1.
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Table 1. Results of TGA/DTG for the input waste materials.

Inlet Material Tmax Mass Change at Tmax T1 Weight Loss Rate at T1

◦C % ◦C %/min

LDPE 998.9 88.09 479.9 26.98
RDF 999.0 85.85 469.1 11.73
TP 998.8 85.13 429.3 13.77
PR 998.9 81.55 348.1 11.85
PES 998.8 72.66 378.6 6.16
SS 998.9 53.19 325.2 1.62

Note: T1 is the temperature of highest mass loss determined from the DTG curves.

Figure 8. TG curves of input waste materials.

Sewage Sludge

For the sample of SS, (1) the first interval of decomposition was between 100 and
200 ◦C, which is related to the decomposition of sewage sludge components (biodegradable
organic material and bacterial matter); (2) the second interval was between 200 and 520 ◦C,
which related to the decomposition of organic matter (hydrocarbons between 200 and
390 ◦C, proteins, sugars, aliphatic compounds of SS between 390 and 520 ◦C); (3) at tem-
peratures above 520 ◦C, the volatile matter evaporates from the carbon residue (secondary
pyrolysis), and weight loss associated with organic matter may continue up to 600 ◦C; (4) at
temperatures above 600 ◦C, inorganic material (e.g., CaCO3, ash in SS) decomposes [10,49].
As described in a recent review [10], there is a difference in the pyrolysis product (tar and
char) yields under fast and slow pyrolysis. Slow pyrolysis generally leads to higher char
yield and lower tar yield than fast pyrolysis.

Plastics

For all samples containing plastics, a weight loss of up to 500 ◦C is typical, which is
associated with the pyrolysis decomposition of a particular plastic. The thermal degra-
dation of plastics takes place via a chain mechanism—fission reactions involving serial
and parallel reactions (individual reactions overlap) [50]. The thermal decomposition of
plastics takes place in several steps: chain radical mechanism → initiation → H-abstraction
→ beta-scission → radical recombination [51].

Thermal decomposition is related to the chemical structure and complexity of the
substance. PP decomposes at lower temperatures than HDPE due to tertiary carbons in the
polymer structure, as described by [52]. In our experiments, the plastics decomposed in the
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order PES > TP > LDPE, from lower to higher temperatures. LDPE and TP decomposed
in a narrow temperature range. For pure plastics, there should be no carbon residue [53],
which is not the case for our plastic materials.

The PES sample is characterized by the TG decomposition curve of tires [54], which
decomposes at two temperatures (361 and 410 ◦C). The first step is attributed to the
presence of natural rubber, while the second step to a blend of butadiene rubber with
styrene-butadiene rubber [55].

Paper Rejects

For all samples containing paper waste, a typical weight loss appeared at a tempera-
ture of approx. 250–350 ◦C, which is not typical for pure plastics. This proportion is greater
than the proportion of the thermal decomposition of plastics (approx. 350–470 ◦C) [56].

The residual mass was recorded in the order, from highest to lowest: SS > PES > PR >
TP > RDF > LDPE. The weight loss rate (%/min) was recorded in the following order, from
highest to lowest: LDPE > TP > PR > RDF > PES > SS. The mixing of sewage sludge with
other waste is desirable, as the mass loss should increase, as well as the weight loss rate of
the prepared waste blends.

The temperature and weight reproducibility of LDPE are shown in Figure S2.

3.3.2. Waste Blends

The results of the thermogravimetric analysis of waste blends are not comparable with
those in the literature because they are unique and have not been reported. According to the
authors’ knowledge, the study of Zaker et al. [57] published the results of the co-pyrolysis
of sewage sludge with LDPE. Therein, the samples containing 25%, 50% and 75% mass
percentage of LDPE were tested. As is apparent, greater amounts of LDPE in the blend
mean that the TG curve is similar to the pyrolysis behavior of LDPE, which was seen in our
case. In the study of Hu et al. [58], the isothermal pyrolysis of polyethylene, paper towel
and textiles, and their mixture in a ratio of 4:1:1, was carried out in a fixed bed reactor
between 475 ◦C and 550 ◦C.

The TGA/DTG results of waste blends are summarized in Table 2. The temperatures
of maximum weight losses in the thermal TGA experiments for waste blends are shown in
Figure S3.

For all samples, a typical weight loss up to approx. 100 ◦C was associated with the
removal of water from the samples during their pyrolysis decomposition.

Sewage Sludge

For all samples containing sewage sludge, a gradual weight loss is typical, with the
greatest weight distribution up to 500 ◦C, and further thermal decomposition is visible at a
temperature of 660–670 ◦C [54].

Plastics

For all samples containing plastics, a weight loss of up to 500 ◦C is typical and is
associated with the pyrolysis decomposition of a particular plastic.

For the LDPE:SS samples (4:1 and 6:1), a TG curve of LDPE decomposition is typi-
cal [50,53] due to the higher content of LDPE in the samples; see Figure 9.

The shape of the TG curve is similar for RDF:SS and 3TP:SS samples (Figure 10).
The pyrolysis decomposition of the plastic waste mixture prevails. For hardened plastics,
pyrolysis decomposition occurs at lower temperatures (419 ◦C) than PE without hardened
plastics (462 ◦C). The sample containing hard plastics (TP) shows a sharp drop in weight in
a narrower temperature range than for the sample containing PE + RDF.

Paper Rejects

For all samples containing paper rejects, there is a typical weight loss in the tempera-
ture range of approx. 250–350 ◦C [56].
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Figure 9. TG/DTG curves of LDPE:SS in 2 different volume ratios.

Figure 10. TG/DTG curves of RDF:SS and TP:SS in 2 different volume ratios.

The TG curves of the LDPE:SS:PR samples (3:1:1 and 4:2:1) are shown in Figure 11.
The TG degradation of LDPE is dominant for these samples [50,53]. The course of the TG
curves is similar, and the residual mass is very similar. Higher humidity was observed in
the sample LDPE:SS:PR = 3:1:1 (greater mass loss up to 100 ◦C).

The TG curves for the PES:SS:PR and RDF:SS:PR samples are similar up to a tem-
perature of approx. 300 ◦C (Figure 12). The sample containing PES decomposes at two
temperatures for a temperature range of approx. 300–500 ◦C, while the RDF sample
decomposes in a narrow temperature range of 400–500 ◦C.

The shape of the TG curve of 3RDF:SS:PR is similar to the 3LDPE:SS:PR sample
(Figure 13). They also have similar weight losses at similar decomposition temperatures.
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Figure 11. TG/DTG curves of LDPE:SS:PR in 2 different volume ratios.

 
Figure 12. TG/DTG curves of PES:SS:PR and RDF:SS:PR in the same volume ratio.

Table 2. TGA/DTG results of waste blends.

Waste
Blend

Volume
Ratio

Tmax
Mass Change

at Tmax
T1

Mass
Change at T1

Weight Loss
Rate at T1

◦C % ◦C % %/min

TP:SS 3:1 998.7 74.0 418.2 67.0 10.9
LDPE:SS 4:1 998.8 73.7 473.4 72.7 18.9
LDPE:SS 6:1 998.9 70.2 474.2 67.8 16.2

RDF:SS:PR 3:1:1 998.9 64.9 459.1 32.6 6.7
LDPE:SS:PR 3:1:1 998.9 63.0 466.4 39.4 10.3
LDPE:SS:PR 4:2:1 998.8 62.2 469.5 48.1 9.9
PES:SS:PR 3:1:1 999.0 59.8 360.6 * 2.6
PES:SS:PR 3:1:1 999.0 59.8 410.2 * 39.7 2.7

RDF:SS 1.3:1 998.8 56.7 461.9 31.7 5.6
Note: * Thermal decomposition within the range 250–500 ◦C occurred at two temperatures (Figure 13
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Figure 13. TG/DTG curves of RDF:SS:PR, LDPE:SS:PR and PES:SS:PR in the same volume ra-
tios (3:1:1).

The weight loss rate (%/min) is highest in the order LDPE:SS > 3TP:SS > LDPE:SS:PR.
The lowest weight loss rate is for 3PES:SS:PR. These values are important for comparison
with future semi-pilot plant pyrolysis experiments.

3.3.3. Comparison of TG with Weight Loss at 900 ◦C (Gravimetric Analysis)

TGA showed that volatile matter was generally the most abundant component in
the sludge blends. Volatile matter on a dry basis ranged from 54.1 wt. % to 73.8 wt. %
for different sludge blends (Table S2). The volatile matter of input sewage sludge was
44.5 wt. %, which is a similar value for sewage sludge samples as was presented by Ref. [59].

The residual weight for the input waste materials at 900 ◦C from TGA was (from
highest to lowest order): SS > PES > PR > TP > RDF > LDPE. The chemically simpler the
substance, the lower the residual weight.

The residual weight for waste blends at 900 ◦C from TGA was (from highest to lowest
order): RDF:SS > 3PES:SS:PR > 4LDPE:2SS:PR > 3DLPE:SS:PR > 3RDF:SS:PR > 6LDPE:SS >
4LDPE:SS > 3TP:SS.

The weight loss in the RT–900 ◦C range measured by TGA fits within the accuracy of
the measurement (Section 3.3.1), with the weight drop measured in a muffle furnace for
input waste materials (Figure S4). There is a bigger discrepancy for waste blends (especially
for RDF:SS and 3LDPE:SS:PR). The reason is due to the inhomogeneity of waste blends
(Figure S5).

The co-pyrolysis of SS with tested waste at laboratory scale showed a higher weight
loss in the temperature range of 200–600 ◦C, so there is more chance of the decomposition
of volatile matter into high oil and gas yields [10].

3.3.4. Statistical Evaluation

Multivariate testing was used to evaluate whether TG is statistically comparable for
various ranges of temperatures. Every input material (LDPE, PES, PR, etc.) was split into
ten groups for temperatures, in the following intervals: [0 ◦C, 100 ◦C], [100 ◦C, 200 ◦C] . . .
[900 ◦C, 1000 ◦C]. Every measurement was tested separately to decide if there are significant
differences in TG for various temperature intervals. Furthermore, the same temperature
intervals were compared for different input materials. According to the Shapiro–Wilk
test, they are not normally distributed, and the even variances are not equal for all groups
(Levene’s test), meaning that the ANOVA test with post hoc Tukey HSD test could not
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be realized. Instead, a Kruskal–Wallis with pos hoc Dunn’s test was used. Applying a
Kruskal–Wallis test we determined whether the TG for different temperature intervals is
the same. The p-value was always close to zero, so we rejected the hypothesis that the
medians of all groups are equal. According to Dunn’s test we found that every neighboring
group shows no difference in terms of median values.

Moreover, the Kruskal–Wallis test was used to compare the medians for the same
temperature interval, which had the same median value between different input mate-
rials. Even in this case we always reject the null hypothesis that all medians are equal.
Table S3 displays the cases wherein the medians show no statistically significant difference
(according to Dunn´s post hoc test).

4. Conclusions

Comprehensive characterization provided concrete data for the optimization and
modeling of the pyrolysis treatment of sewage sludge and its blends with various waste
samples. Sewage sludge could be classified as a suitable feedstock for thermochemical
conversion processes, with 61.2% organic contents (mass loss between 100 and 600 ◦C)
and HHV of 11.8 MJ/kg on a dry basis. However, the HHV of sewage sludge is low,
and therefore it is suitable to mix sewage sludge with selected waste for further pyrolytic
applications, and thus achieve the synergetic effect of disposing of certain types of waste.
Waste materials (different types of plastics, waste tires, and waste paper) were selected
based on their availability to eliminate transportation, storage, and handling costs. For
pyrolytic applications, the results from thermogravimetric analyses are required in order to
know the maximal temperature of thermal decomposition in an inert atmosphere, maximal
mass losses, and weight loss rates. The residual mass was in this order, from highest to
lowest: SS > PES > PR > TP > RDF > LDPE. Furthermore, 55 waste blends were prepared
in various volume ratios. The visual comparison carried out and HHV was measured
for each waste blend, and these were key parameters for the selection of suitable waste
blends. It is apparent from the thermogravimetric analysis that all waste blends thermally
decomposed up to the temperature 500 ◦C, with the maximal weight loss rate. The residual
mass for waste blends at 900 ◦C from TGA was in the following order, from highest to
lowest: RDF:SS > 3PES:SS:PR > 4LDPE:2SS:PR > 3LDPE:SS:PR > 3RDF:SS:PR > 6LDPE:SS >
4LDPE:SS > 3TP:SS. Thermoplastics with sewage sludge (3TP:SS) and LDPE with sewage
sludge (LDPE:SS) had the lowest residual masses and the highest weight loss rates. On
the other hand, the waste blend of polyester waste with sewage sludge and paper rejects
(3PES:SS:PR) had the second highest residual mass and the lowest weight loss rate.

The conversion of input materials into oils and gases is strongly dependent on the
pyrolysis temperature, which was also confirmed by TGA/DTG analysis. Higher pyrolysis
temperatures have always led to higher gas volume yields, as observed in many previous
studies [60–62]. We confirmed that the highest average mass yield was observed during
the pyrolysis of plastics. In conclusion, the most suitable combinations of materials and
temperature from TGA for the production of pyrolysis oils and gases are the 3TP:SS and
4LDPE:SS waste blends. Further research will focus on applied pyrolysis in a semi-pilot
plant unit with analyses of outputs.
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7/11/4/1610/s1, Figure S1: Temperatures of maximum weight losses in TGA experiments for inlet
waste materials, Figure S2: TGA reproducibility of LDPE waste material, Figure S3: Temperatures
of maximum weight losses in thermal TGA experiments for waste blends, Figure S4: Comparison
of mass change measured by TGA and by the standard method in a muffle oven, Figure S5: Com-
parison of mass change measured by TGA and by the standard method in a muffle oven, Table S1:
Analytical results of input waste materials, Table S2: Analytical results of waste blends, Table S3:
Comparable groups.
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Abbreviations

EU European Union
HHV high heating value
HRT hydraulic retention time
LDPE low density polyethylene
LHV low heating value
MSW municipal solid waste
OLR organic loading rate
PES polyester
PR paper rejects
PT population total
RDF residual derived fuel (polyethylene foils, bags and sorted municipal solid waste)
SS sewage sludge
TG thermogravimetric
TP thermoplastics (non-specified)
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Abstract: Absorption refrigeration cycle is considered a vital option for thermal cooling processes.
Designing new systems is needed to meet the increasing communities’ demands of space cooling.
This should be given more attention especially with the increasing conventional fossil fuel energy
costs and CO2 emission. This work presents the thermo-economic analysis to compare between
different solar absorption cooling system configurations. The proposed system combines a solar field,
flashing tank and absorption chiller: two types of absorption cycle H2O-LiBr and NH3-H2O have
been compared to each other by parabolic trough collectors and evacuated tube collectors under
the same operating conditions. A case study of 200 TR total cooling load is also presented. Results
reveal that parabolic trough collector combined with H2O-LiBr (PTC/H2O-LiBr) gives lower design
aspects and minimum rates of hourly costs (5.2 $/h) followed by ETC/H2O-LiBr configuration
(5.6 $/h). H2O-LiBr gives lower thermo-economic product cost (0.14 $/GJ) compared to the NH3-
H2O (0.16 $/GJ). The absorption refrigeration cycle coefficient of performance ranged between 0.5
and 0.9.

Keywords: thermo-economic; aqua-ammonia; lithium bromide-water; absorption systems; design;
solar collectors

1. Introduction

Today, the substitution of traditional energy sources by renewable ones has becomes
urgently needed for the clean and sustainable development of the energy sector worldwide.
Climate change, the world’s noticeable growth in population number, and the improvement
in standard conditions of living make cooling demands to increase significantly. According
to the International Institute of Refrigeration reports, approximately 15% of total electricity
production in the world is used for refrigeration and air conditioning [1]. About 80% of the
global electricity is produced from fossil fuels, which increases the emissions of greenhouse
gases significantly [2]. Solar thermally activated cooling systems are more attractive than
the other type because of the near concurrence of peak cooling loads with the available
solar power. Taking into account the deficiency in electrical power in most developing
countries, all these previous factors make solar cooling technology a suitable and clean
alternative for a big problem. Current studies of solar thermal cooling technology should
strive to realize modern, low-cost, energy-efficient, high-temperature collectors, and to
develop a high-performance, low-temperature enabled air conditioning technology [3].
In particular, there has to be a determination to find the optimal operational capabilities
that make the optimum total performance of the device to be reached despite the apparent
specific use of high-efficiency technology. Today, absorption chillers are the most mature
technology. Therefore, solar thermal absorption cooling units might be a great option to
reduce the usage of electricity in cooling and obtain economic gains [4–6].

There are different technologies to produce cold (cooling of industrial processes,
conservation of products, air conditioning, etc.) with solar energy (and with solar thermal
energy in particular). Syed et al. [7] performed a simple economic analysis comparing
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eight different configurations of solar cooling systems. These configurations contemplated
reasonable combinations of refrigeration (ejector, compression, and absorption) and solar
electric drive (with photovoltaic collectors) or thermal drive (flat plate collectors FPC,
evacuated tube collector ETC, and parabolic through collector PTC). They concluded that
solar thermal systems using absorption refrigeration are the most economical; in particular
those with low temperature (flat collectors coupled with single-effect absorption), solar
collectors account for the highest life cycle costs in all the configurations analyzed.

In the solar thermal sector, the main technologies integrated with absorption cooling
systems are FPC, ETC, and PTC [8]. Parabolic through collectors have been analyzed in
many types of research through single impact absorption cycles. Li et al. [9] inspected
experimentally the performance of this configuration for Kunming, China, and they con-
cluded that 56 m2 of PTCs can drive H2O-LiBr absorption cycle with 6 TR cooling capacity
to serve the cooling requirements of a meeting room of 102 m2. Besides this, they analyzed
appropriate methods for improving cooling performance. In Iran, Mazloumi et al. [10]
proved that 57.6 m2 of PTC, storage tank of 1.26 m3 equipped with absorption system can
satisfyingly meet building cooling load. The system operated from 6:00 to 19:00.

Shirazi et al. [11] compared three configurations of H2O-LiBr solar absorption cooling
system with TRNSYS 17. The first one was a single effect absorption integrated with ETC.
The second and third configurations were double and triple effect systems, respectively,
with PTC. The results revealed that the use of multi-effect absorption solar cycles was not
advantageous over single-effect solar systems when the fraction of direct normal irradiation
is less than 60% of the total global solar irradiation. Furthermore, the analysis of cost results
indicated that a fraction of minimum direct normal irradiation of about 70% was required
for solar-powered multi-effect cooling systems in order to be cost-effective in comparison
to single-effect solar cooling systems.

The use of ETC to provide refrigeration in Saudi Arabia has been examined by Khan
et al. [12], and they demonstrated that the use of 116 m2 of ETC can lead to satisfying
results with 10 kW cooling capacity of NH3–H2O absorption refrigeration system.

Rajasekar et al. [13] examined a single effect NH3-H2O chiller of one KW, which was
using an evacuated tube solar collector. They deduced that the optimum coefficient of
performance (COP) was accomplished at the temperature of the generator of 83.2 ◦C and
while the evaporator temperature was 23.59 ◦C. A comparison was achieved among their
accomplished COP values with standard absorption solar cooling systems.

Flores et al. [14] compared the operation of the absorption cooling system with differ-
ent working pairs and presented a computer program to study H2O-LiBr, NH3-H2O, and
the other four pairs’ performance. They found that due to crystallization problems, the
H2O-LiBr pair operates at a small range of vapor temperature operation specifically at gen-
erator temperature of 75–95 ◦C. In the case of the NH3-H2O system, the range of generator
temperature was 78–120 ◦C. The condenser, evaporator, and absorber temperatures were
40 ◦C, 10 ◦C, and 35 ◦C, respectively, for a cooling load of 1 kW for each working pair.

Many researchers have carried out exergetic analysis studies for different thermal
solar absorption cooling systems. Gebreslassie et al. [15] studied an exergy analysis for
all components in the absorption cycle. They found that the largest exergy destruction
occurs at the absorbers and generators. In the same regard, Kilic et al. [16] utilized the first
and second laws of thermodynamics to develop a mathematical model for single stage
H2O-LiBr refrigeration cycle and they proved that the system COP increases with the in-
crease of generator and evaporator temperature, while system COP decreases as condenser
and absorber temperature increases. In the same regard, Ahmet Karkas et al. [17] carried
out energy analysis for absorption cooling cycles and states that, above 0 ◦C, the cycles of
H2O-LiBr cooling are more effective based on thermodynamics laws. Dincer et al. [18] in-
vestigated procedures of calculating the total exergy, both chemical and physical exergy for
the absorption cooling system, using the realization of a series of programming algorithms,
with the help of the correlations supplied in the Engineering Equation Solver (EES).
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Related to thermo-economics, Lu and Wang [19] analyzed economically three types of
solar cooling systems. The first one was an adsorption system integrated with ETC solar
collector the cycle employing water and silica gel as a working solution. The second system
was a single-effect (H2O-LiBr) absorption system connected by an efficient compound
parabolic concentrating solar collector. Finally, the last system was a double-effect (H2O-
LiBr) absorption cycle equipped with PTC. They deduced that the third system had the
highest solar coefficient of performance (COP). They also concluded that the cooling chiller
can be driven at an ambient temperature of 35 ◦C from 14:30 to 17:00.

In recent years, the studies that have contributed to the improvement of the perfor-
mance of absorption systems are related to hybrid absorption. Colorado and Rivera [20]
have compared various refrigeration systems by vapor compression with a hybrid sys-
tem(compression/absorption) based on the 1st and 2nd laws of thermodynamics; in the
compression cycle, they utilized R134a and CO2 as refrigerants, and for absorption cycle,
they used H2O-LiBr as an operating mixture. The hybrid system has a cascade heat ex-
changer, in this case, the condenser of the compression cycle is considered the evaporator
of the absorption cycle. The study aims to enhance the efficiency and reduce the energy
consumption in the compressor. The research results show that the hybrid system con-
sumes 45% less electricity than the simple compression cycle. Likewise, the coefficient of
performance (COP) achieved with the hybrid system was higher with R134a refrigerant.

A major benefit of the absorption cooling system is the opportunity to use different
heat sources to drive the generator of absorption. Wang et al. [21] investigated the optimal
heat sources for different absorption cooling system applications. The heat released from
the exhaust gases of boilers, internal combustion engines, and gas turbines could be utilized
as a heat source for an absorption system. Du et al. [22] constructed a prototype of a single-
stage NH3-H2O cooling system that operated with a heat discarded from a diesel engine
through an active open-pipe heating method, which was designed to provide a uniform
amount of available heat. The authors designed the heat exchanger to recover energy
discarded for a specific capacity, combining the processes of condensation and absorption
in a refrigeration unit by circulating a solution that had been previously cooled.

Finally, two latest thermo-economic comparative studies by authors in this field need
to be mentioned [23,24], which compared the use of ETC and PTC integrated with H2O-
LiBr and/or NH3-H2O absorption chiller energetically and financially. They found that,
generally, PTC in both cases (PTC-H2O-LiBr/NH3-H2O) is the best option with large
capacities and the use of (ETC-H2O-LiBr/NH3-H2O) as a next alternative.

The previous literature review states that there are a lot of investigations on thermal
absorption cooling systems field and most of them deal with LiBr-H2O or H2O-NH3
as working pairs, and that most of them used traditional absorption cycles. Numerous
ideas on thermodynamic and economic studies are being examined. In general, for each
comparative research, only one technique was investigated. In this direction, this work is
a comparative analysis of four common solar thermal cooling systems. More specifically, it
compares the use of two kinds of collectors (ETC and PTC) for the solar part and the absorption
cycles H2O-LiBr and NH3-H2O with each other under the same operating conditions.

The innovation of this work has arisen from the method of combination of solar field
and absorption cycle by using flash tank as the investigated thermal enhancement method.
To the authors’ knowledge, no article available in literature has dealt with the proposed
integration from that side, and in general, comparative researches are restricted. Therefore,
this work is innovative because it systematically presents a comparison between four
configurations. The solar cooling plant introduced in this work is suitable for medium and
high loads of cooling. This may be reasonable for coastal and tourist spots along with the
solar beam areas like the Middle East, North Africa (MENA), and Gulf regions.

The main objective of this work is to improve and compare between the various config-
uration of absorption refrigeration cycles by various solar thermal collectors. In this sense,
steady-state energetic, exergetic, cost, and design techniques of modeling are performed for
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an absorption cooling system powered by solar energy. The optimal operating condition of
the system is reported as well. The following outlines were withdrawn in this work:

• Two different types of absorption cycles in different working conditions were studied.
The selection process involved the optimum operating conditions.

• Comparison was made of two different types of solar thermal collectors when com-
bined with an absorption chiller.

• The mathematical model has been carried out in detail.
• The comparison was performed based on the terms of energy, exergy, design, cost,

and thermo-economic. Design technique of modeling has been adopted in this study.
• Based on the optimized selection, a detailed case study was performed for a cooling

load of 700~800 kW.

2. System Description

As mentioned previously, the proposed system combines two systems: a solar power
system and an absorption air conditioning (AAC) system. The solar power system includes
a thermal solar collector and flash tank. Basically, the plant is driven by solar energy.
The current proposed absorption cooling systems (H2O-LiBr/NH3-H2O) integrated with
(PTC/ETC) are displayed in Figure 1.

Figure 1. Absorption air-conditioning system integrated with solar thermal collector. (a) Parabolic trough collector PTC;
(b) Evacuated tube collector ETC [24].

Solar field loop combines a set of PTCs or ETCs. Water is employed as a working fluid.
Solar radiation is collected and concentrated on the water by solar collectors. In simulation,
solar intensity is assumed to be constant to accomplish the steady-state condition. Sub-
sequently, the water with high temperature enters the flash tank to generate steam, and
the condensed water is collected in the bottom of the flash tank and then back to the solar
collector’s field via the heat release. The AAC unit is a single-stage H2O-LiBr or NH3-H2O
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type. Flash tank steam condensation in the AAC generator results in the boiling of the so-
lution and separation of the refrigerant (water or ammonia vapor). At the generator outlet,
there is a two-phase flow. The steam phase involves the vapor of the refrigerant, which
moves forward into a condenser unit; the liquid phase is a mixture (absorbent-refrigerant)
with a low concentration of refrigerant (strong solution). Then, this solution is returned
through a throttle valve to the absorber. In the AAC condenser, heat is removed from the
refrigerant to the cooling water. The refrigerant is then throttled to fulfill the required
temperature at the evaporator in which the chilled water acquires its low temperature
needed for the cooling application. Besides this, the heat transfer results in a change in the
thermodynamic state of the refrigerant from a saturated mixture of liquid and vapor to
superheated vapor. The evaporated refrigerant is cooled, condensed, and mixed with the
LiBr or water in the absorber forming a dilute solution. The refrigerant-absorber mixture
causes an exothermic reaction, whereby the heat released in this process is discharged from
the solution to the other stream via cooling water delivered from the secondary cooling
system (air or cooling tower). The absorption process results in a mass flow of diluted
solution leaving the absorber. Finally, the dilute solution is pumped back to the generator
and so on. To enhance the AAC performance, strong and weak solutions exchange heat
through a liquid-liquid heat exchanger. The utilization of the economizer increases the
coefficient of performance (COP) by reducing heat released into the absorber and heat
delivered to the generator. COP of a single effect system is defined as the relationship
between the heat flow eliminated in the evaporator (cooling capacity) vs. the heat flow into
the generator and the energy consumption of the pump. The single effect is represented
by the basic absorption cycle, half effect, double effect, triple, and multi-effect absorption
cycles. The term “effect” refers to the times that the driving heat is used by the absorption
system, and the number of generators refers to the number of effects.

3. Methodology, Design Development Software, and Assumptions

The design of an absorption air conditioning cycle (AAC) requires a considerable
amount of calculation. This makes it an extremely complex, cumbersome, and time-
consuming process. That is why we chose to use software that facilitates it. MATLAB
is a powerful software package for scientific computing, focusing on numerical calcula-
tions, matrix operations, and especially the applications of science and engineering. It
can be used as a simple matrix calculator, but its main interest lies in the hundreds of
functions—both general purpose and specialized—that it has, as well as its possibilities for
graphic visualization.

In this work, the four configurations proposed model was coded in the MATLAB
program, which allows you to establish a numerical method for solving the proposed
model and makes it possible to solve the mathematical model of the simulator and provide
the obtained results. Since it is a platform that allows making sequences of mathematical
calculations, it is possible to model physical phenomena in the form of equations. In
order to build the simulator, it is necessary to enter the equations with their respective
nomenclatures and establish the criteria to be followed for the resolution of the sequence of
steps. The origin of the physical characteristics is taken from the NIST chemistry book on
their website [25]. More information about the optimization techniques considered in this
work is given in Refs. [23,24], to minimize techno-economic costs. Table 1 shows param-
eters considered for the simulation of the four different system proposed configurations.
In simulation, solar intensity is assumed to be constant to accomplish the steady-state
condition. In all the absorption cycles, the energy input was used in the form of steam.
For the thermodynamic, exergetic, and cost analysis, the equations that were applied are
described in the following sections.
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Table 1. Design data for the solar absorption system configurations [24].

Unit Process Assigned Data Calculated Data

Absorption air-conditioning
cycle (AAC)/(ETC/PTC)

� Solar radiation: 500 W/m2

� Ambient temperature: 25 ◦C
� Average relative humidity: 15%
� ETC top temperature: 100–200 ◦C
� PTC top temperature: 200–300 ◦C
� Absorber temperature: 30–35 ◦C
� Generator temperature: 80–90 ◦C
� Condenser temperature: 40–45 ◦C
� Hot air temperature: 35 ◦C
� Target cooled air temperature: 20 ◦C
� Evaporator temperature: 5–10 ◦C
� Cooling load: 176–700 kW (50–200 TR)
� Condenser effectiveness: 80%
� Fan system efficiency: 85%
� Pumping system efficiency: 75%
� Plant life time: 20 years
� Interest rate: 5%
� Load factor: 90%
� Specific electric power cost: 0.065 $/kWh
� Water steam is the solar field working fluid

Solar Field:

� Solar field top pressure, bar
� Solar field pressure loss, bar
� Total solar field area, m2

� Solar field thermal load, kW
� Number of solar collectors, #
� Solar field mass flow rate, kg/s
� Solar field inlet temperature, ◦C
� Efficiency, %
� Exergy destruction, kW

Flash Tank:

� * Flash tank design data
� Total mass flow rate, kg/s
� Dryness fraction, %
� Flash tank water flow rate, kg/s
� Steam flow rate, kg/s
� Exergy destruction, kW

AAC Unit:

� Weak & strong solutions, kg/s
� * Design data
� Thermal power, kW
� Total cycle flow rate, kg/s
� Generator power, kW
� Cooling fan power, kW
� Coefficient of performance (COP)
� COPmax
� Relative performance
� Exergy destruction, kW

Pump:

� Power, kW
� Outlet temperature, ◦C
� Exergy destruction, kW

Cost & Performance:

� Units hourly costs, $/h
� Total hourly costs, $/h
� Total power, kW
� LPC, $/kWh
� Thermo-economic cost, $/GJ
� Total exergy destruction rate, kW

Notes:

� Data are run out based on steady-state operating conditions.
� Ambient temperature is fixed as 25 ◦C for all process runs.
� Solar radiation is fixed at 500 W/m2.
� * Design data means area, length, width, etc.

4. Mathematical Model

The studied system components are modeled and simulated depending on both first
and second laws of thermodynamics. As a first step in modeling this system, the study is
implemented depending on steady state basis at a constant value of solar radiation intensity.
An explanation of the mathematical model of each part is clarified in the following sub-
sections.
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4.1. ETC Modeling

An immediate efficiency of the ETC solar collector can be calculated by the solar
irradiance, average collector temperature, and environmental temperature based on its
characteristic curve. For ETC, the curve adopted is specified by Equation (1) [26,27].

ηetc = ηo − a1

(
To − Tamb

Is

)
− a2

(
To − Tamb

Is

)2
.Is (1)

where, ηetc is the ETC efficiency, ηo = 0.665, a1 = 2.9 W/m2. ◦C, a2 = 0.0019 W/m2. ◦C2,
Is is the solar flux (W/m2), To is the exit top temperature of the collector (◦C), and Tamb
(◦C) is the ambient temperature. The thermal load of the collector Qth (kW) is calculated
according to Equation (2).

Qth = M.
col × Cp × (To − Ti) (2)

where, M.
col is the mass flow rate in kg/s.

The total surface area of the collector At(m2), is calculated from the equation of the
energy balance of the collector as a dependency of the efficiency using:

At =
Qth

ηetc × Is
(3)

The aperture area of the ETC module Aetc, m2, can be calculated as:

Aetc = Dt × Lt × NOT (4)

where, Dt and Lt is the diameter and length of the tube in (m), respectively, and NOT is
the tube numbers of each module. The total number of ETCs, NOC could be estimated
from the following relation:

NOC =
At

Aetc
(5)

The loops number NOL, area of the loop Aloop, and the length of each loop, Lloop
could be computed by allocating the hydraulic mass flow rate M.

hyd, kg/s.

NOL =
M.

col
M.

hyd
(6)

Aloop =
At

NOL
(7)

Lloop =
Aloop

Lt
(8)

4.2. PTC Modeling

For the medium-high temperature of PTCs, the relevant efficiency can be found in
Equation (9) [27]:

ηptc = ηo − a11(To − Tamb)− a21

(
To − Tamb

Is

)
− a31

(
To − Tamb

Is

)2
(9)

where, a11 = 4.5 × 10−6 1/ ◦C, a21 = 0.039 W/m2. ◦C, a31 = 3 × 10−4 W2/m2. ◦C2, ηo = 0.75.
The thermodynamic performance of a PTC is expressed as:

ηPTC =
Qu

APTC × Is
(10)
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where, ηPTC is the collector thermal efficiency; Qu is the useful thermal power (W); APTC
is the aperture area of the collector (m2); and Is is the solar radiation (W/m2). Modifying
Equation (10) results in Equation (11):

APTC =
Qu

ηPTC × Is
(11)

The ground area necessary for solar collector implementation, however, is larger than
the collector’s aperture area. This value ranges from about three to four times the collector’s
aperture area, due to the space between the collectors in addition to the space needed for
the pipes and other system accessories. The useful thermal energy of the collectors can
exist according to the following relationship:

Qu = M.
col × Δho−i (12)

Here, Δh is the enthalpy difference of through collector in kJ/kg, and M.
col is the mass

flow rate in kg/s. The total length of PTC, LPTC is then calculated depending on the width
of the collector Wc (m) and the diameter of the glass envelope Denv (m):

LPTC =
APTC

Wc − Denv
(13)

By identifying the total mass flow rate, which is estimated based on the load of the
boiler heat exchanger, and assigning a hydraulic mass flow rate to be the input, the entire
number of loops Nloop, area of the loop Aloop, the width of the loop Wloop, and the solar
PTC’s number (NPTC′s) are calculated as follows:

Nloop =
M.

col
M.

hyd
(14)

Aloop =
APTC
Nloop

(15)

Wloop =
Aloop

Lm
(16)

where, Lm (m) is assigned as the length of the module.

NPTC′s =
APTC

Lm(Wc − Denv)
(17)

Overall pressure drops Ptloss are determined based on the major and minor drops over
the length of the field. The general loss-equation is carried out as follows [28,29]:

Ptloss = Nloop × ΔPloop (18)

where,

ΔPloop =
32 × f × Lloop × M.

hyd
2

ρ × π2 × Dt
(19)

Dt is the inner tube diameter(m).

f = [(1.82 × log Re)− 1.64]−2 (20)

Re = 4 ×
M.

hyd

μ × π × Dt
(21)
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4.3. Flash Tank Modeling

The design parameters of the cyclone flash tank have been derived in the follow-
ing manner:

Tank inlet and outlet tube steam area Ati is determined according to the velocity of
steam Vst, m/s, and the density of vapor ρv, kg/m3:

Ati =
Mst

ρv × Vst
(22)

Tube diameter Dt (m):

Dt =

(
Ati × 4

π

)0.5
(23)

Height of flash tank Hf st (m) [29]:

Hf st = 7.15 × Dt (24)

Flash tank width Wf st (m):
Wf st = 3.5 × Dt (25)

Flash tank total volume Vol f st (m3):

Vol f st =

(
Pi
4

)
× Wf st

2 × Hf st (26)

The flashing enthalpy h f sh equals the fluid enthalpy that comes from the solar collector
hcol , kJ/kg:

h f sh = hcol (27)

The flashing dryness fraction X f sh is used to quantify the amount of water within
steam and it is estimated depending on the enthalpy of flashing h f sh, liquid enthalpy h f ,
(kJ/kg), and dry vapor enthalpy hg (kJ/kg):

X f sh =
h f sh − h f

hg − h f
(28)

The total mass flow rate Mtotal (kg/s) and non-vaporized water Mw (kg/s) were
calculated using Equations (29) and (30), respectively:

Mtotal =
Mst

X f sh
(29)

Mw =
(

1 − X f sh

)
× Mtotal (30)

4.4. Pump Modeling

The work of the pump Wp, kW may be determined using the following relation [30]:

Wp = Mtotal × ΔP
ρ

× ηp (31)

where, ΔP (kPa) represents the difference in total pressure and it is computed as:

ΔP = Phigh + Ploss (32)
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Outlet pump enthalpy hpo (kJ/kg):

hpo =

(
Wp

Mtotal

)
+ hpi (33)

4.5. Absorption Chiller Modeling

The absorption cycle was developed for a capacity of cooling and specific temperature
ranges. Table 1 shows the input parameters considered for the simulation of the absorp-
tion chiller. The mathematical model that was developed for the study of single-effect
absorption cycles is based on the theory reported by the authors [23,24]. The following
assumptions are considered for analyzing absorption systems:

• Analysis is carried out in steady-state conditions.
• The refrigerant leaving the condenser is in a saturated liquid state.
• The refrigerant when leaving the evaporator is in the saturated vapor state.
• Temperature at the outlet of the absorber and the generator belong to mixing equilib-

rium and the conditions of separation, respectively.
• The pressure drops through the pipes and heat exchangers are negligible.
• The heat exchange among the system and the environment are negligible.

The thermodynamic analysis model of the absorption cycle components is done with
the help of basic balances, mass balance, energy balance, and solution phase equilibrium,
and the general formulation are listed as follows:

∑ mi − ∑ mo = 0 (34)

∑ mixi − ∑ moxo = 0 (35)

∑ mihi − ∑ moho = 0 (36)

where, m , x, and h denote mass, concentration, and enthalpy for inlet (i) and outlet (o) of
the component, respectively. The total energy balance for the absorption cycle is specified
as follows:

Qe + Qg = Qc + Qa + Wp (37)

where, Qe is the thermal load on the evaporator, kW; Qg is the heat added to the Generator,
kW; Qc is the heat expelled from the condenser, kW; Qa is the absorber thermal power, kW;
and Wp represents the pump work, kW. For performance calculations, the COP is defined
as follows:

COP =
Qe

Qg
(38)

The max COP of the ideal cycle is given by:

COPmax =
(Te + 273.15)× (

Tg − Ta
)(

Tg + 273.15
)× (Tc − Te)

(39)

The relative performance ratio RPR can be estimated as:

RPR =
COP

COPmax
(40)

From the analysis thermodynamic, data are obtained to obtain thermo-physical prop-
erties and to dimension the system components.

4.6. Thermo-Economic Model

In this part, the proposed system is mathematically analyzed to be evaluated it
using thermo-economic approach (exergy and cost). Thermo-economic is the branch
of engineering that combines exergy analysis and cost principles to provide the system

66



Appl. Sci. 2021, 11, 2442

designer or operator with information not available through conventional energy analysis
and economic evaluation. Thermo-economic balance for any unit is performed based on
exergy and cost balances.

The availability (exergy) and cost have been estimated based on the formulas reported
in Refs. [31–35]. The equation of availability for any system is a fixed point; a stable flow
process with first and second thermodynamic laws can be applied. By ignorance of kinetic
and potential energy alterations, the following equation can be used to describe the form
of availability [31]:

A2 − A1 = Aq + Aw + A f i − A f o − I (41)

where, A2 − A1 = 0 is the change of availability without flow in a steady-state condition;
Aq = ∑J

(
1 − Tamb/TJ

)
QJ is the transfer of availability due to heat exchange among the

control volume and its surroundings; Aw = −Wcv + Po(V2 − V1) is equivalent to negative
work value generated by the control volume Wcv. In certain instances, though, the control
volume has a fixed volume; therefore, Aw can be simplified, and I = Tamb.Sgen is the
destruction availability of the process. Flow availability is specified as A f i,o = ∑i,o m.

i.oa f i,o.
Hence, the general form in steady-state condition would become:

0 = Aq + Aw + A f i − A f o − I (42)

In a conventional economic evaluation, a balance of costs for the total system running
in a steady state is established as following [32]:

∑
out

C. = ∑
in

C. + ZIC&OM (43)

where, C. is the rating of cost based on in and out streams, and ZIC&OM are related to
capital expenditure and operational and maintenance costs. In the calculation of exergy
costs, a cost is identified for every exergy stream. Hence, for the incoming and outgoing
matter streams that have attached exergy exchange rates E.

i,o, power W ., and the exergy
exchange rate assigned to the heat release E.

q, Equation (43) can be written as follows:

C.
i,o = ci,oE.

i,o (44)

C.
w = cwW . (45)

C.
q = cqE.

q (46)

where, ci,o, w, q represent the average cost for each unit of exergy in (USD/kJ) for inlet (i),
outlet (o), power (w), and energy (q) respectively. The following relationships are used to
estimate the costs per hour:

For cost analysis, the amortization factor A f is computed depend on:

A f =
i.(1 + i)LTp

(1 + i)LTp − 1
(47)

The collector’s estimated cost of investment ICcol (USD) is determined according to
the area correlation given below:

ICcol = 150 × A0.95
col (48)

The cost of operation and maintenance OMCcol is then calculated (USD):

OMCcol = 0.15 × ICcol (49)
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Total annual cost TACcol (USD/y) is considered to depend on the parameters of
operation and maintenance costs and investment costs, as indicated below:

TACcol = (ICcol + OMCcol)× A f (50)

Hourly costs are calculated Zcol (USD/h):

Zcol =
TACcol

OH × 365
(51)

where, OH is operating hours (h)
Flashing tank investment cost ICf sh (USD) is calculated according to the total volume

of the tank Vol f st correlation:

ICf sh =
Vol f st × 6300

3.8
(52)

The total annual cost TACf sh USD/y is measured by:

TACf sh = ICf sh × A f (53)

Hourly costs are calculated Zf sh (USD/h):

Zf sh =
TACf sh

OH × 365
(54)

Absorption cycle investment cost ICaac (USD), is estimated on the base of the correla-
tion of total area as:

ICaac = 150 × A0.8
aac (55)

Total annual cost TACaac (USD/y) is then estimated:

TACaac = ICaac × A f , (56)

Hourly costs are calculated Zaac (USD/h):

Zaac =
TACaac

OH × 365
(57)

Pump investment cost ICp (USD) It is estimated on pump power correlation:

ICp = 3500 × W0.47
p (58)

Total annual cost TACp (USD/y) It is estimated on:

TACp = ICp × A f (59)

Hourly costs are calculated Zp (USD/h):

Zp =
TACp

OH × 365
(60)

Total hourly costs Ztot (USD/hr) It is estimated on all parameters:

Ztot = Zcol + Zf sh + Zaac + Zp (61)

Total Plant Costs TPC (USD/y) is also identified based on the total annual costs for
all units:

TPC = TACcol + TACf sh + TACaac + TACp (62)
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The cumulative thermo-economic equation is determined based on the expense and
exergy flow of the cycles (USD/GJ):

cp = 1000 ×
⎛
⎝ (Wtot × cw) +

(
Ztot
3600

)
Ex f o

⎞
⎠ (63)

where, cp is the thermo-economic product cost (USD/GJ), cw is the energy price in (USD/kWh)
(~0.065), and Wtot is the cycle power(kW), while Ex f o is the exergy stream outlet from the
system to the user (kW).

5. Results and Analysis

The purpose of the simulation study was to indicate which combination of the absorp-
tion cycle model and solar thermal collector provides the most accurate information in
order to bring the cost down. The investigated unit has never been studied before. There-
fore, no experimental data is available, but the complete design can be used for this study.
The application of design data promises reliable results. A common problem for numerical
studies of a large-scale system capacity is the lack of validation data. One approach to
resolve this problem is the usage of very detailed models and special simulation tools. In
this study, the detailed design data values from Table 1 were used for the simulation of the
solar absorption cooling system.

5.1. Water-Lithium Bromide (H2O-LiBr) Cycle Results
5.1.1. Effect of Top Solar Field Temperature

The simulation data delivers temperature data of solar field at various cooling loads
(50–150TR), and at different solar collector working temperature values (100–200 ◦C for
ETC and 200–300 ◦C for PTC). Figures 2 and 3 depict the obtained results based on the
influence of the temperature of the solar collector on the other design parameters, such
as mass flow rates, and design aspects. Figures 2a and 3a show the impact of the solar
collector temperature on solar field mass flow rate. The mass flow rate shows a strong
temperature dependency. Higher temperature of the solar collector also causes a large
decline in the mass flow rate of the solar field. The primary cause for this effect was
referring to the energy balance throughout the solar field as provided in this partnership
Qth = M.

col × Cp × (To − Ti).
Even so, in contrast with the ETC, the PTC yielded a lower average mass flow rate

dependent on an increase in top temperature. The solar field area also has an increasing
influence depending on the temperature rise. This effect is shown in Figures 2b and 3b.
The increase in the outlet temperature is quite certain to increase the area of the solar field.
However, the PTC is registered less in the total area vs. the ETC. Figures 2c and 3c represent
a significant impact on flash tank volume by the increase in solar collector temperature.
Even so, in comparison with the ETC, PTC showed low tank volume results.

The total solar thermal energy variations due to the change in the upper temperature
of the solar field have been depicted in Figures 2d and 3d. Raising the upper solar field
temperature increases solar thermal power in the entire solar field in both cases. The exit
temperature is an important value for designing the solar field. For ETC collectors and PTC
solar collectors, a temperature level of 150~200 ◦C and 250~300 ◦C are suggested in this
study. Based on the current obtained results, it is quite interesting to assign the operating
temperature as follows:

• Ta = 35 ◦C.
• Tc = 43 ◦C.
• Te = 7~10 ◦C.
• Tg = 85~90 ◦C.
• ETC Thigh = 150~200 ◦C.
• PTC Thigh = 250~300 ◦C.
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Figure 2. Data results for ETC/H2O-LiBr cycle vs. variation in exit upper temperature of the solar field. (a) Collector flow
rate. (b) Solar collector area. (c) Flash tank volume. (d) Solar thermal power.

Figure 3. Data results for PTC/H2O-LiBr cycle vs. variation in exit upper temperature of the solar field. (a) Collector flow
rate. (b) Solar collector area. (c) Flash tank volume. (d) Solar thermal power.
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5.1.2. Effect of Cooling Load

Figures 4 and 5 demonstrate the influence of cooling load on cycles ETC/H2O-LiBr
and PTC/H2O-LiBr. The two figures addressed the influence on the costs per hour, the
cost of the levelized power, and the cost of the thermo-economic product. The thermo-
economic parameter is very important because it reflect the combination between cost
and exergy. At the same time, the exergy is also reflecting the maximum available work
(gain) that be extracted from any system putting in consideration the entropy generation
minimization. As expected, the trend in the figure has been increasing due to the load and
energy consumption of all units. The solar collectors showed the largest hourly cost values
compared to the corresponding other units, as illustrated in Figures 4a and 5a.

Even so, the PTC is reported to be 12% lower than the ETC associated with the hourly
cost variable. The key factor was the rise in the working temperature of the collector
(250 ◦C vs. 150 ◦C). More steam is produced for the AAC cycle by raising the collector
temperature. The influence of increasing cooling load on pumps and flashing tanks is
illustrated in Figures 4b and 5b. The figures clearly show that the pumps register slightly
higher than the flash tank by the total work required.

Figure 4. Data results for ETC-H2O-LiBr cycle vs. change in cooling load. (a) ETC total hourly cost. (b) Flash tank and
pump hourly cost. (c) Levelized power cost. (d) Thermo-economic product.
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Figure 5. Data results for PTC-H2O-LiBr cycle vs. change in cooling load. (a) PTC total hourly cost. (b) Flash tank and
pump hourly cost. (c) Levelized power cost. (d) Thermo-economic product.

Figures 4c and 5c demonstrate the impact of cooling on the cost of levelized power,
$/kWh. The outcomes are almost the same depending on the approximate results of
the related pumping unit in both configurations. The leveled power cost varied from
0.15 $/kWh to 0.35 $/kWh. A similar close was observed when comparing the cost of the
thermo-economic product. For both configurations, the outcomes have been centralized at
0.08 to 0.14~0.16 $/GJ with a minor advantage to the ETC (Figures 4d and 5d). As expected,
a higher load will increase the exergy cost. Both PTC and ETC have been identified as the
main reason for such an effect due to the large area that is required for covering the load.

5.2. Ammonia-Water (NH3-H2O) Cycle Results
5.2.1. Effect of Top Solar Field Temperature (NH3-H2O)

The upper temperature of the solar field is considered a very significant factor within
this cycle. Figures 6 and 7 demonstrate the changes in the performance and design variables
for both ETC and PTC installations. The temperature range for ETC was 110 ◦C up to
200 ◦C. For PTC, the temperature range was 150 ◦C up to 300 ◦C.

Figure 6a indicates the influence of the top ETC temperature on the mass flow rate
of the solar field. The figure also shows that a rise in the upper temperature reduces the
overall mass flow rate in the solar field as a common result of the energy balance. An
identical trend was also observed in Figure 7a that depicts the PTC operation. Even so,
the PTC granted smaller flow rates, leading to a lower cost. The difference is considerable
when comparing 50 kg/s to 300 kg/s @150TR for the ETC and 15 kg/s to 65 kg/s @150TR
for the PTC.
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Figures 6b and 7b display the influence of solar field temperature on the design area
of the solar collectors. The variations on the two figures were not massive, even though the
lowest area, i.e., the lowest cost and control is reported for the PTC as anticipated. Raising
the temperature of PTC will reduce both the loops and unit numbers as well. The number
of loop variables is influenced by the total area of the PTC needed for the load. For instance,
the ETC at 150TR would consume around 45,000 m2 to 50,000 m2. However, the PTC in the
same operating conditions will require approximately 45,000 m2 down to 40,000 m2.

For both situations, the volume of the flash tank has been depicted in Figures 6c and 7c.
The distinction is very obvious with the PTC advantage. Increasing the upper-temperature
level of the solar field will reduce the volume of the flashing tank. However, the ETC would
require bigger tanks due to a massively lower dryness fraction relative to the PTC process.

For ETC, Figure 6d represents the effect on the thermal power, kW; the rise in working
temperature also enhances the solar thermal energy. Figure 7d demonstrates the influence
on the thermal power of the PTC. The figure exhibits a descending behavior concerning the
upper solar field temperature increase. In general, the increase in AAC unit load would
require a larger solar field area, resulting in the mass flow rate increase.

Figure 6. Data results for ETC/NH3- H2O cycle vs. variation in upper temperature of the solar field. (a) Collector flow rate.
(b) Solar collector area. (c) Flash tank volume. (d) Solar thermal power.
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Figure 7. Data results for PTC/NH3- H2O cycle vs. variation in upper temperature of the solar field. (a) Collector flow rate.
(b) Solar collector area. (c) Flash tank volume. (d) Solar thermal power.

Ranges of 150~200 ◦C and 250~300 ◦C are advocated for ETC and PTC solar thermal
collectors in this paper. Depending on the latest data achieved, it is quite important to
assign the working temperature as follows:

• Ta = 35 ◦C.
• Tc = 43 ◦C.
• Te = 7~10 ◦C.
• Tg = 85~90 ◦C.
• ETC Thigh = 150~200 ◦C.
• PTC Thigh = 250~300 ◦C.

5.2.2. Effect of Cooling Load Effect (NH3-H2O)

The effect of cooling capacity on the ETC-NH3-H2O and PTC-NH3-H2O configurations
is illustrated in Figures 8 and 9. The two figures cover the impact on the costs per hour, the
cost of the leveled energy, and the cost of the thermo-economic product. The trend in the
figure was, as predicted, in a variable mode owing to the energy load and required by all
units. The solar collectors showed the largest hourly cost values among the other units as
illustrated in Figures 8a and 9a.
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However, the PTC was lower by 8% against the ETC, associated with the variable cost
of hour metric. This was mainly due to the increase in the collector’s working temperature
(250 ◦C vs. 150 ◦C). The increase in the temperature of the collector would produce further
steam for the AAC unit. Pumps and flashing tanks are seen in Figures 8b and 9b. It is
clear from the figures that the flashing tank is recorded higher than the pump unit based
on the total tank volume. PTC operation was recorded lower in flashing tank hourly cost
because it has lower tank volume 0.2–0.3 $/h vs. 0.5–2.2 $/h. Figures 8c and 9c display the
impact of cooling capacity on the cost of levelized power rate, $/kWh. The outcomes are
almost the same depending on the approximate results of the related pumping unit in both
configurations. The leveled power cost varied from 0.07 $/kWh to 0.08 $/kWh for PTC
and ETC, respectively. Identical close behavior was observed when compared related to
the cost of the thermo-economic product. The results ranged from $0.1 to $1/GJ in both
configurations with a smaller advantage for the ETC (Figures 8d and 9d).

Figure 8. Data results for ETC/NH3-H2Ocycle vs. cooling load. (a) ETC total hourly cost. (b) Flash tank and pump hourly
cost. (c) Levelized power cost. (d) Thermo-economic product.
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Figure 9. Data results for PTC/NH3-H2O cycle vs. cooling load. (a) PTC total hourly cost. (b) Flash tank and pump hourly
cost. (c) Levelized power cost. (d) Thermo-economic product.

5.3. Case Study Results

The case study introduced in this section compares all the configurations at a specified
load point. This case study was conducted in a sports hall situated in Baghdad, Iraq. The
stadium costs $14 million, and the 3000-seat capacity indoor sports facilities are focused on
basketball, volleyball, and athletics. The entire project employs central air conditioning
for an air-cooled absorption chiller of 700~800 kW. Its evaporator would be designed to
operate in the range of 7~12 ◦C. Table 2 reports the results data in the case of using the
solar absorption cooling cycle for all installations. A cooling load of 200TR was chosen for
comparison. The ambient working conditions are set to a specified amount for simplicity.
Regarding the results of the solar field, the PTC/H2O-LiBr configuration proved to be the
lowest in the required area, which is quite significant for decreasing the required area. The
ETC/H2O-LiBr was the next one. The same behavior was observed in PTC/NH3-H2O vs.
ETC/NH3-H2O configurations. With respect to design features that include the design
of the flash tank, the operation of the PTC/H2O-LiBr configuration provided the lowest
results, and this was very advantageous by 0.11 m3, while the ETC/H2O-LiBr has 1 m3

and the PTC/NH3-H2O had 3.8 m3. We also observed the same trend concerning the
exergy destruction and dryness fraction. Exergy destruction analysis showed that the
most critical part in the system that causes the highest percent of the exergy destruction
is the solar collectors due to the big difference between the highest exergy input, as it
depends on the sun temperature, and the exergy output due to the heat transfer to the heat
carrier fluid (water). Consequently, in order to decrease the solar collector’s exergy loss,
the heat transfer between the solar radiation and the heat carried fluid has to be enhanced
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through new designs and investigations. For the entire AAC, the highest exergy loss was
experienced in the absorber and generator. Therefore, special attention must be considered
in the design of these components. The AAC was found to be lower in design results based
on the H2O-LiBr operation. The results expose that PTC is regarded as a cycling advantage
for ETC operation. The idle driving steam has been reported by PTC/H2O-LiBr with
0.4 kg/s, which led to a reduced volume of the flashing tank and solar field area. The COP
value was substantial relative to the H2O-LiBr cycle. For cost per hour, PTC/H2O-LiBr
was noticed to be the lowest among the others. By reaching 5.2 $/hr, PTC/H2O-LiBr was
identified as the best alternative for this case study. The lowest hourly costs for the solar
array were regarded as the vital term to judge the cost of the system. The thermo-economic
cost was almost the same for all configurations in the range of 0.14–0.16 $/GJ with an
advantage for H2O-LiBr configuration.

Table 2. Case study results @ 200 TR cooling load.

Solar Radiation, W/m2 500

Tamb, ◦C 25

Ta, Te, Tg, Tc, Tcol,
◦C =30, 10, 90, 40, 175 =30, 10, 90, 40, 175 =30, 10, 90, 40, 250 =30, 10, 90, 40, 250

Load, TR 200

Target cooled air, ◦C 20

Interest rate, % 5

Load factor, % 95

Plant life time, yr 20

Electric cost, $/kWh 0.065

Pumps efficiency, % 75

Configuration: ETC-H2O/LiBr ETC-NH3/H2O PTC-LiBr/H2O PTC-NH3/H2O

Solar field:

Total solar field area, m2 3022 11,880 2433 11,020

Solar thermal power, kW 918.6 3612 890 4051

Inlet temperature, ◦C 91.64 91.82 92.66 92.04

Mass flow rate, kg/s 2.582 10.17 1.327 8.727

Inlet exergy, kW 1436 5646 1136 4217

Exergy destruction, kW 1191 4683 930 5143

Flash tank:

Height/Width, m 1.742/0.852 3.381/1.655 0.837/0.41 2.743/1.343

Volume, m3 0.9942~1 7.276 0.1106 3.883

Total flow rate, kg/s 2.582 10.17 1.327 8.727

Water content, kg/s 2.1 8.551 0.897 6.91

Dryness fraction 0.1667 0.1595 0.324 0.208

Exergy destruction, kW 134.3 391.1 180.8 515.6

AAC unit:

Qa, kW 743.3 1251 743.3 1153

Aa, m2 190.5 23.37 190.5 21.3

Mstr, kg/s 1.391 1.428 1.391 1.428

Mwk, kg/s 1.092 0.778 1.092 0.778

Xa-hex 0.4893 – 0.4893 –

Xhex-NH3 – 0.4554 – 0.4554

Ahex, m2 1.313 7.837 1.313 6.73

Qg, kW 787.8 1407 787.8 1256

Ag, m2 4.299 5.123 4.299 4.574
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Table 2. Cont.

Driving steam flow, kg/s 0.4034 2.07 0.4034 1.848

Xg-hex 0.6233 – 0.6233 –

Qc, kW 747.8 694.9 747.8 694.9

Ac, m2 37.45 9.1 37.45 9.1

Mr, kg/s 0.299 0.6505 0.299 0.6505

Qe, kW 703.4 703.4 703.4 703.4

Ae, m2 36.35 41.15 36.35 41.15

FHP, kW 29.33~30 70.64 29.33~30 70.64

Mair, kg/s 68 119.5~120 68 119.5~120

COP/COPmax 0.89/1.56 0.5/1.559 0.89/1.56 0.5/1.559

RPR 0.573 0.3206 0.573 0.3591

Exergy destruction, kW 729.9 1010 729.9 977.3

Pump unit:

Wp, kW 3.204 12.63 7.338 18.97~19

Exergy destruction, kW 14.8 64.7 12.33 62.25

Cost & Thermo-economics:

Zcol, $/h 3.918 11.75 2.604 10.93

Zfsh, $/h 0.02 0.11 0.001 0.06

Zaac, $/h 0.121 0.0487 0.121 0.04716

Zp+f, $/h 0.055 0.256 0.1743 0.2652

Ztot, $/h 4.114 12.16 2.9 11.3

LPC, $/kWh 0.165 0.089 0.1557 0.0744

cp, $/GJ 0.1474 0.144 0.1602 0.1554

6. Conclusions

This study introduced different configurations of solar-assisted absorption air con-
ditions (AAC) cycles. The proposed system is powered by solar energy. The system
configuration combines solar field (PTC/ETC), flashing tank, and absorption chiller (H2O-
LiBr/NH3-H2O). A case study of 200 TR cooling is applied to the simulation program.
Energetic and exegetic results are presented and have revealed that:

• Design aspects such as solar area and flashing tank volume were found have a great
influence on the cycle cost.

• Among all configurations, PTC-H2O-LiBr gives a remarkable result comparing against
the ETC.

• For case study, PTC-H2O-LiBr was recorded the best based on design and hourly costs.
The required solar area was in the range of 2000~2500 m2. Meanwhile, the total hourly
cost was in the range of 4~5 $/h, which is quite attractive.

• Absorption chiller coefficient of performance was in the range of 0.5 to 0.9.
• The total rate of exergy destruction of the AAC was in the range of 55 kW.
• Solar field harvests a larger amount of exergy destruction rates for all configurations

due to the large area and mass flow rate effect. PTC-H2O-LiBr resulted in a 930~1000
kW of exergy destruction rate comparing against PTC-NH3-H2O, which resulted a
value of 4600~5000 kW.

• PTC-H2O-LiBr gives the lowest values related to exergy destruction rates for all units.
• PTC-H2O-LiBr gives the lowest value of flashing tank design aspects such as width

0.4~0.5 m, height 0.8 m, and volume 0.11 m3. ETC-H2O-LiBr comes next with a total
flashing tank equal to ~1 m3.
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• The thermo-economic cost is almost the same for all configurations in the range of
0.14–0.16 $/GJ with an advantage for H2O-LiBr configuration.

• It is quite clear that PTC-H2O-LiBr followed by ETC-H2O-LiBr have remarkable results
according to the terms of energy, design, and cost. Generally, PTC system is considered
the best choice for H2O-LiBr or NH3-H2O.
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Nomenclature

A Availability: kW, Area:m2

At Tube cross sectional area, m2

Af Amortization factor, 1/y
AAC Absorption Air Conditioning
C Thermo-economic cost stream, $/kJ
Cp Specific heat capacity, kJ/kg ◦C @ constant pressure
COP Coefficient of Performance
D Diameter, m
Denv Collector glass envelope diameter, m
E Exergy stream, kW
ETC Evacuated Tube Collector
FPT Flat Plate Collector
f Function
FHP Fan power, kW
H, h Height, m, Enthalpy, kJ/kg
Is Solar intensity, W/m2

i Interest rate, %
L Length, m
Lm Module length, m
LPC Levelized Power Cost, $/kWh
LTp Plant life time, y
M Mass flow rate, kg/s
NOT Number of Tubes
NOC Number of Collectors
NOL Number of Loops
OH Operating hours
PTC Parabolic Through Collector
P Power (Kw), or Pressure, kPa
ΔP Pressure, kPa
Q Thermal power, kW
RPR Relative Performance Ratio
Re Raynold’s Number
S, s Entropy, kJ/kg ◦C
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T Temperature, ◦C
V, Vol Volume, cm3

v Velocity, m/s
W Power, Work, kW
Wc Collector width, m
X Concentration percentage, %
Z Hourly cost, $/h
Subscripts
a, abs Absorber
air Air
amb Ambient
c Condenser
col Collector
e Evaporator
etc Evacuated tube collector
f Liquid phase
fan Fan
fsh Flashing tank
fst Flashing steam
g Generator, vapor phase
i Inlet
loop Loop
o Out
p Pump
ptc Parabolic trough collector
pi,o Pump inlet and outlet
q Heat
r Refrigerant
s Steam
st Steam
w Water
Greek
η Efficiency, %
ρ Density, kg/m3

μ Dynamic viscosity, Pa.s
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Abstract: A comprehensive process model is proposed to simulate the steam gasification of biomass in
a bubbling fluidized bed reactor using the Aspen Plus simulator. The reactor models are implemented
using external FORTRAN codes for hydrodynamic and reaction kinetic calculations. Governing
hydrodynamic equations and kinetic reaction rates for char gasification and water-gas shift reactions
are obtained from experimental investigations and the literature. Experimental results at different
operating conditions from steam gasification of torrefied biomass in a pilot-scale gasifier are used to
validate the process model. Gasification temperature and steam-to-biomass ratio promote hydrogen
production and improve process efficiencies. The steam-to-biomass ratio is directly proportional to
an increase in the content of hydrogen and carbon monoxide, while gas yield and carbon conversion
efficiency enhance significantly with increasing temperature. The model predictions are in good
agreement with experimental data. The mean error of CO2 shows the highest value of 0.329 for
the steam-to-biomass ratio and the lowest deviation is at 0.033 of carbon conversion efficiency,
respectively. The validated model is capable of simulating biomass gasification under various
operating conditions.

Keywords: steam gasification; biomass; bubbling fluidized bed; Aspen Plus simulation; hydrogen production

1. Introduction

Biomass has been considered as one of the most important primary and renewable
energy resources for the production of heat, electricity, hydrogen, chemicals, and liquid
fuels due to its carbon-neutral renewable and abundant quantity. Furthermore, the energy
production from biomass is advantageous to other renewable sources such as wind energy,
hydropower, solar energy, etc. [1].

Gasification is a partial oxidation process at high temperatures, which can convert
organic or fossil fuel-based carbonaceous materials into gaseous fuel including mainly H2,
CO, CO2, and CH4. In the presence of steam, the product gas has been generated with
30–60% of H2 content and a calorific value of 10–18 MJ/Nm3 [2,3]. Thus, steam gasification
of biomass is an effective and efficient technology for sustainable hydrogen production
without a carbon footprint [4].

Generally, three reactor configurations can be used for biomass gasification, i.e., the
entrained flow, fixed bed, and fluidized bed reactors. The fluidized bed gasifiers show
advantages for biomass conversion due to the perfect contact between gas and solid,
increasing heat and mass transfer characteristics, and improving temperature control. An
experimental investigation of gasification of torrefied woody biomass was conducted by
Berrueco et al. [5] in a pressurized fluidized bed, evaluating the effect of pressure and
torrefaction level on the yield and composition of the products. The authors found that the
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pressure could result in a decline in CO and H2 levels, whereas CO2 and CH4 yield increase.
Chen et al. [6] observed that the cold gasification efficiency of torrefied bamboo rose by
88% compared to raw bamboo. Furthermore, char gasification reactions are one of the
most important reactions in biomass gasification. Many kinetic studies have been carried
out through the thermogravimetric analysis instrument (TGA) to determine the kinetic
parameters of char gasification [7–12]. Some reaction kinetic models have been proposed
for char gasification. They could be categorized into two groups such as theoretical and
semiempirical models. Four conversion models have been investigated for char gasification
reactions, i.e., volumetric model, shrinking core model, random pore model, and Johnson
model [9,13]. Additionally, the Langmuir-Hinshelwood reaction model has been used
extensively as a kinetic model for heterogeneous reactions, particularly char gasification
with steam and carbon dioxide [14].

Along with the computational progress, the numerical simulation could help bypass a
long planning and construction process of experimental studies, provide low-cost methods
for the proper design and project realization. Mathematical models are developed to
describe the physical and chemical phenomena occurring inside the gasifier and to under-
stand the effect of various operating and design parameters on the process performance.
The model also is used to predict the behavior of gasification at off-design conditions and
the optimum operating parameters [15]. The main simulation methods can be catego-
rized as the thermal equilibrium model, kinetic model, numerical model, and artificial
neural network [15–27]. The thermodynamic equilibrium model is simple and provides
the preliminary comparison and assessment of the gasification process [28]. There are three
equilibrium modeling approaches, such as the restricted equilibrium model, empirical
correlation-based model, and the model based on a combination of hydrodynamic and
kinetic aspects [29].

The Aspen Plus process simulator, which is developed to facilitate physical, chemical,
and biological calculations, has been used commonly in various studies to simulate coal and
biomass gasification. Due to the complex nature of tar, most of the studies in the literature
have not considered tar calculations. Tar is a product of the thermal decomposition
process of biomass, including condensed oils such as olefins, phenols, aromatics, etc. Few
Aspen Plus models of biomass gasification have been reported on tar and its kinetics. For
example, a mathematical model of biomass gasification in a bubbling bed reactor was
developed in Aspen Plus with a sub-model for tar generation and cracking [30]. This
study has defined tar and its cracking kinetics to improve the model performance and
its credibility. Nikoo et al. [31] proposed a process model for biomass gasification using
external FORTRAN subroutines for both hydrodynamic and reaction kinetic calculations
simultaneously in Aspen Plus. A process model was developed to simulate the air-stream
gasification of biomass in a bubbling fluidized bed reactor [17]. This model was based on
chemical reaction rates, empirical correlations of pyrolysis mass yields, and hydrodynamic
parameters. A simulation was performed in the Aspen program for steam gasification
of rice husk to evaluate the influence of gasification temperature and steam-to-biomass
ratio on product gas composition [32]. The model was developed based on the chemical
equilibrium to predict the gas composition of the process. A model is developed based on
Gibbs free energy minimization applying the restricted equilibrium method to study the
influence of key parameters on the performance of steam gasification of biomass [33].

The high amount of volatile matter in biomass and the complexity of biomass reaction
kinetics in fluidized beds have hindered the simulation of biomass gasification. Many
studies ignored the kinetics of char gasification and developed their gasification model
based on Gibbs equilibrium. Additionally, in a typical fluidized bed gasifier, solid fuels
and bed material are fluidized by a mixture of gases resulting in good solid-gas heat and
mass transfer. Consequently, hydrodynamic behavior is a crucial factor in a fluidized bed
gasifier influencing strongly the performance of the gasification process. Therefore, reliable
process simulation studies on biomass gasification are still limited, resulting in a lack of
understanding of the fundamentals of the biomass-based gasification process.
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This study has been developed in Aspen Plus based on the previous studies with some
improvements to provide a good understanding of biomass gasification in terms of the
effect of operating parameters on the process performance and the phenomena occurring
in a bubbling fluidized bed gasifier. The proposed model based on a combination of both
hydrodynamic and reaction kinetic calculations simultaneously is capable of predicting the
steady-state performance of a negative gauge pressure bubbling fluidized bed gasifier. Due
to the complexity of biomass characteristics, the mass yields of pyrolytic products released
from torrefied wood chips were determined by the model of Neves et al. [34] according
to the biomass proximate and ultimate analyses. Char gasification kinetics obtained from
experimental investigations are to determine the reaction rate of char gasification. Three
chemical reactions, i.e., char gasification with steam and CO2 and water–gas shift reactions
are taken into consideration in the model to calculate variations of components in biomass
gasification. Due to the lack of a library model to simulate fluidized bed units in the Aspen
Plus simulator, external FORTRAN codes are implemented with input data to simulate
an operation of a bubbling fluidized bed gasifier. The validity and accuracy of the model
are evaluated by comparing the numerical result obtained with the experimental data of
biomass steam gasification.

2. Modeling Methods

In the test rig, silica sand is used as bed material. Biomass is fed continuously and
reacts with steam to produce syngas, mainly comprising hydrogen, carbon monoxide,
carbon dioxide, and methane. The model is developed based on hydrodynamic and
reaction rate kinetic calculations at the isothermal condition.

2.1. Process Assumption

For the modeling of the biomass gasification process, the following assumptions
were considered:

• The process is modeled in steady-state and isothermal conditions.
• The reactive gases are H2, CO, CO2, CH4, and H2O.
• N2, NH3, H2S, and SO2 are considered chemically inert components in gasification reactions.
• The char is modeled with only components of carbon black and ash.
• All gases are uniformly distributed within the emulsion phase.
• Particles are spherical and of uniform size. Their average diameter remains unchanged

during the gasification.
• Char gasification starts in the dense zone and completes in the freeboard.
• Ash and sand are chemically inert under process conditions.

For the hydrodynamic calculation, the following assumptions were made:

• There are two regions in the fluidized bed reaction: bed and freeboard.
• The bubbling regime is maintained in the bed region.
• The volumetric flow rate of gas increases along with the reactor height, corresponding

to the gas products generated.
• The mixing of solid particles in the reactor is perfect.
• The reactor is divided into many control volumes with constant hydrodynamic parameters.
• The fluidized bed is one-dimensional.

2.2. Experimental Facility

The experimental reactor comprises a circular column with 54.5 mm inner diameter
and 550 mm length, and a porous gas distributor plate at the bottom shown in Figure 1.
Pressure and temperature sensors are installed at 90, 350, and 550 mm along the reactor.
Two electrical heating elements are used to heat the reactor. 800 g of silica sand is filled
up in the reactor as bed material due to its good mechanical properties and no active
role. Sand’s properties are shown in Table 1. The solid fuel is filled in a hopper and fed
continuously into the reactor at 90 mm height through a screw feeder. A gas mixture is
pre-heated to 300 ◦C before being injected into the reactor through a porous distributor. A
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part of the product gas is extracted from the reactor to a gas analysis unit, ABB URAS 206
analyzers. A summary of the continuous measuring methods and the maximum relative
error is shown in Table 2.

Figure 1. Schematic configuration of the bubbling fluidized bed test rig. 1—screw conveyor for
feeding fuel; 2—bubbling fluidized bed reactor; 3—electrical heater; 4—gas distribution system.
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Table 1. Experimental setup parameters used in the simulation.

Fluidized Bed Reactor

Temperature (◦C) 800–900
Pressure (bar) 0.92
Diameter (m) 0.0545

Height (m) 0.55

Bed Material (Silica Sand)

Mean particle size (m) 177 × 10−6

Density (kg/m3) 2650
Mass weight (kg) 0.8

Steam

Temperature (◦C) 300
Flow rate (kg/h) 0–0.084

Concentration (%) 0–33.33

Table 2. The method for continuous measurement of the gas composition.

Species Method Range Unit Rel. Error in %

CO2 Infrared 0–100 Vol.% <0.5
CO Infrared 0–20 Vol.% <0.5
CH4 Infrared 0–5 Vol.% <0.5
H2 Paramagnetic 0–20 Vol.% <0.5
O2 Paramagnetic 0–25 Vol.% <0.5

2.3. Reaction Kinetics

The biomass gasification in the presence of steam includes a series of complex and
competing reactions, including homogeneous and heterogeneous reactions. These reac-
tions occur simultaneously in four overlapping steps, i.e., drying, thermal decomposition,
oxidation, and reduction. The overall reaction of biomass steam gasification is described
as follows:

Biomass + H2O → H2 + CO + CO2 + CH4 + l hydrocarbon + Tar + Char (1)

Initially, the moisture content of biomass reduces to less than 5% [35]. Then, devolatilization
and cracking of weaker chemical bonds takes place at a temperature ranging from 250 to
700 ◦C [36], producing various fractions: gas, a liquid/condensed, and a solid [37–41]. In this
step, the biomass converts into solid char which can range from 5% to 10% for fluidized bed
reactors, or 20% to 25% for fixed-bed reactors [37–41]. The volatiles and solid char react with
limited oxygen in the oxidation stage to produce mainly CO, CO2, and H2O, and the heat from
this stage can supply to the endothermic reactions ((2) and (3)). The unreacted char is converted
by steam and CO2 to form the final gaseous products [36,42]. The yield of hydrogen from steam
gasification is significantly higher than that of fast pyrolysis followed by a steam reforming
of char.

C + αH2O → (2 − α) CO + (α − 1) CO2 + αH2 (Water-gas reaction) (2)

C + CO2 → 2CO (Boudourd reaction) (3)

where α has been experimentally determined in the range of 1.5–1.1 at 750–900 ◦C [43].
For the proposed model, the selected value of α was 1.3, showing good agreement with
experimental data.

Water–gas shift reaction and steam reforming reaction occur simultaneously according
to gasification conditions, playing a key factor for hydrogen production:

CO + H2O → CO2 + H2 (4)
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CH4 + H2O → CO + H2 (5)

The carbon in the char is gasified with steam and CO2 ((2) and (3)). The reaction rate
kinetics of char gasification are calculated when fluidized with steam and carbon dioxide
as follows [44]: [

dXC
dt

]
H2O

=
kH2OPH2O

1 + KH2OPH2O + KH2 PH2

(1 − XC) (6)

[
dXC
dt

]
CO2

=
kCO2 PCO2

1 + KCO2 PH2O + KCOPCO
(1 − XC) (7)

The kinetic parameters of char gasification can be found in Table 3.

Table 3. Kinetic parameters for char gasification obtained from experimental results.

H2O CO2 Unit

k0,H2O 1.02 × 1011 k0,CO2 9.62 × 1010 kPa−1 min−1

Ea1,H2O 281.86 Ea1,CO2 284.36 kJ/mol

K0,H2O 60.34 K0,CO2 3.63 kPa−1

Ea2,H2O 61.69 Ea2,CO2 40.08 kJ/mol

K0,H2 1.56 × 10−10 K0,CO 2.24 × 10−10 kPa−1

Ea3,H2 −203.46 Ea3,CO −195.64 kJ/mol

The water–gas shift reaction (WGSR) (R4) takes place in a homogeneous phase. In this
model, the WGSR is assumed to occur in all regions in the reactor. Thus, the reaction rate
kinetics of the WGSR is calculated as [45]:

dFWGS,i

dVj
=

(
1 − ε j

)
k0,WGSe−

EWGS
RT C0.5

COCH2O (8)

where εj is the porosity of the bed in the region j with volume Vj. The pre-exponential factor
of the kinetic constant is k0,WGS = 7.97 × 109 (m3/mol)0.5.s−1 and the activation energy is
EWGS = 274.5 kJ/mol.

2.4. Hydrodynamic Calculation

The hydrodynamic properties of the bubbling fluidized bed reactor have a significant
effect on the fuel conversion during biomass gasification. Here, the calculation equations
and empirical correlations, reported in the literature, have been used to determine the
hydrodynamic parameters, considering that the model is divided into two regions: bed
and freeboard.

2.4.1. Bed Hydrodynamic

The minimum fluidization velocity for small particles have been introduced by Kunii
and Levenspil [46] as follows:

Ar =
d3

pρg
(
ρs − ρg

)
g

μ2 (9)

um f =
33.7μ

dpρg

(√
1 + 3.59 × 10−5 Ar − 1

)
(10)
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The correlations were developed to determine the volume fraction occupied by bub-
bles in a fluidized bed [32].

B = 1 +
10.978

(
u f − um f

)0.738
ρ0.376

s d1.006
p

u0.937
m f ρ0.126

g
(11)

δb = 1 − 1/B (12)

The following relation gives the bed void fraction:

εf = δb + (1 − δb)εmf (13)

2.4.2. Freeboard Dynamics

The volume fraction of solid varies along with the height of the freeboard. The void
fraction of the freeboard is determined by the following equation.

1 − εfb = (1 − εf) exp(−az) (14)

where a is the decay constant of solid particles in the freeboard, a is determined from the
graph with the following range [47]:

a =
1.3
u f

(15)

with:
uf ≤ 1.25 m/s (16)

dp ≤ 800 μm (17)

2.5. Aspen Plus Model

The biomass gasification model involves various stages in Aspen Plus. The overall
gasification process is illustrated in Figure 2. The biomass decomposition is simulated in
the RYIELD block. The product distribution is determined by the model of Neves et al. [34]
based on the proximate and ultimate analyses of biomass (listed in Tables 4 and 5). The
volatile components obtained from pyrolysis simulated the volatile reactions in the RGIBBS
reactor with the assumption that these reactions follow the Gibb equilibrium. The char
gasification is modeled in two RSTOIC reactors, corresponding to bed and freeboard. The
hydrodynamics and kinetics have been written in two external FORTRAN codes. The
products then go through CYCLONE to separate gas products from solid impurities.

Figure 2. Biomass gasification model flow chart in Aspen Plus.
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Table 4. Main properties of the torrefied woodchips.

Property Value Note

Proximate analysis
(wt.%)

Moisture 5.28 As received
Volatile matter 70.75 As received
Fixed carbon 22.82 As received

Ash 1.15 As received

Ultimate analysis
(wt.% daf)

C 54.46 Dry basis
H 5.99 Dry basis
O 39.31 Dry basis
N 0.24 Dry basis
S 0.00254 Dry basis

HHV (MJ/kg) 20.97 As received
LHV (MJ/kg) 19.26 As received

Bulk density (kg/m3) 161.71 As received
Mean particle
diameter (μm) 296.65 Mass-weighted

average diameter

Table 5. Mass yield distribution (wt.%) from biomass decomposition.

Component Wt.% Component wt.%

Ash 1.09 H2O 11.05
CO 46.9 N2 0.22
C 17.53 CO2 6.69

CH4 15.39 H2S 0.0025
H2 1.12

2.5.1. Biomass Characteristics

The torrefied woodchips, a feedstock in this study, were ground and sieved to a particle
size of 200 to 850 μm. The proximate analysis of all samples was conducted following
the DIN norms 18122, 18123, and 18134 standard test methods for ash, volatile matter,
fixed carbon, and moisture determination, respectively. The ultimate analysis was carried
out using an elemental analyzer (Elementar vario MACRO cube) with a measurement
deviation <0.1%. The feedstock characteristics are shown in Table 4.

2.5.2. Biomass Decomposition

Devolatilization (pyrolysis) is a thermal decomposition of biomass at high tempera-
tures in an inert atmosphere. Biomass pyrolysis includes extremely complex reactions that
convert biomass into a mixture of gases, char, and liquid (tars). In this work, the Aspen
Plus yield reactor, RYIELD, is used to simulate the decomposition of biomass. The mass
yield distribution of pyrolysis products is derived from a pyrolysis model [34] based on
the biomass proximate and ultimate analyses. Tars and larger hydrocarbons are assumed
to be converted directly to methane and carbon monoxide in this study. The summary of
mass product yields from the biomass decomposition is presented in Table 5.

2.5.3. Char Gasification

Char gasification is performed in the Aspen Plus STOIC reactor, RSTOIC, by using an
external FORTRAN code to calculate hydrodynamic parameters and reaction rate kinetics.
As mentioned above, the reactor is divided into two regions, bed and freeboard, each
region is simulated by one RSTOIC. In FORTRAN code, each RSTOIC is divided into a
finite number of equal volumes. Hydrodynamic parameters are determined by a series
of equations and correlations in Section 2.4. Biomass gasification is a complex series of
competing reactions. To simplify the process, this study only takes account of the water
gas reaction, Boudourd reaction, and the water–gas shift reaction in the kinetic calculation.
Their reaction rate kinetics are presented in Section 2.3.
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2.5.4. Calculation Procedure

The model equations, given in previous sections, are implemented in Fortran codes.
A flow chart for the calculation procedure is shown in Figure 3. Input data, such as reactor
configuration, gasification conditions, the characteristics of biomass, bed material and
gases, kinetic parameters, etc. are described in Tables 1–5. Firstly, it is necessary to make
assumptions of molar values of components and initial carbon conversion in the reactor as
well as bed properties such as bed height and bed volume. For the analysis, the volume
of the reactor is divided into N divisions. Then, hydrodynamic and kinetic aspects are
calculated discretely for dense and lean zones through the model equations described in
previous sections, employing an iterative procedure. The calculation ends once all divisions
have been calculated and the error does not exceed 10−4. The output data, such as the
concentration profiles of components, solid conversion and fluidization properties, etc. are
obtained along the entire reactor.

•

•

Figure 3. Simplified flow diagram of simulation calculation.
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2.6. Model Validation

Simulation results were compared with experimental data and the deviation between
simulation and experiment was determined. The sum of the squared deviation method is
applied to determine the accuracy of the simulation.

RSS =
N

∑
i=1

(yie − yip

yie

)2
(18)

RSS =
RSS

N
(19)

Mean error =
√

MRSS (20)

3. Results and Discussion

This study investigated the effects of important parameters, namely, steam-to-biomass
ratio (SBR) and gasification temperature during steam gasification of biomass through the
Aspen Plus process flow model at steady-state conditions. One parameter varies, while the
others are kept constant. To validate the simulation results, the experimental data from
steam gasification of torrefied biomass in a bubbling fluidized bed reactor were used [47].

The isothermal experimental investigations of steam gasification of biomass were
carried out in a pilot-scale bubbling fluidized bed reactor (Figure 1) using silica sand as bed
material. The performance of biomass gasification was analyzed to assess the influence of
operating parameters, i.e., gasification temperature, steam-to-biomass ratio, equivalence
ratio. During the investigations, each operating parameter varied in the desired range,
while other parameters were fixed at known values. After reaching steady conditions, the
variations of gas composition were recorded and analyzed for the process performance.
A detailed experimental description and its results are presented in a publication [47].

3.1. Effect of Gasification Temperature

The gasification temperature is a crucial parameter in biomass gasification. In this
study, three temperatures ranging between 800 and 900 ◦C were investigated, while the
steam-to-biomass ratio was fixed at 1.2 for the steam gasification. The effects of gasification
temperature on the gas composition (on dry basic and N2 free) are presented in Figure 4.
The simulation results indicate that the content of H2 increases with elevated temperature,
while the CH4 content decreases considerably. Furthermore, the content of CO rose from
800 to 850 ◦C, then dropped down to 21.98% at 900 ◦C. It is noteworthy that the CO2 fraction
showed an opposite trend. Moreover, operating temperature also enhanced the gas yield
produced and CCE by 1.28 Nm3/kgbiomass and 51.97% from 800 to 900 ◦C, respectively
(shown in Figures 5 and 6). A similar trend is observed in the experimental results.

The effect of operating temperature on the process performance of steam gasifica-
tion of biomass can be attributed to endothermic and exothermic reactions in biomass
gasification [42,48]. According to Le Chatelier’s principle and dynamic equilibrium, the
endothermic reactions ((2), (3), and (5)) are strengthened with elevated temperature, in-
creasing the contents of hydrogen and carbon monoxide, while reducting in methane
fraction. Additionally, the water–gas shift reaction can be promoted by the high contents
of carbon monoxide and steam in the gasifier, resulting in a decline of carbon monoxide
in the product gas. These reactions take place simultaneously in the reactor; thus, there
is a considerable rise in H2 content and fluctuations in the values of other components at
high temperatures.

Elevated temperature favors the rate of char gasification reactions and the water–gas
shift reaction, which can result in increased dry gas yield and the decreasing unreacted char.
Therefore, increasing operating temperature improves biomass conversion and hydrogen
production in steam gasification of torrefied biomass.
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Figure 4. Effect of gasification temperature on the gas composition.

Figure 5. Effect of gasification temperature on the gas yield.
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Figure 6. Effect of gasification temperature on carbon conversion efficiency.

Data analysis of the effect of gasification temperature is shown in Table 6. The mean
errors of H2 and CH4 are the lowest and highest values, respectively. These errors are
acceptable to predict the performance of the biomass gasification process. The differences
between simulation and experimental results in the effect of gasification temperature are
due to some simplified calculations and assumptions during the simulation. Biomass pro-
duces more tar and heavier hydrocarbons at lower temperatures, and they are decomposed
at high temperatures. Tars released during biomass decomposition are assumed to be con-
verted completely into CO and CH4; therefore, the effect of temperature on tar production
and decomposition is generally ignored in this study. Additionally, some reactions, i.e.,
steam reforming, char combustion, and hydrogen combustion, etc. are not considered
in FORTRAN kinetic calculations, resulting in the high content of H2 and CH4 and the
dry gas yield as well as the low fraction of CO2 compared to experimental results. The
equilibrium assumption replaces methane for all other hydrocarbons in the product gas
and a negligible deviation of methane content between simulation and experimental results
as observed in Figure 4.

Table 6. Analysis of data.

Parameters
Mean Error

H2 CO CO2 CH4 Gas Yield CCE

T (◦C) 0.115 0.17 0.222 0.303 0.235 0.2
SBR 0.193 0.174 0.329 0.134 0.076 0.033

3.2. Effect of Steam-to-Biomass Ratio

The steam-to-biomass ratio (SBR) represents a ratio of the mass flow rate of steam to
biomass fed into the reactor [48]. Along with operating temperature, the steam-to-biomass
ratio is a crucial operating parameter that affects significantly hydrogen production from
biomass gasification [49]. The SBR was investigated in this study ranging from 0 to 1.6, and
the temperature was at 850 ◦C.

In the following Figures 7–12, the simulation results were compared with experi-
mental data for gas composition at various steam-to-biomass ratios. Generally, the H2
and CO2 fractions increase (see Figures 7 and 8), while CO and CH4 show a downward
trend (Figures 9 and 10). In the range of 0 to 0.9, the H2 concentration rises considerably.
Afterward, its increase slows down in the higher SBRs. A steady rise in the content of CO2
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is found in the SBR range from 0.7 to 1.6, reaching a peak of 16.1% at the SBR of 1.6. Those
trends of the model predictions are similar to those found from the experimental data.
Compared with other species, the difference between simulation results and experimental
data in CH4 content is the lowest, while in the case of CO2, the fraction is the highest
with the mean error of 0.329. The simulation results for hydrogen and carbon monoxide
also display a good qualitative prediction of experimental data in the whole range of
SBR. The mean errors of the effect of SBR on gas composition, presented in Table 6, are in
acceptable ranges.

Figure 7. Effect of SBR on the hydrogen content.

Figure 8. Effect of SBR on carbon dioxide content.
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Figure 9. Effect of SBR on carbon monoxide content.

Figure 10. Effect of SBR on methane content.
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Figure 11. Effect of SBR on dry gas yield.

Figure 12. Effect of SBR on carbon conversion efficiency.

The dry gas yield of the product gas as a function of SBR is illustrated in Figure 11. As
can be seen in the figure, the gas yield increases rapidly until an SBR of 0.9 before slowing
down. It is noted that simulation results for gas yield are better in agreement with measured
data from SBR of 1.2. Its mean error is about 0.17 that is acceptable for the investigation of
steam-to-biomass ratios.

Figure 12 shows the comparison of the simulation results with the measured data for
carbon conversion efficiency versus the SBR in the range of 0–1.6. Increasing trends of CCE are
observed in both simulation and experimental results. A high SBR improves the gasification
process and increases efficiency. The efficiency rises considerably at low SBRs, then its rate
decelerates at high SBRs. The high accuracy of model predictions in carbon conversion efficiency
compared to experimental data is determined by the mean error of 0.033.
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The effect of SBR on the performance of biomass gasification is mainly due to the
reactions with the presence of steam. The high amount of steam in the gasifier promotes
char gasification and water–gas shift reactions, resulting in increasing hydrogen production
and the amount of char consumed. The largest difference in CO2 content is observed in
this evaluation. This error is due to the combustion reactions of char and CO which are
neglected. Additionally, this difference could be attributed to equilibrium assumptions.
As discussed above, the main error of the simulation is likely attributed to simplified
calculations and assumptions during the simulation. The ignorance of the effect of tar
and some reactions causes the differences between simulation results and experimental
data. In the presence of steam in the gasifier, the steam reforming reaction increases the
decomposition of tar components at high temperatures. Generally, the model predictions
and their error are capable of simulating the gasification performance under various steam-
to-biomass ratios.

In summary, the study has developed a kinetic model which incorporates both reactor
hydrodynamics and reaction rate kinetics to simulate biomass gasification in a bubbling flu-
idized bed reactor. The model is validated against experimental data at the same operating
parameter range in terms of gasification temperature and steam-to-biomass ratio. It is noted
that high agreement has been found with experimental results in most cases with the mean
error ranging from approximately 0.033 to 0.329 (when fractions and yields of gas components
and carbon conversion efficiency are considered). The trends observed in both simulation and
experimental investigations are similar. There are slight deviations during the comparisons
due to model assumptions. Additionally, the equilibrium model assumes that the reactions
can reach a complete equilibrium, while the experimental conditions deviate from the ideal
operating conditions, resulting in those errors. Finally, the model is capable of predicting the
performance of biomass gasification in a bubbling fluidized bed and is sufficient to provide a
good understanding of the phenomena occurring inside the gasifier.

4. Conclusions

In this work, an Aspen plus model for the steam gasification of biomass was developed
to investigate the effect of operating parameters on the gasification process at steady-state
conditions. Hydrodynamic and reaction kinetic calculations were implemented in external
FORTRAN codes. Pyrolysis yield distribution obtained from the model of Neves was used
to determine the mass yields of the decomposition of torrefied biomass. The simulation
results for the product gas composition and carbon conversion efficiency versus gasification
temperature and steam-to-biomass ratio were validated by the experimental data. The
following relevant conclusions can be obtained from this study:

1. At higher temperatures, the gasification process is favored. Here, the hydrogen
production and the carbon conversion efficiency are increased, while the amount of
carbon monoxide and methane in the product gas is decreased.

2. Increasing the steam amount in the reactor promotes the performance of biomass
gasification. The SB steam-to-biomass ratio strongly enhances the content and yield
of hydrogen in the product gas as well as improves the gas yield and the carbon
conversion efficiency.

3. It is noteworthy that the model predictions are in good agreement with the exper-
imental data, and the model is capable of simulating the performance of biomass
gasification under various operating conditions, i.e., operating temperature and
steam-to-biomass ratio. The minor deviations between the simulation model and the
measured data are related to the model limitations, i.e., simplified calculations in bed
hydrodynamics and kinetics.

The model-predicted values showed good agreement with experimental data. The
errors of the simulation compared to experimental investigations could be attributed to
process assumptions to simplify the calculations and the lack of tar decomposition reactions
as well as the chemical equilibrium. The residence time in a fluidized bed gasifier might be
not sufficient to reach equilibrium conditions in the experimental conditions. In further

98



Appl. Sci. 2021, 11, 2877

studies, tar decomposition and combustion reactions are taken into consideration along
with sufficient hydrodynamic calculations to reduce the deviations in the simulation of
biomass gasification.
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Abstract: The European research project CLARA (chemical looping gasification for sustainable
production of biofuels, G.A. 817841) investigated chemical looping gasification of wheat straw pellets.
This work focuses on pretreatments for this residual biomass, i.e., torrefaction and torrefaction-
washing. Devolatilizations of individual pellets were performed in a laboratory-scale fluidized
bed made of sand, at 700, 800, and 900 ◦C, to quantify and analyze the syngas released from
differently pretreated biomasses; experimental data were assessed by integral-average parameters:
gas yield, H2/CO molar ratio, and carbon conversion. A new analysis of devolatilization data
was performed, based on information from instantaneous peaks of released syngas, by simple
regressions with straight lines. For all biomasses, the increase of devolatilization temperature
between 700 and 900 ◦C enhanced the thermochemical conversion in terms of gas yield, carbon
conversion, and H2/CO ratio in the syngas. Regarding pretreatments, the main evidence is the
general improvement of syngas quality (i.e., composition) and quantity, compared to those of
untreated pellets; only slighter differentiations were observed concerning different pretreatments,
mainly thanks to peak quantities, which highlighted an improvement of the H2/CO molar ratio
in correlation with increased torrefaction temperature from 250 to 270 ◦C. The proposed methods
emerged as suitable straightforward tools to investigate the behavior of biomasses and the effects of
process parameters and biomass nature.

Keywords: devolatilization; biomass pretreatments; wheat straw pellets; syngas; gas yield; carbon
conversion; fluidized bed

1. Introduction

The EU’s Renewable Energy Directive (RED II) has set the goal of achieving a 14%
renewable energy share in the transport sector by 2030 [1], and residual biomasses and
agro-industrial waste can be exploited as sources to produce sustainable second generation
biofuels [2], which are expected to significantly reduce greenhouse gas emissions [2,3].

The gasification of residual biomass, to produce advanced biofuels, is a promising
technology to achieve the goals of RED II. Gasification is a mature thermochemical conver-
sion process suitable for biomasses, with syngas (mixture of H2, CO, CO2, CH4, possibly
diluted by steam and/or N2 [4]) as the main product; syngas is primarily used to generate
heat and electricity, and is potentially exploitable to synthesize advanced biofuels (the latter
option has not yet been fully implemented at the industrial scale) [5]. Gasification consists
of partial oxidation of the carbon contained in the biomass (or in other carbonaceous fuels)
at high temperature (750–1150 ◦C [6]), using a controlled amount of an oxidant agent (air,
pure oxygen, steam, or mixtures of them) [6]. Pure oxygen ensures the production of a
high heating value and nitrogen-free syngas, the latter feature being advantageous for the
synthesis of biofuels; however, the provision of pure oxygen requires an air separation
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unit (ASU), which is usually associated with high capital and operational costs [5]. The
chemical looping gasification (CLG) process is a new gasification concept, which avoids
nitrogen dilution without requiring an ASU and allows for decent fuel conversions [5,7,8].
The difference between CLG and conventional gasification methods is represented by the
oxygen source: the gaseous oxidant agents are replaced by the lattice oxygen provided by
metal oxides (MexOy) [9]. These metal oxides for CLG are called oxygen carriers (OC). A
suitable reactor configuration for CLG is the dual fluidized bed reactor: one fluidized bed
works as a gasifier (steam and/or CO2 as fluidizing agents, while the OC particles provide
oxygen); the other bed works as a burner (air as the oxidizing and fluidizing agent, the OC
recovers oxygen); the OC particles continuously circulate from one bed to the other [10].

The ongoing European research project CLARA (chemical looping gasification for
sustainable production of biofuels, G.A. 817841 [11]) aims to develop an efficient technology
to produce liquid fuels by the Fischer–Tropsch synthesis [12], which converts the syngas
obtained by the CLG of selected biogenic residues [13]. Concretely, CLARA’s final objective
is to prove the feasibility of a complete residual biomass-to-fuel chain up to the 1 MWth scale
in an industrially relevant environment, with a target cold gas efficiency of 82%, carbon
conversion of 98%, and the level of tar in outlet syngas lower than 1 mg Sm−3 [14,15].
Even though CLG is rather flexible concerning the nature of raw solid fuel, one of the
main focuses and novelty points of CLARA deals with the study of biomass pretreatments,
carried out in order to improve fuel performances during their thermochemical conversion,
in terms of fuel energy density and avoidance of sintering/agglomeration phenomena of
fluidized bed particles with fuel ashes [15,16].

CLARA has selected wheat straw as a residual biomass of interest for CLG, investi-
gating the effects from several pretreatments, such as torrefaction, washing, addition of
minerals; those pretreatments, described in detail elsewhere [15–17], were mainly focused
on the issue of agglomeration avoidance during the reduction-oxidation cycles of CLG,
involving both OC particles and biomass ashes [15]. This work focuses on torrefaction and
washing influences on the pyrolytic behavior of pretreated biomass.

Torrefaction is a mild form of pyrolysis at temperatures ranging between about 200
and 300 ◦C, in an inert environment [18]. Tumuluru et al. [18] reported that biomass
torrefaction improves its physical properties, such as: grindability; particle size and distri-
bution; pelletability; proximate and ultimate composition (moisture, carbon, and hydrogen
content); calorific value; storability, thanks to increased resistance towards biological
degradation. Ru et al. [19] investigated physicochemical characteristics of fast-growing
poplar, torrefied at 200, 225, 250, 275, and 300 ◦C; they found that: (i) torrefaction reduced
biomass hemicellulose content because of dehydration, deacetylation, and cleavage of
ether linkages; (ii) H/C decreases while O/C and heating value increase as the torrefac-
tion temperature is increased. Stelte et al. [20] focused on the correlation between wheat
straw torrefaction (in the range 150–300 ◦C) and pelletizing properties, concluding that the
pelletizing process results in mechanically strong pellets (with higher heating value and
reduced moisture adsorption) for torrefaction temperature lower than or equal to 250 ◦C.
Di Giuliano et al. [15], thanks to the research carried out at CENER (Centro Nacional
de Energías Renovables), found that torrefaction was effective in the removal of Cl from
wheat straw, therefore suggesting this pretreatment as a de-chlorinating operation, which
prevents the formation of pollutants derived from Cl and the accelerated corrosion issues
in facilities for thermochemical processes, such as CLG.

The washing pretreatment may be used to remove alkali and alkaline earth metals
(AAEM) [15,21]. Cen et al. [21] studied the AAEM content and the pyrolytic behavior of
rice straw, washed with water, aqueous HCl solution or aqueous phase bio-oil; they found
that K, Ca, Mg, and Na were removed thanks to washing by each of the three liquids, with
removal efficiencies always between 90–100% as to the HCl solution and aqueous phase
bio-oil, while quite lower with water (~80% for K, ~10% for Ca, ~25% for Mg, and ~75%
for Na); with regard to the pyrolytic behavior of washed rice straw, they found that the
pretreatment with water had little effect on developed non-condensable gases.
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This work thoroughly investigates the influence of some pretreatments on the ther-
mochemical decomposition of wheat straw and the produced syngas. In this regard,
experiments were carried out involving devolatilizations in a fluidized bed made up of
sand. Devolatilization is a key step of a generic gasification process, and strongly influ-
ences the amount and composition of the produced gas [22], so devolatilization results
may detect possible primary effects of pretreatments on the thermochemical behavior of
wheat straw. The fluidized bed made up of inert sand was chosen in so that: (i) biomasses
could be studied in a reactor configuration similar to that of CLG developed in the CLARA
project; (ii) possible redox effects from solids (such as OC) could be excluded and only
those influences strictly due to biomass pretreatments could emerge. Devolatilization tests
were performed on pellets of differently pretreated biomasses, firstly elaborating data by
methods described elsewhere [10,23]. In addition, a further analysis of the same data was
introduced, based on information taken from the instantaneous peaks of gas release during
devolatilizations, treated by simple regressions with straight lines. This represents a point
of novelty, since the introduced method is quite straightforward as far as both experimental
and mathematical approaches are concerned.

2. Materials and Methods

2.1. Investigated Biomasses

The biomass investigated in this work is wheat straw, one of the biogenic residues
selected within the CLARA project [10,15,16,24]. Wheat straw was in the form of pellets,
useful to facilitate their transport, storage, and handling, and closer to its possible commer-
cial utilization. Those wheat straw pellets underwent some pretreatments, i.e., torrefaction
and torrefaction followed by washing, as described extensively elsewhere [10,15–17,25].
The torrefied and torrefied-washed pellets were also compared to the untreated wheat
straw pellets (studied elsewhere [10]), which were considered as a reference material to
infer the effects from pretreatments on syngas, if any. From here on, biomasses are named
as indicated in Table 1. These biomasses were characterized by proximate and ultimate
analyses, which allowed determining the moisture and ash contents, and the elemental
composition; some of these data are available in [17,24] and were used in Equation (3) of
this work. Chemical analysis and ash melting tests were also performed on investigated
biomasses, as reported by Di Giuliano et al. [15], to quantify respectively the content of
inorganics and the melting temperature of biomass ashes.

Table 1. Names of biomasses investigated in this work with specification of the related pretreatment.

Name of Biomass Characteristic of the Pellet

WSP Wheat Straw Pellet
WSP-T1 Wheat Straw Pellet—Torrefied at T1 = 250 ◦C
WSP-T2 Wheat Straw Pellet—Torrefied at T2 = 260 ◦C
WSP-T3 Wheat Straw Pellet—Torrefied at T3 = 270 ◦C

WSP-T1W Wheat Straw Pellet—Torrefied at T1 and Washed
WSP-T2W Wheat Straw Pellet—Torrefied at T2 and Washed
WSP-T3W Wheat Straw Pellet—Torrefied at T3 and Washed

2.2. Bed Material and Conditions of Devolatilization Tests

Devolatilizations were carried out in a laboratory scale fluidized bed reactor. The
granular bed was made up of sand, an inert material used to perform devolatilizations in
the absence of particles with proven oxidizing properties (such as OC exploited in CLG).
The physical properties of sand are summarized in Table 2. Nitrogen (N2) was used as
the fluidizing gas, to avoid the provision of external oxygen, at 1.5 times the minimum
fluidization velocity of sand, so to ensure similar fluid-dynamic conditions for all tests.
Under the selected conditions (700, 800, and 900 ◦C in N2), sand particles (Table 2) belong to
the Group B of generalized Geldart classification [26]. The minimum fluidization velocities
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(umf), calculated according to the method adopted by Di Giuliano et al. [15,27,28], are
summarized in Table 2.

Table 2. Physical and fluid-dynamic properties of sand, adapted from [10]: particles diameter (dp)
and particle density (ρp); minimum fluidization velocity (umf) in N2 as a function of temperature (T),
with the indication of the related generalized Geldart Group [26].

Material Sand

dp (μm) 212–250
ρp (kg m−3) 2.6 × 103

T (◦C) umf (cm s−1) Generalized Geldart Group [27]

700 2.4 B
800 4.4 B
900 2.9 B

2.3. Experimental Apparatus and Procedure for Devolatilization Tests

Devolatilization tests, as anticipated in Section 2.2, were carried out for all biomasses
listed in Table 1 at three temperature levels (700, 800, and 900 ◦C), with N2 as the fluidizing
agent, in a fluidized bed made up of sand. The related experimental apparatus at laboratory-
scale was depicted and fully described in detail elsewhere [10,23]. For the sake of clarity, it
is also briefly described in the following.

A mass flow controller allowed N2 to be fed into the windbox of a cylindrical quartz
reactor (5 cm internal diameter), in which the devolatilizations took place. Sand was loaded
inside, in such a quantity to form a 7.5 cm high bed (1.5 times the internal diameter of
the reactor). The reactor was heated by a cylindrical electric furnace, with temperature
controlled by a thermocouple directly submerged in the bed. The syngas produced by
devolatilizations left the reactor freeboard together with N2, and both passed through
an ice trap, which operated a first separation of condensable species and entrained fine
solids. Downstream, a double-pipe condenser (ethylene glycol on the shell-side at −4◦C,
gas flow on the tube-side) allowed the forced separation of water and other condensable
substances. The dry and cold syngas passed through filters for a further cleaning, then
reached gas detectors: (i) a micro-gas chromatograph (μGC) (Agilent 490, Agilent Tech-
nologies Italia S.p.A., Cernusco sul Naviglio (MI), Italy), to identify the hydrocarbons
in the syngas (qualitative identification from a not exhaustive list of detected species, as
discussed in [10,23]); (ii) an online ABB station, with analyzers measuring the volumetric
concentrations of H2, CO, CO2, CH4, and hydrocarbons expressed in ppm of “equivalent
C3H8”. From here on, equivalent C3H8 is named “C3H8,eq.” and such quantity excludes
CH4, separately measured and accounted.

2.4. Processing of Devolatilization Data

For each pair “biomass kind-temperature”, three repetitions of devolatilization were
performed (i.e., three pellets of the same kind were devolatilized at each temperature).

Each pellet was devolatilized individually and completely before feeding the following
one. Because of this procedure, as already evidenced in [10,23], the experimental process is
intrinsically at unsteady-state.

Thanks to the hypothesis of N2 as the internal standard, it was possible to determine
the instantaneous molar flow rates of the gases (Fi,out, with i as the generic gaseous species
produced by the devolatilization tests, quantified by the ABB system: H2, CO, CO2, CH4,
C3H8,eq.). Figure 1 (Section 3.1) shows examples of these instantaneous flow rates from
individual devolatilizations as functions of time (t), characteristically shaped as asymmetric
peaks [29,30].
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(a) (b) 

Figure 1. Example of H2, CO, CO2, CH4, and C3H8,eq. outlet molar flow rates (Fi,out) as functions of time, produced by
devolatilizations in the sand fluidized bed of (a) WSP at 800 ◦C; (b) WSP-T1 at 900 ◦C. WSP data adapted from [10].

The evaluation of devolatilization performances by integral-average values, already
proposed by the same research team in [10,23], was adopted in this work to calculate: gas
yield (ηav, Equation (1)); H2/CO molar ratio (λav, Equation (2)); carbon conversion (χc

av,
Equation (3)); the superscript “av” means “integral-average”.

ηav =
∑i

∫
Fi,out dt
mp

with i = H2, CO, CO2, CH4 and C3H8,eq. ; mp = mass o f pellet (g) (1)

λav =

∫
FH2,out dt∫
FCO,out dt

(2)

χC
av =

12 (g mol−1)×∑j [nj×
∫

Fj,out dt]

mp×(1−%moisturear
100 )×

(
1−%ashdb

100

)
×
(

%Cda f
100

) × 100

with j = CO, CO2, CH4 and C3H8,eq. ; mp = mass o f pellet (g)
nj = number o f carbons atoms in j

%moisturear = moisture content as wt% in as recieived (ar) biomass%ashdb =
ash content as wt% in biomass on dry basis (db)

%Cda f = elemental carbon as wt% in biomass on dry ash f ree basis (da f )

(3)

As to these parameters (Equations (1)–(3), the arithmetic average out of the three
repetitions and the related standard deviation were calculated for each set “biomass
kind-temperature”, and the resulting values were represented by bar-charts in Figure 2
(Section 3.1).
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(a) (b) 

 
(c) 

Figure 2. Experimental results of devolatilization tests for all kind of pellets, as functions of temperature (700, 800, and
900◦C): (a) integral average gas yield (ηav, Equation (1)); (b) integral average H2/CO molar ratio (λav, Equation (2));
(c) integral average carbon conversion (χc

av, Equation (3)); WSP data adapted from [10].

This work introduces a further method to analyze devolatilization performances,
which focuses on the quantitatively most representative moment of unsteady-state de-
volatilizations of individual pellets, i.e., the top of Fi,out devolatilization peaks as functions
of time (see Figure 1), when the highest gas release occurred.

The procedure to elaborate this data follows:

1. for each set “biomass kind-temperature” and for each of the three repetitions, the
highest released flow rate (i.e., peak top of Fi,out in Figure 1) was identified for each
quantified species (i = H2, CO, CO2, CH4, and C3H8,eq.);

2. a neighborhood of 7 Fi,out experimental points was selected, centered on the considered
peak top;

3. the arithmetic average (F,p
i,out, Equation (4), where “p” superscript means “peak”) was

calculated out of these 7 points.

In addition, the distribution among peaks of released gases—namely H2, CO, CO2,
CH4, and C3H8,eq.—was calculated, in terms of molar fractions on a nitrogen-free basis
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(Yp
i,out, Equation (5)). For each temperature value and each gaseous species, three points

were obtained (one per test), corresponding to the three repetitions for each kind of biomass;
therefore, for the generic gaseous species i, 9 values of Yp

i,out were obtained, evenly dis-
tributed on the three temperature levels 700, 800, 900 ◦C.

Fp
i,out =

∑7
k=1 Fi,out,k

7
with i = H2, CO, CO2, CH4 and C3H8,eq. ; k = number o f experimental point

(4)

Yp
i,out =

Fp
i,out

∑i Fp
i,out

with i = H2, CO, CO2, CH4 and C3H8,eq (5)

Moreover, a parameter called “specific maximum gas production” (SMGP) was in-
troduced and calculated by Equation (6). This parameter is a local value expressed as a
specific gas yield per unit of biomass and unit of time, which focuses on the devolatilization
phenomenon around the peak top of released gas flow rate.

SMGP =
∑i Fp

i,out

mp
with i = H2, CO, CO2, CH4 and C3H8,eq. ; mp = mass o f pellet (g) (6)

Analogously to Yp
i,out, 9 SMGP values resulted for each kind of biomass, evenly dis-

tributed on the three temperature levels 700, 800, 900 ◦C.
For each 9-points set of Yp

i,out or SMGP as functions of devolatilization temperature, a
regression was performed by means of dedicated Microsoft Excel tool, under the assump-
tion of straight line (Equation (7)) as the modeling equation for Yp

i,out or SMGP dependency
on devolatilization temperature (T). This assumption was supported by observing the
approximately linear trends of devolatilization performances experimentally determined
by Zeng et al. [30], with tests at different temperature levels, progressively increased by 50
◦C in the range 600–900 ◦C.

Z = m T[◦C] + qwith Z = Yp
i,out or SMGP ; m = slope ; q = intercept at T = 0 (7)

3. Results

Figure 1 shows two examples of results (out of 63), obtained from devolatilizations
of individual pellets, expressed in terms of Fi,out. As already reported by [10,23], Fi,out
curves as functions of time have an asymmetrical shape, due to the unsteady-state of each
devolatilization.

3.1. Results from Devolatilization Tests: Integral-Average Quantities

Figure 2 shows the overall results of the devolatilization tests carried out using sand
as the bed material, in anoxic conditions due to N2 supply, at three temperature levels
(700, 800, and 900 ◦C). The data of the three repetitions of the untreated WSP pellets were
adapted from [10]. The bar-charts in Figure 2 summarize the devolatilization results in
terms of integral-average parameters: (i) gas yield (ηav, Equation (1)), (ii) H2/ CO molar
ratio (λav, Equation (2)), and (iii) carbon conversion (χav

C , Equation (3)), calculated by the
procedure described in Section 2.4. For each set “biomass kind-temperature” in Figure 2,
the bar heights represent the average values of the considered quantity out of the three
repetitions, the associated error bars represent the related standard deviations.

3.2. Results from Devolatilization Peaks: Regression Analyses

As described in Section 2.4, the molar fractions on N2-free basis (Yp
i,out, Equation (5))

of the gases and the SMGP (Equation (6)) were calculated, focusing on the peaks top of gas
release during devolatilizations of individual pellets.

Figure 3 shows the results of this calculations from devolatilizations of WSP pellets at
each temperature level, provided with regression straight lines (Equation (7)). For the sake
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of clarity, the slopes (m, Equation (7)) and y-axis intercepts (q, Equation (7)) of regression
straight lines were collected in Table 3 for devolatilizations of WSP pellets.

  
(a) (b) 

Figure 3. Experimental results from devolatilization peaks for WSP pellets as functions of temperature (points), with
regression straight lines (dotted): (a) molar fractions on N2 free-basis of produced gases at devolatilization peaks (Yp

i,out
Equation (5)); (b) SMGP (Equation (6)).

Table 3. Slopes (m, Equation (7)) and y-axis intercepts (q, Equation (7)) of the regression straight lines
of Yp

i,out (Equation (5), i = H2, CO, CO2, CH4, and C3H8,eq.) and SMGP (Equation (6)), for WSP pellets.

Species of Gas
m

[Mol Mol N2 Free−1 ◦C−1]
q

[Mol Mol N2 Free−1]

H2 1.170 × 10−3 −7.050 × 10−1

C3H8eq. −4.622× 10−4 4.440 × 10−1

CO −1.730 × 10−4 5.340 × 10−1

CO2 −2.686 × 10−4 3.622 × 10−1

CH4 −2.672 × 10−4 3.648 × 10−1

SMGP

m
[mol min−1 g−1 ◦C−1]

q
[mol min−1 g−1]

4.293 × 10−1 −1.475 × 10−2

Figures 4 and 5 show the results of peak analyses on devolatilizations data for torrefied
(WSP-T1, WSP-T2, WSP-T3) and torrefied-washed pellets (WSP-T1W, WSP-T2W, WSP-
T3W). In order to facilitate comparisons, the graphs of the molar fractions (Yp

i,out, Equation
(5)) of the six pellets were collected in Figure 4, while Figure 5 collects the graphs of SMGP
for the same biomasses. Tables 4 and 5 are associated with Figures 4 and 5, respectively,
reporting the coefficients m and q (Equation (7)) of regression straight lines.
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 4. Experimental results from devolatilizations of torrefied and torrefied-washed pellets. Molar fractions on N2

free-basis of produced gases at devolatilization peaks (Yp
i,out, Equation (5)), as functions of temperature (points), with

regression straight lines (dotted), for: (a) WSP-T1; (b) WSP-T1W; (c) WSP-T2; (d) WSP-T2W; (e) WSP-T3; and (f) WSP-T3W.
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 5. Experimental results from devolatilizations of torrefied and torrefied-washed pellets. SMGP (Equation (6)) as
a function of temperature (points), with regression straight lines (dotted), for: (a) WSP-T1; (b) WSP-T1W; (c) WSP-T2;
(d) WSP-T2W; (e) WSP-T3; (f) WSP-T3W.
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Table 4. Slopes (m, Equation (7)) and y-axis intercepts (q, Equation (7)) of the regression straight lines
of Yp

i,out (Equation (5), i = H2, CO, CO2, CH4, and C3H8,eq.) for torrefied and torrefied-washed pellets.

Type of Biomass Species of Gas
m

(Mol Mol N2 Free−1 ◦C−1)
q

(Mol Mol N2 Free−1)

WSP-T1

H2 1.213 × 10−3 −7.106 × 10−1

C3H8eq −4.654 × 10−4 4.514 × 10−1

CO 8.298 × 10−6 3.733 × 10−1

CO2 −3.932 × 10−4 4.429 × 10−1

CH4 −3.631 × 10−4 4.429 × 10−1

WSP-T2

H2 1.217 × 10−3 −7.064 × 10−1

C3H8eq −4.272 × 10−4 4.177 × 10−1

CO 6.025 × 10−5 3.311 × 10−1

CO2 −4.774 × 10−4 5.125 × 10−1

CH4 −3.721 × 10−4 4.450 × 10−1

WSP-T3

H2 1.221 × 10−3 −6.999 × 10−1

C3H8eq −4.802 × 10−4 4.624 × 10−1

CO 9.178 × 10−5 2.936 × 10−1

CO2 −4.400 × 10−4 4.780 × 10−1

CH4 −3.924 × 10−4 4.659 × 10−1

WSP-T1W

H2 1.255 × 10−3 −7.466 × 10−1

C3H8eq −5.867 × 10−4 5.553 × 10−1

CO 2.963 × 10−5 3.747 × 10−1

CO2 −3.447 × 10−4 3.892 × 10−1

CH4 −3.535 × 10−4 4.274 × 10−1

WSP-T2W

H2 1.224 × 10−3 −7.107 × 10−1

C3H8eq −5.705 × 10−4 5.420 × 10−1

CO 1.980 × 10−4 2.247 × 10−1

CO2 −4.458 × 10−4 4.715 × 10−1

CH4 −4.053 × 10−4 4.725 × 10−1

WSP-T3W

H2 1.256 × 10−3 −7.236 × 10−1

C3H8eq −5.044 × 10−4 4.821 × 10−1

CO −3.523× 10−6 3.903 × 10−1

CO2 −4.187 × 10−4 4.457 × 10−1

CH4 −3.295 × 10−4 4.054 × 10−1

Table 5. Slopes (m, Equation (7)) and y-axis intercepts (q, Equation (7)) of the regression straight lines
of SMGP (Equation (6)) for torrefied and torrefied-washed pellets.

Biomass
m

[Mol Min−1 g−1 ◦C−1]
q

[Mol Min−1 g−1]

WSP-T1 4.882 × 10−5 −1.933 × 10−2

WSP-T2 4.534 × 10−5 −1.636 × 10−2

WSP-T3 4.312 × 10−5 −1.605 × 10−2

WSP-T1W 5.648 × 10−5 −2.380 × 10−2

WSP-T2W 5.618 × 10−5 −2.560 × 10−2

WSP-T3W 3.297 × 10−5 −6.241 × 10−3

4. Discussion

Before a detailed discussion of devolatilization results, it is worth to stress that this
study aimed to strictly examine the influences from wheat straw pretreatments and de-
volatilization temperatures on pellets thermochemical behavior. For this reason, tests were
carried out in an inert atmosphere and with a unique bed material, devoid of those oxida-
tive properties typical of the OC investigated within CLARA project [5,10,15,31]. In such a
way, results did not depend on the type of bed material or any external oxygen supply.
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4.1. Integral-Average Quantities

Figure 2 highlights that the devolatilization temperature is a parameter with a sig-
nificant effect on devolatilization performances, whatever the considered biomass kind;
for all biomasses, the gas yield (ηav, Equation (1), Figure 2a) and the H2/CO molar ratio
(λav, Equation (2), Figure 2b) grew as the temperature was increased. With regard to the
carbon conversion (χav

C , Equation (3), Figure 2c), the difference between values at 800 and
900 ◦C was not always evident (net of standard deviations), so that trends with respect to
temperature were not as much clear as in the case of ηav and λav. Anyway, one can state
that the temperature increasing from 700 to 800 ◦C always improved χav

C . As a matter of
fact, Wang et al. [32] reported how the gas yield, the carbon conversion and the H2 and CO
content in the syngas increased as the devolatilization temperature was increased, with
experiments on sawdust pellets in a fluidized bed reactor, within the range 750–950 ◦C.
Consequently, considerations about Figure 2 may suggest that one should obtain the best
performance of thermochemical conversion of wheat straw biomasses by operating at the
highest tested temperature (900 ◦C).

In general, the increase in gas yield (ηav, Equation (1), Figure 2a) is not necessarily
accompanied by an improvement in syngas quality (e.g., in terms of H2/CO ratio for
Fischer-Tropsch synthesis). Remarkably, in the case of study of this work, the H2/CO molar
ratio (λav, Equation (2), Figure 2b) grew together with gas yield (ηav, Equation (1), Figure 2a)
as the temperature was increased; in other words, there is a general improvement in the
quality and quantity of the syngas due to the increase of devolatilization temperature,
which in turn appeared to enhance the extent of reforming and cracking reactions.

In addition to the devolatilization temperature influence, minor effects due to pretreat-
ments were observed on devolatilization performances.

A comparison between the results of torrefied pellets (WSP-T1, WSP-T2, WSP-T3) and
those of WSP, suggested that:

• the ηav of torrefied pellets was close to that of WSP (Figure 2a), with differences even
less evident if standard deviations are taken into account;

• the λav of torrefied pellets is slightly higher than that of WSP (Figure 2b);
• with torrefied pellets, a substantial decrease of the χav

C emerged in comparison to
the same quantity of WSP (Figure 2c); this is in agreement with the expected effects
of the torrefaction pretreatment (defined elsewhere [17]). As highlighted by Fan
et al. [33], torrefaction can lead to a reduction of carbon conversion in the thermochem-
ical conversion of the biomass, because of devolatilization, polycondensation, and
carbonization which occur during the pretreatment; as a matter of fact, Niu et al. [34]
referred that torrefaction increased the elemental carbon content per unit of mass,
because of the release of volatiles (such as water and CO2), which in turn made the
biomass properties shift towards those of coal [35].

With regard to torrefied samples (WSP-T1, WSP-T2, WSP-T3), a further focus was
performed on effects of torrefaction temperature:

• no evident influences emerged on gas yield (ηav, Equation (1), Figure 2);

The highest H2/CO molar ratio (λav, Equation (2), Figure 2b) resulted for WSP-T3;
Zhang et al. [36] found that 270 ◦C was the best torrefaction temperature for pelletized pine
and spruce sawdust, among investigated values of 240, 270, 300, and 330 ◦C: they carried
out devolatilizations by thermogravimetric measurements and determined, by kinetic
analyses, that the activation energy of H2 release was minimum when the torrefaction
temperature was equal to T3 (270 ◦C).

Concerning the torrefied-washed samples (WSP-T1W, WSP-T2W, WSP-T3W), a com-
parison with the corresponding torrefied pellets (WSP-T1, WSP-T2, WSP-T3) evidenced
that ηav (Figure 2a), λav (Figure 2b), and χav

C (Figure 2c) did not substantially vary, net
of standard deviations. The washing pretreatment after torrefaction did not produce
significant improvements, at least in terms of gas yield, H2/CO molar ratio, and carbon
conversion. These results can be justified by considering that the washing pretreatment
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with water was strictly applied to remove AAEM from the biomass [37]. On the other
hand, it is worth to stress that the washing pretreatment improves some other properties of
wheat straw from the gasification process point of view, since the release of contaminants
(e.g., KCl, H2S) is preliminary reduced, and therefore the post-processing requirements in
the cleaning unit of syngas may decrease [17].

4.2. Peak Quantities

Figures 4 and 5 summarize the results of devolatilization data analysis focused on
peak quantities.

In general, for all kinds of biomass, Figures 3a and 4 suggest that:

• Yp
CH4,out, Yp

CO2,out, Yp
C3 H8, eq.,out (Equation (5)) decreased as the devolatilization temper-

ature was increased, for all kinds of biomasses; qualitative identification analyses
with the μGC AGILENT 490 found a high number of hydrocarbons species at 700 ◦C
(i-C4H10, n-C4H10, C5H12, i-C5H12, n-C5H12, C6H6, C2H4/C2H2, C2H6, C3H8, C3H4),
just some of them at 800 ◦C (n-C4H10, C6H6, C2H4/C2H2, C2H6, C3H8), while at
900 ◦C none of them was detected;

• Yp
H2,out (Equation (5)) increased as the temperature was increased for all kinds of

biomasses;
• Yp

CO,out (Equation (5)) of pretreated pellets (Figure 4), was quite constant or slightly in-
creased as the temperature was increased, while Yp

CO,out of WSP (Figure 3a) decreased.

These observations matched well with the discussion about integral-average param-
eters in Section 4.1, which highlighted that the higher the devolatilization temperature
the higher the H2/CO ratio, hypothesizing an enhancement of reforming and cracking
reactions of hydrocarbons due to the increasing of devolatilization temperature.

Tables 3 and 4 show the coefficients m and q of regression straight lines obtained for
Yp

i,out:

• m is an index of the effects due to the variations of devolatilization temperature on the
Yp

i,out distribution in the syngas; for a generic gaseous species i, a positive m means that
Yp

i,out increases as the temperature was increased (and vice versa), and the higher of the
absolute value of m, the more abrupt the Yp

i,out variation due to temperature (somehow
related to similar temperature effects represented by values of the Arrhenius activation
energy);

• q may not have a proper physical-chemical interpretation for a given i species (any-
way, it is likely interpretable analogously to the preexponential factor of Arrhenius
function); in any case, being m equal, the higher the q the greater the tendency of a
given biomass to release i;

Overall, for all investigated biomasses, m and q values related to Yp
i,out (i = H2, CO,

CO2, CH4, and C3H8,eq., Equation (5)) did not severely differ one to another for each con-
sidered gaseous species (Tables 3 and 4); this was in agreement with the abovementioned
observations about Figures 3a and 4, which generally showed quite similar trends and
absolute values for Yp

i,out of the seven investigated biomasses.
Nevertheless, without prejudice to what was said in the previous sentence, the quan-

tifications offered by m and q highlighted some minor differences between the behaviors
of biomasses, associated to their devolatilization peaks; in this regard, Figure 6 compares
regression lines obtained by m and q values from Tables 3 and 4 for Yp

i,out (i = H2, CO, CO2,
CH4, and C3H8,eq., Equation (5)):

• WSP appeared as less likely to release H2 (Figure 6b) and more likely to release CO2
(Figure 6d) than pretreated wheat straw pellets; this could be related to the results of
Qing et al. [38], who experimentally found that carbonaceous gases (CO2 and CO) are
more easily released than H2 during the preliminary torrefaction pretreatment;
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• With regard to CH4 release (Figure 6a), a significant differentiation between WSP and
pretreated wheat straw pellets emerged at 900 ◦C, with Yp

CH4,out of WSP resulting as
the highest value at that temperature;

• As to CO (Figure 6c), a poorer influence from devolatilization temperature emerged,
also taking into account the distribution of the Yp

CO,out experimental points which
originated the regression lines (Figure 4);

• As far as hydrocarbons are concerned (C3H8eq, Figure 6e), at 700 ◦C WSP-T1W and
WSP-T2W showed the highest Yp

C3 H8 eq ,out, but at higher temperatures, the behavior of
all biomasses became uniform;

• When considering torrefied (WSP-T1, WSP-T2, WSP-T3) and torrefied-washed pellets
(WSP-T1W, WSP-T2W, WSP-T3W) as two groups, they showed a slight behavioral
difference in terms of CO2 peak release (Figure 6d); for all other gas components,
when individually considered, clear effects ascribable to the specific pre-treatment or
the variation of torrefaction temperature could not be inferred;

• For each biomass, the H2/CO molar ratio related to peak analyses (Yp
H2,out/Yp

CO,out)
was calculated as the ratio between the respective Yp

H2,out and Yp
CO,out straight lines

in Figure 6b,c at a given temperature, obtaining the results summarized in Table
6; remarkably, a direct influence from torrefaction temperature emerged: the higher
this parameter, the greater the H2/CO molar ratio related to peaks (with a negligible
exception of the very close values of WSP-T2W and WSP-T3W at 700 ◦C), in fair
agreement with evidences obtained by the analysis of integral-average quantities and
the already cited literature evidence from Zhang et al. [36] (Section 4.1); in addition,
relative percentage variation of H2/CO ratio related to peaks were calculated with
WSP values as references (Δ(H2/CO)p, Table 6), and WSP-T3 always exhibited the
greatest variation at each temperature, with the absolutely most pronounced at 700 ◦C.

Table 6. Peak analyses at 700, 800, and 900 ◦C: H2/CO molar ratio related to peaks, obtained as the ratio between regression
lines of Yp

H2,out and Yp
CO,out (Equation (7), m and q from Tables 3 and 4) for each biomass; relative percentage variation of

H2/CO ratio related to peaks, referred to WSP values Δ(H2/CO)p.

Biomass

700 ◦C 800 ◦C 900 ◦C

Yp
H2,out/Y

p
CO,out Δ(H2/CO)p Yp

H2,out/Y
p
CO,out Δ(H2/CO)p Yp

H2,out/Y
p
CO,out Δ(H2/CO)p

(molH2 molCO
−1) (%) (molH2 molCO

−1) (%) (molH2 molCO
−1) (%)

WSP 0.28 0 0.58 0 0.92 0
WSP-T1 0.37 32 0.68 17 1.00 9
WSP-T2 0.39 41 0.70 21 1.01 10
WSP-T3 0.43 57 0.75 29 1.06 15

WSP-T1W 0.33 21 0.65 11 0.95 4
WSP-T2W 0.40 46 0.70 20 0.97 5
WSP-T3W 0.40 45 0.73 24 1.05 14
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(a) (b) 

 
(c) (d) 

 
(e) (f) 

Figure 6. Regression lines obtained from data at the top of devolatilization peaks, compared for investigated
biomasses: (a) Yp

CH4,out (Equation (5)); (b) Yp
H2,out (Equation (5)); (c) Yp

CO,out (Equation (5)); (d) Yp
CO2,out (Equation (5));

(e) Yp
C3 H8eq.,out (Equation (5)); (f) SMGP (Equation (6)); the legend in (c) is valid for the entire Figure.
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Figure 5 and Table 5 summarize the results from the regression data analysis regarding
the SMGP parameter (Equation (6)).

Figures 3b and 5 suggest that the predominant effect on SMGP derives from the in-
crease of the devolatilization temperature: for all the biomasses, SMGP increased as the de-
volatilization temperature was increased, in agreement with the integral average gas yield
(ηav, Equation (1), Figure 2a). This corroborates the reliability of both analysis methods.

Overall, by comparing SMGP lines in Figure 6f, substantial differences did not emerge
in relation to pretreatments.

5. Conclusions

In this work, devolatilization tests of untreated and pretreated wheat straw pellets
were carried out at three temperature levels (700, 800, and 900 ◦C), in a fluidized bed made
up of sand.

Integral-average gas yield, H2/CO molar ratio, and carbon conversion were deter-
mined from gas release data obtained by devolatilizations of individual pellets. What-
ever the considered biomass, all these parameters increased as the temperature was in-
creased, with a general improvement in syngas quality and productivity. Concerning the
specific pretreatments:

• No evident influences on the integral-average gas yield emerged;
• All pretreated wheat straw pellets showed integral-average H2/CO molar ratios

higher than those of untreated wheat straw: the highest value was recorded for wheat
straw pellet torrefied at 270 ◦C (the highest explored devolatilization temperature);

• Integral-average carbon conversion of untreated wheat straw pellets was significantly
higher that of pretreated pellets;

• The washing pretreatment after torrefaction did not produce significant improvements
in term of integral-average gas yield, H2/CO molar ratio, and carbon conversion,
when compared to only-torrefied ones.

Because of the intrinsically unsteady-state of devolatilizations (performed for individ-
ual pellets), a new analysis method of devolatilization data was proposed, focused on the
peak in the experimental curves of released flow rates of syngas components (CO, CO2,
H2, CH4, and hydrocarbons as C3H8,eq.). Trends of syngas compositions as functions of
devolatilization temperature were obtained by regressions with straight lines. Similarly,
trends regarding the parameter “specific maximum gas production” were also obtained.
As to fractions of gas species, the regressed trends offered some further information, which
were not inferred from the previous integral-average analysis:

• The higher the devolatilization temperature, the greater the H2 fraction in the syngas,
at the expenses of CO2, CH4, and hydrocarbons;

• All pretreatments improved the H2/CO molar ratio related to peaks, in comparison to
the same ratio obtained from untreated wheat straw;

• A direct influence from torrefaction temperature emerged on H2/CO molar ratio
related to peaks, corroborating the less clear indication obtained by the integral
average analyses.

Observations from the two kinds of analysis were in fair agreement with literature.
The integral average estimations and the regression peak analysis both appeared

as general and straightforward methods to investigate the thermochemical behavior of
biomasses, as well as the influences from operating conditions and biomass nature. To-
gether with the experimental procedure of devolatilization of a few pellets, they constitute
a faster and simpler procedure to select the more promising biomasses and operating
conditions during a preliminary screening phase, in comparison to a more complex and
time-demanding experimental campaign based on a continuous gasification process.

An additional outcome of this work is the provision of elaborated experimental data
for further studies with modeling purposes, which also allow careful extrapolation (out of
the experimentally explored temperature range) by means of linear regressed trends.
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As a general remark, the torrefaction pretreatment brings in several advantages (e.g.,
grindability, pelletability, storability, increased heating value, higher H2/CO molar ratio in
devolatilized syngas), while the related operational costs may be limited—thanks to the
low required temperatures—and easily compensated via heat recoveries in the intensified
industrial configuration of a CLG plant.
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Abstract: Dynamic simulation provides an efficient approach for improving the efficiency of parabolic
trough power plants and control circuits. In the dynamic simulation, the possibilities and operating
conditions of the plant are evaluated regarding materials, processes, emissions, or economics. Several
studies related to the dynamic simulation of the parabolic trough technology are summarised and
discussed in this work. This study is the first research that presents a thorough description of the
advanced control circuits used in the solar field and thermal storage system of a parabolic trough
power plant. This power plant was implemented using advanced process simulation software
(APROS). The dynamic model was built based on the real specifications of the power plant.

Keywords: dynamic simulation; parabolic trough power plant; control circuit; solar field; thermal
storage system

1. Introduction

Solar energy is one of the best renewable energy sources to meet the energy demand
in countries with high solar irradiation. Generally, solar energy is a permanent source
of energy, and is locally available. There are two main technologies used in solar power
plants—namely, photovoltaic technology, and concentrated solar power (CSP) technology.
In general, only direct radiation is used in these systems, while the diffuse part of sunlight
cannot be concentrated. Direct normal irradiation (DNI) is reflected by means of mirrors
and concentrated on the absorbent surface, leading to a rise in the temperature of the
absorbent surface [1,2]. This concentrated solar radiation is then transformed into thermal
energy to heat a certain fluid, which can be used directly to generate renewable heat, or
can be used for producing electricity. In the case of electricity production, the heated
fluid will run a turbine (usually a steam turbine). Thereafter, the mechanical power
resulting from the steam turbine will be transformed into electricity by the electrical
power generator [3–5]. Today, CSP technology can be divided into four types—namely,
linear Fresnel reflector, central tower, parabolic trough, and parabolic dish technology.
Among the CSP technologies, parabolic trough technology is the most mature, as has been
commercially proven [6–8].

The general design of parabolic trough power plants is principally concentrated on
the high performance of the process, while the market requirements increasingly aim
to improve the operating flexibility due to the current international trends in renewable
energies. A dynamic simulation is a useful tool for enhancing the operation of parabolic
trough power plants at different operating periods subject to the vagaries of weather, which
in turn leads to load fluctuations and several start-up processes. Certain applications can
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be implemented based on the dynamic simulation, such as the optimisation of control
circuits, and stress evaluation for critical components.

In the literature review, there are several steady-state models concerning the parabolic
trough power plant, while dynamic models are rarely implemented. Among the few
dynamic models in the literature, there is no updated work that discusses in detail the
description of the advanced controllers used in the solar field (SF) and thermal storage
system (TSS) of a parabolic trough power plant.

Feldhoff et al. [9] indicated that the simplified solar field design and a competitive
thermal storage system are required in order to make better use of the economic potential
of direct steam generation (DSG). Several works have been presented with regards to
feasibility of integrating various thermal storage options with parabolic trough (PT) or
linear Fresnel reflector (LFR) solar fields using DSG technology. Valenzuela et al. [3]
implemented and developed the control strategies for generating steam directly under high
pressures and temperatures using parabolic trough solar collectors. The controllability of
the power plant was achieved using a PI control scheme during clear days, and even with
the transient periods of the solar radiation. Classical controllers were implemented due
to the knowledge of power plant operators using PI controllers. Hakkarainen et al. [10]
implemented two different DSG solar fields using advanced process simulation software.
These models are used to simulate and to optimise thermal energy storage operations.
Regarding the solar fields for both technologies (PT and LFR), only the configuration
of the solar collector modules was described. Further simulation results for the stable
operations and storage requirements in different cases were discussed. Mosleh et al. [11]
examined and compared a dynamic simulation with several phase change materials (PCMs)
using the TRNSYS program. They have demonstrated that materials whose melting point
temperature is close to the superheated steam temperature are suitable for a thermal
potential energy storage system. The solar fraction of sodium nitrate is the best choice
among other materials. Liu et al. [12] developed model predictive control for a parabolic
trough and solar tower combined with the coal-fired power plant using Ebsilon Professional
software. Predictive solar radiation data were applied during the period of real electricity
generation for 10 consecutive days. The study showed that the average coal consumption
decreased by 20% due to the storage system control strategy, which relies on transferring
more stored energy to the working cycle. Frejo et al. [13] suggested a new central model
for a control algorithm to optimise the thermal energy collected by solar parabolic troughs.
The best operation strategy of the power plant was conducted by regulating the valves
located at the inlet of each loop, which provided a response superior to those obtained with
normal control processes for parabolic trough solar plants. The simulation of the model was
performed for two hours for the solar field ACUREX in Spain. This approach significantly
increased the produced thermal energy. The proposed model controller, unfortunately,
cannot be used realistically for medium and large power plants, due to its computational
complexity. The researchers did not take into consideration various possible storage options
and their feasibility for these solar fields.

The objectives of this review are explained as follows: First, to review the works that
deal with the explanation of the control circuits of the SF and TSS of parabolic trough power
plants. To the best of our knowledge, few works in the literature have been studied as
important controllers of the SF and TSS in parabolic trough solar power plants. Second, all
control circuits of the SF and TSS are described here in detail, based on real data obtained
from the Andasol II plant. Third, this is the first study that describes in detail the control
circuits of the SF and TSS using APROS software. Finally, the main objective of this research
is to provide a useful reference tool for researchers regarding advanced control circuits for
parabolic trough power plants.

2. Mathematical Background

There are several simulation programmes that can be used in the implementation and
optimisation of control circuits in the dynamic simulation. These programs are improved
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by universities or companies, and they are normally not openly available. However,
they are applied in scientific research and industrial applications. The cited references
of this research are non-exhaustive, and limited to widely known codes that are applied
in scientific research and industrial applications. The cited references of this research are
in agreement with the related simulation software, such as advanced process simulation
software (APROS) [10,14–18], ASPEN Plus DYNAMICS, ASPEN HYSYS [19,20], DYMOLA
(based on Modelica language) [21–32], MATHEMATICA [33], SIMULINK [26], RELAP [34],
and TRNSYS [35,36].

The Andasol II model is carried out using commercial APROS software developed
by VTT Finland [37]. APROS includes many components and solution techniques for a
full-scale dynamic simulation of thermal power plants. In addition, it consists of two flow
models—namely, a mixture flow model, and a two-fluid flow model. In addition, its ability
to accurately follow the changes of load in power plants during their operation was proven
in several previous studies. For this reason, this software is used in this study.

The control circuits of SF and TSS for the parabolic trough power plant “Andasol II”
are described at a high level of detail. All control circuits used in both parts (SF and TSS)
are modelled using APROS software. Figure 1 illustrates the typical setup of a parabolic
trough power plant. The APROS model is divided into several nets in order to provide
high flexibility and accuracy.

 
Figure 1. Parabolic trough power plant with thermal storage system.

121



Appl. Sci. 2021, 11, 6155

3. Solar Field Model

The solar field includes four sections. The four sections are evenly distributed across
two sectors, which are the south and north sectors. Each sector contains 78 mirror loops.
Four main pumps pump the heat transfer fluid (HTF). These are placed between the inlet
of the solar field and the outlet of the HP economiser. Then, the heat transfer fluid (HTF)
is divided from the main cold line pipes to the south and the north sectors, distributing
through 156 loops. The HTF absorbs the solar radiation through the collector loops. The
HTF in the north and the south collector loops will meet before the solar field outlet. Two
paths of the hot thermal oil are opened at the outlet of the SF. In the first path, the thermal
oil is transferred from the SF to the PB. In the second path, the surplus of absorbed heat is
transmitted by the thermal oil to the thermal storage system.

The real DNI leaves the control circuit of the DNI and enters the boundary condition
transfer modules in the four sections of the solar field. After subtracting the heat losses,
the useful thermal power is applied to the HTF (Therminol VP-1), which passes through
the heat structure pipes. Firstly, the thermal oil mass flow is raised up to 390 kg/s, and
remains unaltered until achieving the designated inlet temperature (295 ◦C). Hereby, each
section in the solar field collects a certain amount of thermal power. After achieving the
design inlet temperature, the thermal oil’s temperature and mass flow increase gradually in
order to achieve the maximum mass flow rate (1170 kg/s) at the design outlet temperature
(393 ◦C). It should be mentioned here that the pressure losses for all of the components
of the power plant were previously included in the APROS model. Furthermore, APROS
software provides the possibility of defining the type of material depending on some major
properties (e.g., the specific heat, the conductivity, and the density). The type of material for
each layer was selected to determine the properties of the material and select the thickness
of the wall, as well as select the type of fluid inside the pipes. The absorber tubes in the
solar field were divided into three layers; each layer represents the type of the material (i.e.,
stainless steel layer, vacuum layer, and borosilicate glass layer). The insulated pipes were
divided into two layers (i.e., steel layer and insulated layer).

3.1. Solar Field Control Structures

In order to control the temperature and thermal oil mass flow in the SF during the
dynamic simulation, it is essential to implement control circuits that keep the nominal
conditions of thermal power transferred to the power block. Hence, several controllers
were modelled in the SF circuit to obtain reasonable responses during the fluctuations in
the operating conditions.

3.1.1. DNI Control Circuit

The DNI controller adjusts the amount of solar irradiation collected by the absorber
tubes and then transferred to the thermal oil. The useful heat is absorbed using 312 collector
rows, as illustrated in Figure 2. After achieving the design mass flow of 1170 kg/s in the
SF, the DNI decreases gradually in one collector to maintain the outlet temperature at
393 ◦C. If the solar irradiance continues to increase, one collector is automatically turned
off (i.e., DNI = 0 W/m2). This process is implemented by the selector, which sends the
signal (activated or deactivated) to the actuator. The signal of a selector is limited based on
two boundary conditions—the design temperature of the HTF (393 ◦C) at the SF outlet,
and the maximum value of the mass flow (1170 kg/s). After achieving these conditions, the
signal passed into the actuator is changed by the selector from an activated to a deactivated
signal, as displayed in Figure 2. Hence, the useful heat collected through this collector
will not transfer to the HTF in the absorber tubes. Subsequently, the DNI in the second
collector begins reducing gradually until the second collector is inactivated. A fully loaded
hot storage tank is achieved with a molten salt level of 14 m; this means that the total mass
flow of the thermal oil must be reduced by further deactivating the boundary condition
modules (BCs), alternately.
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Figure 2. DNI control circuit (Simplified).

3.1.2. HTF Main Control Valve at the Inlet of the SF (HTF MCV)

The HTF temperature at the outlet of the SF is regulated using HTF MCV at the inlet
of the SF. This control process is performed by regulating the thermal oil mass flow passing
through the SF. Two processes are achieved via this control valve: firstly, after sunrise the
thermal oil mass flow in the SF is regulated at a constant value of 2.5 kg/s per loop. The
thermal oil flow is kept constant at this value until achieving the design temperature of the
HTF (295 ◦C) at the inlet of the SF. Secondly, the thermal oil temperature at the outlet of the
SF continues to rise until it reaches its nominal value of (393 ◦C). Thereafter, this design
outlet temperature of the HTF is kept, using this controller (HTF MCV), by increasing or
reducing the thermal oil mass flow passing through the solar field. It is worth mentioning
that there is a control valve before the inlet of each loop; these valves are controlled by
the same procedure that applies to the HTF MCV. The advantage of using these valves is
to maintain the design temperature of thermal oil (393 ◦C) at the loop outlet, when some
clouds prevent the solar radiation from falling on a certain loop. Unfortunately, in this
study, the location of loops adversely affected by the existing clouds was not available from
the supplier. Therefore, the decrease in the heat collected within the solar field was evenly
distributed among all loops. It should be mentioned here that each selector includes two
functions. These functions are chosen based on one, two, or more boundary conditions
for these selectors. The HTF MCV is modelled with four selectors, as demonstrated in
Figures 3 and 4. The boundary condition of selector 1 is when the DNI has reached a value
more than 25 W/m2, when selector 1 will change its function from a certain orifice (which
keeps the thermal oil mass flow at 156 kg/s) to the second function (increase HTF mass
flow from 156 kg/s to 390 kg/s). The boundary condition of selector 2 is when the thermal
oil temperature reaches the design inlet value of 295 ◦C. After achieving this condition,
selector 2 will choose the second function, which regulates the thermal oil mass flow rate
to reach the design temperature of the thermal oil at the outlet of the SF (393 ◦C). Selector 3
consists of two functions; the first function is applied during normal cases (clear periods),
and the second function is activated during the cloudy periods. The second function of
selector 3 is enabled when two boundary conditions are achieved: the first condition is that
the thermal oil mass flow continues decreasing down to a minimum condition value of
312 kg/s, and the second condition is that the HTF temperature decreases to below 393 ◦C.
After achieving both conditions, the thermal oil mass flow is still unaltered at a minimum
value of 312 kg/s, despite the decline in the design outlet temperature of the HTF. Two
functions are passed through selector 4, the first of which comes from selector 3. When
two boundary conditions are achieved (312 kg/s and 377 ◦C), the second function starts
maintaining the thermal oil temperature of 377 ◦C at the outlet of the SF by closing the
HTF MCV gradually until it is totally closed.
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Figure 3. HTF main control valve at the inlet of the SF (simplified).

3.1.3. HTF Control Valve at the Outlet of the SF (to Power Block)

The HTF control valve at the outlet of the SF (or to the power block (PB CVin)) adjusts
the thermal oil mass flow that is transmitted to the power block (PB). PB CVin is opened
when the HTF temperature reaches the design temperature value of 295 ◦C at the inlet of
the SF. Then, it continues opening in order to achieve the nominal value of thermal oil mass
flow (600 kg/s), with a temperature of 393 ◦C. This process is achieved by comparing the
thermal oil mass flow rate at the SF outlet with a setpoint of 600 kg/s through PI controller,
as shown in Figure 5.

3.1.4. Control Valve of the Thermal Storage System (SF–TS CV)

SF–TS CV is installed between the SF outlet and the TSS inlet; it controls the excess
flow of thermal oil into the TSS, as demonstrated in Figure 6. The operational procedures
of this control circuit are implemented based on two cases: In the first case, the valve
begins to open when the thermal oil mass flow at the SF outlet exceeds the nominal value
of 600 kg/s with a temperature of 393 ◦C. In the second case, the SF–TS CV starts closing
when the solar irradiance is low and the thermal oil mass flow is less than the nominal
value (600 kg/s).

3.1.5. HTF Redirection Control Valve (RDCV)

In the evening period, the PB is operated based on the TSS. Therefore, the HTF path
should be changed to the TSS instead of the solar field. This process is achieved via HTF
redirection control valve (RDCV), as illustrated in Figure 7. This control circuit includes
one selector, and operates with two functions: The first function is that the RDCV remains
closed when solar radiation is available. The second function is that the RDCV is gradually
opened in order to redirect the HTF to the TSS, and then transfers the thermal power to
the power block. Therefore, the selector will change from the first function to the second
function after achieving two boundary conditions: the first condition is that the thermal
oil mass flow at the outlet of the SF should be less than the design value of 600 kg/s. The
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second condition is that the level of the hot tank must be more than a minimum value
of 0.6 m.

 
Figure 4. HTF main control valve at the inlet of the SF (APROS model).
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Figure 5. HTF control valve at the outlet of the SF (simplified).

 
Figure 6. HTF control valve between the SF outlet and the TS inlet (simplified).

 
Figure 7. HTF redirection control valve (simplified).

3.1.6. HTF Recirculation Control Valve (RCV)

The HTF recirculation valve (RCV) is installed between the hot header and the cold
header in the solar field, as shown in Figure 8. There are two functions in this control
circuit: The first is that the RCV remains closed as long as there is stored energy. The second
function is activated when the TSS is completely exhausted. Here, the RCV will be opened
to regulate the thermal oil mass flow in the SF at a certain value of 156 kg/s, and continues
until the sunrise of the second day.
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Figure 8. HTF recirculation control valve (simplified).

3.1.7. HTF Protection System

To keep the thermal oil from freezing during the cold periods, a thermal oil protection
system is applied in this work. The protection system prevents the thermal oil temperature
in the SF from decreasing below a value of 70 ◦C, and from exceeding the maximum value
of 110 ◦C in the next operation This temperature range is regulated by two protection
control valves (PCV1 and PCV2), as shown in Figure 9. Accordingly, PCV2 starts opening
in order to pass HTF through the heaters when the thermal oil temperature at the inlet of
the SF decreases below 70 ◦C. On the other hand, PCV1 starts closing in order to maintain
the thermal oil temperature at the SF inlet in the range of 70–110 ◦C.

 

Figure 9. HTF protection control valve (simplified).

4. Thermal Storage Model

As solar irradiation depends on the daylight and the clarity of the sky, CSP plants are
usually non-dispatchable. In order to make them highly dispatchable, a TSS can be added
to the CSP plants. Although the solar power source is intermittent, continuous electrical
power can be produced due to the use of the TSS. A two-operation mode efficiencies
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(during charge and discharge modes) of more than 96 % was documented for TSS units
consisting of hot and cold storage tanks of the molten salt [38].

The storage system studied in this work will be explained based on two operation
modes, including all control circuits.

The excess solar irradiation is transferred to the TSS and provided as a substitute for
the energy lost because of the clouds or during the night. This system allows for high
operating flexibility, and produces more stable electricity. Hot and cold insulated tanks
are connected by heat exchangers in APROS. The molten salt in both tanks is transferred
to the heat exchangers by the series of thermal storage pumps that are located after the
thermal storage tanks. The molten salt can be defined as a solution of potassium and
sodium nitrates with known specifications.

In the charge mode, the thermal oil from the SF heats the molten salt that flows from
the cold tank to the hot storage tank, with a temperature of approximately 386 ◦C. It should
be mentioned here that there will be losses in the heat exchangers between the thermal oil
and the molten salt. This means that the hot molten salt will reach a temperature below the
maximum value of HTF temperature of 393 ◦C, whereas the hot molten salt will reach a
temperature of 386 ◦C. Note that the capacity of this system can reach a maximum value of
about 1025 MWth h.

The thermal energy in the thermal storage system can be used in the discharge mode,
where the hot molten salt heats the thermal oil through the heat exchangers. Here, the
thermal storage system provides the nominal mass flow of the HTF (600 kg/s) with
a temperature of 377 ◦C in the evening period. This will affect the steam production
performance, whereas the nominal amount of generated steam (55 kg/s) in the daylight will
not be accomplished during the evening period. However, the hot thermal oil is transmitted
to the PB. After that, the thermal oil is returned to a cold tank with a temperature of about
292 ◦C.

4.1. Thermal Storage Control Structures

In order to regulate the thermal storage process during the dynamic simulation, it is
necessary to implement control circuits that maintain the nominal temperature and mass
flow rate conditions for the molten salt and the HTF. Hence, three control circuits are
modelled in the thermal storage system, in order to obtain reasonable responses during the
continuous changes in operating conditions.

4.1.1. Control Valve at the Thermal Storage System Inlet (TS MCVi)

The control valve at the thermal storage system inlet includes two tasks, depending
on the operation mode of the thermal storage system, as shown in Figure 10. The first task
is applied during charge mode, where this valve allows the surplus of thermal oil with
a temperature of 393 ◦C to pass through it into the heat exchangers in order to transmit
the thermal power from the HTF to the molten salt. Thereafter, the HTF leaves the TSS
with a temperature of 293 ◦C through the control valve at the thermal storage system
outlet (TS MCVo). Subsequently, the HTF that exited the thermal storage system will
be mixed with the HTF, which comes from the PB and enters the SF again. The second
task is activated during the cloudy periods and the evening hours; in the compensation
periods, the direction of the HTF flow will be reversed, where the HTF flows directly from
the PB to the TSS through the redirection control valve (RDCV), and then through TS
MCVo. Therefore, TS MCVo and TS MCVi are considered to be the inlet and outlet of the
TSS, respectively. Afterwards, the heated HTF flows to the PB to replenish the rest of the
nominal mass flow (600 kg/s).
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Figure 10. HTF control valve at the thermal storage inlet (simplified).

The HTF flow direction is reversed based on two conditions (THTF = 393 ◦C, and
.

m = 600 kg/s) that are applied to the selector: Firstly, this control valve remains open when
the HTF flow is directed from the SF to the TSS (SF–TS direction) during charge mode, as
long as the design temperature of the thermal oil at the outlet of the SF and the nominal
HTF mass flow are achieved. Secondly, when the one of the mentioned conditions (393 ◦C
and 600 kg/s) is not accomplished, the discharge mode starts, and the HTF flow direction
is changed from the SF–TS to the TS–PB direction.

4.1.2. Control Valve at the Thermal Storage System Outlet (TS MCVo)

The control valve at the outlet of the TSS controls the process of thermal energy
compensation. This controller has two functions, as illustrated in Figure 11. The first
function is that TS MCVo remains open, like the TS MCVi, during charge mode, where
TS MCVi and TS MCVo are considered to be the inlet and outlet of the TSS, respectively.
During discharge mode, the second task is enabled, and the thermal oil flow is directed
from TS MCVo to TS MCVi. TS MCVo regulates the mass flow of the thermal oil in
order to maintain the nominal value of 600 kg/s at the PB inlet during the evenings and
cloudy periods.

 
Figure 11. HTF control valve at the thermal storage outlet (simplified).
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4.1.3. Hot Tank Control Valve (HTCV)

The hot tank control valve is located after the pumps of the hot tank in the thermal
storage system. This control circuit includes two functions, as shown in Figure 12. The first
function is that this valve remains closed during charge mode (the molten salt is transferred
from the cold drum to the hot drum through the heat exchanger). The second task is
enabled when the thermal oil temperature at the outlet of the solar field decreases below
the design outlet temperature (393 ◦C or 377 ◦C, during the daylight or in the evening
period, respectively). It should be mentioned here that the setpoint of the HTF temperature
will be changed automatically from 393 ◦C to 377 ◦C based on the temperature value, which
is regulated by the HTF MCV. However, the hot molten salt is sent to the heat exchangers
through the HTCV, which in turn regulates the design HTF temperature at the inlet of the
PB during the cloudy and night periods. Thereafter, the energy stored in the hot salt drum
is transmitted into the HTF which, in turn, transfers this energy into the power block to
produce the steam.

 
Figure 12. Hot tank control valve (during discharge mode) (simplified).

5. Conclusions

A large number of works can be found regarding parabolic trough power plants;
however, few studies focus on the dynamic behaviour of the secondary systems—e.g.,
the TSS, taking into account stable electrical power and capacitance factor enhancement.
A particular focus is placed on the modelling of the SF. Most works refer to the use of a
simplified steady-state model instead of a comprehensive dynamic model of these power
plants. In order to understand the dynamic behaviour of the secondary systems (SF,
TSS, and PB) with high accuracy, more consideration should be devoted to the thorough
modelling of the power plants.

In this study, detailed solar field and thermal storage system models for a parabolic
trough power plant are implemented based on the specifications from data obtained from
Andasol II, located in Spain. In this work, the components of these models have been
accurately modelled using APROS software.

A detailed SF model was modelled with 156 collector loops, as well as implementing
many control circuits to regulate the operation processes. Therminol VP-1 was used as an
HTF in the SF. The reference solar field was designed to operate with maximum HTF mass
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flow (1170 kg/s) at the design outlet temperature (393 ◦C). Hereby, the solar field operates
with a total capacity of useful thermal energy of approximately 280 MWth.

A comprehensive TSS was implemented using hot and cold insulated drums and,
between them, heat exchangers. Moreover, the control circuits of this system are described.
The thermal storage system was operated with two operation modes—namely, charge mode
and discharge mode. During charge mode, the HTF from the solar field at a temperature of
393 ◦C heats the molten salt (sodium and potassium nitrates) that is pumped from the cold
tank to the hot tank and stored with temperature of approximately 386 ◦C. This process
continues until achieving a maximum capacity of stored energy of about 1025 MWth h.
This thermal storage provides high operational flexibility and stable electricity generation.

On the other mode, the hot salt heats the thermal oil via the heat exchangers. The
molten salt exits the heat exchangers and is sent into the cold tank at a temperature of
about 292 ◦C. Accordingly, the thermal storage system will provide the thermal power at
the nominal load (125.75 MWth) for a period of approximately 7.5 h in the evening period.

The purpose of this work was to provide reference models for the SF and TSS. This,
in turn, will help researchers and designers to understand the advanced control circuits
of these stations. In addition, these models can determine the best manner of power
plant operation.

Future studies will be focused on a detailed description of the power block controllers.
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Abbreviations

Abbreviations
AD Adder
BC Boundary condition
BFP Boiler feedwater pump
CP Condenser pump
HP High pressure
HPRP High-pressure recirculation pump
HTCV Hot tank control valve
HTF Heat transfer fluid
HTF MCV Heat transfer fluid main control valve
LFR Linear Fresnel reflector
MS Molten salt
PB Power block
PCV1 The first protection control valve
PCV2 The second protection control valve
PD Parabolic dish
PI Proportional–integral controller
PT Parabolic trough
PB CV Power block control valve
PB MCV Power block main control valve
RCV Recirculation control valve
RDCV Redirection control valve
SF Solar field
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SF–TS CV Solar field to thermal storage control valve
TSS Thermal storage system
TS DCVo Thermal storage dual control valve at the outlet
TS MCVi Thermal storage main control valve at the inlet
TS MCVo Thermal storage main control valve at the outlet
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Abstract: Biomass has emerged as one of the most promising renewable energy sources that can
replace fossil fuels. Many researchers have carried out intensive research work on biomass gasification
to evaluate its performance and feasibility to produce high-quality syngas. However, the process
remains the problem of tar formation and low efficiency. Recently, novel approaches were developed
for biomass utilization. Chemical looping gasification is considered a suitable pathway to produce
valuable products from biomass among biomass conversion processes. This review paper provides a
significant body of knowledge on the recent developments of the biomass-based chemical looping
gasification process. The effects of process parameters have been discussed to provide important
insights into the development of novel technology based on chemical looping. The state-of-the-art
experimental and simulation/modeling studies and their fundamental assumptions are described in
detail. In conclusion, the review paper highlights current research trends, identifying research gaps
and opportunities for future applications of biomass-based chemical looping gasification process.
The study aims to assist in understanding biomass-based chemical looping gasification and its
development through recent research.

Keywords: biomass; gasification; chemical looping gasification; carbon dioxide capture; oxygen
carriers; syngas

1. Introduction

The combustion of fossil fuels (coal, petroleum, and natural gas) contributes the
largest share of greenhouse gas (GHG) emissions and currently, the mitigation of these
emissions is one of the most challenging global issues. The Paris Agreement aims to
limit the temperature increase to 1.5 ◦C above pre-industrial levels [1]. According to
international energy outlook 2016 (IEO 2016), the total world energy consumption will
predictably increase by 48% from 2012 to 2040 due to growth in non-OECD Asia (including
China, India, Southeast Asia), the Middle East, parts of Africa, and America [2]. According
to the IEO 2016 reference case, fossil fuels will present the greatest energy source in the
world in 2040, accounting for 78% of total world energy consumption [2]. Although coal is
the slowest-growing energy source with 0.6% annual growth, it still accounts for a large
proportion of world energy consumption. This is due to the fact that coal is abundant and
less expensive than natural gas or oil. However, the utilization of coal is related to the
challenge of increasing the efficiency of thermal power plants and reducing emissions such
as carbon dioxide that is the primary greenhouse gas and its increase in the atmosphere
mainly causes global warming. Germany has set a key goal to achieve at least a 40% cut
in GHG emissions by 2020 and 80–95% by 2050 compared to its 1990 levels [3]. To reach
this target, the increased use of renewable energy will play a key role. By 2050, power
generation in Germany must be almost entirely based on renewable energy sources. The
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European Union (EU) has planned to achieve a 20% share of renewable energy in total
energy consumption across its members by 2020 [4].

Biomass has been considered one of the most important primary and renewable energy
resources for a renewable and sustainable energy future due to its carbon-neutral renewable
and abundant quantity, which can give more carbon credit for conversion technologies and
consequently economic advantages. Additionally, biomass has higher reactivity and higher
volatile content, which can promote its conversion reactions. Its low content of sulfur and
mercury leads to lower SOx emissions and pollutants. Other benefits of biomass are low
ash content, thereby reducing solid residue, handling, and processing costs overall [5].
Combined with the carbon capture and storage processes, the overall system could achieve
carbon negative emissions [6,7].

Biomass conversion pathways can typically be classified as biochemical and thermo-
chemical processes. The biochemical conversion pathway consists of two main processes
used, namely fermentation and anaerobic digestion [8]. Fermentation, a metabolic process,
converts solid fuels into biofuels or chemicals through the action of enzymes, while anaero-
bic digestion is a conversion of organic material into biogas in the absence of oxygen. The
biochemical processes have main disadvantages such as low energy efficiency, high water
requirement, long conversion times, and stringent feedstock requirements [9]. The ther-
mochemical conversion processes mainly include combustion, gasification, and pyrolysis.
Biomass thermochemical conversion processes are characterized by low efficiency mainly
due to biomass properties such as high moisture content and relatively low energy density.
Biomass gasification, a thermochemical conversion approach, is to convert efficiently the
solid fuels into a combustible gas mixture, mainly CO and H2, which can be used as a
feedstock in the production of chemicals or power generation. However, the drawback of
conventional gasification technology is a demand for a large amount of heat supply for
the production of high-quality syngas, making the process less attractive. Therefore, a new
technology is required to be more economically feasible to produce enriched hydrogen
syngas from biomass.

Ishida et al. [10] firstly proposed the term “chemical looping” for the process, where a
metal oxide is used as an oxygen transport medium to perform a redox reaction scheme
for an increase of exergy efficiency in power generation. In the chemical looping concept,
oxygen carriers (e.g., MexOy−1/MexOy) [5–7] are applied for oxygen transport, avoiding
direct contact between fuels and air. Chemical looping processes can be used for power
generation, production of syngas, chemicals, and liquid fuels through chemical looping
combustion (CLC) [9,11,12], chemical looping reforming (CLR) [13,14], and chemical loop-
ing gasification (CLG) [9,15]. In the CLC process, metal/metal oxide as oxygen carrier
circulates between two reactors to completely combust fuels (gaseous and solid fuels),
while the CLR is a process for the partial oxidation of hydrocarbon fuels to produce hydro-
gen. The CLG shares similar principles with the CLC and CLR, but the CLG can produce
useful combustible gas from gaseous and solid carbonaceous materials through the partial
oxidation process.

The typical mechanism operation of CLG of the biomass process is illustrated in
Figure 1. The configuration mainly consists of an air reactor (AR) and a fuel reactor (FR),
where oxidation and reduction reactions take place, respectively.

In the FR, a metal oxide as an oxygen carrier (OC) is reduced to provide oxygen for
fuel conversion. Then, the reduced metal oxide is circulated to the AR to be re-oxidized
before a new cycle. The general chemical reactions in the FR and AR are shown as follows.

Biomass + MexOy → MexOy−1 + H2 + CO + CO2 + CH4 (1)

MexOy−1 +
1
2

O2 → MexOy (2)

where MexOy is the oxidized and MexOy−1 represents the reduced form of oxygen carrier [16].
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Figure 1. Schematic principles of Biomass chemical looping gasification process.

Biomass-derived chemical looping gasification is a novel technology to convert
biomass into renewable hydrogen-enriched syngas. Since most reactions in the FR are
endothermic, they require a large energy supply for stable operation. On the other hand,
oxidation reactions in the AR are exothermic. Thus, the oxygen carrier, which can cir-
culate between two reactors in the CLG process, can transfer not only oxygen but also
heat from the AR to the FR through oxidation-reduction reactions [9,17,18]. Additionally,
looping materials (metal oxides) can reduce considerably the amount of tar that causes
serious problems in a biomass gasification system. Metal oxides act as an effective cata-
lyst for tar cracking and reduction in tar formation during chemical looping gasification.
Mendiara et al. [19] found that the tar content was reduced around 2.4% per degree Celsius
with the presence of iron ore. The NiFe2O4 showed a dual-function of oxidation-catalyst
for toluene reduction and significantly promotes toluene converted into carbon and H2 [20].
Although biomass-based chemical looping gasification currently remains several chal-
lenges, the potential achievements may outweigh the challenges. Many studies have been
carried out to investigate its nature and to solve operational challenges for the commercial-
ization of this technology. The efforts focus on the development of biomass gasification
processes for large-scale applications, improvement in reactivity and stability, as well as the
multifunctional nature of looping materials, holistic evaluation for the economic feasibility
of biomass-based chemical looping systems, and various types of biomass feedstock for
chemical looping processes [9]. Therefore, biomass chemical looping technology has no-
table potentials to convert biomass-based materials into valuable products and effectively
mitigate CO2 emissions in the atmosphere.

Review papers that systematically analyzed scientific publications on certain topics
are very valuable but are only rarely published. Although BCLG has been reviewed in
previous works [9,14,15,18], the results and insights of recent studies of BCLG based on
oxygen carriers have not been analyzed systematically. This work is to describe the novel
gasification technology, which aims to elucidate the latest advances in chemical looping
gasification. The objective of this work is to critically approach the research results on
the chemical looping gasification technology of biomass and its progress through recent
finding experimental and simulation/modeling studies to assist in the knowledge of the
behavior and the potentials of using biomass in chemical looping gasification. The review
paper is organized into six sections.

Section 2 is dedicated to the process configuration of BCLG, focusing on the key
components of a CLG system such as system configurations, reactors. Furthermore, system
complexity and its challenges are introduced in this section.

Section 3 presents an overview of looping materials in BCLG. In this section, funda-
mentals and developments of oxygen carriers used in BCLG are described according to
recent studies.
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Section 4 analyzes the influence of operating parameters on the performance of
BCLG. This section may provide an understanding of the operation of BCLG under
various conditions.

Section 5 summarizes the recent results and insights of BCLG through experimental
and simulation works across the world. A large number of experimental studies have
been developed to evaluate process performance in various operating conditions, system
configurations, and types of oxygen carriers. These investigations can be categorized
into kinetic studies and pilot-scale investigations. Additionally, simulation/modeling
of the BCLG system is mainly developed for prediction, evaluation, and optimization.
Their results can offer a good understanding of the feasibility of the commercialization of
this process.

The paper closes with Section 6, highlighting the summary of this work and prospects
of chemical looping gasification of biomass. Finally, the review paper concludes with
concrete recommendations for this field of research.

2. Process of Chemical Looping Gasification of Biomass

Chemical looping gasification is a novel technology to convert biomass into gaseous
products; it has been proven that its advantages, e.g., high-quality syngas production,
lower CO2 emissions. Furthermore, heat generated in the air reactor can be supplied to
endothermic reactions in the fuel reactor through oxygen carriers, allowing for autothermal
operation [17]. Additionally, the inorganic compounds in biomass ash can act as effective
catalysts for gasification reactions [9], which is an important benefit for the chemical
looping gasification of biomass.

2.1. Process Description

Chemical looping technology is designed to avoid direct contact between air and
fuel by circulating metal/metal oxide acting as oxygen carrier between two reactors, i.e.,
air reactor (AR) and fuel reactor (FR). The metals/metal oxides work as oxygen carriers
to transport oxygen from the air to the fuel via reduction-oxidation (redox) reactions.
Biomass chemical looping gasification (BCLG) shares the principles with chemical looping
technology. A simplistic mechanism of chemical looping gasification is illustrated in
Figure 2. Biomass is partially oxidized in the FR by metal oxides (MexOy) to produce a
mixture of gases, mainly H2, CO, and CO2. Steam or CO2 may be added to the FR to
promote reforming reactions and char gasification reactions. A general description of the
overall oxidation reaction in the FR is given in Reaction (4). In the AR, the reduced form of
oxygen carriers (MexOy−1) in the fuel reactor is oxidized by oxygen from the air as shown
in Reaction (3). The key reactions in the fuel reactor are summarized in Table 1.

Air reactor: 2MexOy−1 + O2 → 2MexOy (3)

Fuel reactor : Biomass + MexOy
H2O/CO2→ CO + H2 + CO2 + CH4 + tar + MexOy−1 (4)

Figure 2. General scheme of biomass chemical looping gasification process.
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Table 1. Chemical reactions in fuel reactor [19,21,22].

No. Name of Reaction Chemical Reaction

1 Boudouard reaction C + CO2 ↔ 2CO
2 Char reforming/water gas C + H2O ↔ CO + H2
3 Methanation C + 2H2 ↔ CH4
4 Water gas shift reaction CO + H2O ↔ CO2 + H2
5 Steam reforming of methane CH4 + H2O ↔ CO + 3H2
6 Dry reforming CH4 + CO2 ↔ 2CO + 2H2
7 Oxygen carrier reduction CO + MexOy → CO2 + MexOy−1
8 Oxygen carrier reduction H2 + MexOy → H2O + MexOy−1
9 Oxygen carrier reduction CH4 + MexOy → 2H2 + CO + MexOy−1
10 Oxygen carrier reduction C + MexOy → CO + MexOy−1
11 Oxygen carrier reduction C + 2MexOy → CO2 + 2MexOy−1
12 Tars’ reforming Tars + H2O ↔ CO + H2 + CO2 + hydrocabons + . . .
13 Hydrocarbon reforming Hydrocabons + H2O ↔ CO + H2 +CO2+ . . .

2.2. Process Classification

Sharing the basic principles with chemical looping technology, the BCLG process takes
place based on many intrinsic components such as the fuel, gasifying agents, reactor configu-
rations, and looping materials. These parameters can be grouped into three main categories
as shown in Figure 3. In the following, each of these categories is elucidated in detail.

Figure 3. Classification of biomass chemical looping gasification process.

2.2.1. System Configuration

The biomass chemical looping gasification concept is to produce high-quality syn-
gas for further applications. The contact between the fuel and the oxygen carrier plays
a key role in the chemical looping system, especially BCLG. Hence, the selection of the
reactor configuration is an important criterion for chemical looping processes. The essen-
tial requirements for selecting an appropriate BCLG with a continuous operation are as
follows [12,17,23]:

(i) There should be sufficient particle circulation between the FR and the AR.
(ii) There should be sufficient contact between the fuel/air and the solid oxygen carriers

to achieve maximum conversion.
(iii) High temperature and high-pressure operations must be carried out to achieve higher

overall efficiency.
(iv) There should be limited gas leakage between the FR and the AR.

As a part of a chemical looping system, a reactor is a crucial factor that affects process
performance. Two common types of reactors have been proposed for chemical looping
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applications, namely fixed-bed and fluidized-bed reactors. Fixed-bed reactors are the
simplest type of reactor in chemical looping processes ranging from laboratory-scale to
pilot plant-scale and commercial-scale. In this type of reactor, the solid materials are
stationary and are alternately exposed to reducing and oxidizing conditions through
periodic switching of feed streams [24]. The major advantages of the fixed-bed reactor are
that separation of gas and solid particles is not required, which allows for better utilization
of oxygen carrier. To achieve a high process energy efficiency and continuous operation, two
or more fixed bed reactors in parallel can be installed in the system. However, this reactor
configuration has not been used widely for BCLG since it shows heat and mass transfer
limitations and demands high temperature and a complex flow switching system. In
fluidized bed systems, solids behave like a fluid by passing gas or liquid upwards through
the bed of particles. The fluidized-bed reactor is extensively used in chemical looping
processes. Its advantages over the fixed-bed reactors are uniform temperature distribution,
more effective mixing, and higher heat and mass transfer. The behavior of a fluidized bed
strongly depends on flow gas velocity and solid properties. Among fluidization regimes,
bubbling, turbulent, and fast fluidization are mainly applied in chemical looping processes.
However, one of the serious problems in the stable operation of the fluidized-bed reactor
is particle segregation leading to poor fluidization. Based on the key requirements and
types of reactors in the system mentioned above, it could be proposed to be accomplished
in three configurations like a two-reactor system, three-reactor system, and alternating
packed or fluidized bed reactor (Figure 4). Many researchers have carried out their studies
in different types of reactor systems and different types of oxygen carriers for CLG fitting
biomass fuels to evaluate the feasibility of the BCLG process.

Figure 4. BCLG configurations for hydrogen enrich gas production: (a) Two-reactor system and (b) Three-reactor system.

Two-Reactor System

The two-reactor system is the most popular configuration for BCLG as shown in
Figure 4a [25–28]. The configuration consists of two fluidized bed reactors as the AR
and FR, respectively. In the AR, the oxygen carrier materials are oxidized by oxygen
from air. The oxidized form of the oxygen carrier is transferred to the FR to react with
biomass to produce a gaseous mixture and the reduced form of metal oxides, then they
are returned to the AR for regeneration. Additionally, two loop-seal devices are installed
between the AR and FR to prevent gas mixing between two reactors. This configuration
is based on the reactivity of the oxygen carrier considering that the residence time of the
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oxygen carrier required for the reduction reaction is higher than for the oxidation. The
AR, a fast fluidized bed reactor, has two objectives: to give the driving force for the solid
material circulation and provide sufficient oxygen and heat for fuel conversion in the
FR [11]. Interconnected fluid fluidized bed reactors, a type of two-reactor system, comprise
mainly two fluidized bed reactors. This configuration normally consists of a high-velocity
riser and a low velocity bubbling fluidized-bed as the AR and FR, respectively, being the
most popular configuration among all the various types [26,28–33]. Biomass gasification
takes place in the FR while the oxygen carrier is oxidized inside the AR. The loop-seals are
installed to prevent gas leakage between the AR and the FR. Additionally, cyclones are
used to remove solid particles from the gas stream.

Three-Reactor System

The three-reactor system can generate pure hydrogen and syngas separately and
simultaneously. It shares similar principles with the chemical looping reforming of methane
configuration [14] as shown in Figure 4b. A simplistic mechanism of the three-reactor
system for BCLG combined with water splitting is illustrated in Figure 5. Biomass is
partially oxidized by the lattice oxygen of the metal oxides in the FR to produce syngas as
shown in Reaction (4), but the reduced oxygen carrier is oxidized by steam to regenerate
lattice oxygen and produce H2 in the steam reactor Reaction (5) instead of in the AR.
Afterward, the oxygen carrier is fully oxidized in the AR Reaction (3) before continuing the
next cycle.

 

Figure 5. Process scheme of three-reactor system for BCLG.

The reaction in the steam reactor can be illustrated as follows:

Steam reactor: MexOy−2 + H2O → H2 + MexOy−1 (5)

where MexOy is an oxygen carrier, MexOy−1 and MexOy−2 are the corresponding reduced
form of oxygen carriers with different reduction degrees, i.e., the strongly reduced oxygen
carriers (MexOy−2) leaving the FR are partially oxidized in the steam reactor (MexOy−1)
before full regeneration in the AR.

Oxygen carrier material used in the process demands a sufficiently high reactivity with
biomass, good performance for water splitting to generate hydrogen, and high stability
during redox cycles. Additionally, the material should have good resistance to carbon
deposition because it may cause contamination of the hydrogen produced. Some metal ox-
ides have been considered as possible oxygen carriers for this configuration such as Fe3O4,
WO3, SnO2, Ni-ferrites, (Zn, Mn)-ferrites, Cu-ferrites, and Ce based oxides [14]. A study
was developed in a fixed bed reactor by He et al. [34] to combine BLCG and water/CO2
splitting using NiFe2O4 as oxygen carrier. In this study, experimental investigations were
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carried out separately in three steps. Firstly, biomass was reduced by NiFe2O4 to generate
syngas in the presence of steam/CO2. Afterward, the reduced form of oxygen carrier was
oxidized partially by steam/CO2 to produce H2/CO, then it was fully oxidized by air in
the oxidation step. During the investigations, syngas and H2/CO were obtained separately
in different steps. The authors also proposed phase transitions corresponding to different
reduction degree of oxygen carrier at different steps as follows:

NiFe2O4 → metallic Fe(Ni)/FeOx → Ni1.43Fe1.7O4/Ni → NiFe2O4

The three-reactor configuration has been considered a promising approach since it can
produce syngas and pure hydrogen simultaneously. However, there have been very few
studies on this configuration. Some research related to the three-reactor system has been
focused on gaseous fuels, coal, and FeO/Fe3O4/Fe2O3 materials as looing materials [35–41].

Packed and Fluidized-Bed

The packed bed configuration reactor can be applied for chemical looping gasification
of biomass. A simple configuration of this type is shown in Figure 6. The system comprises
at least two reactors in parallel working alternately to continuously produce syngas. Each
reactor works alternately reduction and oxidation cycles and intermittently alternated with
short periods of mild fluidization of the bed after each cycle to level off temperature and
concentration profiles [12]. The main advantages of this technology include the separation
of gas and particles and the ability to work under high pressure, whereas this technology
requires high temperature and a high flow gas switching system [11].

Figure 6. Simple configuration of alternating packed or fluidized bed reactors.

Yan et al. [42] used a fixed bed reactor to study the performance of Al2O3/BaFe2O4 as
a synthesized oxygen carrier in BCLG for hydrogen-rich syngas production. Liu et al. [43]
conducted a study of chemical looping co-gasification of pinewood and polyethylene in a
fixed reactor. The effects of operating conditions during the BCLG process were reported
in the investigation. A study of CLG of biomass char using NiO-modified iron ore as an
oxygen carrier was carried out by Huang et al. [44]. They reported the reduction of oxygen
carrier by biomass char in TGA and a fixed-bed reactor. Liu et al. [45] developed Ca2Fe2O5
with Mg/Al/Zn oxides as support materials for BCLG in a fixed bed reaction. This work
mainly investigated the effects of Mg/Al/Zn oxides on the reactivity of Ca2Fe2O5 and the
BCLG performance. Wang et al. [46] presented experimental results in a bubbling fluidized
bed reactor for CLG of sawdust pellet with high volatile and low ash content as fuel. It was
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found that higher reaction temperatures increased gas production, while the amount of
liquid and solid decreased.

2.2.2. System Complexity and Challenges

Although BCLG has many potential advantages over the conventional biomass gasifi-
cation process, this technology has remained several challenges for widely commercialized
applications. Thus, these issues should be considered and solved for its commercialization.

System Complexity

Biomass owns intrinsic characteristics, such as high moisture content, low energy density,
various geometrical shapes, ash content, etc. Furthermore, different types of biomass have
different properties [47,48]. The bulk density of lignocellulosic biomass materials is relatively
low (80–150 kg/m3 for grass biomass and 160–220 kg/m3 for woody biomass), which can
cause low efficiency in transportation and storage. Therefore, pre-treatment processes are
required to homogenize its properties and meet the requirements of chemical looping gasifica-
tion. These processes possibly include drying, densification, or grinding, etc. These processes
require energy and cost resulting in reducing process efficiency.

The BCLG generally operates at high temperatures (over 800 ◦C) for the production of
high calorific value syngas. The process requires a large heat transfer area in a gasifier for a
sufficient heat supply for biomass gasification, which increases the operating complexity of
the system.

During biomass gasification, biomass ash is produced, which would result in reducing
the performance of oxygen carriers. The removal of looping materials from biomass
ash (including unreacted carbon) is a considerable challenge to minimize the loss of the
looping materials. Additionally, interactions between the ash and looping materials may
contribute to a reduction in separation efficiency [9]. Moreover, the syngas produced
from the gasification system also contains unwanted substances such as dust, fly ash, tar,
alkali metals, nitrogen compounds, sulfur compounds, chlorine, and trace elements. Thus,
the CLG system should be integrated with the syngas cleaning system to remove these
impurities from syngas before further applications. The required level of syngas cleaning
significantly depends on the end-use technology and/or emission standards [49]. There are
several methods to remove contaminants which are conveniently categorized according to
the process temperature range as hot gas cleanup (HGC) (>300 ◦C), cold gas cleanup (CGC)
(<100 ◦C), and warm gas cleanup (WGC). The majority of these methods are developed
based on using wet scrubbers [49,50].

Typically, biomass gasification system efficiency for power generation would in-
crease corresponding to an increase in unit capacity. However, most of the power plants
from biomass are small-scaled and decentralized due to difficulty in the biomass supply
chain [51].

The stable load on the chemical plant and long-term operation are among the chal-
lenges. Load variations or frequent start-ups and shut-downs could result in damage to
the equipment and a reduction in productivity. Moreover, it could cause an increase in cost
due to excessive fuel consumption during the start-up and shut-down.

Fouling and Corrosion

Tars are produced during the pyrolysis stage of a gasification process. Certain high
molecular weight tar compounds, which start to condense at lower than 450 ◦C and subse-
quent polymerization, can cause clogging and blockages in gas lines and filters and reduce
process efficiency [52]. Furthermore, the removal of the condensed tars consumes intensive
energy and cost. Ash is the remained inorganic residue and exists as particulate after
biomass chemical looping processes at temperatures of 800–1200 ◦C. The particulate of the
fuel reactor can deposit in downstream equipment and gas lines resulting in blockages and
attrition; however, these particles can be removed by using filters and cyclone separators [5].
Another concern is that biomass fuels have a high content of minerals, including sodium,
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potassium, phosphorous, and chloride which can cause potential corrosion for equipment,
particularly heat transfer surfaces. Several researchers investigated that chloride has a
catalytic effect that promotes the dissociation of the steel material in the heat exchangers,
even at low temperatures (100 to 150 ◦C) [53]. Corrosion mechanisms coexist and occur
simultaneously, including several chemical reactions between the metal and metal oxides
with gaseous substances of Cl and O, the solid phase of alkali metal salts (K and Na), and
ash in the liquid phase and during phase changes [54]. Furthermore, the high content of
silica from many types of biomass sources [48] and the formation of molten material in
the ash can also cause significant abrasion and erosion on mechanical components and
pneumatic ash handling systems [53]. Additionally, biomass-derived tars also have a
highly acidic nature (typical pH < 2) and high water content; thus, its presence can cause
considerably corrosion-related problems in downstream pipelines and equipment of the
system [52].

3. Looping Materials in Chemical Looping Gasification of Biomass

3.1. Looping Materials

In the BCLG process, oxygen carriers are used to transfer lattice oxygen from the air to
the fuel via redox reactions to produce syngas, which can avoid the direct contact of air and
fuel. Metal oxide materials play a key role in the chemical looping redox processes. These
metal oxide materials can be classified as chemical looping gasification (BCLG) and oxygen
uncoupling chemical looping gasification (OU-BCLG) based on the properties of looping
materials as shown in Figure 3. As can be seen in Figure 7a, biomass fuel is decomposed
and cracked down at high temperatures mainly into three products of gas, tar, and char,
which can be simplified into volatiles and char. The volatile matter in the biomass, which is
reduced to the release of hydrocarbon gases, is constituted by complex organic substances
and can be condensed at a sufficiently low temperature to liquid tars. The gaseous fraction
is an incondensable mixture of gases at ambient temperature and accounts typically for
70–90 wt.% of the feedstock [55,56]. This mixture of gases consists mainly of hydrogen,
carbon monoxide, carbon dioxide, and light hydrocarbon. Afterward, these products
react with oxygen carrier particles. Two main types of reactions occur simultaneously
in the fuel reactor: homogeneous and heterogeneous. There are two reaction pathways
proposed between the oxygen carrier and biomass in the fuel reactor: direct reduction of
oxygen carrier by biomass and reduction of oxygen carrier by gaseous biomass gasification
products [9]. The first pathway consists of two main reaction types, reactions of volatile
matter released from biomass with oxygen carrier (see Reaction (7)), and direct solid-solid
reactions. Since solid–solid reactions are very limited due to low contact efficiency, the
impact on the final gas composition is negligible in comparison to heterogeneous reactions.
Due to a relatively high fraction of volatile matter in biomass, it is a benefit for biomass that
a higher proportion of the fuel can directly react with oxygen carrier in a CLG system [9].

The second pathway is an indirect reaction between biomass and oxygen carrier.
Firstly, Biomass is gasified with H2O/CO2 to produce mainly H2/CO (see Reactions (8)
and (9)), and then gaseous products can readily react with oxygen carrier (see Reactions
(6), (10) and (11)).

The general reactions occur in the fuel reactor:

Biomass → Volatiles + Char (mainly C) + H2O (6)

Volatiles + MexOy → CO2 + H2O + MexOy−1 (7)

Char + CO2 → 2CO (8)

Char + H2O → H2 + CO (9)

CO + MexOy → CO2 + MexOy−1 (10)

H2 + MexOy → H2O + MexOy−1 (11)
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Figure 7. Main reactions in the fuel reactor: (a) BCLG and (b) OU-BCLG.

The other concept proposed is oxygen uncoupling biomass chemical looping gasifi-
cation (OU-BCLG). The system is based on the use of an oxygen carrier that can release
gaseous oxygen in the fuel reactor to oxidize the fuel as shown in Figure 7b.

2MexOy � 2MexOy−1 + O2 (12)

Char + O2 → CO + CO2 (13)

Volatiles + O2 → CO + CO2 + H2O (14)

In the OU-BCLG process, the oxygen carrier releases oxygen according to Reaction
(12), and the biomass fuel can be decomposed simultaneously into volatiles and char as
shown in Reaction (6). Afterward, the devolatilization products are oxidized to CO, CO2,
and H2O according to Reactions (13) and (14). The remaining char is gasified by CO2
and H2O to produce CO and H2. Moreover, the fuel reactor in both concepts should be
fluidized by H2O, CO2, or their mixture, which also acts as gasifying agents to accelerate
biomass gasification.

There are a limited number of oxygen carrier materials, which have the property of
releasing oxygen, that can meet the requirement for multiple cycles of oxygen uncoupling
processes. They must be reversible in the reactions of releasing and oxidizing oxygen. In
comparison with oxygen carrier for the normal BCLG process, the metal oxides used in OU-
BCLG have a suitable equilibrium partial pressure of gas-phase oxygen at a temperature
range of 800–1200 ◦C. Thus, there are three metal oxide system could be used in the OU-
BCLG system such as CuO/Cu2O, Mn2O3/Mn3O4, and Co3O4/CoO. Their reversible
reactions are as follows [11]:

4CuO � 2Cu2O + O2 ΔH850 = 263.2 kJ/mol O2 (15)

6Mn2O3 � 4Mn3O4 + O2 ΔH850 = 193.9 kJ/mol O2 (16)
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2Co3O4 � 6CoO + O2 ΔH850 = 408.2 kJ/mol O2 (17)

Unlike the chemical looping combustion process, the BCLG concept is to produce
useful combustible gas (CO and H2, syngas); therefore, the partial oxidation of biomass
can be achieved by using oxygen carrier materials suitable for OU-BCLG. Due to the very
high reactivity of oxygen uncoupling materials, less metal oxide material used is needed in
the system which could reduce the reactor size and associated costs. OU-BCLG is a new
concept and a few studies related to OU-CLG have been performed with biomass [57–59].

3.2. Type of Oxygen Carrier

Oxygen carrier plays a key role as the chemical intermediate to indirectly transfer
pure oxygen from the air to the fuels via redox reactions in the chemical looping processes.
In chemical looping gasification, an oxygen carrier is used to not only provide the oxygen
needed for gasification to extremely improve the quality of syngas but also as a thermal
carrier that increases heat balance between the two reactors [27]. Furthermore, some metal
oxide oxygen carriers may have a catalytic effect on biomass tar cracking [60–62]. Thus,
the selection of an appropriate oxygen carrier is one of the most important criteria for the
good performance of the chemical looping process. The preferable properties of an oxygen
carrier for system performance should be as follows [11,12,63–65]:

(i) Sufficient oxygen transport capacity.
(ii) Favorable thermodynamics and reactivity regarding the solid fuel for the reduction reactions.
(iii) High reactivity in the oxidation reactions.
(iv) Selectivity towards CO and H2.
(v) Resistance to attrition to minimize losses of elutriated solid.
(vi) Minimal carbon deposition.
(vii) Good fluidization characteristics (no presence of agglomeration) and high

melting points.
(viii) Reasonable cyclability/circulation for using over several redox reactions.
(ix) Low cost and long lifetime.
(x) Environmentally friendly properties.
(xi) High mechanical strength and resistance to frictional stresses.
(xii) Capability of converting biomass to gaseous products.
(xiii) Propensity to convert methane

In the chemical looping systems, the lattice oxygen in metal oxides can oxidize par-
tially or fully carbonaceous fuels; therefore, the reduction behavior of the metal oxides
significantly affects the performance of chemical looping gasification systems. A modified
Ellingham diagram is shown in Figure 8a, which depicts the standard Gibbs free energies
of reactions as a function of temperature according to the following reaction:

aMexOy + O2 � aMexO(y+2/a) (18)

The diagram shows the change of the Gibbs free energy with temperature variation,
which can be used to evaluate the redox potentials of common oxygen carrier materials.
According to the thermodynamic analysis, metal oxides can be mainly categorized in three
zones according to their potential to oxidize the fuel or desired applications. In Figure 8b,
three zones are bound by three reaction lines as follows:

Reaction line 1: 2CO + O2 → 2CO2 (19)

Reaction line 2: 2H2 + O2 → 2H2O (20)

Reaction line 3: 2C + O2 → 2CO (21)
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Figure 8. Modified Ellingham diagram for oxygen carrier material: (a) standard Gibbs free energy
changes of some oxidation reactions and (b) reaction zones for syngas production applications [9].

Zone A: metal oxides located in the area above lines 1 and 2 have strong oxidizing
properties and can completely or near completely convert the fuel to yield 95% of CO2 [66].
Metal oxides in this zone consist of CuO, Co3O4, Fe2O3, Cu2O, NiO, CoO, and Fe3O4.

Zone B: the region is bound in between lines 1 and 3, the materials in this region
can partially oxidize the fuel to produce CO or H2 and an excessive quantity of oxygen
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carrier does not yield full oxidation. Thus, metal oxides in zone B are theoretically ideal for
chemical-looping gasification applications with 90% of syngas yield [66].

Zone C: the materials in this zone below line 3 cannot be used as oxygen carriers due to
their low oxidizing ability; thus, they are considered inert for chemical
looping applications.

Ellingham diagrams allow effective evaluation of redox pairs thermodynamically,
which can provide theoretical indications for the oxygen carrier’s selection. An oxygen
carrier performs in a chemical looping system depending on a combination of reaction
kinetics, a ratio of oxygen carrier to fuel, contact time, and process design.

To select oxygen carriers for chemical-looping gasification applications, there are
two approaches to achieve partial oxidation of fuels [9]. Firstly, metal oxides in zone B
are used to mainly produce CO and H2, which cannot be completely oxidized due to
thermodynamic restrictions. The other approach is to use under stoichiometric quantities
of materials in zone A.

According to the basis of desired characteristics, various types of oxygen carriers have been
investigated for chemical looping gasification of biomass including Fe-based [26,32,43,67–70],
Ni-based [25,44], Cu-based [71,72], Mn-based [28], Zn [73], bimetallic oxygen carriers
(Fe-Ni [31,74], Fe-Cu [71,75], etc.). They can be classified as follows:

(i) Ni-based oxygen carriers.
(ii) Cu-based oxygen carriers.
(iii) Fe-based oxygen carriers.
(iv) Mn-based oxygen carriers.
(v) Co-based oxygen carriers.
(vi) Perovskite-type complex metal oxides
(vii) Other oxygen carriers.

Several kinds of research have been conducted to compare a large number of oxygen
carriers. These results show the general reactivity of the commonly used metal oxides
follows orders [9,14,76]:

NiO > CuO > Mn3O4 > Fe2O3 (22)

One of important characteristics of an oxygen carrier is oxygen transport capacity, RO,
which is defined as the usable oxygen in the oxygen carrier during one redox cycle, defined by

RO =
mox − mred

mox
(23)

where mox and mred represent the weight of fully oxidized and reduced oxygen carrier
in the redox cycle, respectively. The oxygen transport capacity, RO, determines the fuel
conversion and the amount of solid circulation rate.

Table 2 presents the RO values of different redox couples of oxygen carriers. It can be
seen that CaSO4, Co3O4, NiO, and CuO have higher RO values, whereas reduction of Fe2O3
to Fe3O4 produces only around 3 wt.% of oxygen, the lowest one in the list. The support
materials are commonly used to improve the oxygen carrier’s performance. The interaction
of the metal oxide and the support material can influence the RO value of oxygen carriers.
By using Al2O3 supported Fe-based oxygen carriers, more Fe2O3 can be reduced to FeO in
form of FeAl2O4 with RO of 0.045, allowing it to almost completely combust to CO2 and
H2O in a chemical looping system.
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Table 2. Oxygen transport capacity of some Redox couples, RO [11].

Redox Couples CaSO4/CaS Co3O4/Co CuO/Cu CuO/Cu2O NiO/Ni

Ro 0.47 0.27 0.20 0.1 0.21

Redox couples Mn2O3/MnO Mn2O3/Mn3O4 Fe2O3/FeO Fe2O3/Fe3O4 Fe2TiO5/FeTiO3

Ro 0.1 0.034 0.1 0.034 0.05

Redox couples CuAl2O4/Cu.Al2O3 CuAlO2/Cu.Al2O3 CuAl2O4/Cu.AlO2
Fe2O3/Al2O3/

FeAl2O4
FeAl2O4/Ni.Al2O3

Ro 0.089 0.066 0.044 0.045 0.091

Among oxygen carriers, the Nikel-based oxygen carriers perform the best reactivity of
the reduction and oxidation reactions in chemical looping gasification of biomass [25,31,34].
Due to high oxygen transport capacity, very high chemical reactivity, and almost complete
conversion of hydrocarbons, NiO/Ni should be utilized in sub-stoichiometric quantities for
chemical looping gasification applications. Additionally, Ni-based oxygen carriers exhibit
the potentials for chemical looping process applications at high temperatures in the range
of 900–1100 ◦C, but significant challenges include accumulative chemical and thermal
stress, and mechanical degradation with high cycle number [77] along with low reaction
rate, high cost, and sulfur deactivation have hindered for their commercial applications.

Copper-based oxygen carriers perform good properties in the chemical-looping pro-
cess, e.g., high reactivity, oxygen transport capacity, cyclical, and mechanical stability [78].
Reactions of CuO and the gasification products are exothermic thus could promote biomass
reforming [71,75]. However, the main challenges of Cu-based oxygen carriers are sintering
and de-fluidization due to the low melting temperature of metallic Cu.

The oxygen transport capacity of Fe-based oxygen carriers is relatively low, and it can-
not be reduced further than Fe3O4 in a fluidized bed reactor because of the thermodynamic
limitation [25]. Thus, to improve the reaction rate and characteristics of metal oxides, alkali,
and alkaline compounds are added to the oxygen carrier. Yu et al. [79] investigated that
the addition of alkali metals to Fe2O3 can improve the reaction rate of solid fuel, and Gu
et al. [80] reported that K2CO3 -added iron ore showed stable catalysis properties for coal
chemical looping combustion, whereas calcium oxide exhibited not only catalytic activity
but also the ability to capture CO2 and sulfur compounds [81]. The known benefits of
iron oxide are low price, chemical stability, non-toxicity, low sintering temperature needed,
and low degree de-fluidization problems, the Fe-based materials are promising oxygen
carriers in chemical looping processes. Fe-based oxygen carriers perform differently in
their reactivity with various fuels, their reaction rate varies with the following order: H2 >
CO > CH4 > solid fuels [69,82].

Mn-based oxygen carriers are probably classified into the group of oxygen uncoupling
materials with Mn2O3/Mn3O4 phases, but Mn2O3 is not stable at relevant temperatures;
therefore, Mn3O4/MnO can be the main phase transition in the chemical looping processes
which is not possible to release oxygen [28]. Mn-based materials show low-cost and
environmentally friendly properties that are similar to Fe-based oxygen carriers. MgO
addition improved the oxygen release ability of the oxygen carrier and increased the
performance of biomass chemical looping gasification [45]. The theoretical oxygen transport
capacity of Mn-based oxygen carriers is higher than that of Fe-based materials, but there are
a few reports that have been published regarding these materials in the chemical looping
gasification of biomass.

Perovskite-type complex metal oxides have a general formula ABO3, where A is a
lanthanide ion and/or alkaline earth metal and B is a transition metal ion [18]. Many studies
pointed out that two different oxygen species being in the perovskite oxides, such surface
absorbed oxygen and bulk lattice oxygen which play a different role in chemical looping
processes [83]. The surface absorbed oxygen combusts completely methane, whereas the
other is responsible for partial oxidation of methane to H2 and CO. Redox activity of the

149



Appl. Sci. 2021, 11, 7069

perovskite materials is dependent on the mixed-conductivity of the support. Many types
of research found that the materials released between 3.44 and 8.23 wt.% of oxygen at
600 ◦C [18]. Oxygen transport within iron oxide particles can play an important role at the
final stage of the reduction, whereas higher Ni2+ shows a greater reduction ability. The
advantages of the materials are excellent regeneration ability and less agglomeration at
temperatures above 100 ◦C, as well as high thermal stability, good mechanical properties,
and high selectivity to synthesis gas.

Along with transition metal oxides, i.e., Ni, Cu, Co, Mn, Fe have been investigated as
possible oxygen carriers for the chemical looping gasification process, synthetic oxygen
carriers are widely researched, while natural minerals are potentially developed due to
their low cost. The low-cost natural minerals are used as oxygen carriers including iron
ore, ilmenite, manganese ore, and waste materials from the steel industry and alumina
production [63]. Synthetic materials generally comprise single metal oxides, as well as their
blend with inert support (Al2O3, SiO2, MgAl2O4, TiO2, ZrO2, CaO, etc.) [11] to improve
their reactivity, mechanical properties, and stability, as well as multifunctional properties,
including catalytic function, tar decomposition, and CO2 adsorbent in BCLG. Many studies
have been carried out to investigate experimentally the reactivity and stability of differ-
ent oxygen carriers with various supporting materials, e.g., Al2O3 [25,26,33,42,45,78,84],
SiO2 [30], CaO [43,85,86], MgO [45], TiO2 [69,84]. It was found that the reactivity and stabil-
ity of oxygen carriers increase significantly during the multiple cycles when supported with
Al2O3. Additionally, TiO2 is used as a supporting material with iron oxides for chemical
looping processes. The compounds performed high reactivity and stability in various
studies [32,69,84]. Ilmenite performed well in the continuous operations of a 1.5 kWth pilot
reactor with >90% of biomass conversion and carbon conversion efficiency obtained [32].
It was reported that the presence of MgO and ZrO2 can increase thermal and chemical
stability, as well as specific heat capacity of oxygen carriers [45,87]. The addition of CaO to
oxygen carrier has emerged in the chemical looping gasification process for continuous
hydrogen production [43,45,85,88–90]. Calcium oxide (CaO) has been known as a catalyst
and CO2 sorbent, which favors hydrogen-rich gas production [43,85,91]. Furthermore, the
presence of CaO also works as tar cracking catalyst for hydrogen production in a fluidized
bed reactor [92,93]. High hydrogen content (approximately 63%) and hydrogen yield
(23.07 mol/kg rice straw) at 800 ◦C were obtained with the presence of calcium-iron oxide
oxygen carriers [86], while Sun et al. [93] reported the maximum hydrogen yield reaches
7.12 mol/kg pine wood at 850 ◦C.

Many kinds of research have been carried out by mixing different active metal oxides
or mixing different oxygen carriers composed of single metal oxides. The major aims of
using mixed oxides are desired as follows [11,31,34,78,94,95]:

(i) Increase the reactivity and/or stability of particles.
(ii) Improve the conversion of the fuel gas.
(iii) Improve the mechanical strength and resistance to the attrition of particles.
(iv) Improve tar decomposition.
(v) Improve carbon dioxide adsorption.
(vi) Decrease the carbon deposition.
(vii) Decrease the preparation cost of the oxygen carrier.
(viii) Decrease the use of toxic metals.

Many studies have been carried out to evaluate the performance of many metal ox-
ides as oxygen carrier for hydrogen production. It was found that the Fe-based oxygen
carrier shows the most attractive application prospect for the chemical looping applica-
tions, particularly for hydrogen production due to its high-temperature stability, low cost,
environmentally friendly effects [14,96]. Composite materials of iron oxide and perovskite
have been proposed as a potential oxygen carrier material for hydrogen production due
to their excellent oxygen transport properties and stability under cycling. Thus, these
materials work effectively for catalytic oxidation reactions including hydrogenation, CO
oxidation, and catalytic combustion [14]. According to Dueso et al. [97], several oxygen
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carrier materials composed of LSF731 and iron oxide showed higher performances in
oxygen capacity and stability, as well as hydrogen production compared to iron oxide. The
characteristics of common types of oxygen carriers are summarized in Table 3.

Table 3. Overview of common types of oxygen carriers in chemical looping processes [9,11,12,14,18].

Type of OC
Operating Temp.

[◦C]
Support Materials Advantage Disadvantage

Ni-based 900–1100
Al2O3, MgAl2O3, ZrO2,
Bentonite, TiO2, MgO,

SiO2

Very high reactivity and selectivity,
strong catalytic properties for
hydrocarbon conversion, high

oxygen transport capacity, high
stability, low agglomeration

Sulfur deactivation,
high cost, health, and

safety issues

Fe-based Al2O3, MgAl2O4, TiO2,
SiO2, YSZ, CeO2, ZrO2

Environmentally friendly and
non-toxicity, low cost, high
mechanical strength, high

chemical stability

Relatively low
reactivity, low oxygen

transport capacity,
agglomeration issue,
low solid circulation

rate

Cu-based <800

Al2O3, CuAl2O4, TiO2,
SiO2, CeO2, ZrO2,
Bentonite, MgO,

MgAl2O4

High reactivity and oxygen
transport capacity, low cost and

toxicity, high chemical and
mechanical stability,

environmentally friendly. No
demand for external heat

Agglomeration and
de-fluidization due to
the low melting point

of Cu

Mn-based Al2O3, MgAl2O4, TiO2,
SiO2, ZrO2, bentonite

Low cost and non-toxicity,
environmentally friendly

Sulfur deactivation,
relatively low oxygen

transport capacity,
agglomeration, low
reactivity with fuels

Co-based
YSZ, Al2O3, CoAl2O4,

TiO2, SiO2, ZrO2,
bentonite

High oxygen transport capacity,
high reactivity with CH4 and CO

High cost and
environmental impact
and health issue, low
reactivity with fuels

3.3. Performance of Looping Materials

Oxygen carrier is a key factor in chemical looping processes. One of the main chal-
lenges of these processes is to stabilize their performance over prolonged redox cycling.
However, many reasons may reduce the performance of oxygen carriers during Biomass
chemical looping gasification. As discussed above, the agglomeration of oxygen carriers is
one of the most serious challenges in chemical looping processes which can lead to bed
defluidization and deactivation of oxygen carriers. The Cu metal has a low melting point
which can cause agglomeration at high temperatures, and the redox rate of CuO would
readily decrease after few reduction-oxidation cycles [98], while several agglomerations
of Fe-based oxygen carrier has been reported when the phase change to Fe3O4 during
oxidized in air. Therefore, different support materials have been used to mitigate this
problem. Another concern is the reduction of the mechanical strength of oxygen carriers
during chemical looping processes. This problem can lead to attrition and decrease their
lifetime. Along with physical attrition, chemical stress during redox cycles is also a reason
for the reduction of mechanical strength [9].

In solid–gas reactions, carbon deposition on the solid oxygen carriers is a serious prob-
lem, because it can reduce their reactivity and shorten their lifetime. Carbon deposition is a
complex phenomenon that is affected by several factors (pressure, temperature, availability
of oxygen in the oxygen carrier, contents of water vapor, and CO2 in the fuel gas) [99].
For Ni- or Cu-based oxygen carriers, carbon deposition was reported when the oxygen
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carrier converted more than 75% [9,100]. Additionally, gas sulfur compounds in the syngas
possibly react with oxygen carriers and produce various sulfur compounds that may cause
the deactivation of looping materials. During thermochemical conversion processes, the
inorganic matters in biomass are converted into the solid residual produced that can cause
several problems for the performance of oxygen carriers and the system. Biomass ash com-
position is a complex mixture of inorganic-organic matters with solid, liquid, and gaseous
phases from various origins. In the solid phase, ash is composed of inert materials from
feedstock and un-reacted matters. In chemical looping processes, the interaction between
biomass ash and oxygen carrier could be a significant issue. Gu et al. [101] reported that
the performance of iron ore oxygen carrier was significantly influenced by the biomass
ash type, resulting in serious particle sintering and subsequent deactivation of oxygen
carrier with SiO2-rich ash, whereas K-rich ash with lower SiO2 content could efficiently im-
prove the performance of oxygen carrier during cycle experiments. Additionally, biomass
ash has considerably low melting temperatures (<800 ◦C), which is mostly lower than
the operating temperatures of the gasification process ranging between 800 and 1000 ◦C.
Consequently, it can cause agglomeration, sintering, and defluidization problems, as well
as ash deposition [9,30,102,103].

4. Effect of Process Parameters on Biomass Chemical Looping Gasification

Operating conditions play a key role that significantly influences the process perfor-
mance, especially the amount of hydrogen in the product gas. The effects of the key process
parameters in BCLG are described and analyzed in this section.

4.1. Biomass Characteristics

Biomass is a complex mixture of organic and inorganic substances. Vassile et al. [48]
categorized types of biomass based on their biology diversity, source, and origins, such
as woody plant, herbaceous and agricultural plants/grasses, aquatic plants, human and
animal waste, contaminated and industrial waste biomass, and biomass mixtures. Florin
and Harris [104] characterized biomass as follows:

(i) The chemical constituents: cellulose, hemicellulose, and lignin.
(ii) Elemental composition.
(iii) Inherent mineral content.
(iv) Proximate analysis: moisture, volatile, fixed carbon, and ash contents.
(v) Physical properties: particle size, shape, and density.

All these parameters have been investigated their effects on the product gas com-
position, yield, and process performance. The properties of different types of biomass
are shown in Tables 4 and 5. Many studies have been carried out on various types of
biomass for gasification and BCLG. Generally, the higher content of cellulose and lignin
produces more gaseous products resulting in the increasing potential of hydrogen recovery
from biomass. The hydrogen production from biomass gasification is attributed to the
intrinsic properties, moisture content, and alkali content [105]. Additionally, biomass with
high contents of oxygen and hydrogen results in highly liquid and volatile yields, thereby
reducing the overall energy conversion efficiency of the combustion process. Furthermore,
higher H/C ratios in fuels generate a greater heat of combustion, whereas higher ratios
of O/C produce more CO2 emission per amount of energy release [47,106]. A simplified
summary of biomass pyrolysis is illustrated in Figure 9 [107]. Some studies [108–111] found
that biomass with the proportions of cellulose and hemicellulose are directly related to
higher CO and CO2 concentrations, while higher lignin content leads to a higher char yield
and CH4 concentration during the pyrolysis process. Consequently, those intermediate
products can vary in the final composition of the product gas. Chang et al. [112] carried
out an experimental study on biomass gasification for hydrogen production in a fluidized
bed reactor.
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Table 4. Biomass constituents (wt.% on a dry basis) [21,29,47].

Biomass Type Cellulose Hemicellulose Lignin

Hardwood 42–50 20–38 16–25
Softwood 35–50 24–35 16–33

Straws 33–40 20–45 15–20
Corn stover 33–35 21–24 17–22
Switchgrass 30–50 10–40 5–20

Table 5. Proximate analysis of some biomass feedstock (wt.%) [32,33,47,49].

Biomass Moisture a VM FC Ash LHV (MJ/kg)

Wood 20 82 17 1 18.6
Wheat straw 16 59 21 4 17.3
Barley straw 30 46 18 6 16.1

Torrefied
woodchips 5.28 70.75 22.82 1.15 19.3

Pine sawdust - 84.1 15.6 0.4 19.3
Pine wood 5.6 78.5 15.3 0.6 17.4

a Intrinsic.

Figure 9. The simplified summary of biomass pyrolysis.

They gasified three different types of biomass (α-cellulose, bagasse, and mushroom
waste) at different temperatures (600–1000 ◦C), steam-to-biomass ratios, and equivalent
ratios. The results showed that the highest hydrogen production was obtained in the
case of using α-cellulose, which has higher contents of carbon and hydrogen than those
of the other species. Raut et al. [113] studied the effect of torrefaction pretreatment on
biomass gasification performance at different reaction temperatures (700–850 ◦C) and the
steam-to-biomass ratio (0.6). In the study, biomass feedstock was Poplar wood and its
torrefied products. The hydrogen content increased corresponding to the increment of
torrefaction degrees.

Biomass particle size influences significantly the performance of biomass gasification
and hydrogen production. Biomass with smaller particles provides a larger surface area per
unit mass resulting in improving heat and mass transfer which promotes the gasification
reactions (Boudouard reaction, water gas reaction) to produce significantly H2 and CO.
Several studies have been conducted to analyze the effect of biomass particle size on
gasification reactions. Lv et al. [114] found that CH4, CO, and C2H4 were produced more
in the case of the smaller particles while less CO2 was formed, and larger particles showed
greater heat transfer resistance which led to incomplete pyrolysis and a higher amount of
unreacted char. Hernández et al. [115] reported that the smaller particle size of the fuel
improves mass and heat transfer due to higher external surface area/volume resulting in
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more porous owing to a higher amount of volatile release. Therefore, the reactivity of the
remaining char increases leading to an increase in the gasification reactions. Di Blasi [116]
in his work demonstrated that the smaller particles with a large surface area produce more
light gases, as well as less unreacted char and tar. Thus, the particle size of biomass has a
significant impact on the product gas yield.

4.2. Gasification Temperature

Temperature is one of the most significant factors in gasification since the gasification
process is a thermochemical conversion process that uses heat to convert the fuel into
product gas. Generally, most of the biomass gasification reactions are endothermic reactions,
an increase in temperature promotes them. Additionally, higher temperatures increase
the heating rate among the particles resulting in effective destruction of the particles and
proceeds for complete gasification reactions [22]. Consequently, more yield of gaseous
products is generated, and the amount of unreacted char reduces.

Many researchers have studied the relationship between gasification temperature and
process performance, as well as hydrogen production. As shown in Figure 10, hydrogen
content slightly decreases in most cases, whereas studies conducted by Zeng [27] and
He [34] show a small increase in hydrogen fraction in the product gas. The possible
explanation supporting this trend can be referred to Le Chatelier’s principle. Elevated
temperatures favor the reactants in exothermic reactions and the products in endothermic
reactions. As a result, the endothermic reactions in gasification would be strengthened
with an increase in temperature which leads to an increase in the content of H2 and CO, as
well as more solid char is consumed to produce gaseous products. Furthermore, higher
temperature also promotes cracking heavier hydrocarbon and tars.

Figure 10. Hydrogen concentration as a function of fuel reactor temperature.

Additionally, elevated temperature improves gas yield and process efficiencies during
the BCLG process. Yan et al. [42] reported that the total gas yield increased significantly
with the gasification temperature. Additionally, the concentration of CO and CH4 increased,
while there was a slight decrease in the yield of H2 and CO2. Zeng et al. [27] investigated
that H2 content increased to the maximum value of 49.47% at 820 ◦C, then slightly dropped
to approximately 47% at 880 ◦C. They also found that CGE increased with increasing
temperature and reached a peak at 820 ◦C. Ge et al. [117] carried out a study on BCLG
in a 25 kWth reactor using natural hematite as oxygen carrier. The temperature range
in the study was between 800 and 900 ◦C. The results showed that hydrogen concentra-
tion reached the maximum value at 860 ◦C, then it decreased considerably to 30.77% at
900 ◦C. Gas yield showed a similar trend with hydrogen content, while carbon conversion
efficiency increased with elevated temperatures. In a study of BCLG using NiFe2O4 [34],
carbon conversion efficiency and syngas yield increased from approximately 26% and
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0.32 m3/kgbiomass from 700 to 850 ◦C. These variations of gas concentrations and total gas
yield are related to a series of competing reactions in the gasifier. Under high temperatures,
biomass pyrolysis, heavier hydrocarbon, and tars are promoted increasing gas yield and
gas concentrations. High temperatures also thermodynamically favor the reactants in
exothermic reactions and the products in endothermic reactions. At high temperatures, the
reactivity of oxygen carriers with combustible gases is promoted, resulting in a reduction in
the content and yield of hydrogen. This is rarely stated in small-scale experimental studies,
but larger FR temperatures also mean that a higher heat transport (i.e., solid circulation) is
required in the CLG unit.

4.3. Steam-to-Biomass Ratio

Steam-to-biomass ratio (SBR) refers to the amount of steam the mass of biomass fed
into the gasifier. SBR is a key parameter strongly affecting hydrogen production and carbon
conversion efficiency, as well as total gas yield. High SBRs result in a lower amount of
unreacted char and greater both the yield and concentration of hydrogen in the product gas.
Many researchers have reported that increasing SBR leads to a rise in hydrogen production
and carbon conversion efficiency, as well as a low amount of tar produced. Figure 11 shows
that hydrogen content is proportional to the ratio of steam-to-biomass.

Figure 11. Hydrogen concentration as a function of steam-to-biomass ratio.

In the presence of high steam content in the gasifier, there is an increase in both the
yield and content of hydrogen. Along with the increase in hydrogen production, process
efficiencies have been improved corresponding to higher SBR. It should be noted that CO
content decreases with higher SBRs. These tendencies are probably attributed to water gas
shift reaction, char gasification reaction and steam reforming reaction. However, the undesired
rise in CO2 content has been reported which could be problematic in hydrogen-enriched gas
production. This fact can be evidenced from study results [27,34,42,114,117,118].

Along with the enhancement of hydrogen production, the higher amount of steam
used in the gasifier promotes tar decomposition, which is one of the most serious issues in
biomass gasification. It is likely attributed to tar cracking reactions with the presence of
steam. Reed [119] found that steam could strengthen participation of tar in steam gasifica-
tion which leads to the decrease in tar content at higher SBR. Consequently, hydrogen and
total gas yields can enhance as products of tar cracking reaction (tar reforming reaction).
The addition of steam mainly brings about favorable aspects. Yet, in a large-scale process
steam addition is one of the main sources of energy consumption. Hence, one would
always try to minimize steam addition to the lowest possible level.
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4.4. Oxygen Carrier-to-Biomass Ratio (OBR)

In the CLG process, metal/metal oxide provides lattice oxygen as a gasifying agent
for solid fuel gasification. Oxygen carrier-to-biomass ratio (OBR) is defined as the mass
ratio of the amount of oxygen carrier per biomass fed into the gasifier being a key factor in
a BCLG process. OBR strongly influences the composition of the product gas, gas yields,
and the performance of the BCLG process. Many studies have been carried out to evaluate
the effect of oxygen carrier (in both type and quantity used) on the performance of BCLG,
especially syngas production. It is noted that an increase in the amount of oxygen carrier
used leads to further char gasification; therefore, high OBRs are beneficial for carbon
conversion efficiency. However, it was found that a rise in OBR cause low content and
yield of H2 and CO in the product gas. It is due to the higher quantity of oxygen carriers
that would promote the oxidation reactions of combustible gases including H2 and CO.
On the other hand, a high amount of oxygen carrier could result in a higher gasification
temperature, which can enhance the gasification and improve the quality of the product
gas to some extent.

Ge et al. [117] reported that a high amount of oxygen carrier could keep gasification
temperature stable under the experimental conditions. Additionally, carbon conversion
efficiency increased corresponding to the increase in the hematite mass percentage from
40 to 60 wt.%. However, H2 and CO concentrations declined significantly by around
9% and 5%, respectively, resulting in the reduction in the syngas yield from 0.74 to
0.52 Nm3/kg. An experimental study on BCLG using BaFe2O4/Al2O3 as an oxygen
carrier [42] figured out that CO reduced with the increase of OBR for 30AF, whereas it
increased for 30ABF at OBR of 0.6, then dropped down at higher OBRs. Huang et al. [67]
used iron ore as an oxygen carrier to oxidize biomass char in a fixed bed reactor. They
evaluated the effect of iron ore excess number, Ω, which refers to the ratio of oxygen
provided by oxygen carrier to the oxygen required for the complete oxidation of the fuel,
on the performance of char gasification. Carbon conversion efficiency increased by approx-
imately 23%, but H2 and CO contents reduced by 7% and 10%, respectively, when the OBR
increased from 0.46 to 1.17. Huijun et al. [25] showed an increase in carbon conversion
efficiency while large amounts of H2 and CO could be consumed with the rise in NiO
content resulting in a significant decrease in syngas yield. An interesting result was found
in a study on chemical looping co-gasification of biomass and polyethylene [43]. It was
noted that there was an opposite variation of the contents of H2 and CO with the increment
of OBR. The concentration of H2 increased from 34.78 vol.% to 38.15 vol.%, whereas CO and
CH4 contents declined with increasing OBR from 0 to 1.0. Additionally, more syngas yield
also was generated with the elevated OBR. It can be considered that syngas production
could be promoted by the presence of the oxygen carrier.

4.5. Effect of Operating Conditions on Tar Formation

Tar is a product of the gasification process which is defined as any matter in the
product stream that is organic condensable compounds produced in thermochemical
reactions [52]. Due to the high content of volatile matters in biomass, a large amount of
tar derived from biomass gasification may cause many serious problems for gasifier or
downstream processing steps as blockages, clogged filters, and efficiency reduction, but
there are few investigations into its formation and effects in biomass chemical looping
gasification.

High temperatures can thermally crack tar components efficiently, but they may
reduce process efficiency. It was observed that naphthalene reduces by 47% when temper-
ature increases from 820 to 940 ◦C [33]. Huang et al. [120] reported that the tar content
declines from 18.58 to 9.03 g/Nm3 in the range of operating temperature between 740 and
940 ◦C. Another study found that about 86% of tar content is eliminated when temperature
increases from 500 to 900 ◦C [121].

Furthermore, the addition of steam in the gasifier can also abate an amount of tar in the
product gas through steam reforming reactions of tar. Some publications found that steam
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can effectively crack down large tar molecules [15,32,33]. Increasing the SBR would promote
cracking reactions. However, this promotion can be less effective at a relatively high value
of SBR. Moreover, excess amount of steam causes a temperature reduction in the reactor,
resulting in low tar decomposition by temperature effect. Condori et al. [32] investigated
the variation of the amount of tar formed as a function of the steam-to-biomass ratio. They
found that an increase in the steam-to-biomass ratio results in a decrease in the amount of
tar produced with a reduction of approximately 27% at 820 ◦C when the ratio increases from
0.06 to 0.9. A downward trend of tar yield was observed with a reduction of 73% when
steam addition was further increased to the steam-to-biomass of 1.25 in an experimental
investigation of biomass chemical looping gasification with Cu5Fe5 at 800 ◦C [121].

Figure 12 presents the tar yields of biomass chemical looping gasification under different
gasification conditions and various oxygen carriers. The feedstocks used in these investi-
gations were pine wood and pine wood sawdust. Without an oxygen carrier, the highest
amount of tar was produced with about 22 and 17 g/Nm3. In the presence of an oxygen
carrier as catalyst and oxidation agent, tar yield obtained reduces significantly to the lowest
yield of around 2 g/Nm3. A similar trend was observed that tars were obtained between
0.9 and 3.0 g/Nm3 at different operating conditions with Fe2O3/Al2O3 as oxygen carrier [33].
It is noteworthy that increasing the oxygen carrier-to-biomass ratio promotes the tar decom-
position, but it can decline the reduction degree of the oxygen carrier, resulting in the low
catalytic reactivity of the oxygen carrier and reduction in tar removal efficiency. Tian et al. [71]
investigated the effect of oxygen carrier-to-biomass ratio on the reforming of tar using Cu5Fe5
as oxygen carrier. They found that the total amount of tar obtained reduces strongly by
approximately 67% when the oxygen carrier-to-biomass ratio increases from 0 to 0.8. The
results also perform that the presence of oxygen carrier can promote the transformation of
macromolecular components into smaller molecular species.

 
Figure 12. Tar yield (800–880 ◦C).

Hence, operating conditions have significant influences on tar formation, including
its yield and constituents. Increasing operating parameters, i.e., gasification temperature,
steam-to-biomass ratio, and oxygen carrier-to-biomass ratio, can be beneficial for tar
removal from biomass chemical looping gasification.

5. Progress in Biomass Chemical Looping Gasification

Chemical looping gasification is viewed as a promising gasification technology for high-
quality syngas generation. Currently, biomass is emerging as a renewable feedstock for
the CLG process. Recent studies have been carried out to analyze kinetics and the process
performance in pilot-scale systems, as well as to simulate the process through technical
software. However, the research activities on chemical looping gasification of biomass are not
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still limited compared to coal by this time, resulting in the lack of good understanding of the
process behavior and hindering further large-scale commercial applications.

5.1. Thermodynamic Analysis and Kinetic Studies

Thermodynamic and kinetic studies are to evaluate the energy efficiency of the system
and the effects of operation parameters on process performance and the interaction between
solid fuel and oxygen carriers, as well as the feasibility of oxygen carrier for chemical looping
gasification of biomass. The results obtained will be analyzed to develop pilot-scale and then
industrial processes by mostly using thermogravimetric analysis equipment (TGA). Various
types of oxygen carriers and their compounds have been investigated to assess their feasibility
for the chemical looping gasification process. Many studies have been carried out to analyze
the reactivity of an oxygen carrier in various atmospheres and to propose kinetic models to
describe the kinetics of the oxygen carrier with different types of fuels [94,96,122–127]. During
biomass chemical looping gasification, many gas-solid reactions take place simultaneously
in the reactor. Therefore, the knowledge of redox reaction kinetics and their mechanism is
necessary for the design of the system [124,125,128].

Yan et al. [122] analyzed system performances of biomass-coal co-gasification with
steam. In the study, a coal and biomass-based chemical looping power generation system
was developed. Wheat straw and coal were introduced into the reactor to gasify with steam,
then the generated syngas would reduce Fe2O3 in the reducer. FeO generated from the
reducer was oxidized by steam to produce hydrogen, and Fe3O4 generated in the oxidizer
would be regenerated to form Fe2O3 before the next cycle. Hydrogen obtained in the
oxidizer then was used as feedstock to generate electric power through the SOFC system.
The result of the study was used to analyze the efficiency of energy and exergy of the system,
the effect of operation parameters on system performance, and economic feasibility for the
removal of NOx, SOx, and CO2. Wang et al. [125] discussed the mechanism of reactions
between corn cob and Mn2O3 during the chemical looping gasification. Furthermore, the
method of Gibbs free energy minimization was used to analyze the thermodynamics of
syngas generation from the process. They proposed the optimal ratio of Mn2O3/corn cob
is 0.18 to obtain the maximum yields of H2 and CO, and the total dry concentration of CO
and H2 could gain 98.8% at 1000 ◦C and atmospheric pressure. Additionally, the carbon
conversion also increases in the presence of steam used as a gasifying agent.

Non-isothermal experiments were carried out by Huang et al. [128] to develop the
kinetic analysis of oxygen carrier reduction by char. A mixture of biomass char and NiFe2O4
as oxygen carrier was introduced into the TG-MS system and then heated to 1250 ◦C with
different heating rates under the inert environment. The study investigated that the increase
of activation energy of redox reaction corresponds to conversion ratio, and the random
nucleation and subsequent growth model can be used to describe the kinetic mechanism.
A new concept for syngas production was proposed to use a liquid metal oxide as an
oxygen carrier for chemical looping gasification. The proposed configuration comprises
two interconnected bubble reactors as the fuel and air reactors, and a liquid form of oxygen
carrier is circulated between two reactors to provide the required heat and oxygen for the
gasification reaction. The proposed concept could prevent the challenges from the solid
oxygen carrier system such as agglomeration and sintering. Wu et al. [94] carried out a
thermodynamic analysis to investigate the performance of four bimetallic oxygen carriers
(BaFe2O4, BaMn2O4, CaFe2O4, CaFe2O4) for CLG of biomass-based lignin. The kinetic
behavior and reaction performance of lignin pyrolysis and gasification was evaluated
through a TGA-MS system. According to the results, BaFe2O4 and CaFe2O4 showed good
syngas selectivity, while BaFe2O4 exhibited excellent reactivity and regeneration in the air
after reduction.

5.2. Pilot-Scale Investigations

Along with thermodynamic analysis and kinetic study, BCLG in experimental test
rigs has been intensively investigated in the temperature range of 600–1300 ◦C using vari-
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ous types of biomass, typically woody biomass to evaluate the feasibility of the process.
Different pilot-scale configurations have been used in the BCLG studies, commonly fixed
bed [42,43,45,90] and fluidized bed reactors [25,26,32,33]. One of the key performances
in those studies is the reactivity of oxygen carriers in the BCLG process. Various oxy-
gen carriers have been investigated including Fe-based [26,32,43,67–70], Ni-based [25,44],
Cu-based [71,72], Mn-based [28], Zn [73], bimetallic oxygen carriers (Fe-Ni [31,74], Fe-
Cu [71,75], etc.). Additionally, the oxygen carriers were supported by supporting materials,
such as SiO2 [30], Al2O3 [26,33,42], CaO [43,85,86], MgO [45], TiO2 [69,84], etc., to improve
their reactivity and multifunctional properties, including catalytic function, tar decomposi-
tion and CO2 adsorbent.

A 25 kWth system was developed by Ge et al. [30] to investigate the performance of rice
husk gasification chemical looping using hematite as an oxygen carrier. The system mainly
consists of a high-velocity fluidized bed as the AR and a bubble fluidized bed as the FR.
The main components of hematite are Fe2O3, SiO2, and Al2O3 with 83.21 wt.%, 7.06 wt.%,
and 5.37 wt.%, respectively. The higher performance of BCLG with hematite, such as higher
carbon could obtain at 860 ◦C, while carbon conversion efficiency reached a peak at oxygen
carrier/biomass ratio of 1.0. Wei et al. [31] experimentally investigated the performance of
Fe-Ni bimetallic oxides as oxygen carriers that were applied for biomass chemical looping
gasification. The experiments were performed in a 10 kWth interconnected circulating
fluidized bed which mainly consists of a fast fluidized bed as the AR and a bubbling bed
as the FR. Sawdust of pine was used as feedstock. The experimental results indicated
that the content of CO, H2, and CH4, as well as process performance, increased with
the rising gasification temperature. The Fe-Ni bimetallic oxygen carriers displayed a
higher gasification efficiency of biomass and showed a stable reactivity and good sintering
resistance. Chuayboon et al. [73] proposed a novel process for chemical looping gasification.
The high-temperature solar-driven chemical looping gasification of lignocellulosic with
ZnO/Zn redox pair was developed to evaluate the advantages and reliability of the
combined process. Experiments were carried out in a lab-scale solar reactor at a range
temperature from 1050 to 1300 ◦C with a biomass/solid ratio from 0.5 to 1. Biomass
feedstock was beech wood for the experiments. The experimental set-up mainly consists
of the solar reactor, solar concentration system, gas injection, and particle feeding system,
filtering unit, and gas analysis unit. A fixed ratio mixture of ZnO and biomass particles
was placed in the hopper, and then the reactor was heated up to the required temperature
by concentrated sunlight. During the study, the influence of temperature and reactant
molar ratio on syngas production was analyzed. The result successfully demonstrated
the feasibility of the process for the first time, and optimal operating conditions for the
study were found at 1250 ◦C and a biomass/ZnO molar ratio of 0.75. Additionally, the
temperature of Zn production was lower than that for ZnO thermal dissociation.

A study was carried out to evaluate the multi-functional oxygen carrier for hydrogen-
rich syngas production [129]. An iron-based oxygen carrier was developed from the
Bauxite residual of the alumina industry (red mud). It was evaluated the capacity of
transport oxygen and heat from the air reactor to the fuel reactor to promote gasification,
and catalytic function for fuel gasification and syngas reforming. Four series of experiments
took place in a Bench-scale fluidized bed at 950 ◦C and atmospheric pressure to examine
the performance of the process and oxygen carrier. Those experiments demonstrated that
the oxygen carrier was able to promote endothermic gasification due to its stable transport
capacity of oxygen and heat during multiple redox cycles. Furthermore, its reduced forms
could strongly catalyze internal syngas reforming. Red mud oxygen carrier has a high
melting point and proper heat capacity; thus, it can be operated at a high temperature in
the FR.

Shen et al. [75] combined Fe2O3 and CuO to produce a novel oxygen carrier for
biomass gasification. It was found that the bimetallic oxides showed advantages over
two mono-metallic oxygen carriers in the investigation. A ratio of 50 wt.% of Fe2O3 and
10 wt.% CuO was selected as an optimal ratio in the study. Furthermore, the best per-
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formance was observed at the O/C ratio of 0.75 and 900 ◦C. However, the combined
oxygen carrier performed the worst reactivity after three cycles. It was mainly attributed
to sintering caused by Cu atomic that resulted in the reactivity decline. During steam
gasification of biomass, undesirable CO2 and tar would be produced, which will reduce
the quality of the hydrogen stream and process efficiency. The adding of calcium oxide
(CaO) could be used to overcome such challenges. Calcium oxide could work as a tar
reforming catalyst and CO2 sorbent, and thereby increase hydrogen-rich gas production.
However, the deactivation of calcium oxide after the carbonation reaction is a challenge
for continuous hydrogen production and economic issues [91]. A study was conducted
to evaluate the effects of Fe/Ca ratio on hydrogen production from chemical looping
gasification of rice straw [86]. Synthesized bimetallic Fe-Ca oxides were used as an oxygen
carrier in the study. Its results found that there are two types of calcium ferrites (Ca2Fe2O5
and CaFe2O4) formed with different ratios of Fe/Ca; and at the Fe:Ca ratio of 1:1, the
highest hydrogen yield was obtained with 23.07 mmol/g biomass at 800 ◦C. Furthermore,
the process temperature needed for the completed redox of Ca2Fe2O5 was higher than
800 ◦C during chemical looping gasification with steam.

Wu et al. [85] investigated CLG of biomass using steam and CaO additive. It found
that CaO showed a positive effect on gasification performance, and worked mainly as a CO2
absorbent at low temperature but as a catalyst above 700 ◦C. It was also found to retard
the sintering and porosity reduction of Fe2O3. A novel process was proposed to combine
BCLG and CO2 splitting using Ca2Fe2O5 aerogel as an oxygen carrier [90]. In the process,
pine wood was decomposed with the presence of an oxygen carrier in the FR to produce
syngas, phenolic-rich bio-oil, and biochar. The reduced oxygen carrier was re-oxidized in
the AR by CO2 instead of air to generate CO. The results showed that Ca2Fe2O5 aerogel is a
promising oxygen carrier due to its redox activity, phase reversibility and cyclic stability. The
study also investigated the mechanism of the synergistic enhancement of chemical looping-
based CO2 splitting using biomass cascade. It was found that the products from biomass
fast pyrolysis and oxygen carrier reduction can further benefit oxygen carrier reduction and
biomass conversion, respectively, as well as enhance CO2 reduction in the AR.

Continuous operations in a 1.5 kWth pilot were conducted for syngas production using
pine wood as fuel and ilmenite [32], Fe2O3/Al2O3 [33] as oxygen carriers. A new method
was proposed [32] for controlling the lattice oxygen used in the fuel reactor for syngas
production by controlling the oxygen fed into the air reactor. The operating parameters
in the BCLG in those studies were found that a high content of syngas components was
produced during the process with 27–30% of H2, 17–21% of CO for ilmenite and 37%
of H2, 21% of CO for Fe2O3/Al2O3 at autothermal conditions. It is noteworthy that tar
generated in the studies was in the range of 0.9–3.0 g/Nm3, being lower than that reported
by other gasification technologies. Tian et al. [71] indicated that operating parameters
strongly influence tar reforming in a BCLG process. The research results showed that
tar decomposition is promoted at higher gasification temperatures, steam-to-biomass
ratios and oxygen carrier-to-biomass ratios, resulting in the conversion of large molecular
compounds into small ones. They also found that the presence of Cu in the oxygen carrier
could enhance the decomposition of small molecular compounds in tar, while the Fe
composition is favorable for a reduction in the yield of large molecular compounds in tar.

A novel oxygen carrier was synthesized for BCLG with additional functionalities
of its reduced form acting as a catalyst for tar decomposition and a CO2 adsorbent in
syngas [130]. Fe2O3 is supported on silicalite-1 (Fe/S-1) was synthesized and characterized
with different loadings as multi-functional materials to improve the quality of syngas and
the efficiency of BCLG. The results found that the iron supported on silicalite-1 performed
high thermal/chemical stability in a multi-cycle process and better catalytic activity in tar
decomposition compared to the iron on a conventional silica support. An experimental in-
vestigation of CLG of torrefied woodchips using iron-based oxygen carriers was conducted
in a bubbling fluidized bed reactor to evaluate the effects of operating parameters and the
reactivity of oxygen carriers during the process [69]. The authors found that the operating
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conditions strongly influence the process performance in terms of process efficiencies, gas
yields. It was noted that the reactivity of iron-based oxygen carriers with different gaseous
fuels follows the order H2 > CO > CH4. Additionally, the calcination temperature of oxygen
carriers plays a key factor in the reactivity of oxygen carriers in the BCLG process. The
other recent experimental studies of BCLG in the pilot-scale reactors are summarized and
tabulated in Table 6.

Table 6. Summary of the key information of recent experimental studies in BCLG.

References Biomass Type of OC Fuel Reactor Air Reactor Remarks

Huijun et al. [25]
Interconnected FB

(25 kWth)
Rice straw NiO/A3

Bubbling fluidized
bed

Operating
temperature:
650–850 ◦C

High-velocity
fluidized bed

• Max. syngas yield (0.33
Nm3/kg) at 750 ◦C.

• Carbon conversion
efficiency: max. value
(60.28%) at SBR of 1.2

• The addition of CaO
improved Biomass
gasification performance.

Huseyin et al. [26]
Interconnected FB

(10 kWth)

Sawdust of
Pine Fe2O3/Al2O3

Bubbling fluidized
bed

Operating
temperature:
750–900 ◦C

Fast fluidized
bed

• H2 production was the
highest value at 870 ◦C.

• Carbon conversion rate
and gasification efficiency
increased at higher
temperatures.

• Oxygen carrier used has
good stability and
resistance to sintering

He et al. [34] Biomass NiFe2O4

Fixed bed
Operating

temperature
700–900 ◦C

Fixed bed

• BCLG coupled with
steam/CO2 splitting.

• Producing syngas and
pure H2 or CO separately.

Yan et al. [42] Sawdust BaFe2O4/Al2O3

Fixed bed reactor
Operating

temperature:
750–900 ◦C

-

• 30ABF showed high
activity with char, but low
reactivity with syngas.

• Max. syngas yield was at
850 ◦C, O/B of 0.6 and
steam fraction of 33.6%.

Liu et al. [43] Pine wood +
polyethylene CaO/Fe2O3

Fixed bed reactor
Operating

temperature:
750–850 ◦C

Fixed bed
reactor

• The optimal product was
obtained at 850 ◦C and
Fe2O3/feedstock of 0.25.

• The addition of 75%
polyethylene increased H2
yield to 1.59 Nm3/kg.

• Cold gas efficiency and
H2/CO ratio were
improved to 89.30% and
1.88.
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Table 6. Cont.

References Biomass Type of OC Fuel Reactor Air Reactor Remarks

Liu et al. [45] Pine sawdust
CaFe2O5/

MgO, ZnO,
Al2O3

Fixed bed reactor
Operating

temperature: 850
◦C

Fixed bed
reactor

• The study evaluated the
effects of Mg/Al/Zn
oxides as support
materials on CaFe2O5
reactivity in BCLG.

• Al oxide promoted the
oxygen release rate by
breaking the OC structure,
but the syngas selectivity
was reduced.

• ZnO showed higher
reactivity in BCLG, but it
was reduced into metal Zn
before the reduction of the
OC.

• MgO addition improved
the oxygen release ability
of the OC, as well as
increased the performance
of BCLG.

Zeng et al. [68] Pine sawdust
Natural
hematite
(Fe2O3)

Fixed bed reactor
Operating

temperature: 800
◦C

-

• The moisture content of
biomass increased the gas
yield to 1.1646 Nm3/kg
while steam increased the
ratio of H2/CO by about
16%.

• The diffusion of moisture
content and steam showed
opposite directions
resulting in differing
gasification reactivity.

Huang et al. [67] Biomass char Hematite
(Fe2O3)

Fixed bed reactor
Operating

temperature: 850
◦C

Fixed bed
reactor

• Iron ore remained a good
reactivity after 20 cycles.

• Fe2O3 was reduced into
Fe3O4 and FeO under
steam and inert
atmosphere, respectively,
during CLG of biomass
char.

Hedayati et al. [28] Woody based
biomass Mn ores

300 W fluidized
bed reactor
850–900 ◦C

Fluidized bed

• C3 components were
completely converted in
all operating conditions.

• Syngas yield obtained was
promoted by high fuel
flow rate and high
temperature.
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Table 6. Cont.

References Biomass Type of OC Fuel Reactor Air Reactor Remarks

Hildor et al. [131] Wood pellet
Steel

converter
slag (LD slag)

Batch fluidized
bed

820–970 ◦C

• LD slag performed a high
gasification rate/char
conversion rate.

• LD slag acted as a catalytic
for water gas shift
reaction.

• Temperatures above 920
◦C may increase the CO/C
ratio and reduce the
H2/CO ratio.

• No CO2 adsorption at
temperatures above 800 ◦C
due to carbonation.

5.3. Simulation/Modeling Studies

Simulation and modeling of the CLG system are applied for prediction, evaluation,
optimization. The most common configuration of chemical looping gasification mainly
comprises two interconnected fluidized bed reactors and separators. Unlike the CLC
process, minimal research has been conducted regarding the simulation and modeling
of CLG by this time, particularly BCLG. The modeling of the system mainly includes its
reaction kinetics, heat and mass transfer, and process performance. The most challenging
issue is to describe the behavior of the gas-solid interactions inside the reactors. The
model normally requires the configuration of the reactors, operational parameters, and
the properties of gas and solids as input parameters to derive the combination of output
parameters such as pressure and temperature distribution, composition and content of the
stream, and energy and process efficiencies. The simulation of the gasification process can
be developed based on [132]:

• Thermodynamic equilibrium
• Restricted thermodynamic equilibrium
• Kinetic mechanism
• Experimental data

Mathematical models of the CLG process available in the literature are mostly based
on the computational fluid dynamic (CFD) technique. Currently, three main methods
have been developed for the CFD modeling of fluidized-bed gasifiers such as the Eulerian-
Eulerian approach, the Eulerian-Lagrangian approach, and the hybrid Eulerian-Lagrangian
approach [133]. An alternative simulation approach for the gasification process is neural
network modeling, but this method requires extensive experimental data, thus it is not
often readily available [132]. An overall summary of simulation studies is tabulated in
Table 7.
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Table 7. Summary of the key information of recent simulation studies in BCLG.

References Biomass Type of OC Type of Model Remarks

Gopaul et al.
[134] Poultry litter CaO and Fe3O4

ASPEN Plus
(process

modeling)

• The study compared the simulations of
two CLG types for H2 production.

• The iron-based OC model showed higher
syngas yield obtained with 2.54
kmol/kmol biomass while the first model
with CaO sorbent produced H2-enriched
syngas with 92.45 mol.%.

Detchusananard
et al. [135] Wood residue NiO/CaO

ASPEN Plus
(process

modeling)

• CaO added played two roles of tar
cracking catalyst and CO2 sorbent.

• The simulation was developed based on
the second-order respond surface model
to analyze the process’s energy efficiency
performance.

• The maximum energy efficiency
performance was obtained at S/C ratio of
2.6, 636 ◦C, CaO/C ratio of 1 and OC/C
ratio of 1.06.

Cormos et al.
[136]

Sawdust
Coal/sawdust Ilmenite Computational

methods

• The models were developed for the
techno-economic evaluation of H2 and
power co-generation based on BCLG.

• The model used an ilmenite-based system
to produce 400–500 MW net power with
flexible H2 output.

• The energy efficiencies obtained up to 42%
with 99% of the carbon capture rate.

Aghabararnejad
et al. [137] Biomass Co3O4/Al2O3

ASPEN Plus
(process

modeling)

• A 7MWth CLG model was developed in
ASPEN Plus for techno-economic
comparison with conventional systems.

• The CLG system had a higher total capital
investment, but the annual operating cost
was lower compared to other systems.

Li et al. [138] Dried poplar Iron-based
(Fe2O3)

ASPEN Plus
(process

modeling)

• A BDCL process was developed with the
three-reactor configuration based on a
multistage model to simulate the
performance of the process.

• The BDCL system showed a better
performance compared to other
conventional processes, and the feasibility
of CO2 capture.

Ge et al. [139] Rice straw Hematite
(Fe2O3)

ASPEN Plus
(process

modeling)

• A CLG-BIGCC system was simulated
using ASPEN Plus software.

• The model results showed a better
performance with up to 4% higher
compared to existing BIGCC plants in
China.

• Five optimization schemes about
CLG-BIGCC with nitrogen reinjection
were proposed and investigated.
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Table 7. Cont.

References Biomass Type of OC Type of Model Remarks

Kuo et al. [140] Raw wood and
torrefied wood Iron-based Matlab and

ASPEN Plus

• A BSG-CLHP-CHP system was
developed.

• The results showed the effects of operating
conditions on the process performance.

• Hydrogen thermal efficiency and
hydrogen yield of TW-derived syngas
increased by 8.3% and 22%, respectively.

Li et al. [141] Pine sawdust Iron-based
(Fe2O3)

Numerical
method (CFD)

• The numerical method was developed to
integrate the Eulerian multi-fluid model
and the chemical reaction models to
predict the concentrations of five gas
components over time.

• The model is validated well by the
experimental data from the literature.

• The results showed the continuous pine
sawdust and mixing and segregation
behaviors between fuel and OC particles
strongly impact the concentrations of gas
species and the evolution of the solid
particle in the CLG system.

Li et al. [142] Microalgae Fe2O3
Numerical

method

• A one-dimensional transient model for
BCLG was developed based on
hydrodynamics and chemical reactions.

• The numerical model is to predict the
time-varying outlet concentrations of
gaseous components and process
efficiencies.

• Energy and exergy analyses were carried
out based on the validated model.

Dieringer et al.
[17] Wood pellet Ilmenite

Matlab and
ASPEN Plus
(equilibrium

process modeling)

• Two approaches for autothermal CLG
behavior were analyzed.

• Evaluation of dilution of oxygen carrier
with inert bed material.

• Optimizing process efficiency.

Gopaul et al. [134] simulated two chemical looping gasification types using the AS-
PEN Plus simulation software for H2 production. The research aimed to compare the
performance of two systems. The first CLG model used in situ CO2 capture utilizing a CaO
sorbent for the production of CO2-rich stream for sequestration, and the second model
used iron-based oxygen carriers in redox cycles to 99.8% of Fe3O4 recovery and higher
syngas yields. The main findings of the model were syngas yields, gas content. The model
showed that the second model produced more syngas yields, while the concentration of
H2 in the first model was higher than that of the second one. Furthermore, sensitivity
analyses of temperature and pressure were carried out on the main factors to determine
optimal operating conditions. A model was implemented by Detchusananard et al. [135] to
investigate the sorption enhanced biomass chemical looping gasification without heating
and cooling system for enriched hydrogen production. During the steam gasification,
calcium oxide and solid oxygen carrier (NiO) were added as bed material. The model of
gasification was developed using the ASPEN Plus process simulator to analyze the energy
efficiency performance of the process. It is noticed that the energy efficiency depended on
the steam to carbon molar ratio and gasifying temperature.

165



Appl. Sci. 2021, 11, 7069

A large-scale biomass chemical looping for hydrogen and power co-production was
assessed by Cormos [136]. This study aimed to evaluate the techno-economic feasibility
of hydrogen and power co-generation based on the biomass direct chemical looping
(BDCL) concept. The net power output of a plant model of about 400–500 MWth with
a flexible hydrogen output in a range of 0 to 200 MWth (LHV) was developed for the
assessment of the BDCL and the benchmark power plant concept. Computational methods
(using ChemCAD software) based on mass and energy balances were used for in-depth
techno-economic analysis. The influence of various technical and economic parameters
on economics was considered through the sensitivity study. A 7-MWth CLG system was
simulated to compare with conventional gasification processes using ASPEN Plus [137].
The CLG consists of a bubbling fluidized-bed gasifier and a fast fluidized-bed oxidized.
Along with the comparison in the process performance, the economic aspects were also
evaluated in the study. The results showed that the CLG system had a higher total capital
investment compared to that of the conventional gasification process with pure oxygen
but the annual operating cost of the CLG is $0.58M less resulting in the CLG as a feasible
solution for biomass gasification.

Li et al. [138] developed a biomass direct chemical looping process (BDCL) for hy-
drogen and electricity co-production based on a multistage model using ASPEN Plus.
The BDCL process configuration consists mainly of biomass preparation, the chemical
looping system, heat recovery and steam generation (HRSG), gas cleanup units, and power
generation systems. The BDCL process can produce hydrogen and/or electricity at any
ratio, and it is 10–25% more efficient compared to conventional biomass combustion and
gasification processes. The BDCL process also generated a high CO2 concentration stream
which could lead to a carbon-negative process from the life cycle standpoint. A system of
biomass-based integrated gasification combined cycle coupling with CLG (CLG-BIGCC)
for power generation was simulated by Ge et al. [139]. The system, mainly consisting
of BCLG, gas cleaning, heat recovery steam generator (HRSG), and gas/steam turbine
cycles, was developed with ASPEN Plus software. The simulation results were compared
with the experimental data from a 25 kWth interconnected fluidized bed reactor under the
same operating conditions. The power efficiency of the CLG-BIGCC system was 33.51%,
the gas turbine efficiency obtained 33.24% and the efficiency of the steam turbine was
34.01%. Those efficiencies are higher than the existing BIGCC plants in China with a range
of 30–32%. Moreover, a sensitivity analysis on the CLG-BIGCC was carried out to obtain
the optimal gasification conditions, and five optimization schemes about CLG-BIGCC with
nitrogen reinjection were proposed and investigated. Kuo et al. [140] developed a new
system for the co-production of electricity and hydrogen with CO2 capture using biomass
as fuel. The model integrated a biomass steam gasification (BSG) with an iron-based
chemical looping hydrogen production (CLHP) system and a combined heat and power
(CHP) system. The fuel used in the study was raw wood (RW) and torrefied wood (TW).
The results were used to evaluate the effects of operating conditions on the process perfor-
mance and syngas derived from RW and TW. Using TW can improve the BSG-CLHP-CHP
system’s performance. Hydrogen thermal efficiency and hydrogen yield of TW-derived
syngas increased by 8.3% and 22%, respectively.

Li et al. [141] developed a numerical model to investigate biomass gasification with
iron-based oxygen carrier in a bubbling bed reactor. The model integrated the Eule-
rian multi-fluid model and the chemical reaction models including the decomposition
of biomass, gasification of char, water-gas-shift reaction and the heterogeneous reactions
between gases and metal oxides. It is validated well by the experimental data from the
literature. The results were used to analyze the impacts of the mixing and segregation
behaviors between two solid phases on the gas composition distribution at various op-
erating conditions. A one-dimensional transient model, including the hydrodynamics
and chemical reactions, was developed for biomass gasification using chemical looping
technology to investigate the outlet concentrations of gaseous species and efficiencies
at various operating conditions [142]. In the study, the numerical model was validated
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against the experimental results utilizing Fe2O3 as oxygen carrier and microalgae as fuel.
Additionally, the validated model also analyzed energy and exergy values to evaluate the
energy sources. The analysis showed that the presence of oxygen carrier can improve the
quantity and quality of syngas. [1,2]

6. Conclusions and Future Prospects

Biomass has been considered as a potential renewable source to replace fossil fuels for
energy generation and chemical production. Due to the carbon cycle of biomass, the use of
biomass as a feedstock can achieve significant environmental benefits of mitigation of net
greenhouse gas emissions. However, biomass is currently less attractive in conventional
thermochemical processes since it owns low energy density, high moisture content, complex
ash composition, and highly distributed resource.

The comprehensive summary of biomass chemical looping gasification basis and
its developments through recent studies will be of great benefit for the readers. This
study is structured to investigate key components in a BCLG process. Therefore, through
the existing knowledge and recent research, the potentials and challenges of BCLG are
summarized in this study, as follows:

• Description of principles and developments of biomass-based chemical looping gasifi-
cation technology.

• Recent research strategies and achievements in biomass-based chemical looping gasi-
fication.

• Prospects and challenges of biomass-based chemical looping gasification towards
commercialization.

As discussed in the study, chemical looping technology can produce high-quality
syngas using for energy generation or chemical production. Thus, using biomass as
a feedstock for chemical looping gasification has many potential advantages over the
conventional methods in biomass conversion and coal-fueled chemical looping processes.
However, the chemical looping technologies are mostly in the R&D phase since they remain
several challenges. Oxygen carrier is a key factor in the chemical looping concept, the
selection of suitable oxygen carrier materials is one of the most important issues in terms
of redox behavior, stability, availability, process performance, costs, environmental, and
safety aspects. Additionally, tar formation from biomass chemical looping gasification has
been considered increasingly. Tars formed during the process cause serious problems for
the BCLG system, resulting in a decrease in the process efficiency. However, research on
tar formation and elimination in BCLG is still limited. A better understanding of tars and
finding efficient approaches to minimize their effects on the system are necessary for the
commercialization of BCLG. Numerous studies on the chemical looping process of biomass
have been carried out over the years, and many various carriers were investigated in a
pilot-scale system of chemical looping gasification plants for their feasibility. The recent
developments of biomass CLG have been carried out on a pilot-scale system ranging from
a few kW to MW. This is the basis for the massive scale-up of the process that is necessary
for commercial power plant and syngas production along with CO2 capture. Furthermore,
syngas cleanup technologies have been improving to mitigate problems regarding failure
and blockage, as well as the loss of efficiency. Additionally, economic evaluation for each
specific biomass feedstock, operational flexibility in the variation of feedstock composition
is to respond to the changes in supply and demand of the feedstock market [9]. Those
challenges should be solved to meet the coming future regarding the commercialization of
this technology. Hence, chemical looping gasification using biomass as feedstock shows
promising applications in the future in the continued fight against climate change [2].
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Abbreviations

Abbreviations
AR Air reactor
BCLG Biomass chemical looping gasification
CFD Computational fluid dynamics
CLC Chemical looping combustion
CLG Chemical looping gasification
CLR Chemical looping reforming
CGC Cold gas cleanup
CV Calorific value
FR Fuel reactor
GHG Greenhouse gas
HHV Higher heating value
LHV Lower heating value
IEO International energy outlook
LM Looping material
HGC Hot gas cleanup
OC Oxygen carrier
WGC Warm gas cleanup
TGA Thermogravimetric analysis
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Abstract: The present work focuses on the development of a detailed dynamic model of an existing
parabolic trough solar power plant (PTSPP) in Spain. This work is the first attempt to analyse
the dynamic interaction of all parts, including solar field (SF), thermal storage system (TSS) and
power block (PB), and describes the heat transfer fluid (HTF) and steam/water paths in detail.
Advanced control circuits, including drum level, economiser water bypass, attemperator and steam
bypass controllers, are also included. The parabolic trough power plant is modelled using Advanced
Process Simulation Software (APROS). An accurate description of control structures and operation
strategy is necessary in order to achieve a reasonable dynamic response. This model would help
to identify the best operation strategy due to DNI (direct normal irradiation) variations during the
daytime. The operation strategy used in this model has also been shown to be effective compared
to decisions made by operators on cloudy periods by improving power plant performance and
increasing operating hours.

Keywords: parabolic trough power plant; dynamic simulation; APROS; operation strategy;
comparative study

1. Introduction

Solar power plants are a very important factor in the countries that depend on renew-
able energy sources for their energy system because they can also produce electrical power
in the night. Current estimates of the amount of power supplied by solar thermal power
plants in the world are at approximately 6.2 GW by 2020. For example, in Spain there are
2.3 GW produced by 47 parabolic trough power plants, 51 MW by three solar power plants
and 31 MW by two linear Fresnel power plants.

There are 2.194 GW under construction around the world [1,2]. The estimated power
is expected to reach more than 11 GW by 2030 depending on an average development of
the CSP technology. Approximately 15% of these power plants will be installed in Europe,
30% in northern Africa and 55% in the Middle East [3–6].

In the following study, an overview of the dynamic simulation models for parabolic
trough power plants will be presented that have been implemented in the past to improve
and evaluate methods for increasing the operational flexibility of these plants. Due to DNI
and demand variations, the use of dynamic models is of great importance. These variations
in the performance need to use the transient solution of three conservation laws (energy,
mass and momentum), dynamic conditions, controllers and accompanied parts.
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There are several commercial programs for power plant modelling used in solar
thermal applications, namely TRNSYS, EcoSimPro, EBSILON Professional, IPSEpro, GATE-
CYCLE, MATHEMATICA, DYMOLA and APROS [5,7,8].

In general, there are few researchers who have studied the dynamic simulation of
parabolic trough power plants. In particular, most researchers have not addressed optimis-
ing the performance of these plants. For this reason, we will review the most important
works that have dealt with parabolic trough power plants.

Masero et al. [9] developed a control predictive model to optimise thermal power on
a large scale for solar parabolic trough plants. The power plant is divided into several
subsystems. They are controlled by their loop control valves to improve the performance
and reduce the computation time of control inputs. The operation strategy is evaluated
by decentralised and centralised control predictive models in two simulated solar fields.
Frejo and Camacho [10] optimised the solar field of a parabolic trough power plant using a
centralised predictive model. The best operating strategy of the power plant is implemented
by regulating a group of control valves installed at the beginning of each collector loop.
This leads to improving the response obtained from classic control processes for this type of
power plant. The implemented control model is applied for a small parabolic trough power
plant. The simulated control models are evaluated based on the data of the collector of solar
fields for ACUREX (Almería, Spain) over two hours. The results of the suggested algorithm
showed a good agreement with the centralised algorithm. Sánchez et al. [11] performed
a control predictive model for analysis of deconcentrating control for different collector
loops. The HTF temperature is controlled by deconcentrating two and four collector
loops in different cases. The results showed better performance when four complexes
were not concentrated in addition to maintaining the deconcentrating procedures in the
areas with high control power. Montañés et al. [12] developed dynamic models of a
50 MW parabolic trough power plant using Modelica language to assess the behaviour of
stored energy and its mechanism of action with the solar field (SF) and the power block
(PB). The steady-state results were compared with the original plant data. Regarding
dynamic behaviour, the response of the PB showed good behaviour because the chosen
days were clear. Larrain et al. [13] implemented a thermal model to evaluate the reserve
part required for 100 MWel hybrid-fossil-solar PTSPP. The performance was predicted
and its usefulness was explored in aiding suitable site selection among four sites. García
et al. [14] provided a dynamic model of a PTSPP without power block simulation using
Wolfram’s Mathematica 7 programme. The model deals only with the thermal oil behaviour
within the SF and TSS. The results were compared with experimental data for a 50 MWel of
PTSPP in Spain during summer. Diendorfer et al. [15] dynamically simulated the optical
performance of the collector platform. The floating stability of the existing platform design
was experimentally verified, and the performance influence to go offshore was small.
Schenk et al. [16] dynamically implemented a model PTSPP by DYMOLA. A transient
behaviour was evaluated for the start-up case based on thermal oil behaviour. This model
was checked with the Ebsilon model since there were no experimental data to investigate
the model. Luo et al. [17] built a dynamic parabolic trough collector model and validated
it depending on the photothermal conversion process for a parabolic trough technology.
Together with the verified model with pumps, the thermal oil/water heat exchangers and
other existing components, a solar field was simulated.

The review research reveals that most modelling studies found in the literature are
focused on the work of specific parts of the PTSPP, such as the solar field or the thermal
storage system or the power block during certain periods (clear periods). In addition, they
do not address the operation of the control units and the operational strategy used in these
power plants.

In this work, a detailed dynamic model of the PTSPP (Andasol II) with all control
circuits is developed employing (APROS) software. The dynamic behaviour of the investi-
gated power plant is assessed during a strongly cloudy day. The solar data is computed
depending on satellite measurements and databases from ground weather stations.
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Specifically, the novelty of this study can be summarised as follows:

1. A detailed dynamic model of a PTSPP, including the SF, the TSS, and the PB, has
been extended based on our previous studies presented. In addition, the dynamic
behaviour of the thermal oil path of the power plant during heavily cloudy days in
summer is discussed. The steam behaviour in the high pressure (HP)/low pressure
(LP) turbine stages is also investigated. Such dynamic simulation modelling cannot
be found in the literature.

2. This model can also determine the best operating strategy of the power plant, taking
into account the DNI variations during the day, compared to the decisions made by
operators in the absence of a dynamic modelling approach.

3. For model validation, the simulation results for the most important properties of the
solar field, storage system, and power block are compared with measurements. The
comparative work is of great interest to designers of PTSPP and scientific researchers.

2. Power Plant Operation Strategy in Dynamic Simulation

The operation strategy performed in the dynamic simulation of the parabolic trough
power plant for a single day can be defined based on six operation periods, as explained
below and depicted in Figure 1:

 

Figure 1. Schematic diagram of the operation strategy during a single day for a PTSPP model.

• The first period is the period between the time of thermal storage depletion and sunrise.
• The second period represents the first warm-up period of HTF, when the HTF temper-

ature in the SF reaches the designated temperature at the inlet (295 ◦C).
• The third period corresponds to the second warm-up period of HTF, where the

temperature of HTF in the SF achieves the designated temperature at the outlet
(393 ◦C).

• The fourth period represents a full-load operation period during the daytime.
• The fifth period represents the transient period that precedes the sunset.
• The sixth period is the evening period, where the thermal storage is discharged until

it is completely depleted.

This operation strategy carried out in the dynamic simulation model represents the
best approach comparing with the operator decisions implemented in the Andasol II.

During the first and the sixth periods (night periods), the dynamic model checks firstly
whether the thermal storage discharge is available, taking into consideration the boundary
conditions of the power plant. If the discharge mode is available, the power plant produces
electrical power (48 MWth). On the other hand, the HTF is not circulated in the solar field.
Thermal storage continues discharging during night hours until stored energy is depleted.
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Conversely, when the thermal storage discharge is not available, electrical power is
not produced by the steam turbine. The HTF is still circulated by the recirculation pumps
within the SF at 1 kg/s for one loop as long as the design inlet temperature (295 ◦C) is not
achieved. When the thermal oil temperature at the outlet of each loop decreases lower
than 70 ◦C (minimum input value when there is no solar radiation or stored energy), the
HTF protection system is activated to prevent the thermal oil temperature in the SF from
dropping below a specified minimum temperature.

The second period (first HTF warm-up period) starts when the sun rises and continues
until the designated temperature at the inlet (295 ◦C) is reached. After sunrise, the thermal
oil in the SF is circulated with mass flow of 390 kg/s until the designate inlet temperature
(295 ◦C) is reached. During this period the thermal oil is not transferred to the PB as the
useful thermal power in the SF is still equal to zero.

Subsequently, the third period (second HTF warm-up period) begins when the design
inlet temperature (295 ◦C) is achieved. Thereafter, the temperature and mass flow of HTF
will increase together, where the design outlet temperature (393 ◦C) is first achieved and
then the nominal value of mass flow (600 kg/s). This amount of thermal oil mass flow sent
to the PB must not exceed its limit value (600 kg/s) in order to avoid the production of
more steam than required. It is worth mentioning that the useful thermal energy is sent to
the PB on the HTF in this period. Coinciding with the third period, the start-up period of
steam turbine starts until the steam production reaches its nominal value (55 kg/s).

The assumptions implemented in the dynamic model of PTSPP are made to simulate
the measured data curves for a 50 MWel PTSPP, located in Spain. The simulation indicates
an excellent agreement compared to the experimental data collected from Andasol II.

The fourth period (full-load operation period) begins after the second warm-up period
of HTF, where the design conditions of HTF (600 kg/s and 393 ◦C) are reached at the power
block inlet. This period continues during daytime until sunset. Under high DNI conditions
the specified conditions of HTF are achieved, and the surplus of HTF is transferred to the
TSS to start the charge phase. When the TSS is completely charged, i.e., maximum TSS
capacity of 1025 MWth h is reached, some SCAs are faced to the ground (stow mode) in
order to avoid a further increase in the collected thermal energy.

Optionally, the nominal HTF mass flow can be reduced below 600 kg/s when clouds
prevent the DNI from falling on a number of loops. In this case, the thermal storage is
discharged, if possible, in order to maintain the target heat flow to the PB. The storage
discharge period can be classified during the daylight into cases: first, if the thermal oil
mass flow in the SF continues decreasing from 600 kg/s down to a minimum value of
312 kg/s, a part of the HTF coming from the PB is redirected to the thermal storage system
and the rest of the thermal oil is sent to the solar field. If the DNI is still low, the operation
strategy proceeds to maintain the thermal oil mass flow at a designated minimum value of
312 kg/s. Here, the power plant is operated by transferring all the useful thermal power
absorbed within the SF to the PB and compensating the rest of HTF from the thermal
storage system if a discharge mode is available.

Once the HTF mass flow in the SF falls below a minimum value of 312 kg/s due to
the decrease in solar radiation, the designated temperature of thermal oil at the PB inlet is
changed to 377 ◦C instead of 393 ◦C, and the nominal mass flow of thermal oil remains
unaltered at 600 kg/s. As a result, if the mass flow of thermal oil in the SF continues falling
to zero, the TSS supplies the nominal thermal power (125.75 MWth) similar to the night
period, as long as the storage discharge is possible. In this mode, 600 kg/s of HTF are
directed to the TSS heat exchangers, hence no HTF is circulated in the solar field.

Whenever thermal storage discharge is not possible and there is a lack of DNI, the PB
is stopped, and the thermal oil is circulated in the SF at 1 kg/s as in the first period. Hence,
if the turbine is stopped several times during daytime hours because of cloudy periods, the
HTF will be warmed up again which in turn leads to a second start-up process. Therefore,
several start-ups can occur during the day depending on meteorological data. After the
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clouds pass over, the HTF can be routed to the solar field again and the process repeats
starting from the third phase, as explained above.

The fifth phase (transient period) starts when the HTF mass flow falls to a value of
312 kg/s during the sunset period. The designated HTF temperature at the SF outlet is
altered from 393 ◦C to 377 ◦C and the PB is operated based on the stored energy until the
complete depletion of the TSS.

Fossil fuel is used in the real power plant when there is no energy stored in the storage
system. However, the fossil fuel backup system has not been included in the APROS model
for the results obtained in this study since the data of the real fossil fuel backup system
were not available.

Finally, this operation strategy is applied in the validated power plant model for the
cloudy summer day selected in this study.

3. Simulation Programme

Dynamic simulation can be a useful tool for determining the design of a new power
plant, as well as to aid selection of the best operating strategy. The investigation of the
dynamic behaviour of thermal power plants needs a detailed description of the thermal
processes. The large fluctuations that occur during the operation of solar power plants
require the use of a large number of controllers. Therefore, the process of controlling a
specific property is complex, and for the purpose of achieving long-term dynamic simula-
tion of a power plant it requires sophisticated modelling programs that include numerical
solutions as well as solving differential conservation correlations.

Andasol II plant is modelled by APROS software. This programme consists of many
components and different solutions which can be used for dynamic simulation. APROS im-
plements the dynamic simulation based on homogenous and heterogeneous flow models.

Different approaches for the modelling of two-phase flow in a thermal power plant
can be found in the literature, such as mixture-flow and six-equation flow models. In the
mixture-flow model, the three characteristic fluid variables are calculated, including local
pressure, total mass flow, and temperature or enthalpy, which are represented by three
conservation equations (mass, momentum and energy) of the mixture:

Mass balance:
∂ρ

∂t
+

∂(ρu)
∂z

= 0 (1)

Momentum balance:

∂(ρu)
∂t

+
∂
(
ρu2)
∂z

+
∂p
∂z

= Fgrav + Fw (2)

Energy balance:
∂(ρh)

∂t
+

∂(ρuh)
∂z

=
∂p
∂t

+ Qw (3)

Here, ρ denotes the density of the flow mixture, u represents the longitudinal velocity
of fluid, p and h refer to the static pressure and overall enthalpy, respectively. The
parameters Qw, Fgrav and Fw represent the heat transfer across the walls, the gravitational
force and the friction force, respectively.

The six-equation model is more suitable for certain applications because it allows the
inclusion of thermodynamic non-equilibrium states in the formulation. Here, two sets
of conservation equations are formulated to determine the mass, momentum and energy
balance for each phase:

Mass balance:
∂(χkρk)

∂t
+

∂(χkρkuk)

∂z
= Γk (4)

Momentum balance:

∂(χkρkuk)

∂t
+

∂
(
χkρku2

k
)

∂z
+ χk

∂p
∂z

= Γkuik + χkFgrav,k + Fwk + Fik + Fva + Ff l + ΔPpu (5)
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Energy balance:

∂(χkρkhk)

∂t
+

∂(χkρkukhk)

∂z
= χk

∂p
∂t

+ Γkhik + Qwk + Qik + Fikuik (6)

The symbol k is either l = liquid or g = gas, the indices i and w refer to the interface
of two phases and the wall, respectively. The variable Γ denotes the mass transfer rate
between the phases. The parameters Fva, Ff l and ΔPpu are valve friction, friction loss and
head difference of pump, respectively. The coefficient h in Equation (6) is the overall
enthalpy which includes the kinetic energy and Qik is the heat transfer at the interface.

Several equations are required to model the process components of the power plant.
The equations for modelling these process components can be found in a comprehensive
review of dynamic simulation of thermal power plants published by Alobaid et al. [18].

The solution method applied in APROS is the finite volume method. This is in turn
used to find a solution for the one-dimensional partial differential correlations, which are
discretised regarding time and space. In addition, the non-linear expression is linearised.
The density, pressure and enthalpy are computed in the centre of the mesh cells while
the velocity at the boundary of two mesh cells is computed. Furthermore, the first-order
upwind scheme is used to find the enthalpy solution. In the mesh cell, average quantities
are calculated across the entire grid. The implicit solution is used for temporal assessment.
Some properties, such as linear equation set of the void fraction, enthalpy and pressure,
are computed one by one. Furthermore, the density is updated as a function of a given
enthalpy and pressure.

4. Solar Field Calculations

The direct normal irradiation data were not available from the existing measure-
ments. Furthermore, APROS can only provide an average value of DNI. Therefore, the
Meteonorm software provides detailed calculations of DNI at any time in Granada (location
of Andasol II) depending on satellite measurements and databases from ground weather
stations. Thence, the obtained DNI values were used in the absorbed heat correlation,
then the obtained values from this equation were entered into the SF as input values, as
explained below.

In our work, the typical meteorological year (TMY) data for the selected day from [19]
were calculated from several weather stations at the Andasol II site with a time step of 10
min between TMY data points.

Absorbed Solar Radiation Calculations

The absorbed heat
(

Sabsorb,loop

)
by thermal oil passing through the absorbers for one

loop is calculated as follows:

Sabsorb,loop = DNI Ac IAM cosθ ηopt,0 ηtrack fend,loss frow,shadow fdust fadd fclean (7)

where:
DNI:Direct normal irradiance [W/m2], the DNI data is measured at the Andasol 2 power
plant site in Spain. Then, these measured data are entered into the APROS model.
Ac: Mirror aperture area for one loop [m2]; the value of Ac used in Equation (7) is 3270 m2.
IAM: Incidence angle modifier, used to modify additional optical and geometric losses due
to an incident angle more than 0◦. It is calculated from this equation:

IAM =
K

cosθi

where K = cosθi − 0.000525 θi − 0.00002859( θi)
2

θi: Angle of incidence [deg], the angle between the incident solar radiation on a surface
and the plane perpendicular to the aperture of the parabolic trough.
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ηopt,0 : A peak optical efficiency determined at an incidence angle of zero. The value used
in Equation (7) is 0.81, based on García IL correlation.
ηtrack: The tracking coefficient is a measure of how accurate a solar tracking system is
to get the best amount of solar radiation. It ranges between 0 and 1, where a value of
1 indicates that the tracking system follows the sun with high accuracy. The unity value is
used in this study.
fend,loss: End loss factor refers to the ratio between the effective length and the actual
length of the mirror in a solar collector assembly. It is calculated depending on STUETZLE
TA formula.
frow,shadow: Shadow factor represents the ratio between the effective width of trough aper-
ture and its real total width. It is computed based on STUETZLE TA equation.
fdust: This coefficient is used to describe the absorption due to dust on the absorber glass
cover. Its value ranges between zero and unity. Zero values mean that the absorber is dusty
and there is no absorption. The value 1 means the absorber is clear and there is complete
absorption. The value of 0.98 was chosen in this study.
fadd: This factor is used to calculate the additional reduction in the absorbed solar radiation.
It ranges between 0 and 1, where the value of 1 is the ideal case and used in this work.
fclean: This factor refers to mirror cleanliness. The values range of this factor is between
zero and 1, where the zero value represents no solar radiation of the mirrors to the absorber
tube and the unity value denotes that the whole solar radiation falling on the mirrors is
reflected. The value of 0.97 was selected in this work.

The total heat losses of the pipes and absorbers are calculated based on experimental
equations in [20,21]. The results obtained in this work are calculated depending on subtrac-
tion the total thermal losses in the SF from the absorbed heat in 156 loops in order to send
the net thermal power to the PB.

5. PTSPP Model Description

A schematic diagram of (PTSPP) “Andasol II” in Andalusia is demonstrated in
Figure 2, including all parts (SF, TSS and PB).

 

Figure 2. Parabolic trough solar power plant (PTSPP).

5.1. Solar Field (SF)

The solar field includes north and south sectors. Each sector includes two sections
which contain 78 collector loops for both. The thermal oil coming from the economiser
with 295 ◦C is pumped to the inlet of the solar field, as illustrated in Figure 3. Thereafter,
the thermal oil is streamed to the north and the south sections through 312 collector rows.
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The HTF circulated through the collector loops is heated by solar radiation. The HTF in the
north and the south loops will meet before the SF outlet. At the SF outlet, the hot HTF will
be flow to either the power block, a storage system or to both.

 

Figure 3. Solar field circuit.

The measured DNI represents the input into this model. Initially, the HTF mass flow
rate is increased to 390 kg/s and is maintained until the designed inlet temperature (295 ◦C)
is reached. In this process, each section of the SF accumulates a specific amount of thermal
energy. After reaching the designated temperature at the entrance, the mass flow rate
of the thermal oil and its temperature gradually increase until the maximum mass flow
rate (1170 kg/s) is reached at the designated exit temperature (393 ◦C). Furthermore, the
pressure losses for the power plant components are already included in this model.

In dynamic simulation it is very important to use the controllers to complete the simula-
tion with high accuracy. Only the most important control circuits will be described briefly:

(1) The SF-TS valve regulates the surplus thermal oil to the hot storage tank. This valve
is opened when the HTF mass flow threshold value is 600 kg/s and the temperature
is 393 ◦C.

(2) The PB CVin adjusts the nominal value of HTF mass flow of 600 kg/s to the PB.
(3) The DNI controller sets the real data of solar radiation measured in Spain to the HTF

in four sections.
(4) The HTF MCV valve at the SF inlet controls HTF temperature at the SF outlet. This

valve performs two functions: First, it adjusts a mass flow of 390 kg/s after sunrise
in the SF and remains at this value until the HTF temperature at the outlet of SF has
been raised up to 295 ◦C due to the increase in DNI. Second, after achieving 295 ◦C of
thermal oil temperature at the outlet of SF, the second function is enabled. This valve
controls the temperature of HTF at the outlet of SF to obtain the design temperature
at the SF exit (393 ◦C).
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5.2. Thermal Storage System (TSS)

This system provides the stability in the production of electric power and high flexi-
bility in operation. Two insulated tanks connected to each other by six heat exchangers are
used to model the storage system in APROS. A series of heat pumps are installed beyond
the storage tanks to pump the molten salt into the heat exchangers. The density and specific
heat properties of the molten sodium and potassium nitrate salt mixture are known as a
function of temperature.

In the charging phase (high solar radiation), the molten salt from the cold tank is
heated by HTF up to approximately 386 ◦C and it is then sent to the hot salt tank. At this
point it should be mentioned that there are losses between the HTF and the molten salt
in the series of heat exchangers. That means that the temperature of the hot molten salt
drops under the maximum HTF temperature of 393 ◦C, while the hot molten salt achieves
a temperature of 386 ◦C. Consider that the maximum capacity of the TSS is approximately
1025 MWth h.

In the discharging phase (evening or cloudy periods), the HTF is heated using hot
molten salt. In this case, the TSS supplies the HTF’s nominal mass flow (600 kg/s) with a
temperature of 377 ◦C in the night hours. This affects the steam generation capacity, while
the nominal amount of steam generated during the day (55 kg/s) is not reached in the
evening hours. When the heat exchange between molten salt and thermal oil has been
completed, the cold molten salt with a temperature of 292 ◦C enters the cold tank.

5.3. Power Block (PB)

The boiler in this power plant consists of a series of heat exchangers. Each line includes
a superheater, evaporator, economiser and reheater. The steam–water path is designed
based on two pressure sections, namely the main system pressure and reheat sections, as
described in Figure 4.

The water coming from the condenser enters a low-pressure feedwater circuit. There-
after, it passes through five low-pressure preheaters to raise the temperature from 35 ◦C to
165 ◦C at the outlet of LP PH5 (low pressure preheater) using the steam extracted from the
LP turbine. The water is then collected in the deaerator, which is considered a type of open
water heater. It is then pumped to the HP preheaters before entering the steam generator.
In the deaerator, the water is purged of oxygen by HP steam flowing from the HP turbine
to avoid corrosion.

Both HP and LP preheaters work by the steam extracted from the turbine. These heat
exchanger preheaters contain tube and shell sides where the extracted steam is condensed in
the shell side while the water is heated in the tube side. Although the steam extracted from
the turbine reduces the turbine power production, it also raises the feedwater temperature
in the tubes, resulting in an improvement in the plant cycle efficiency.

The steam exits the economiser and streams into the HP feedwater tank. The level of
the HP tank is regulated by the HP feedwater main control valve (FW MCVHP). The circu-
lation process between the evaporators and HP tank is carried out by the HP recirculation
pump (HPRP) which generates saturated steam. Here, the HP tank works as a separator.
While the water remains in the drum and mixes with water coming from the economisers,
the saturated steam leaves the drum and enters to the HP superheaters, and here saturated
steam absorbs additional heat from the thermal oil. Then, the HP superheated steam enters
the HP turbine part. The steam temperature is kept from increasing above 384 ◦C at the
turbine inlet by the HP attemperator, which is placed at the superheater outlet. The HP
attemperator is supplied the feedwater by the HP feedwater pump.

The pressure and temperature of steam entering the steam turbine are 106 bar and
384 ◦C, respectively. On the one hand, part of the steam is extracted to the high-pressure
preheater (HP PH), while on the other hand, part of the steam is streamed to the reheaters
in order to reheat the steam up to 383 ◦C. Thereafter, the reheated steam enters the LP
turbine with a pressure of 19.4 bar. At the outlet of the LP turbine, the steam flows into the
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condenser. After condensing the steam, the water is pumped using condenser pumps to
the LP preheaters and then the cycle will continue in the power plant again.

 

Figure 4. Steam generator circuit.
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Table 1 shows the properties of steam and HTF obtained from the Andasol II plant at
the nominal load.

Table 1. Technical data of the real power plant.

Andasol II
Units

SF TSS HP Turbine RH/LP Turbine

Working Fluid HTF (Thermal Oil) HTF (Thermal Oil) Steam

Conditions at the inlet
(bar) P = 31.3 P = 17.5 P = 104 P = 19.4
(◦C) T = 295 T = 393 T = 384 T = 383

(kg/s)
.

m = 1100
.

m= 500
.

m= 54
.

m= 44.3

Conditions at the outlet
(bar) P = 18.2 P = 12 P = 20.5 P = 0.05
(◦C) T =393 T = 293 T = 215 T = 30

(kg/s)
.

m = 1100
.

m= 500
.

m= 47.7
.

m= 33.7

To regulate the operating process of the power plant, it is essential to have control
circuits. Here, the controllers for the LP/HP preheater level, the SH and RH attemperator,
the drum level, the economiser water bypass and the steam bypass control circuits are
implemented in this model.

• Undesired steam is bypassed by HP and LP bypass controllers to the reheater and
condenser before entering the HP and LP turbine, respectively. These controllers are
used in the shutdown and start-up processes as well as for the steam turbine trip of
any load.

• The attemperators (SH Attemp CV and RH Attemp CV) adjust the steam temperature
to (384 ◦C) at the turbine inlet. This cooling process is implemented by injecting some
of the water from the boiler water pump to the attemperators.

• In order to achieve the stability of flow in the evaporator, a small amount of water
transferred from the economiser inlet is bypassed into the inlet of the drum. Here,
the water temperature at the outlet of the last economiser is kept under the boiling
temperature with a sub-cooling temperature of 5 ◦C by the economiser water bypass
controller.

• The drum-level control valve adjusts the mass flow flowing into the drum in order to
avoid instability caused by fluctuations in the water level in the tank.

• Seven control valves of LP/HP preheater level keep the water level of preheaters
at certain values due to changes caused by condensation of extracted steam on the
shell side.

6. Results

The suggested model was verified against the experimental data obtained from Anda-
sol II in [22]. The simulated results in this section were compared with the experimental
data on 2 July 2010 to generalize the model validity and test the effectiveness of the adopted
operating strategy. The power plant operation strategy is dynamically controlled by many
control circuits during the day regardless of DNI oscillations. The strategy of the developed
model was compared versus the strategy of the real power plant through the measured
data on this day. This day in July was cloudy. The simulated predictions for the dynamic
HTF behaviour in the SF, the TSS and the PB are displayed. In addition, the model results
of the dynamic behaviour of steam in the power block are discussed.

6.1. Heat Transfer Fluid Behaviour

The simulation results and experimental data are compared on 2 July 2010, including
(DNI), the HTF temperature at the exit of SF, the thermal energy transmitted to the PB and
the thermal stored energy accumulated in the TSS.

In Figure 5, DNI data were measured in several weather stations on a selected day
at the location of Andasol II. The average values of this data were used as inputs to the
power plant model for the chosen day.
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Figure 5. Comparison of simulations and measurements on 2 July 2010.

After the outlet of SF, the simulated thermal oil temperature on 2 July 2010 displayed
a good match with the measurements, as illustrated in Figure 5. At t = 9:59, a technical
fault occurred, causing a drop in the measured temperature of HTF to 0 ◦C. The warm-up
periods in the SF include two phases. The first phase begins at sunrise. As a consequence,
the temperature of HTF raises from 170 ◦C to the designated temperature at the inlet of the
SF (295 ◦C).

In the second of the warm-up phase, the simulated temperature of thermal oil con-
tinues to rise until the designated temperature of the SF outlet (393 ◦C) is at t = 11:13.
Additional heating of the HTF temperature is avoided by controlling the HTF flow through
the SF to maintain the temperature of HTF at the designated outlet temperature (393 ◦C).
Between t = 11:13 and t = 14:18, the temperature is kept stable at 393 ◦C despite severely
fluctuating DNI values. After t = 14:18, the HTF temperature drops and reaches 375 ◦C
because of the absence of stored energy and low DNI. At t = 14:30, the temperature of
thermal oil increases to the designated outlet temperature. Thereafter, the temperature
of thermal oil remains constant until t = 16:59, and here the HTF temperature decreases
to 377 ◦C at t = 17:10 because the power plant operates in thermal storage mode. At
t = 18:04, the simulated HTF temperature decreases from 377 ◦C to 287 ◦C at t = 18:49
because of the absence of stored energy, and DNI is completely absent due to dense clouds.
After t = 18:49, the power plant continues operating only with the thermal storage until
the end of the day. After the clouds clear, the thermal oil temperature rises again to 355 ◦C
at t = 19:22. Afterwards it decreases to 250 ◦C because of heavily cloudy skies. At t = 21:00,
the temperature increases again to 293 ◦C because of the removal of clouds. Thereafter, the
temperature drops because of the sunset.

Thermal power transferred to the PB is calculated based on the HTF mass flow at the
inlet of PB and the variation between the thermal oil temperature at the inlet and the outlet
of SF. In the actual power plant between t = 8:49 and t = 9:59, thermal power is generated
even though there is no DNI, and storage power is exhausted. This indicates that the power
plant was running on the fuel system during this period. Hence, this difference affects the
production of electricity, which is dependent on the thermal energy behaviour. At t = 10:53
thermal power is produced based on DNI and reaches and reaches 101 MWth at t = 11:17, as
shown in Figure 5. After that, the transferred thermal power drops to 99 MWth and shows
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a decline of solar radiation suddenly. At t = 11:42, the maximum value of the transferred
thermal power (140.72 MWth) is achieved.

Then, this continues constantly until t = 13:18. This is due to the presence of solar
radiation and adequate thermal storage. After t = 13:20, the thermal power drops to
80 MWth at t = 13:30 because the PB only works with the SF mode. From t = 13:30 to
t = 14:24, the experimental and simulated thermal power oscillates because of changes in
the total HTF mass flow to keep the designated outlet temperature.

Thereafter, the thermal energy transferred to the PB rises again to the set value and
maintains this value after t = 14:33 because of the increase in DNI. The transmitted thermal
power reduces to 125.75 MWth as a result of decreasing the design outlet temperature to
around 377 ◦C. After t = 18:04, the thermal power reduces to zero and remains constant
because of the depletion of stored energy. After the demise of the clouds, the thermal
power reaches 54 MWth at t = 19:24 and then reduces to the zero value as a result of the
DNI reduction. Although the DNI was high again after heavily cloudy periods, the thermal
power transferred to the PB remained at a zero value until sunset. This is because the
designated temperature at the inlet (295 ◦C) was not achieved as the solar radiation was
not enough.

In Figure 5, the experimental stored energy accumulated in the TSS shows a good
match with simulated energy. At t = 11:42, a set value of the transferred thermal power
to the PB is achieved. As a result, the excess heat is either transferred to the hot salt tank
or dissipated when the hot salt tank is completely filled, i.e., reached 1025 MWth h. The
thermal oil (HTF) enters and exits the TSS at temperatures of 393 ◦C and 293 ◦C, respectively.
In the storage discharge period, the temperature of thermal oil is set to be 293 ◦C and
377 ◦C at the inlet and outlet of TSS, respectively. From t = 11:43 to t = 13:22, the thermal
power transferred to the PB is collected from the SF and the TSS. At t = 13:22, the TSS is
exhausted and remains empty until t = 14:32. At t = 16:52, the thermal storage capacity
reaches 170 MWth h. After that, the discharge period lasts about 1.35 h until the TSS is fully
exhausted. From t = 18:12 to sunset, all the heat absorbed in the SF is transmitted to the PB
to achieve the specified values of thermal oil mass flow and temperature of 600 kg/s and
393 ◦C, respectively. Therefore, no excess heat is found in TSS because of heavily cloudy
periods. On the other hand, the measured stored energy is sent to the thermal storage
system at t = 9:59 instead of the power block, then this process continues until t = 10:27.
From t = 10:27 to t = 14:09, the collected heat is sent together to the PB and to the TSS
despite nominal thermal power still not being achieved. Thereafter, the measured stored
energy is decreased to replenish the lost heat due to the cloud cover. The measured storage
energy rises again at t = 15:09 and continues increasing until t = 16:59, accompanied by
oscillations in the measured transmitted thermal power. The accumulated thermal storage
then drops to (0 MWth h) at t = 17:59 due to the real power plant operating in storage mode.

Figure 6 shows the simulated HTF mass flow to the TSS and to the PB on 2 July 2010.
The operating principle that was adopted to obtain these results shown in Figure 6 ensures
the nominal HTF mass flow (600 kg/s). The surplus of thermal energy is transferred to the
TSS, and this energy is also used to compensate for the shortfall in thermal power.

Finally, the comparison of simulation predictions and experimental data displays a
good agreement until t = 17:59 on 2 July. This does not prevent some differences between
the simulation and experimental after t = 17:59, as previously demonstrated. The discrep-
ancies between the simulation and experimental are explained as follows: The operational
steps were taken in the Andasol II plant to transfer the thermal power to TSS instead of
transferring the power to the PB.
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Figure 6. Simulated results of HTF mass flow rate to the PB and to the TSS.

6.2. Steam Behaviour

In this section, the steam parameters (steam mass flow and steam pressure) in different
points in the Andasoll II are measured for the specified day at the nominal load. The
dynamic behaviour of these parameters in the PB will be explained below.

The HP cycle is implemented between the exit of the HP feedwater pumps (HP FP)
and the outlet of the last superheater. The dynamic behaviour of the water/steam path is
presented by the following figures.

The model results of the mass flow of steam at the inlet and outlet of the HP turbine
are demonstrated in Figure 7 for the selected day.

 

Figure 7. Simulated steam mass flow at the inlet and outlet of the HP turbine.

188



Appl. Sci. 2021, 11, 9576

At t = 10:50, the mass flow of steam begins to increase until its specified value reaches
about 55 kg/s at t = 11:40. The HP steam mass flow remains at this value until t = 13:20.
Then, the mass flow of steam drops to 25 kg/s at t = 13:32 because of the lack of stored
energy and the oscillations of HTF mass flow due to clouds. Here, the PB is only operated in
SF mode. Between t = 14:33 and t = 17:06, the steam mass flow remains constant (55 kg/s).
Between t = 17:14 and t = 18:06, the steam mass flow reduces down to 44.5 kg/s since the
power plant operates only in storage mode. Then it drops to zero at t = 18:12 when the
storage energy is exhausted. The steam mass flow increases at t = 19:54 again to 21 kg/s
due to higher solar radiation. Thereafter, it drops to zero and continues at this value until
sunrise the next day.

The steam mass flow at the outlet of the HP turbine displays similar behaviour to that
of the steam mass flow at the inlet of the HP turbine for the chosen day, as illustrated in
Figure 7. The difference in the steam mass flow between the HPT inlet and outlet is due to
the steam extractions that are connected with the HP preheaters.

Figure 8 displays the dynamic behaviour of the steam pressure at the inlet of the HP
turbine. The pressure of steam rises to a set value of 106 bars due to the generation of steam
in the PB. After that, it continues at this value in the period between t = 11:44 and t = 13:20.
From t = 13:20; the steam pressure decreases to 57 bars. Then, it fluctuates until t = 14:26.
The steam pressure rises again to its set value at t = 14:35 and then it continues constant
until t = 17:06. The steam pressure decreases to 94.42 bars and is kept constant for one
hour, then decreased to (0 bars) at t = 18:12. At t = 18:59, the steam pressure rises again to
40.64 bars due to higher DNI. Subsequently, the vapour pressure drops to zero at t = 19:41
and remains to sunset because there is no storage energy and there is no solar radiation
due to the clouds. The steam pressure of the LP turbine behaves the same as the steam
pressure of the HP turbine.

 

Figure 8. Simulated results of steam pressure at the inlet of the high- and low-pressure turbine.

7. Conclusions

A detailed dynamic model of a parabolic trough solar power plant (Andasol II)
was carried out by (APROS) Software with required control circuits. The model was
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implemented using the realistic details obtained from a real plant. A comparison between
the simulations results and experimental data from “Andasol II” was applied.

It is obvious that the model results agree well with the experimental data in some
periods ranging between t = 10:28–17:59 for the selected day. Conversely, several discrep-
ancies can be observed between the simulated results and the experimental data for the
rest of the day. This is due to the fact that, on the one hand, the operator’s decision during
overcast periods was different from that performed in the model, and on the other hand the
power plant was operated based on the fossil fuel system during some periods, as well as a
technical fault in the measured data that occurred around t = 9:53. Note that the operator’s
decisions can also be included by the APROS model, but that will be at the expense of the
dynamic behaviour of simulation, i.e., the simulation will be conducted as a steady-state
model. However, the operation strategy applied in the dynamic model during cloudy
day improves the electrical power production compared to the operator’s decisions that
were implemented in the real power plant. About 28% (about 2.7–3.1 h) of electric power
generation was increased during the discharge and charge phases of the chosen days.

This model is important for understanding the operation strategy of the power plant
and possibly for other plants in other operating conditions to benefit from it.
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Abstract: An experimental study was conducted in the sieve tray column to investigate the influence
of gas flow rate on the hydrodynamic characteristics of the sieve tray, such as total tray pressure drop,
wet tray pressure drop, dry tray pressure drop, clear liquid height, liquid holdup, and froth height.
The hydrodynamic characteristics of the sieve tray were investigated for the gas/water system at
different gas flow rates from 12 to 24 Nm3/h and at different pressures of 0.22, 0.24, and 0.26 MPa.
In this study, a simulated waste gas was used that consisted of 30% CO2 and 70% air. The inlet
volumetric flow rate of the water was 0.148 m3/h. The temperature of the inlet water was 19.5 ◦C.
The results showed that the gas flow rate has a significant effect on the hydrodynamic characteristics
of the tray. The authors investigated the effect of changing these hydrodynamic characteristics on the
performance of a tray column used for CO2 capture.

Keywords: CO2 capture; CO2 absorption; liquid holdup; pressure drop; clear liquid height; froth
height; experimental study

1. Introduction

Absorption is a separation process used to capture many gases—such as CO2—which,
when released into the atmosphere, contributes to the increase of global warming. The
absorption technology for CO2 capture mainly consists of the absorber column and the
regeneration unit. The absorber column can be a plate column or packed column. The
absorbent enters the absorber from the top, and the waste gas containing CO2 enters the
absorber from the bottom. The gas and liquid phases come into contact with each other on
the trays or packing. The trays or packing material increase the gas–liquid interface, which
increases mass and heat transfer between the contact phases. The CO2 component passes
from the gas phase to a liquid phase and is then absorbed. Knowledge of the hydrodynamic
properties of trays is necessary for the design and operation of absorption columns because
they control the liquid height on the trays and affect the pressure drop, tray efficiency, and
flow conditions on the trays (Wijn, et al., 1999) [1].

In the literature, various studies can be found on the influence of the inlet gas flow on
the hydrodynamic characteristics and mass transfer in gas–liquid systems. Some studies
discuss the influence of gas velocity on froth height and the height of clear liquid on
the trays.

Dhulesia, H. (1984) [2] tested the effect of gas velocity on the height of clear liquid for
three sieve trays. They plotted the height of the clear liquid versus the flow ratio Ψ0.25, they
found that the height of the clear liquid was proportional to the flow ratio for froth regime.
However, for the spray regime, they stated that the dependence of clear liquid height on
the flow ratio group could not be detected. Dhulesia, H. (1984) [2] also investigated the
influence of liquid and gas rates on the clear liquid height by using a valve tray with a
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weir height of 25 mm. They established that the clear liquid height increases with liquid
volume, where the clear liquid height decreases with increasing superficial air velocity.

Badssi, Bugarel et al. (1988) [3] explored the effect of the superficial velocity of gas
on the interfacial area in two different gas–liquid systems CO2-DEA and CO2-NaOH.
The experiment was carried out in a laboratory column equipped with cross-flow sieve
trays. They found that the total interfacial area increased when the superficial velocity
was increased.

Wijn (1999) [1] stated that the liquid height depends on the gas and liquid loads, gas
and liquid properties, and some geometrical parameters such as the height and length of
the weir, free hole area, hole diameter, etc.

Van Baten, Ellenberger et al. (2001) [4] investigated the hydrodynamics of a sieve
tray column for reactive distillation. The author observed that the clear liquid decreased
significantly when the superficial velocity of the gas increased between 0.4–1 m/s.

Furzer et al. (2001) [5] determined the height of froth and the height of clear liquid on
dual-flow trays with 20% free area; the authors stated that there is a strong relationship
between the height of froth and the height of clear liquid, as the height of froth increases
when the height of clear liquid increases. The authors noted that the height of the clear
liquid increases with the vapour velocity.

Rahimi, Zarei et al. (2010) [6] studied hydraulic parameters such as dry pressure drop
in a column with a diameter of 1.22 m. The column has two sieve trays and two chimney
trays; the author observed that the pressure drop increases when the Fs factor is increased.
Their experiments were conducted in a round tower with a diameter of 1.22 m for the
air/water system; The author observed that the height of the clear liquid decreases as the
velocity of the gas increases.

R Brahem et al. (2015) [7] reviewed experimental measurements of hydrodynamic
and interface parameters performed on two pilot-scale rectangular valve tray columns.
They present their results for the height of the clear liquid as a function of the flow ratio
Ψ and show that the height of the clear liquid increases as the flow ratio Ψ increases. In
the same study, they also plot that the tray pressure drop increases by increasing the gas
kinetic factor, Fa.

Kurella, Bhukya et al. (2017) [8] studied the effect of the gas velocity on the average
height of the clear liquid that is on the tray; their experimental study was conducted in a
dual-flow sieve plate scrubber. The authors found that at constant liquid flow rates, the
average clear liquid height increased as the gas loading factor (Fs) was increased.

Kurella, Bhukya et al. (2017) [8] examined the effects of gas and liquid flow rates on the
percent removal of H2S at H2S input concentrations of 50–300 ppm. Their experiments were
performed in a lab-scale three-stage dual-flow sieve plate column scrubber. The authors
concluded that the percentage of H2S removal increases as the gas flow rate is increased.

Feng, Fan et al. (2018) [9] analysed the effects of the Fs factor on dry pressure drop,
wet pressure drop, clear liquid height, and froth height. Their experiments were conducted
using a folding sieve tray (FST), which consists of double-perforated oblique planes folding
at a specific angle. The author found that the dry pressure drop, wet tray pressure drop,
clear liquid height, and froth height increased when the Fs factor of the gas was increased,
while the clear liquid height decreased when the Fs factor was increased.

There are numerous studies in the literature investigating the effect of parameters
such as temperature, flow rate of the solvent flow rate of the inlet gas on CO2 absorption,
but the study of the correlation between the hydrodynamic characteristics of the sieve tray
and CO2 absorption is still limited.

The objectives of this study are summarized as follows:
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(1) To experimentally investigate the effect of inlet gas flow rate on the hydrodynamic
properties of the sieve tray column, such as total tray pressure drop, wet tray pressure
drop, dry tray pressure drop, clear liquid height, liquid holdup, and froth height, an
absorber test rig was constructed and operated.

(2) Investigating the influence of inlet gas flow rate on the hydrodynamic characteristics
of the sieve tray and its effect on the performance of a sieve tray absorber for CO2
capture using water as the absorbent.

2. Experimental

2.1. Test Rig Setup

Figures 1 and 2 show an absorber test rig that was constructed at the Technical
University of Darmstadt. The absorber test rig consists of four main parts: an absorber
column, a regeneration unit, a gas mixing unit, and a gas analysis unit. The absorber
consists of a glass column with an inner diameter of 152 mm and a height of 1500 mm. The
upper and lower parts of the column were closed by suitable metal flanges. The lower
flange contains the outlet of the liquid and the upper flange contains the outlet of the gas.
The column has 12 glass nozzles to which metal flanges can be connected, 10 nozzles of
which are used to measure the temperatures and pressures in the absorber, and 2 nozzles
for the entrance of the liquid and gas into the absorber. Figure 3 shows a cross section of the
sieve tray used in the absorber, five sieve trays are fixed with threaded rods and inserted
into the absorber. The diameter of the sieve tray is 150 mm, the space between the sieve
tray and the glass wall is sealed with rubber seals. The percentage of the sieve holes area in
the active area is 0.071, the diameter of the hole in the sieve tray is 2 mm, the vertical and
horizontal pitch between the holes is 6 mm, and the height of the weir is 15 mm. The tray
spacing is 240 mm. The mixing unit consists of two lines connected to a manifold in front
of the absorber. One of the lines is connected to cylinders filled with CO2 gas, while the
other is connected to an air compressor. The MFC is used to control the flow rate of the
gases introduced into the absorber. A gas analyser is connected to the gas outlet line to
measure the volume fraction of CO2 at the outlet of the absorber.

 

Figure 1. Side view of the absorber test rig: 1, absorber column; 2, control panel; 3, Coriolis device; 4,
pressure difference transmitter; 5, make-up pump; 6, liquid level control valve; 7, recycling pump; 8,
re-boiler; 9, packed column; 10, gas outlet; 11, pressure control valve; 12, gas analysis unit.

195



Appl. Sci. 2021, 11, 10708

Figure 2. Schematic diagram of the absorber test rig.

Figure 3. A cross-section of the sieve tray used in the absorber.

The regeneration unit is used to regenerate the absorbent and recycle it to the absorber
as a lean absorbent. It consists of a packed column, a reboiler, two heat exchangers, a
recycle pump and a make-up pump. The packed column was made of a glass column with
a height of 1300 mm and a diameter of 152 mm. The packed column is filled with a metallic
packing of the Pall-Ring 15 mm type with a specific surface area of 360 m2/m3 and a free
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volume of 95%. The height of the packed column is 1 m. The rich absorbent enters the
packed column through a liquid distributor to uniformly distribute the absorbent over the
top of the packed column. The shaped liquid distributor is of spray type, which contains
13 holes uniformly arranged on the liquid distributor. The packed column is installed on
the reboiler, a heating coil with a heating capacity of 4.5 kW was inserted into the reboiler to
heat and regenerate the absorbent. A circulation pump is connected to the reboiler, which
draws the water from the reboiler and pumps it into the absorber. The lean hot absorbent
is cooled by two heat exchangers. In the first heat exchanger, the lean hot absorbent is
precooled by heat exchange with the absorbent leaving the absorber, while in a second heat
exchanger the precooled absorbent is cooled by heat exchange with cold water.

2.2. Instrumentation and Control Equipment of the Test Rig

The test stand is equipped with various devices and control circuits installed to
measure the required parameters of the absorption process and for safe operation. A
pressure reducer is installed on each line of the gas mixer to set the maximum pressure
of the gas entering the absorber. After the pressure reducer, a magnetic valve is installed,
which allows opening or closing the gas supply and can be closed in case of emergency. An
MFC is attached to each line of the gas mixer to control the volume flow. A temperature
sensor is placed near each absorber tray to measure the temperature of the liquid on that
tray. A Coriolis device is placed at the inlet of the fluid to measure the temperature and
flow rate of the water entering the absorber. A pressure difference meter was attached to
the absorber column to estimate the total pressure drop in the tray.

The test rig is equipped with five control loops for control. The first control loop is
used to regulate the pressure to the set point and to prevent the pressure from rising above
0.6 MPa (permissible internal pressure of the glass absorber). The pressure control circuit
consists of a control valve and a pressure sensor. The control valve is attached to the gas
outlet of the absorber, while the pressure sensor is attached to the column. The pressure
control loop starts controlling the pressure after the gas enters the absorber, resulting in a
pressure increase. The pressure sensor sends a signal with the actual value of the pressure
to a PID controller. The PID controller compares the set point of the pressure with the
actual value of the pressure and gives a signal to the control valve, which opens or closes
with the percentage value to keep the pressure at the desired set point. At the outlet of the
absorber, there is a safety pressure valve that releases the pressure in the absorber when it
reaches the value of 0.45 MPa. This design protects the glass absorber from unexpected
pressure development above 0.45 MPa.

The second control circuit is used to control the liquid level at the bottom of the
absorber. The liquid level control is necessary because it prevents the gas from flowing
from the liquid outlet and prevents the accumulation of the liquid in the absorber to a high
level. The level control circuit consists of a pressure differential device and a control valve.
The pressure differential device is installed in the sump of the column, while the control
valve is attached to the liquid outlet of the absorber. The third control circuit regulates
the level of absorbent in the reboiler, since a certain loss of absorbent occurs due to the
evaporation of water. The control circuit consists of a make-up pump and a level sensor.
The level sensor sends a signal to the make-up pump when the absorbent level falls below
the set point to pump fresh absorbent into the reboiler. The fourth control loop is used to
control the temperature of the absorbent in the reboiler. The purpose of this control circuit
is to regenerate the absorbent by heating it using the heating coil installed in the reboiler.
Since the third control circuit may not work for unexpected reasons, a control circuit (the
fifth control circuit) is installed in the reboiler to protect the heating coil, which switches off
the heating element when the liquid level in the reboiler drops below the set value of the
absorbent level.
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2.3. Test Procedure

The CO2 gas was mixed with air in the gas mixing unit; the air served as the carrier
gas. The CO2 volume fraction was 0.3 in all experiments, and the inlet gas flow rate was
varied in the ranges 12–24 Nm3/h. The pressure of the absorber was varied at 0.22, 0.24,
and 0.26 MPa. Distilled water was used as the absorbent. The volume flow rate of the feed
water was almost constant at 0.148 m3/h, and the temperature was controlled at 19.5 ◦C.
The regeneration unit was operated with a thermal power of 4.5 kW over time.

3. Results and Discussion

3.1. Effect of the Inlet Gas Flow Rate on Outlet CO2 Volume Fraction

The absorber test rig is run for 10 min under specified conditions for every measure-
ment, resulting in time-dependent values for each measured parameter (i.e., pressure,
temperature, and gas concentrations). The standard deviation, which indicates the range of
variation of each measured parameter, is then calculated to estimate the random error. The
systematic error of the measuring instruments is constant for all tests and is therefore not
presented additionally in this chapter. In general, the measurement uncertainty of directly
measured values (e.g., temperature, pressure, and flue gas concentrations) depends only
on the relative uncertainty of the measuring instruments and is given by the relative error.
For indirectly measured parameters or calculated values (e.g., volumetric flow rate, where
the pressure difference and temperature are used in the calculation), the Gaussian error
propagation method is applied, assuming normally distributed uncertainties. In this study,
the volumetric concentrations are determined with the gas analysis unit, and the maximum
relative error for CO2 in the different process streams is about 3%.

Figure 4 demonstrates the effect of inlet gas flow rate on the outlet volume fraction of
CO2 at pressures of 0.22, 0.24, and 0.26 MPa. From Figure 4, it can be shown that increasing
the inlet gas flow rate has a significant effect on the volume fraction of CO2. The volume
fraction of CO2 goes up with the increase of the inlet gas flow rate from 12 to 16 Nm3/h and
from 20 to 24 Nm3/h, while an increase of the inlet gas flow rate between 16 and 20 Nm3/h
has a slight effect on the volume fraction of CO2. The trend of this effect is similar for all
pressure values investigated.

 

Figure 4. Effect of the inlet gas flow rate on the volume fraction of CO2 at the outlet of the absorber.
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The principal explanation for this effect may be that a change in the gas flow rate will
influence the hydrodynamic characteristics of the tray—such as clear liquid height, the
liquid holdup of the tray, and the froth height on the tray—which will be studied later.

The standard errors of the measurements of CO2 volume fraction are shown in Table 1.

Table 1. Standard errors of the measurements of CO2 volume fraction.

Inlet Gas Flow Rate,
Nm3/h

The Standard Errors of the Measurements

P = 0.22 MPa P = 0.24 MPa P = 0.26 MPa

12 0.00043 0.00003 0.00011
14 0.00025 0.00027 0.00007
16 0.00023 0.00014 0.00024
18 0.00017 0.00017 0.00022
20 0.00011 0.00015 0.00029
22 0.00014 0.00015 0.00017
24 0.00016 0.00015 0.00025

3.2. Effect of the Inlet Gas Flow Rate Hydrodynamic Characteristics of Sieve Tray
3.2.1. Effect of the Inlet Gas Flow Rate on Tray Pressure Drop

To study the effect of the inlet gas flow rate on tray pressure drop, the absorber test rig
is equipped with a pressure difference device that measures the pressure difference before
and after the third tray as shown in Figure 2. The pressure difference device measures
the total pressure drop of the tray, which is the sum of the dry and wet pressure drops, is
calculated as

ΔPtotal, tray = ΔPdry, tray + ΔPwet. tray (1)

where ΔPtotal, tray is the total tray pressure drop, ΔPdry, tray is the dry tray pressure drop,
and ΔPwet. tray is the wet tray pressure drop. ΔPtotal, tray is measured during performing the
experiments when the liquid and the gas are coming into the column, in contrast ΔPdry, tray
is measured when only the gas is coming into the column at operating conditions of gas
flow rates between 12 to 24 Nm3/h and different pressure with 0.22, 0.24, and 0.26 MPa.

By measuring both ΔPtotal, tray, ΔPdry, tray one can get the ΔPwet as

ΔPwet. tray = ΔPtotal, tray − ΔPdry, tray (2)

Figure 5 shows the impact of the gas flow rate on the total tray pressure drop, dry
tray pressure drop, and wet tray pressure drop. It can be observed that both the total tray
pressure drop and the wet tray pressure drop increase smoothly between 12 and 20 Nm3/h,
and these pressure drops are almost constant when the inlet flow rate increases between 20
and 24 Nm3/h, while the dry pressure drop increases due to an increase in the gas flow
rate between 12 and 24. It is clear that the trend of this effect is similar for all pressure
values studied.

The standard errors of the measurements of total tray pressure drop are shown in
Table 2.

3.2.2. Effect of the Inlet Gas Flow Rate on Clear Liquid Height

Since wet pressure drop is equivalent to the clear liquid high on the tray, one can
calculate clear liquid height as

hcl = ΔPwet,tray × 1.01972 × 10−2 (3)
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Figure 5. Effect of the inlet gas flow rate on (a) total tray pressure drop, (b) dry tray pressure drop, (c) wet tray pressure drop.
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Table 2. Standard errors of the measurements of total tray pressure drop.

Inlet Gas Flow Rate,
Nm3/h

The Standard Errors of the Measurements

P = 0.22 MPa P = 0.24 MPa P = 0.26 MPa

12 0.00555 0.00535 0.00525

14 0.01886 0.01299 0.03397

16 0.01482 0.00982 0.01135

18 0.02145 0.01216 0.01368

20 0.02208 0.01817 0.01705

22 0.03704 0.03629 0.01956

24 0.04720 0.04783 0.03811

There are several correlations in the literature for estimating the clear liquid head.
Francis (1883) [10] proposed an equation to calculate the liquid flow rate across the exit
weir with rectangular cross section. The Francis equation is

Q = 3.33h1
3/2(L − 0.2h1) (4)

where Q = discharge in f 3/s neglecting velocity of approach, L = the length of weir in ft,
h1 = head on the weir in ft.

From this equation, we can conclude that the height of the clear liquid and the liquid
accumulation are only affected by the change in liquid flow. The gas flow has no influence.

Bennett et al. (1983) [11] developed a correlation for clear liquid height as

hcl = αe

[
hW + C

(
QL/W

αe

)0.67
]

(5)

αe = exp

⎡
⎣−12.55

(
ub

(
ρG

ρL − ρG

)0.5
)0.91

⎤
⎦ (6)

C = 0.5 + 0.438exp(−137.8hW) (7)

where hcl is the clear liquid height, hW is the outlet weir height, C empirical constant, QL is
the liquid flow rate, W is the weir length, ub is the bubbling velocity, ρG is the density of
gas m3/kg, ρL is the density of liquid m3/kg, and αe is the effective liquid volume fraction.
It can be noted that the liquid clear high is a function of the bubbling velocity and the
liquid/gas density.

Hofhuis et al. (1979) [12] have developed an Empirical correlation as

hcl = 0.6Ψ0.25hW
0.5 A0.25 (8)

Ψ =
QL/W

us

√
ρL
ρG

(9)

where A is the hole pitch, m; and us is superficial velocity.
It can be see that Hofhuis equation is a function of flow ratio group Ψ, weir height,

and hole pitch. Hofhuis model can be applied to both froths and spray regimes (Wang,
Chao, et al., 2018) [13].

Taking into account these studies, the Hofhuis correction can be modified to accom-
modate the height of the clear liquid on the sieve tray studied as

hcl = 1.75Ψ−0.1hW
0.5P0.25 (10)
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Figure 6 shows the comparison between the experimental data and the results from
Equation (10). It appears that there is agreement within the relative error ±5.5%.

 

Figure 6. Effect of inlet gas flow rates on clear liquid height compared with Equation (10), at pressure 0.22 MPa (a),
0.24 MPa (b), and 0.26 MPa (c).
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3.2.3. Effect of the Inlet Gas Flow Rate on Tray Liquid Holdup

One can calculate liquid holdup as

hL = Atray × hcl (11)

Figure 7 shows the liquid holdup on the tray when the inlet gas flow rate is increased.
Figure 7 shows that increasing the gas volume flow rate has a significant effect on liquid
holdup on the tray. The liquid holdup on the tray is drastically increased when the gas
volume flow rate is increased between 12 and 20 Nm3/h. It is noted that the increase
in flow rate between 16 and 20 Nm3/h is more significant than the increase in flow rate
between 12 and 16 Nm3/h, while the increase in flow rate between 20 and 24 Nm3/h has
a small effect on liquid holdup. The trend of this effect is similar for all pressure values
studied. The possible reason for this behavior is the increase in the superficial velocity of
the gas in the absorber due to the increase in inlet gas flow rate, the increase in gas velocity
causes the liquid to be trapped on a tray, resulting in the accumulation of the liquid on the
tray, and as a result, the liquid holdup will increase. It appears also that when the gas inlet
flow rate is increased after 20 Nm3/h, the liquid holdup is almost constant. This trend may
be due to the high gas velocity accelerates the liquid to flow into the downcomer, resulting
in a steady liquid holdup.

 

Figure 7. Effect of the inlet gas flow rate on the tray liquid holdup.

3.2.4. Effect of the Inlet Gas Flow Rate on Froth Height

To investigate the effect of gas flow rate on froth height, the absorber was fitted with a
ruler to observe froth formation above the tray. It can be seen from Figures 8 and 9 that the
froth height above the tray goes up as the flow rate progresses. The trend of this effect is
similar for all pressure values studied. This trend can be explained by the increasing of
the superficial velocity of the gas into the absorber through the increase of the flow rate,
leading to an increase of the liquid holdup, as can be seen in Figure 7. The increase of the
tray liquid holdup will increase the height of the froth on the tray.
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Figure 8. Froth height above the tray at inlet gas flow rate (a) 12 Nm3/h, (b) 16 Nm3/h, and
(c) 18 Nm3/h.

 

Figure 9. Effect of the inlet gas flow rate on froth height.
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3.3. Studying the Effect of the Inlet Gas Flow Rate on the Performance of the Absorber

The performance of the absorber for CO2 capture was measured by estimating the
absorbed rate of CO2. The absorbed rate NCO2 of CO2 was calculated using the equation

NCO2 =
[(

yCO2,in − yCO2,out
)

Fgas,in
]

(12)

where yCO2,in is the inlet volumetric fraction of CO2, yCO2,out is the outlet volumetric
fraction of CO2, and Fgas,in is the inlet gas flow rate. yCO2,out was measured by the gas
analysis unit, where yCO2,in was calculated as

yCO2,in =
FCO2, in

Fgas,in
=

FCO2, in

FCO2, in + Fair,in
(13)

FCO2, in is the inlet CO2 flow rate, and Fair,in is the inlet air flow rate.
Figure 10 illustrates the effect of inlet gas flow rate on CO2 absorption rate when the

inlet gas flow rate is changed in the range of 12–24 Nm3/h. There is a significant effect on
the CO2 absorption rate. The trend of this effect is similar for all pressure values studied. It
can be seen that the CO2 absorption rate is almost constant when the flow rate is changed
between 12 and 16 Nm3/h, whereas the CO2 absorption rate increases clearly when the gas
flow rate is increased between 16 and 20 Nm3/h, while the CO2 absorption rate decreases
significantly when the flow rate is increased between 20 and 24 Nm3/h.

 

Figure 10. Effect inlet gas flow rates on the absorbed rate of CO2 at pressure 0.22, 0.24, and 0.26 MPa.

Such trends in absorber performance can be interpreted by the increasing superficial
velocity of the gas in the absorber as the flow rate increases. Increasing the gas velocity has
different effects on the absorber performance. Increasing the superficial velocity of the gas
affects the hydrodynamic characteristics of the tray, as shown in Figures 5–9. Specifically,
in the case of liquid holdup, increasing the liquid holdup on the tray improves the mass
transfer between the liquid and gas phases, resulting in an increase in the amount of CO2
absorbed, and vice versa. In addition, as the superficial velocity of the gas increases, the
interfacial area between the gas and liquid phases increases, as seen in the increase in froth
height when the gas flow rate at the inlet is increased (as seen in Figure 9), leading to an
increase in mass transfer and the amount of CO2 absorbed.
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On the other hand, increasing the superficial velocity above a certain value does not
enhance the liquid holdup, as can be seen in Figure 7. In addition, increasing the superficial
velocity will decrease the residence time of the gas in the absorber, thus decreasing the
contact time between the gas and liquid phases, leading to a decrease in mass transfer
between the gas and liquid phases, which could explain the decrease in CO2 absorption
rate when the flow rate is increased between 20 and 24 Nm3/h.

4. Conclusions

Our study contributes to the body of literature on CO2 absorption. An absorber test
rig was built and operated. The effect of gas flow rate on the hydrodynamic properties of
a sieve tray was experimentally investigated, and an analytical study of the effect of the
hydrodynamic properties of a sieve tray on the CO2 absorption process was presented,
highlighting the following points.

(1) The inlet gas flow rate is found to have a significant effect on the hydrodynamic
properties of the sieve tray. Increasing the inlet gas flow rate up to a certain value
increases the liquid holdup, but increasing the inlet gas flow rate above this value
does not improve the liquid holdup.

(2) There is a correlation between the absorber performance and tray liquid holdup. An
increase in liquid holdup due to an increase in inlet flow rate increases the perfor-
mance of the CO2 absorber.

(3) This study gives us an idea of how the interface between the gas and liquid phases
changes due to a change in gas flow rate. The increase of froth height is considered as
a parameter which gives an idea of how big the interfacial area is between the gas
and liquid phases.

(4) The study of the hydrodynamic properties of the tray is essential for the selection of
the optimal operating conditions of the absorber. Through this study, it is possible to
determine the optimal range of inlet flow rate of gas and also to determine the range
of inlet flow rate of gas that causes a drop in absorber performance.

This work is a contribution to the knowledge available for studies o CO2 absorption
using water as an absorbent in the sieve tray column. Our results confirm other quotes in
the literature, which are still limited to this issue.
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Abbreviations

Nomenclatures
Fs F f actor = Vs

√
ρG,

[
m/s

(
kg/m3)0.5

]
Fa kinetic gas factor based on velocity toward active area Pa0.5

Vs gas phase superficial velocity based on the bubbling area, [m/s]
ρG gas density,

[
kg/m3]

Fgas,in inlet gas flow rate,
[
Nm3/h

]
FCO2,in inlet CO2 flow rate

[
Nm3/h

]
Fair,in inlet air flow rate,

[
Nm3/h

]
NCO2 the absorbed rate of CO2,

[
Nm3/h

]
yCO2,in inlet volumetric fraction of CO2, [−]
yCO2,in outlet volumetric fraction of CO2, [−]
ΔPtotal,tray total tray pressure drop, [mbar]
ΔPwet, tray wet tray pressure drop, [mbar]
ΔPdry, tray dry tray pressure drop, [mbar]
hL liquid holdup,

[
m3]

Atray Tray surface area,
[
m2]

hcl clear liquid height, [m]
hW weir height, [m]
C empirical constant, [−]
QL liquid flow rate,

[
m3/s

]
W weir length, [m]
ub bubbling velocity, [m/s]
ρG density of gas,

[
kg/m3]

ρL density of liquid,
[
kg/m3]

αe effective liquid volume fraction, [−]
Q discharge in f 3/s neglecting velocity of approach,

[
f 3/s

]
L length of weir, [ f ]
h1 head on the weir, [ f ]
A the hole pitch, [m]
Ψ flow ratio group
Abbreviations
Nm3/h a cubic meter of gas per hour at the normal temperature and pressure
PID controller proportional–integral–derivative controller
MFC mass flow controller
kW kilowatt
DEA 2,2′-iminodiethanol
FST folding sieve tray
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Abstract: The main objective of this work was the construction of a numerical model using Advanced
Process Simulation Software to represent the dynamic behaviour of a thermal storage system (TSS).
The storage model was validated by comparing the results with the measured data of the storage
process of the Andasol 2 solar power plant. Subsequently, a system analysis and system optimisation
were carried out, and the stand-alone concept of the thermal storage system is presented. Stand-alone
refers to an isolated use of the storage system without a solar power plant. During power peaks,
this storage medium is heated with excess electrical power and later returned to the electrical grid
through a steam cycle. Then, the system was optimised by modelling four models based on the type
of storage medium and the temperature difference of the storage system. The four models, Andasol
2, SSalt max, Hitec, and Carbonate, were evaluated and compared in terms of the improvement
in capacity and efficiency that can be achieved. The comparison shows that the preferred storage
medium is carbonate salt due to the increases in both efficiency and capacity. The greatest increase
in efficiency in terms of power generation can also be achieved with the Carbonate model (18.2%),
whereas the amount of increase was 9.5% and 7.4% for each of SSalt max and Hitec, respectively.
The goal of this analysis and system optimisation of a thermal salt storage system is to stabilise and
relieve the local power grid.

Keywords: dynamic simulation; stand-alone system; molten salt; thermal storage system; combined
cycle plants

1. Introduction

The depletion of fossil fuels and the increasing number of problems caused by global
warming have increased interest in renewable energy sources in recent years [1]. At present,
46% of the electricity generated in Germany is obtained from renewable energy sources.
As a result of the increasing share of sustainable power generation, the load on the power
grid has increased because such power generation has significant dependencies on meteo-
rological influences. In order to enable a further expansion of renewable energy sources, it
is necessary to relieve and stabilise the power supply through the use of energy storage
devices.

Energy storage is divided into electrical, chemical, mechanical and thermal energy
storage according to its operating principle [2]. Electrical storage uses electrical and mag-
netic fields to store energy (for a short time). Chemical storage is the storage of energy
with the help of material energy carriers [3]. In electrochemical storage systems, the stored
energy is in chemical form in the electrodes. These also act as energy stores and converters.
They have a fast response time, but have a short lifespan (<10 years) and show a constant
loss of capacity. Mechanical storage uses the forced change in position (potential), speed
(kinematics) or the thermodynamic state (pressure) of a material to store energy [4].
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Thermal energy storage is discussed as the last operating principle, and can be divided
into three types of thermal storage: latent, thermochemical, and sensitive. It is expected that
thermal storage will gain increasing importance in the future because the heating sector is
the largest energy sector in Europe, accounting for approx. 50% of energy consumption [1].

The most important type of energy storage for this work is that of sensible heat storage.
In this type, heat is stored based on temperature difference. More precisely, a medium is
heated during charging in order to absorb (excess) heat, and cooled during discharging,
or the thermal energy is removed again. In sensible heat storage, the heat capacity of the
storage medium, the mass, and the temperature difference are important. Furthermore,
effective thermal insulation is essential, especially for long-term storage. Because of its low
price and high level of development, it is currently the most common form of heat storage.

Thermal salt storage systems are currently used in a large number of solar power
plants to ensure a constant power supply even though the solar radiation fluctuates in
daylight and disappears during the night. The research and development of these storage
systems are currently largely limited to steady-state process simulation models [5]. These
do not require any control structures and are mathematically based on mass, momen-
tum, and energy balances, which simplifies the initial system description. However, the
transient and continuous changes in operating conditions can influence the efficiency of
the investigated power plant. A recent literature review shows that there are few studies
regarding the optimisation of the parabolic trough power plant employing dynamic and
steady-state models.

A high temperature storage model of a solar tower power plant can be explained with
open volumetric receiver technology using air as the heat transfer fluid (HTF) [6]. The
model of the storage system was designed in the MATLAB/Simulink. The type of storage
system investigated in this study is a bed-packed thermal energy storage system that has
regeneration properties. It was used to develop various models of thermal storage systems
using the lumped parameter method. First, the implemented models were stimulated
to achieve high accuracy for the obtained results. Second, the dynamic properties of the
thermal storage systems were extensively evaluated by applying turbulence of 15% to
the mass flow. The results indicate that the charge and discharge properties of the three
developed storage models have the same behaviour [7]. A dynamic solar field (SF) and
thermal storage system (TSS) model of a 1 MW solar tower power plant was implemented
in Beijing using Modelica software. The transient behaviour of charge storage and release
processes for inlet and outlet steam quality was tested [8]. A proposed model was designed
to provide a complete simulation of a thermocline tank operated at the lowest computing
cost and to address the shortcomings of models developed in the previous studies. The
suggested model was then integrated into a system-level model of a 100 MWel solar tower
power plant to study the storage capability in long-term service. The heliostat array
and solar absorber tubes were modelled using DELSOL software, whereas the transient
absorber tubes response was simulated using SOLERGY software. The study showed
that the efficiency of the thermocline tank in accumulating and releasing thermal energy
is approximately 99% year-round. Despite the excellent level of thermal efficiency, the
structural stability of the thermocline tank remains a problem due to the high thermal
expansion of the internal quartzite stone at high temperatures of the molten salt [9]. A
50 MWel parabolic trough power plant has been modelled with (TRNSYS© software, 2007).
Two heat transfer fluids (thermal oil and molten salt) were applied in this model. Seven
operation strategies for charging and discharging modes were analysed to determine the
most appropriate mode of operation that will minimise the difference in annual return
between the two systems [10]. A parabolic trough power model was developed using
APROS. A precise specification of the control response structures and operating approach
was implemented to ensure appropriate dynamic performance. The operating strategies
used in this model were also proven to be effective in enhancing power plant output and
improving power plant operating hours using TSS compared to the operator’s choices
under cloudy sky conditions [11]. The periodic processes of molten salt storage system
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thermoclines for parabolic trough solar plants were systematically evaluated using two
temperature models. These models were designed by Fluent 6.1 and investigated with
measured data. It was found that cycle efficiency is improved for smaller Reynolds
numbers of molten salt, larger aspect ratios (distance of flow of molten salt in half a
cycle relative to the diameter of the filler particles), and larger tank height. It was shown
that the diameter of the filler particles and the capacity of the tank significantly affect
the efficiency of the cycle [12]. A ceramic honeycomb TSS was modelled for a 10 kW
solar air Brayton cycle system in this study using steady-state cycle analysis. The TSS
showed very good operational efficiencies under the charge and discharge experimental
tests, which were 79.6% and 76.5%, respectively. This study provides a contribution to the
designing and modelling of TSS for solar-air Brayton cycle systems and to the analysis
of the power plant operation strategy [13]. The binary nitrate (KNO3 + Ca (NO3)2) with
a melting point of 116.9 ◦C was chosen as the heat storage media in this research. The
objective of this study was to achieve a stable and constant heat discharge performance
of the TSS with a single tank of molten salt. A comparative study was undertaken of
three different inlet velocity conditions, such as a steady value, automatic adjustment, and
manual adjustment. According to the results, the heat discharge power decreases with
increasing heat discharge period at a constant inlet velocity. The heat discharge period
reduces as the inlet velocity increases, but the heat discharge power increases as the inlet
velocity increases. The heat discharge power under automatic and manual adjustment of
inlet speed varies by ±3% and ±10% from the set value, respectively [14]. A numerical
model was built using enthalpy porosity model and two-temperature energy equations to
evaluate thermal energy storage, extract the latent thermal energy from a storage system,
and understand detailed heat transfer properties during a phase change material. The
results showed that coating molten salt with nickel foam to effectively improve the thermal
conductivity of the phase change material can enhance the performance of these types of
systems [15]. A mathematical model for simulating the thermal performance of the high-
temperature latent heat storage system in concentrating solar power plants was proposed,
and satisfactory agreements were obtained between the simulated results and the empirical
measurements. It can be seen that the average charging and discharging rates are enhanced
by 6.8% and 9.1%, respectively, and the total thermal storage efficiency of the latent heat
storage system increases from 34.4% to 44.1% due to the installation of circular fins [16].
The optimal design and technical and economic analysis of the stand-alone hybrid energy
system was addressed for a rural city in China. A composite integer linear optimisation
model was proposed with the objective of minimum overall annual cost depending on the
assessment of current domestic renewable energy capacity potential and the study of heat
and electricity consumption behaviour [17].

In order to ensure a realistic view of the efficiency and a precise design of the process
components, a dynamic representation of the system is required. The originality of this
work can be summarised as follows: In this study, the dynamic model of a thermal salt
storage facility was modelled in APROS. The purpose is thus to represent the reference
process as precisely as possible and to analyse the possible system improvements by
changing the storage medium, which therefore produces differences in temperature for
each medium used. The most important problem addressed by this study is how to utilise
the surplus electricity generated from renewable energy sources during molten salt heating
to be used later for electricity generation. Subsequently, a system analysis and system
optimisation was performed and the stand-alone concept of the thermal salt storage system
is presented.

Here, the structure and further development of the model is discussed in detail using
APROS and any assumptions and simplifications made are presented. The model was then
validated by comparing it with the storage process of the Andasol 2 thermal power plant.
After the model was validated, further storage fluids were inserted into the model in order
to analyse them with regard to system optimisation. In the following sections, a description
of the system, modelling and simulation, results, and conclusions are presented.
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2. Description of the System

The combined cycle power plant system with a storage system consists of the wa-
ter/steam paths, gas turbine section, and thermal storage system (TSS). The schematic
representation of the combined cycle power plant with the thermal storage system (TSS)
can be seen in Figure 1. In this work, the TSS is only implemented with hot and cold tanks
connected via heat exchangers. Two working media (molten salt and heat transfer fluid
(HTF)) are used in the TSS. Each of the two salt tanks has a diameter of 38.5 m and a height
of 14 m. The total amount of molten salt used is about 28,500 t. The TSS and the process of
charging and discharging are explained in more detail in the following sections.

 
Figure 1. Schematic structure of a combined cycle power plant with a storage system (discharge path).

2.1. Working Cycle

The working cycle of TSS can be divided into two operating periods of charge and
discharge. In the charge period, the molten salt coming from the CST is heated by surplus
electricity generated using any renewable energy sources, as shown in Figure 2. Then,
the hot molten salt is stored in the HST. The charging process continues until the HST is
completely filled or the surplus electricity from renewable sources is reduced.
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Figure 2. Schematic structure of a thermal storage system during charge mode.

During the charge period, on the one side, the air coming from the air compressor
enters the heat exchanger of TSS, while on the other side the hot molten salt is pumped to
the same heat exchangers in order to heat the airflow, as demonstrated in Figure 3. Then,
the hot air enters the expander to generate electricity. After that, the expanded hot air flows
into HRSG to complete the steam cycle with three pressure circuits. Thereafter, this process
continues until the HST is completely depleted. It should be mentioned here that three
types of molten salt will be used in this study.

Figure 3. Schematic structure of a thermal storage system during discharge mode.

2.2. Working Media

Due to the high costs compared to molten salt and the limited temperature range, salt
storage is more commonly used. Therefore, this paper discusses the two main types of
molten salt.
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2.2.1. Liquid Salt

Liquid salt is the name given to salt compounds that are used above their melting
point. The most widely used liquid salts for thermal storage in the industry are the nitrate
salts Hitec and Solar Salt. Hitec is a ternary liquid salt (53% KNO3, 40% NaNO2, 7%
NaNO3) with a melting point of approx. 142 ◦C [18]. It can be operated up to 535 ◦C. At
temperatures above 535 ◦C, it decomposes and becomes unusable for further use. Solar
Salt is a binary nitrate salt (60% NaNO3, 40% KNO3). It can be operated from approx. 220
to 585 ◦C.

Due to the large temperature range in which liquid salts are used, they are particularly
suitable for storing thermal energy. Compared with thermal oil, they are also cheaper, more
readily available, and less harmful to the environment, Moreover, although thermal oil
and molten salt have almost the same specific heat capacity, the density of molten salt is
about twice as high. Therefore, with the same storage capacity, thermal oil storage tanks
accordingly have a volume that is twice as large. The main difficulty with using molten
salt is the risk of solidification. If the temperature falls below the melting point, the salt
solidifies and the volume contracts, causing irreversible destruction of the system [19].

It must therefore be ensured at all times that the salt is constantly kept above its
melting point at all points in the system.

2.2.2. Carbonate Salt

In order to work in temperature ranges of over 500 ◦C, carbonate salts instead of
nitrate salts may be used in the future. These is not currently used as a storage medium
and in this respect the level of development is very low. In a study by Wu, Ren, Wang
and Ma [20], it was shown that carbonate salts are suitable as a high-temperature storage
medium. More precisely, 36 carbonate salts were tested in the study, which differed only in
the concentration of their three inorganic salts—K2CO3, Li2CO3, Na2CO3. The advantage of
carbonate salts compared to nitrate salts is, as mentioned above, the working temperature.
The melting temperature for the carbonate salt specified as optimal in [20] is 400 ◦C. The
decomposition temperature is correspondingly higher (830 ◦C), which not only promises a
greater temperature range than nitrate salt, but also a higher efficiency can be achieved
when generating electricity later due to the high temperature [20]. It should be noted here
that a carbonate salt storage facility can only be implemented as a direct storage facility, as
there is currently no HTF that can be used in a temperature range of 400–850 ◦C. This means
that the carbonate salt must be a storage medium and HFF at the same time. The specific
heat capacity is discussed in more detail below when presenting the implementation of
carbonate salt in APROS.

3. Modelling and Simulation

Following the above description of the working cycle, the modelling process and
assumptions made are presented. First, the basic model is described, on which the further
modelling is based. Then the weaknesses of the system are identified and the system is
further developed. A distinction must be made between the process and the so-called
automation. Both the process and the associated automation are APROS work areas. In the
process, the physical components of the system are modelled (for example pumps, pipes,
tanks, and valves). Signals and electrical components are displayed in automation. This
includes the control and regulation of the system, but also signals and external influences,
such as the power at which the system is charged by renewable energy sources. After the
further development of the model, the validation follows. This checks how closely the
simulation results align with subsequent practical results.

In this work, a one-dimensional, homogeneous two-phase pressure-flow model (re-
ferred to as a homogeneous model in APROS) was used. This is based on the dynamic
conservation equations for mass, momentum and energy. APROS calculates the thermo-
dynamic state from the known enthalpy, composition of the fluid, and pressure for each
individual calculation node in each time step. From this, the respective node temperature,
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the gas volume fraction, the phase composition and the individual fluid properties, such as
density, dynamic viscosity, and heat capacity, are calculated [21–24].

3.1. Basic Model

An APROS 6 model of a thermal storage tank was developed in this work and used as
the basis for the modelling. The schematic structure of the basic thermal storage model
can be seen in Figure 4. The model consists of two tanks (CST and HST), two valves (V1
and V2), two pumps (P1 and P2), and two heat exchangers (Q1 and Q2). The individual
components are connected by pipes.

 

Figure 4. Schematic structure of the APROS basic model.

In contrast to Figure 1, the charging and discharging of the salt storage in the APROS
model is realised with two different pipe systems. The reason for this is that APROS can
only calculate flows in a certain direction. Thus, if the fluid in the same component is
allowed to flow in the opposite direction, the simulation is aborted. However, the use of
two different pipe systems instead of one should not affect subsequent results.

The salt storage tanks are modelled with the Heat_Tank component from the APROS
library. The dimensions are taken as described above [25]. At an initial temperature of
282 ◦C, a temperature difference of 28 ◦C was determined over a period of six weeks with
an outside temperature between 2 and 6 ◦C. This corresponds to a daily loss of 0.66 ◦C,
which is negligible. The pumps are modelled with the BASIC_PUMP component. This
defines the pump by the following five parameters: nominal flow rate, nominal delivery
head, maximum delivery head, length, and flow cross-section.

The pump is controlled via the rotational speed, as a percentage, depending on
the maximum speed. The power calculated from this assumes that the pump works
isentropically [26].

The valves are modelled with the component CONTROL_VALVE. To fully define a
valve, the program requires the following five parameters: valve length, flow cross-section,
nominal mass flow, loss of nominal pressure, and nominal density.

The valves are controlled by their percentage of opening, where 100% represents a
fully open valve.

The heat exchangers are modelled with the components HEAT_PIPE and BOUND-
ARY_CONDITION. With the component HEAT_PIPE, only a pipe with thermal insulation
is initially implemented. The BOUNDARY_CONDITION is used to supply the fluid in
the pipe with a heat flow in Wth in one or more nodes. In this case, the heat is transferred
through three nodes. This promises a more accurate result than feeding through a single
node. Alternatively, it would also be possible to model a countercurrent heat exchanger
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with an HTF mass flow on one side and the molten salt mass flow on the other. However,
it would not be possible to precisely record the supplied thermal energy, which is essential
for subsequent validation of the model. Unknown characteristic values are left at the
standard value (from APROS) or modified according to the cycle process so that APROS-
does not display any error messages. After the basic model was implemented in APROS
6, the model was further developed in the next step. The following concrete objectives
were set for this: implementation of molten salt as a storage medium; implementation
of the constant pressure of 1 bar in the storage tanks during a complete charging cycle;
implementation of heat supply and removal that is as realistic as possible; limitation of the
working temperature in each working step to the working range of the liquid salt that is
possible in reality; and expansion of the control range of the valves (in the basic model,
these constantly operated in an opening range of less than 1%). In addition, it should be
determined whether the pumps must run continuously at maximum output (as in the basic
model) or whether power reduction is possible during certain periods of the work cycle.

3.1.1. Further Development of the Model

As a first step, the storage fluid was changed from water to molten salt. For this
purpose, a predefined fluid introduced with APROS 6 is used, which is referred to as
SOLAR_SALT1. This can be found in the database and describes the binary nitrate salt
Solar Salt used in the industry, which is also used in the comparison process of Andasol 2.
In APROS, a fluid is defined by the correlation of five material properties as a function of
temperature. The required material properties are density, dynamic viscosity, specific heat
capacity, thermal conductivity, and adiabatic compressibility.

The next objective was to equalise the pressure in the individual storage tanks to a
constant pressure level of 1 bar. This pressure equalisation is required because APROS
assumes that empty space in the tank is filled by a non-condensable gas and is not filled
with selected fluid. If the pressure is now set to 1 bar in the initial state and the level is set
to, e.g., 4 m, there is an increase in pressure when fluid is pumped into the tanks as the
volume of the unfilled area decreases. As a first solution, the two tanks are connected to
each other, whereby the connection point of both tanks is set at a height of 13.9 m. This
results in a large fluctuation around the ambient pressure during a working cycle. The
reason for this is that the pressure is the same in both storage tanks, but in the discharge
state there is significantly more gas in the hot tank than in the cold one, which results in an
increase in the total pressure due to thermal expansion. The second and final approach is to
use pressure equaliser tanks. These are also implemented with the Heat_TANK component
and connected to the storage tanks at a height of 13.9 m. The level of pressure equaliser
is set to 5 m. In addition, the two components are removed from the dynamic simulation
using the Exclude From Simulation function. This means that they do not change their
state during the simulation; thus, the equaliser tanks always remain at a pressure of 1 bar
and a fill level of 5 m. As expected, the pressure now remains at 1 bar during a working
cycle. This completes the modelling of the process work area, as shown in Figure 5.

Next, the charge and discharge processes were implemented in the APROS model.
The thermal energy available in the model is determined by the radiant power of the sun
and the temperature is controlled via the mass flow. In order to enable a later validation of
the system, exactly 1025 MWthh are fed into the system, which exactly corresponds to the
amount of energy required to fully charge the storage unit.
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Figure 5. Schematic structure of the APROS basic model.

It can be seen from [25] that in the tests carried out on Andasol 2, a charging time
of approximately 10 h is expected. Accordingly, the charging period is set to 10 h in the
modelling. In order to keep the regulation as close as possible to reality, sunrise and sunset
are also taken into account. In order to supply 1025 MWthh to the system in 10 h, the
system must be charged with a constant charge power of 102.5 MWth. The integral of
the charging power over time corresponds to the thermal energy supplied to the system.
During the night, in order to obtain the same thermal energy for the same period of daytime
operation, the charge power must be increased. From Figure 6, in the left figure, it can be
seen that the difference between a constant power and the consideration of the sunrise and
sunset is exactly the thermal energy that would be supplied to the system in 40 min by a
constant charging power of 102.5 MWth. The power must be selected accordingly so that the
1025 MWthh would be reached in 9 h and 20 min, which leads to the following calculation:

1025 MWthh
9.33 h

= 109.82 MWth (1)

The required charging power is thus 109.82 MWth. This is implemented using the
GRADIENT component. This is a dynamic component that limits the rate at which the
value of an input signal can change. In this case, the rate for both the increase and the
decrease in the input value is limited to 2.75 MWth min, which can be seen from the
following calculation:

109.82 MWthh
40 min

= 2.75
MWth
min

(2)

The model for heat supply created in APROS can be also seen in Figure 7. This is
clearly discussed below:

The setpoint SP01 describes a digital input signal that is sent to a system. In this, the
input signal represents the charging power. SP01 and SP05 (the discharging power) are
the only variables in the model that must be changed externally during a simulation cycle.
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All other variables are derived from these or are regulated based on them. SP01 and SP05
are changed by the so-called queue. Queues are around process logs that can be used to
influence a system according to a specific schedule. As described above, this input signal
first runs through the gradient component and then to the binary switch ASW03. The
signal is measured twice between them and sent to other systems as a digital signal. The
switch is used in the event that the CST is empty and can no longer be pumped. In this case,
the charging power must be set to 0 MWth immediately, otherwise, the temperature in the
model will approach infinity if the mass flow rate decreases. After the binary switch, the
signal passes through two gain components. In the first component, the signal is multiplied
by a factor of 106 because the following boundary condition is calculated in watts. In the
second gain block, the signal is divided by a factor of 3. The charging power is then output
via three nodes. The Boundary_Conditions, which convert the digital signal into a heat
flow, follow the gain components. Finally, the three heat flows are measured and fed to the
heat_pipe in the storage system.

Figure 6. Visualisation of the equivalence between the energy supplied by sunrise and sunset and a constant output of
109.82 MWth over 40 min; filled area represents the service supplied.

Figure 7. Control circuit for heat flow during charging by APROS.
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According to [25], the discharge takes 7.5 h. This results in a discharge power of
−136.67 MWth, as shown in the equation (3).

−1025 MWthh
7.5 h

= −136.66 MWth (3)

The associated modelling can be seen in Figure 8. This only differs in the input signal
and the subsequent component. While a gradient is used for charging to describe sunrise
and sunset, only a filter is used for discharging to prevent overheating due to sudden
changes in charging power. This means that the heat flow cannot suddenly change to a
value of −136.67 MWth when the input signal changes.

Figure 8. Control circuit for heat flow during discharging by APROS.

The remaining goals are handled by modifying the regulation and control of
the process.

3.1.2. Regulation and Control

Then, the working temperature limits are dealt with at each work step of the real
working range of the molten salt. As in the comparison process, this is achieved by
regulating the mass flow. The associated APROS automation can be seen in Figure 9 and is
explained and described in more detail below:

The temperature at the heat exchanger outlet is measured from the APROS process
(Figure 9 top left) and converted into a digital signal with the measurement component
TI01. This is compared in the PI controller with the setpoint SP09, which sets a target
temperature of 386 ◦C. A PI controller is used because, according to [19], this is the type of
controller commonly used in the industry.

The controller then forwards a signal between 0.1 and 1, which is converted into a
valve position between 10% and 100% with the aid of the ACT05 actuator component. A
valve position of over 10% is used here to ensure a constant mass flow of >0 kg/s. If the
controller has to regulate the mass flow to 0 kg/s in the meantime, nothing will change
in the temperature after the heat exchanger, because the heated fluid will not reach the
measuring point. The binary_switch ASW01 between the actuator and the PI controller has
the function of completely closing the valve if necessary because the PI controller cannot
do this due to its working range of 0.1–1 described above. This is needed in two cases.
The first case describes the end of the charging process, that is, when no more heat flows
into the system. If the measured heat flow (middle left) falls below the value of 0.5, the
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output signal of the limit-value checker LVC03 changes from true to false. The following
OR component then also changes its output signal to false (because one of its input values
is false), which leads to the binary_switch jumping to the setpoint SP02 = 0, which results in
a valve position of 0%. The second case in which the valve needs to be fully closed occurs
when the system is fully charged; this means when the CST falls below 0.65 m level. As
shown in Figure 9, this is also modelled using a measured signal and a limit-value checker.

The control of the discharge line is equivalent to that of the charging line, except that the
control parameters are adapted to the discharge process (e.g., target temperature = 292 ◦C).

Figure 9. Mass flow controller during charge mode.

The next step is to try to optimise the pump performance. In the basic model, these
pumps ran at 100% performance regardless of the fill level of the tanks and the required
mass flow. The reason for this is the associated simplification of the regulation, because the
valve regulates continuously at the same pump output and can therefore easily keep the
mass flow constant compared to when the pump output changes. However, full power is
not always required. For example, when the HST is low, the power required is less than
when the level is high. However, it must be ensured here that the pump performance
is not directly dependent on the mass flow because this can lead to an interference with
the control of mass flow by the valve. As a solution, the pump is controlled based on the
charging capacity and the geodetic height difference. The associated APROS automation
can be seen in Figure 10 and is described below:
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Figure 10. Mass flow controller during discharge mode.

Automation begins with the design principle of the pump to overcome a height
difference of 13 m with a capacity of 100% while providing the required mass flow at
full discharge capacity. On this basis, the automation shown in Figure 10 calculates the
required power and passes it on to the pump via the ACT02 actuator. As described above,
two variables are used to determine the power: the geodetic height difference and the
charging power. The discharge power is flowed in the upper line, divided by the maximum
discharge power (109.83 MWth) and then multiplied again by a factor of 100. This gives
a value showing the percentage of the maximum discharge power currently affecting
the system. Between 0 and 50% is deducted from this maximum discharge power by the
summation block (AD04) because at full discharge capacity and a geodetic height difference
of 13 m (the maximum difference in level between HST and CST), this is slightly more than
50% of the maximum pump capacity. After the summation block (AD04), the signal runs
through a limiter, which limits the signal to a range from 10% to 100% in order to always
ensure a mass flow >0 kg/s.

The control of the pump in the discharging line is equivalent to the control of the
charge line, where 136.67 MWth of the discharge line is selected as the maximum power.

3.2. Model Validation

After the modelling was completed, the model was validated. As described above in
Section 3.1, 1025 MWthh is fed into the system in 10 h and then discharged again in 7.5 h.
In the ideal modelling, the CST should be completely filled out after the charging cycle, as
in the comparison process of the Andasol 2. Figure 11 shows the level of the comparison
process with the APROS model.

The filling level of storage tanks in the APROS model is approximately 12.7 m and
in the comparison process is 13.6 m. Accordingly, the deviation of the model is 6.62%,
which justifies a confirmation of the system. The error can result from the assumption of
an adiabatic change in volume, failure to consider friction, any differences in the physical
properties of the modelled liquid salt, or the assumption of an isentropic pump. It should
be noted that the error does not come from modelling the sunrise and sunset, as the graph
indicates, because the amount of heat supplied is the same.
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Figure 11. A validation model for a thermal storage system during a working cycle.

3.3. Design of the Process for Other Storage Fluids

After modelling and model validation are completed, three new models with different
storage media or other temperature ranges were created based on the developed model in
order to analyse differences and optimisation options. First, the TSS system is operated by
the fluid Solar Salt, but the temperature range is extended to the maximum possible range.
Because the melting temperature of Solar Salt is 220 ◦C and the decomposition temperature
is 580 ◦C, the temperature range was set to 240 to 560 ◦C. The following components
must be adapted to the new process requirements: regulation of the mass flows, pump
parameters, and valve parameters. The rest of the modelling could be performed.

Second, the Hitec fluid from the APROS database is used. This has a melting tempera-
ture of 142 ◦C and a decomposition temperature of 535 ◦C. Accordingly, the temperature
range is set to 162 to 515 ◦C. Here, the same components must be adapted as when the
working area of the Solar Salt was expanded.

Third, the carbonate salts are used, which have a working temperature higher than
nitrate salts. The melting temperature for the carbonate salt specified as optimal in [20]
is 400 ◦C. The decomposition temperature is correspondingly higher (830 ◦C), which not
only promises a greater temperature range than nitrate salt, but also a higher degree of
efficiency can be achieved. The specific heat capacity is discussed in the next section in
more detail later when implementing carbonate salt in APROS.

Implementation of Carbonate Salt in APROS 6

As the last storage medium, carbonate salt is included in the process so that it can
also be compared with the other storage media. Carbonate salt is not one of the predefined
fluids that APROS provides, which is why a new fluid must be created in APROS. As
described above, the following values are required to define the carbonate salt in APROS:
the density, the dynamic viscosity, the specific heat capacity, the thermal conductivity, and
the adiabatic compressibility—all depending on the temperature. The selection of the
carbonate salt follows the study [20], with the 36 carbonate salts in terms of their usability
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as a storage medium in sensible heat storage as part of a solar power plant. This identified
two suitable carbonate salt compositions: 3% K2CO3, 10% Li2CO3, 60% Na2CO3 and 20%
K2CO3, 10% Li2CO3, 70% Na2CO3. The first composition was used in this work because it
has a higher decomposition temperature (850 ◦C). The working temperature range is set to
446 to 830 ◦C because a distance of 20 degrees from the melting and decomposition point
must be maintained. Melting and decomposition points were also taken from [20].

Based on [27], the density of the salt is modelled as a linear function. However, the
literature values, which are given in Kelvin, must be converted to degrees Celsius, as
APROS only accepts temperatures in Celsius:

ρ
[
kg·m−3

]
= 2323 − 0.4613 × (T) (4)

In the following, the correlation of the dynamic viscosity is required. This can be
found in [28]:

η[mPa·s] = 0.1012 × e33400/R·T (5)

With
R

[
J·K−3·mol−3

]
= 8.3143 (6)

However, only correlations in the form of polynomials can be inserted into APROS,
which is why the formula given in Equation (5) is approximated with a second-degree
polynomial for the range from 446 to 830 ◦C.

A polynomial of the 2nd degree can be formed with these values. The temperature is
converted back to Celsius when setting up the polynomial. Thus, the final correlation of
the dynamic viscosity and the temperature in degrees Celsius is:

η[Pa·s] = 1.9436 × 10−7 × T2 − 3.0871 × 10−4 × T + 0.126 (7)

No studies or other results can be found on the thermal conductivity of carbonate salt.
The only evidence about the thermal conductivity λ of such salt can be found in [29]. In that
study, the thermal conductivity of LiNO3, NaNO3, KNO3, which is also a carbonate salt and
has a similar melting temperature and density, was measured. The thermal conductivity of
this salt was determined to be λ = 1.17 W·m−1·◦C−1, which is why a thermal conductivity
of λcarb = 1 W·m−1·◦C−1 was assumed for the further simulation.

Because the adiabatic compressibility of liquids is negligible, but a value for the com-
pressibility must be assumed in APROS, the value was taken from Solar Salt. Accordingly,
the compressibility was set as Kcarb = 1.8 × 10−8 Pa−1. The fluid is now fully defined and
could be implemented in APROS.

4. Results

In this section, the results of the various simulations are presented and discussed.
First, simulations were carried out with the validated Andasol 2 model and it was checked
whether the goals set in the modelling are achieved. The results of the system were also
be collected and documented for any weaknesses that may still be present in the model
to facilitate further work. The change in the system was then analysed by changing the
storage fluid and the temperature range. The associated simulations were compared to
each other. Furthermore, the comparison was evaluated based on their storage utilisation
and change in efficiency in the thermodynamic cycle. The work cycle of one day (24 h) was
used in all simulations.

4.1. System Analysis of the Andasol 2 Model

First, the process values of the Andasol 2 system were analysed and it was determined
whether the objectives set in the modelling were achieved. For this purpose, as described
above, 24 h were simulated. This was implemented with the help of the full day of the
work queue, with which process values and input variables were changed at certain time
intervals. The simulation begins at a virtual time of 8:00 a.m. with the loading of the initial
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conditions (initial condition = 8:00 a.m.) of the process and is thus reset to the initial state,
as shown in Figure 11. In this, the mass flow of the two molten salt lines is equal to 0 kg/s,
there is no heat flow on the system, the CST is completely filled with a fill level of 13.6 m,
and the HST is completely emptied with a fill level of 0.6 m. At 9:30 a.m. the heat flow of
the charging line is set to 109.82 MWth—charging begins. After 10 h the maximum charging
capacity of HST is reached. At 19.30 p.m. the charging process is completed and the heat
flow is set to 0 MWth due to the discontinuation of electrical energy from renewable energy
sources. Then, the discharging process begins for 7 h and 30 min. For this, the value of
the heat flow in the discharge line is set to 136.67 MWth, which is slowed by the filter after
approximately 100 s. At 3:00 a.m. the end of the discharge time is reached and the heat
flow of the discharge line is set to 0 MWth again. From 3:00 a.m. to 8:00 a.m., the system
maintains its state without charge or discharge processes, so that at 8:00 a.m., with ideal
modelling, the initial conditions should be given again.

In the first step, it is simulated whether the temperature of the molten salt remains
within the real working range during the entire process. For this purpose, Figure 12 shows
the temperature of the molten salt after the heat exchangers (referred to as heat exchanger
in the illustration) in the two charging lines over a 24 h period. As can be seen, the working
range of 220 to 580 ◦C is not exceeded. Furthermore, the set temperature is missed by
a maximum of 14 ◦C (start of discharge) due to the transient behaviour of the control,
which corresponds to a maximum control deviation of 4.79%. This means that the goal of
delimiting the work area can be classified as achieved. It should be noted that the modelling
of sunrise and sunset lengthens the transient process, which can be clearly seen when
comparing the two temperature curves. This is an important finding for further simulations
and a confirmation of the relevance of modelling the sunrise and sunset. Another relevant
finding from the simulation is that the valve after the heat exchanger must be designed for
the entire temperature range. As can be seen in the simulation, the valve in the discharge
line is only set with a temperature of 292 ◦C during the discharge period, but it is exposed
to the full 386 ◦C in the rest phase. One explanation for this is that the mass flow of the
discharging line is only set to 0 kg/s after the discharge process has ended, so that small
amounts of hot fluids can still reach the valve. If an attempt is made to end the discharge
process and the mass flow at the same time, a temperature peak occurs shortly before the
discharge power and the mass flow are stopped.

Figure 12. Simulated temperature after the heat exchangers during charging.
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In the second step, it is simulated in which area the valves work in the further
developed form of the model. The current valve position is plotted as a percentage of the
maximum degree of opening. As can be seen in Figure 13, the valves operate in a range of
0–75%, which means that the goal of expanding the control range of the valves has been
achieved. This is important for the subsequent construction of the system because with a
low degree of opening there are constant flow losses, which further confirms the success of
the simulation. It should be noted that an expansion to 0–100% operating range should be
a goal. This may be part of further work.

Figure 13. Simulated valve position of the two control valves in the charging line during a
working cycle.

The third simulation shows how the current pump output behaves as a percentage
compared to the maximum output during the 24 h. Significant reductions in energy
consumption can be achieved here in some sections of the working cycle, as can be seen
in Figure 14. It should be noted here, however, that it can be further reduced because the
pump in the discharge line is not necessary during the charging period and vice versa. In
the simulation shown, however, the performance of the pumps is always >0%, which is
why further energy savings are possible. In this way, all of the goals set in the modelling
have been achieved, with the possibility of further implementation of these goals as part of
the ongoing work.

4.2. System Optimisation

In the following part, the consequences of a change in the temperature range and
the storage fluid on the storage tank capacity and the subsequent thermodynamic cycle
efficiency should be determined. For this purpose, the three models SSalt max, Hitec, and
Carbonate were tested and analysed under the same initial conditions and with the same
heat flows as the Andasol 2 model. In detail, all models had the same queue applied to
them. The simulation results were then compared with each other and evaluated with
regard to a possible increase in storage capacity. In the second part, the individual storage
media and working temperatures were evaluated with regard to the resulting change in
the efficiency of electricity generation.
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Figure 14. Simulated pump utilisation of the two pressure pumps in the charging lines.

4.2.1. Increase in Capacity

Figure 15 shows the respective fill levels of the HST of the four models during a
working cycle. As expected, charging the same amount of heat with the SSalt max, Hitec,
and Carbonate models leads to a significantly lower fill level than with the Andasol 2
model, because this work used a significantly greater temperature difference, which is
presumably with the help of a specific comparable heat capacity, and should be explained
using the following formula:

Q = m·cp·(T2 − T1) (8)

Figure 15. Simulated fill levels of the four models during a working cycle.

The fill levels of the charging state and the associated increase in storage capacity
compared to the Andasol 2 model can be seen in Table 1.
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Table 1. Shows the maximum fill level and increased capacity.

SSalt Max Hitec Carbonate

Fill level max. in m 4.3 4.9 2.61

Increased Capacity in % 295 259 487

It must be taken into account that these values are theoretical values that can only be
approximated in practice, because, for example, it is only possible with a great deal of effort
to design a storage system that approaches the melting and decomposition temperature
of the storage medium up to 20 ◦C as in the simulations. Particularly when carbonate
salt is used, the assumption of an adiabatic storage system is associated with a significant
error due to the high temperature level, which must be taken into account in practice.
Furthermore, the collector principle must be changed regarding system optimisation for
the Andasol 2 test facility, because the PT collectors do not allow temperatures above
400 ◦C due to the mandatory use of thermal oil as HTF.

4.2.2. Increase in Efficiency

When optimising a heat storage system, however, it is not only the capacity increase
but also the increase in the efficiency of the thermal power process used to generate
electricity in the power plant that must be taken into account, which is associated with an
increase in the temperature difference. For this, the theoretically possible thermal efficiency
ï is calculated by the following formula:

ïc = 1 − Ts

Tq
(9)

where Ts is the temperature of the heat sink and Tq is the temperature of the heat source.
The temperatures are taken from Figures 16 and 17 to calculate the thermal efficiency.

The inflection across the simulation results is deliberately performed in order to check the
models for correctness in the same step. This can be confirmed here directly, because all
models work with their specified temperature difference. It should be noted that the Hitec
model shows a pronounced transient process, which can cause problems in practice. In
addition, however, an incorrect design of the controller is also possible.

Figure 16. Simulated temperature after the heat exchanger of the four models in the charging line.
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Figure 17. Simulated temperature after the heat exchanger of the four models in the discharging line.

The comparison shows that the storage medium to be chosen should be carbonate
salt, both for increasing efficiency and increasing capacity. With a theoretical increase in
efficiency in the thermal power process of up to 18.2%, it exceeds all other storage media
and their associated temperature levels.

In addition, the carbonate model has the opportunity to switch two thermodynamic
cycle processes one after the other in order to approach the Carnot efficiency [20]. First,
a Joule process can be applied to use the temperature range above 600 ◦C to generate
electricity, followed by a steam power cycle, which can use the remainder of the temperature
difference. A potential difficulty in the Joule cycle can be found because of the heat
exchangers, which must have a high volume due to gas operation. It should be noted
here that the consideration of the efficiency is limited to the maximum achievable thermal
efficiency, which allows sufficient quantification for a comparison of the processes, but
does not provide any information about the real efficiency.

ïAndasol 2
c = 1 − (25 + 273.15)K

(386 + 273.15)K
= 0.547 (10)

ïHitec
c = 1 − (25 + 273.15)K

(515 + 273.15)K
= 0.621 (11)

ïSSalt max
c = 1 − (25 + 273.15)K

(560 + 273.15)K
= 0.642 (12)

ïCarbonate
c = 1 − (25 + 273.15)K

(830 + 273.15)K
= 0.73 (13)

During the charging step, an efficiency of 95% was assumed due to heat losses and
HTF pump consumption and other requirements (i.e., each 1 MWel h was converted to
0.95 MWthh in the molten slat). During the discharging step and according to the previous
calculation, the optimal efficiency is 0.73, so that the optimal round-trip efficiency is
0.73 × 0.95 = 0.69. In real cases, the achievable thermal efficiency is lower for a combined
cycle power plant. The nominal process efficiency of the combined-cycle power plant
(CCPP) can reach 60%. Large-scale combined-cycle power plants with a net electrical
power of 780 MWel and an efficiency level up to 62.2% are now running in Irsching,
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Germany [30,31], Bouchain, France [32,33], and Tambak Lorok, Indonesia [34,35]. The real
round-trip efficiency is expected to 0.62 × 0.95 = 0.589.

5. Conclusions

The present study focused on the creation and further development of a numerical
model in APROS for the dynamic system analysis of thermal salt storage facilities. The aim
here was the system analysis and optimisation of the thermal salt storage with regard to a
stand-alone solution. For this purpose, the theoretical fundamentals were first researched
and the properties of power plants and thermal storage systems were explained. In
addition, the possibilities of using a TSS in a solar power plant or a stand-alone system were
demonstrated. The discussion was extended to the fact that the range of the temperature
difference and the storage medium selection is very relevant to TSS optimisation. In the
section on modelling and simulation, the development of the model was discussed. The
basic model was presented and goals were set for expanding the model. The model was
further developed on the basis of these goals. This included the modification of the Andasol
2 comparison system located in Granada, Spain. In the course of this approximation, the
created model can be validated by comparing the level of both systems after supplying an
identical amount of heat in the same period of time. The discrepancy between both systems
was approximately 6.62%, indicating a satisfactory accuracy and allowing the validation of
the system. Three additional models were created based on the validated model to analyse
the temperature difference and the storage medium. The simulations of the individual
models were presented and discussed in the Results section. First, the simulations of the
Andasol 2 model were presented. The focus here was on the goals set in the modelling.
Both the successful limitation of the working temperature to a technically possible range
and the expansion of the valve working range can be recorded. In addition, the pump
capacity could be significantly reduced by controlling the pump based on the amount of
heat added and the geodetic height difference of the individual storage reservoirs. Then,
the four models Andasol 2, SSalt max, Hitec, and Carbonate Salt were evaluated and
compared in terms of possible capacity increase and efficiency increase. For the capacity
analysis, all models were charged with the same heat quantity as previously and the levels
were compared at full fill. The largest increase in capacity of 487% was achieved with the
Carbonate Salt model. The greatest increase in efficiency in terms of power generation can
also be achieved with the carbonate model (18.2%), whereas the amount of increase was
9.5% and 7.4% for each of SSalt max and Hitec, respectively. With regard to the goal of a
stand-alone version, Carbonate Salt can be determined as the optimal storage fluid, as this
promises the highest increase in capacity as well as efficiency.

For the stand-alone system, it was found that the charge efficiency is 95%, whereas
the discharge efficiency (similar to the existing combined cycle) is 60%. The expected
round-trip efficiency of the system is 0.589%, which should be analysed in detail in a
future work.
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Abbreviations

Abbreviations
ACT actuator
AD adder
APROS advanced process simulation software
ASW binary switch
BC boundary condition
CST cold storage tank
DIV divider
GR gradient
HST hot storage tank
HP high pressure
HTF heat transfer fluid
LVC limit-value checker
LI level measurement component
LP low pressure
MU gain
OR or component
PI proportional–integral controller
SP set point
TI temperature measurement component
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Abstract: In this paper, the main goal is to study the impact of nanopowder volume concentration and
ultrasonication treatment time on the stability and thermophysical properties of MgO-DW nanofluid
at room temperature. The co-precipitation method was utilized to prepare pure MgO nanoparticles
with an average particle size of 33 nm. The prepared MgO nanopowder was characterized by using
XRD, SEM, and EDX analyses. Then, MgO-DW nanofluid was obtained with different volume
concentrations (i.e., 0.05, 0.1, 0.15, 0.2, and 0.25 vol.%) and different ultrasonication time periods
(i.e., 45, 90, 135, and 180 min) by using a novel two-step technique. With volume concentration and
ultrasonication time of 0.15 vol.% and 180 min, respectively, good stability was achieved, according
to the zeta potential analysis. With increasing volume concentration and ultrasonication time period
of the nanofluid samples, the thermal conductivity measurements showed significant increases. As a
result, the maximum enhancement was found to be 25.08% at a concentration ratio of 0.25 vol.% and
agitation time of 180 min. Dynamic viscosity measurements revealed two contrasting trends with
volume concentration and ultrasonication time. The lowest value of relative viscosity was gained by
0.05 vol.% MgO-DW nanofluid. The chemical and physical interactions between MgO nanoparticles
and DW molecules play an important function in determining the thermal conductivity and dynamic
viscosity of MgO-DW nanofluid. These findings exhibit that MgO-DW nanofluid has the potential to
be used as an advanced heat transfer fluid in cooling systems and heat exchangers.

Keywords: MgO-DW nanofluid; two-step technique; co-precipitation; XRD and SEM; thermal
conductivity; dynamic viscosity

1. Introduction

High thermal conductivity fluids are referred to as nanofluids and are employed rather
than regular fluids to increase heat transfer properties or to prevent overheating. Numerous
studies have demonstrated that standard fluids used in heat exchangers, such as water, oil,
ethylene glycol, and glycerol, have low thermal conductivity as compared with metallic
and ceramic materials [1–3]. Therefore, praiseworthy attempts have been made to improve
the thermal conductivity of traditional fluids, by distributing ultrafine solid particles. The
growing requirement for high efficiency in heat exchangers, storage materials in electronic
devices, chemical reactions, boiling processes, and solar energy has prompted researchers
to focus on dispersed particles, particularly within a size range of 1–100 nm, within the
base fluid [4–9].

Maxwell [10,11] was the first to conduct practical research to increase heat conductivity,
and he was supported by a large number of researchers. Among the most prominent, Choi,
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suggested the concept of blending nanoparticles into traditional working fluids to enhance
the thermophysical properties and heat transfer characteristics of the working fluids.

Choi formulated the idiom “nanofluid” at the Argonne National Laboratory in the
United States of America in 1995 [12]. Nanofluids have unique and effective features such as
larger specific surface area (SSA) nanoparticles, high suspension stability (longer suspension
time), reduced erosion of ducts, significant energy saving, minimal viscosity increase,
and higher heat transfer rate as compared with the milli- and micro-sized suspension
fluids proposed by Maxwell [13,14]. Therefore, different aspects of nanofluids have been
studied such as synthesis techniques [15–17], thermophysical properties such as thermal
conductivity and dynamic viscosity [18–23], and nanofluid applications [16,24]. Because of
its clear influence on heat transfer, thermal conductivity is worth investigating. Accordingly,
researchers have worked hard to investigate aspects that have an impact on thermal
conductivity, such as the shape (morphology) and size of the dispersed phase (nanopowder),
type of the base fluid, temperature, synthesis technique, using or not using and type of
surfactant (additives), pH, nanopowder concentration, and ultrasonication time [25–30].
Metal oxide nanopowders are widely used in nanofluid preparation due to their chemical
stability as compared with metals, as well as their good thermal conductivity, abundance,
and cheapness [31,32]. Metal oxide nanoparticles such as MgO, CuO, Al2O3, ZnO, TiO2,
Fe2O3, and SiO2 are suitable candidates for the development of effective heat transfer fluids
due to their significant properties. Among these particles, MgO has played a critical role
in improving the thermal properties of traditional fluids. In addition, MgO nanofluid
has been employed in various applications including catalysis, catalyst supports, nuclear
reactors, storage materials, and boiling processes [33–37].

Subsequently, investigators have extensively examined MgO nano oxides. Various
physical and chemical methods have been used for preparation of MgO nanopowder, in-
volving vapor deposition [38], co-precipitation [39,40], sol-gel [41,42], molecular beam epi-
taxial [43], spray pyrolysis [44], ultrasonic irradiation [45], microwave irradiation [46], hy-
drothermal [39], plasma irradiation [47], surfactant methods [48], combustion method [49],
solvothermal [50], and thermal evaporation [51], in addition to biological sterilization
methods [52], such as fungal strain Aspergillus terreus [53], and so-called green synthe-
sis [54,55]. Although MgO nanopowder can be prepared via the different previously
mentioned approaches, the co-precipitation method has several advantages due to its
simplicity, effectiveness, high surface area of the nano product, and economic route [56].
There are two major techniques that can be used to synthesize nanofluid, i.e., single-step
and two-step techniques. Nevertheless, in terms of a two-step procedure, any of the
aforementioned methods can synthesize MgO nanofluid. In both techniques, applying
the ultrasonication treatment is the pivotal operator for breaking down the agglomerated
nanoparticles to attain a high stable nanofluid [4]. Thermal conductivity and viscosity of
the MgO/propylene glycol nanofluid were extensively improved by S. Manikandan and
K. S. Rajan [57] at various MgO nanopowder concentrations (0–2 vol.%), temperatures
(20–60 ◦C), and ultrasonication times (0–30 h). Firstly, MgO nanopowder with an average
particle size of 35 nm was prepared by a simple chemical reaction route. Then, a two-step
technique was devoted to synthesizing the nanofluid using probe ultrasonication for 25 h.
The average thermal conductivity enhancement was 20% for 2 vol.% MgO/propylene
glycol nanofluid and was detected to be independent of temperature. The relative viscosity
of the nanofluid was decreased with nanoparticle concentration at a temperature of 30 ◦C.
At a higher ultrasonication time, both thermal conductivity and viscosity were clearly
improved with ultrasonication time up to 0.243 (W/M·◦K) and 25 (mPa·sec), respectively.
M. H. Esfa et al. [58] prepared MgO nanofluid by suspending nanoparticles (40 nm) in a
binary base fluid of water and ethylene glycol (60:40) using a two-step technique. In this
technique, an ultrasonication treatment time of up to 4 h was applied. The impact of differ-
ent solid concentrations and different temperatures were investigated. The results showed
that the thermal conductivity of MgO/H2O-EG nanofluid increased with an increase in
nano MgO volume concentration and temperature. Using a two-step technique, a hybrid
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nanofluid of Ag-MgO/water was also conducted by the M. H. Esfa research group [5].
The nanofluid was produced by mixing 25 nm nano Ag (50%), 40 nm nano MgO (50%),
and water. Ultrasonic vibration for 3 h and CTAB surfactant were employed to ensure
better stability.

Thermal conductivity and dynamic viscosity were measured as a function of nanopar-
ticle volume fraction range between 0% and 2%. The obtained results revealed that both
thermal conductivity and dynamic viscosity were increased with increases in the volume
fraction of (Ag + MgO) nanoparticles. The effects of particle size, solid concentration, and
temperature on the dynamic viscosity of ethylene glycol-based nanofluid containing MgO
nanoparticles have been studied by K. Yapici et al. [59]. They conducted experiments at
concentrations ranging from 5 to 20 wt.% of MgO nanopowder with particle sizes of 20 and
40 nm. MgO/EG nanofluid was agitated in an ultrasonic bath for 6 h by using a two-step
technique. Nonlinear results revealed that the 20 nm and 40 nm MgO nanoparticles ex-
hibited non-Newtonian behavior at weight concentrations higher than 5%. J. Lu et al. [60]
used molten salt LiNO3-NaNO3-KNO3 with MgO nanoparticles to prepare nanofluid via
a two-step technique. The synthesis technique was concluded by heating the mixture of
molten salt and MgO nanoparticles to 350 ◦C and ultrasonication time for 1 h. The effect of
nanoparticles on thermal properties was studied with different sizes ranges of 20–100 nm,
weight concentrations from 0.5 to 2.0 wt.%, and temperature. The results showed that the
enhancement of thermal conductivity of salt with 1 wt.% nano-MgO could be 5.3–11.7%. In
an experimental environment, S. R. Nfawa et al. [61] improved the thermal conductivity of
a CuO-MgO/H2O hybrid nanofluid in an experimental setting. The hybrid nanofluid was
synthesized and investigated at various volume fractions (i.e., 0.125–1.25%) of 80% CuO
and 20% MgO nanoparticles which were dispersed in water at temperatures ranging from
25 to 50 ◦C. The zeta potential measurement indicated that the 0.25% (CuO-MgO)/H2O
hybrid nanofluid had a good stability of −45.1 mV. The study results showed that by
increasing the concentration ratio, the CuO-MgO/H2O hybrid nanofluid’s thermal con-
ductivity was clearly enhanced; however, this enhancement began to decline when the
concentration was higher than 1 vol.% as a result of nanoparticle precipitation.

The two-step approach is often supported by the aid of relatively high temperatures,
and/or the use of surfactants, and/or a long ultrasonication treatment time, and/or organic
base fluids. Therefore, in the present study, we aimed at preparing MgO-DW nanofluid
with efficient thermal properties such as better stability, high thermal conductivity, and
low viscosity, without using surfactants or stabilizers, and with environmentally friendly
nanofluid at room temperature.

Furthermore, the plurality of the concerned investigations has been considered in
order to exploit MgO nanopowder as an additive or to synthesize hybrid nanofluid with
other nanomaterials, as cited in [62–66]. However, in this work, pure MgO-DW nanofluid
was produced with functional properties. This was achieved by using MgO nanopowder
with a unique morphology of feathery or fluffy-like nanostructure, while usually, the nano
shape used in nanofluid preparation is spherical particles. The abovementioned aspects
are all assumed to be novel, making MgO-DW nanofluid an excellent alternative for heat
transfer applications.

2. Experimental Details

2.1. Materials and Method

The co-precipitation method was used to create MgO nanopowder. Analytical grade
chemicals such as magnesium sulfate (MgSO4·7H2O), sodium bicarbonate (NaHCO3),
ammonium hydroxide (NaOH), and sodium dodecyl sulfate (SDS) were utilized without
additional purification. NaOH and SDS were both used as a surfactant at room temperature.
The chemicals used were all from BDH Chemicals Ltd., Poole, Dorset, UK. First, a 0.8 M
solution of NaHCO3 and NaOH was prepared by dissolving a suitable quantity in deionized
water. Similarly, Mg precursor solution was prepared by dissolving MgSO4·7H2O in
deionized water. Next, 50 mL of 0.5 M MgSO4 and SDS solution were blended fully by
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stirring vigorously by utilizing a magnetic stirrer for 20 min at room temperature. Then,
using a burette, 50 mL of 0.8 M NaHCO3 solution was gently poured into it, while it was
constantly stirred. Then, 50 mL of 1 M NaOH solution was added in batches into the above
resulting solution under stirring. The final combination was left to swirl for 4 h after adding
the surfactant and precipitating agent, with no parameters being modeled.

The extremely finely powdered white precipitate MgO was collected at the bottom
of the preparation flask once the time was up. The fine powder was carefully separated
using a centrifuge. The whole precipitation was washed several times with distilled water.
The main purpose of the washing process was to ensure that the precipitate was free from
foreign trace elements, especially SDS residue. The resulting MgO powder was dried in
an air oven at 60 ◦C for 2 h. Then, the prepared MgO nanopowder was produced via a
calcination process using a furnace at 350 ◦C for 1 h. All details of the preparation method
are explained in Figure 1 (first step).

Figure 1. Synthesize of MgO-DW nanofluid via a two-step technique.

2.2. Preparation of MgO Nanofluid

A two-step technique was used to make the MgO nanofluid. The first step, i.e.,
nanopowder preparation, was completed (as described above). The second step involved
synthesis of the nanofluid using mechanical procedures. The mechanical procedures were
carried out using primary mechanical stirring for 30 min, and then ultrasonic agitation as
shown in Figure 1 (second step). Different ultrasonication periods and volume concentra-
tions were used to prepare the nanofluid samples. They were synthesized via dispersing
MgO nanoparticles in 100 mL of deionized water as a base fluid without the use of any
dispersants or heat. The ultrasonication times were 45, 90, 135, and 180 min. The following
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relationship [67] was used to compute the volume concentration ratios of 0.05, 0.1, 0.15, 0.2,
and 0.25 vol.%:

φ =
VP

VT
(1)

where φ is the volume concentration of MgO nanofluid, VP is the volume of MgO nanopow-
der, and VT is the total volume of nanofluid sample.

Depending on nanopowder density (ρP) and base fluid density (ρbf), the volume was
measured as follows:

Since, Vp =
mp
ρp

, VT = Vp + Vbf =
mp
ρp

+mbf
ρbf

So, φ =
(mp/ρp)

(mp/ρp )+(mbf/ρbf)

(2)

where mp and mbf are the masses of MgO nanopowder and base fluid (deionized water),
respectively; ρp and ρbf are the densities of nanopowder and base fluid, respectively.
According to the final relation, the weights of MgO nanopowder required to prepare
nanofluid samples with different volume ratios are listed in Table 1.

Table 1. Weights of MgO nanoparticles corresponding to the volume concentrations.

Volume Concentrations Ratio Weights of MgO Nanopowder (g)

0.05 vol.% 0.1433
0.1 vol.% 0.2867
0.15 vol.% 0.4326
0.2 vol.% 0.5772
0.25 vol.% 0.7178

2.3. The Characterization Techniques

The structural characteristics of MgO nanopowder were achieved using an XRD-
6000 Shimadzu X-ray diffractometer with Cu Kα radiation (λ = 1.5406 Å) in the 2θ range
of (10−80◦) in a step of 0.05◦ and a scan speed of 5 degree/min. A scanning electron
microscope (SEM) analysis was also performed to test the surface morphology of the
prepared nanopowder. The SEM device was a Mira 3-scan (Metrohm France, Villebon-sur-
Yvette, France) type that ran at a 15 kV accelerating voltage. An EDX approach equipped
with a SEM instrument was used to assess the composition and purity of the nanopowder.

2.4. The Stability and Particle Size Analysis

Zeta potential was employed as an index of the surface charge of the MgO nanoparti-
cles in the base fluid. The surface charge was considered to be an indicator of the dispersion
stability of the MgO nanosuspension. The suspension with high zeta potential was stabi-
lized, while the sample with low value tended to accumulate and suffer from sedimentation,
according to ASTM standard (D4187-82) of zeta potential ranges in Table 2 [68,69]. MgO-
DW nanofluid samples at different concentration ratios (0.05 vol.%, 0.1 vol.%, 0.15 vol.%,
0.2 vol.%, and 0.25 vol.%) were mixed with the KCl solution, then, mechanically stirred
for 30 min with ultrasonic agitation for 90 min, and then tested by the device. The same
procedure was followed in the case of 0.15 vol.% MgO-DW nanofluid samples at different
ultrasonication times (45, 90, 135, and 180 min).

Table 2. The ASTM standard of zeta potential ranges.

Zeta Potential Range (mV) Stability Behavior

<±5 Rapid coagulation or flocculation
±10 to ±30 Incipient instability
±30 to ±40 Moderate stability
±40 to ±60 Good stability

>±61 Excellent stability
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The measurements were carried out using a zeta potential analyzer (Zeta Plus (21521),
power 100–240 V 50/60 Hz, USA). To ensure data reliability, each experiment was repeated
three times before the mean results were estimated. After four days of preparation, the zeta
potential measurements were obtained. A particle size analyzer (Zetasizer, Brookhaven
Instruments, New York, NY, USA) can also detect particle size by using a dynamic light
scattering (DLS) process. The container is illuminated by a laser, and the particles scatter
the light which is measured using a detector. A fundamental property of Brownian motion
is that small particles move much faster than large particles. There is an association
between the size of a particle and its velocity due to Brownian motion. Based on this
physical feature, a particle size analyzer measures the Brownian motion of the particles
in a specimen and connects this to a size based on established theories [70]. Therefore, a
particle size analyzer was used to determine the average particle size of the prepared MgO
nanopowder at room temperature. The scattering angle and polydispersity index were 15◦
and 0.061, respectively.

2.5. Measurements of Thermophysical Properties

With varying volume concentrations of 0.05, 0.1, 0.15, 0.2, and 0.25 vol. percent,
the thermal conductivity and dynamic viscosity of MgO-DW nanofluid were measured.
They were also measured with various ultrasonication treatment times of 45, 90, 135,
and 180 min. The thermal conductivity was tested using a Sweden company device (Hot
Disk TPS 500 S, KIJTALEY, Johanneberg Science Park, Göteborg, Sweden), which is a
type of thermal constants analyzer that uses the standard isotropic method. The dynamic
viscosity measurements were carried out using a viscometer, Model HTD13145 Six-Speed
Rotational Viscometer (Qingdao Haitongda Special Instrument Co., Ltd., Qingdao, China).
The thermal conductivity and dynamic viscosity measurements were both achieved at
room temperature. The enhancement ratio of thermal conductivity values of MgO-DW
nanofluid can be estimated using the following relationship [71]:

TCE% =
Knf − Kbf

Kbf
∗ 100 (3)

where Knf and Kbf are the thermal conductivity of the nanofluid and the base fluid, respec-
tively.

3. Results and Discussion

3.1. The Structural Studies

Figure 2 shows the XRD spectrum used to analyze the crystalline structure of the
obtained MgO nanopowder. The pattern shows an ordered polycrystalline structure with
five intense peaks. The low intensity of the diffraction background was clearly indicative
of the pure phase of the intended material. Therefore, no distinguishing peaks of any
impurities were discovered. The surfactant SDS [CH3(CH2)11OSO3Na] acts as a catalyst,
preventing any fast reactions in the solution. In addition, it acts as a dispersion factor of the
formed particles [72].

Hence, the synthesized material is of high purity, free of any secondary products,
and nanoscale. The diffraction peaks at 2θ values of 36.9271◦, 42.8937◦, 62.2626◦, 74.6169◦,
and 78.5795◦ correspond to the crystalline planes of (111), (200), (220), (311), and (222),
respectively. A strong preferential orientation was observed at a diffraction angle of 42.8937◦
with Miller indices (200). Similar results have been reported in the literature [73,74]. The
specified X-ray peaks matched well with the crystallographic structure according to the
JCPDS standard file no. 45-0946 of polycrystalline MgO. The crystallite size (D) was
calculated based on the full width at half maximum (FWHM) of the intensive diffraction
peak (i.e., the plane 200) by using the Debye–Scherrer’s formula [75,76]:

D =
Aλ

(FWHM)cos θ
(4)
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where A is an empirical shape factor equal to 0.94, λ is the wavelength of the X-ray source,
and θ is the angular position of the diffraction peak.

 
Figure 2. XRD pattern of MgO nanopowder prepared by the co-precipitation method.

The crystallite size was calculated to be 22.78 nm. The sharp diffraction peaks indicated
a high degree of crystallization. The nanostructure of the prepared MgO particles was
also revealed by the average particle size of less than 100 nm. All the diffraction peaks of
MgO nanopowder revealed an obvious shift towards lower 2θ positions, as seen in Table 3.
This result may be attributed to the nano scale of the prepared particles, whereas the high
density of crystalline boundaries in the nano structure may cause microstrain.

Table 3. Positions of X-ray diffraction peaks (2θ) of MgO nanopowder prepared by the co-
precipitation.

Crystalline Planes (hkl) C (111) C (200) C (220) C (311) C (222)
Measured (XRD)

2θ (deg.)
36.9271 42.8937 62.2626 74.6169 78.5795

Standard 2θ (deg.) (JCPD S card
no. 45-0946)

36.9360 42.9160 62.3020 74.6890 78.6280

The lattice constant and the unit cell volume were estimated by using the Formulas (5)
and (6) [75], respectively:

1
d2

(hkl)
=

h2 + k2 + l2

a2 (5)

V = a3 (6)

where dhkl is the interplanetary crystalline distance; h, k, and l are the Miller indices; and
“a” is the lattice constant.

From the results in Table 4, it can be noticed there is relative stretching in the dhkl spac-
ing and lattice constant values as compared with the standard values, since the variation
in both is approximately 0.0011 Å of the interplanetary distance and 0.0023 Å of lattice
constant. Consequently, the volume of the unit cell showed relative enlargement, which
might be due to the nanoscale of MgO particles.
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Table 4. XRD results of MgO nanopowder prepared by the co-precipitation method at room tempera-
ture.

The Value
Crystal Structure and

(hkl)
dhkl-Spacing

(Å)
Lattice Constant

(Å)
Unit Cell

Volume (Å3)
Measured

(XRD)
Cubic (200) 2.1067 4.2135 74.8047

Standard
(JCPDS card no. 45-0946)

Cubic (200) 2.1056 4.2112 74.6823

The elemental structure, purity, and surface morphology of the synthesized MgO
nanostructure were tested using SEM and EDX techniques. The energy dispersive X-ray
spectrum was achieved at the range of 0–10 keV, as shown in Figure 3a. One can clearly
observe three evident bands at nearly 0.25 keV, 0.55 keV, and 1.3 keV which correspond
to the elements of C, O, and Mg, respectively. The spectrum demonstrated a distinct
absorption band of magnesium element with weight and atomic ratios of 50.08% and
47.55%, respectively. As stated in the inset table inside the Figure, the oxygen element ratios
are 46.95% and 50.76%. Therefore, the EDX spectroscopy results confirmed the formation
of MgO, as was previously demonstrated by XRD analysis. In addition, according to XRD
results the prepared material has a pure phase, but the EDX results show a small band of
carbon element.

 

 

  

Figure 3. MgO nanopowder prepared by using the co-precipitation method: (a) EDX analysis. Typical
SEM images at different scale bars of: (b) 50 um; (c) 10 um; (d) 5 um.
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The presence of carbon peak in the prepared sample was attributed to the carbon
holder utilized in the imaging and/or the sodium carbonate used in the preparation process.
A similar result was reported in the literature [77]. The morphology of MgO nanostructure
was anatomized at various magnifications, as displayed in Figure 3b–d. Figure 3b exhibits
agglomerated structures with high density. It shows what looks like snowballs or bright
white cotton balls that are diffused on the surface of the agglomerated structures. Inter-
estingly, the SEM images (Figure 3c,d) exhibit feathery or fluffy-like nanostructures that
assemble together to form dense clouds.

The fluffy-like nanostructures have varied orientations, resulting in the intermingled
morphology within the clouds. The average particle size of MgO nanostructures was
measured to be 33 nm.

3.2. Stability Measurement of MgO-DW Nanofluid

The stability of the nano suspension contents in the base medium must be carefully
monitored since it has a significant influence on the thermal characteristics. Nanopar-
ticle aggregation may cause precipitation and blockage, hence, decreasing the thermal
conductivity of the nanofluid. The zeta potential refers to the quantity of electrostatic
repulsion potential presented between the charged nanoparticles and the base fluid. The
zeta potential was investigated at various volume concentrations and ultrasonication times
of MgO-DW nanofluid, as listed in the Table 5A,B. It can be seen that all the values of zeta
potential have a negative sign, due to the adsorption of the OH−ions (negative ions) on
the surface of MgO nanoparticles. The states of zeta potential values were determined
according to the ASTM standard in Table 2 (experimental part). The specimens in part A
were conducted with an ultrasonication time of 90 min. Mostly, the zeta potential values
exhibited that as the volume ratios increased from 0.05 to 0.25 vol.%, the ZP values of the
synthesized MgO-DW nanofluid decreased from −41.0 to −30.3 mV. This behavior cannot
be extended as a general rule, as shown in the 0.15 vol.% MgO nanofluid sample, which
recorded a zeta potential value of −47.0 mV. Hence, in the case of this sample, an increase
in solid volume concentration did not cause a decrease in the zeta potential value, as shown
in other samples.

Table 5. Zeta potential analysis of MgO nanofluids prepared using the two-step technique.

A B

Volume Ratios φ

(vol.%)
Zeta Potential

(mV)
The State

Ultrasonication
Time (min)

Zeta Potential
(mV)

The State

0.05 −41.0 Good stability 45 −38.9 Moderate stability
0.1 −38.2 Moderate stability 90 −45.0 Good stability

0.15 −45.0 Good stability 135 −54.7 Good stability
0.2 −35.7 Moderate stability 180 −62.1 Good stability

0.25 −30.3 Moderate stability

Good stability was obtained when the electrostatic repulsion forces overcame the
attraction forces such as Van der Waals forces between the MgO nanoparticles. For this
reason, this phenomenon could prevent accumulation, therefore, no sedimentation of
dispersion nanoparticles occurred within the base fluid. A low zeta potential value was
found at 0.25 vol.% MgO-DW nanofluid, which indicated the presence of some clusters
or aggregates. However, this sample was moderately stable. All the samples in part
B were prepared with a concentration ratio of 0.15 vol.% nanoparticles. It can be seen
that ultrasonication time is directly proportional to zeta potential values. Therefore, as
ultrasonication time increased from 45 to 180 min, the ZP values of the synthesized MgO
nanofluids also increased from −38.9 to −62.1 mV. The portion of nanoparticles that
survive in a well dispersed state in nanofluid increases as the ultrasonication treatment
period increases, raising the zeta potential values. The last result confirmed the possibility
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of improving the dispersion stability of the nanofluids via an increasing ultrasonication
agitation time. The current findings agree with those reported in [61].

3.3. Thermophysical Properties Measurements
3.3.1. Thermal Conductivity

The thermal conductivity of MgO-DW nanofluid is one of the most important opera-
tors that has a direct effect on heat transfer rate. Variations in thermal conductivity and
relative thermal conductivity with respect to the nanoparticle concentration ratio ranging
from 0.05 to 0.25 vol.% was studied at room temperature 27 ◦C ± 2, as shown in Figure 4a,b.
It is apparent from Figure 4 that the thermal conductivity and relative thermal conductivity
increased with the solid content of dispersed MgO nanostructures.

Figure 4. (a) The thermal conductivity and (b) relative thermal conductivity (Knf/Kbf), as a function
of solid volume concentration of MgO-DW nanofluid at room temperature.

The thermal conductivity of MgO is approximately 48.4 (W/m·◦K) [57] which is
significantly greater than water’s value of 0.598 (W/M·◦K) [78]. As a result, raising the
concentration ratio of MgO nanopowder would undoubtedly improve and increase the
thermal conductivity of the prepared nanofluid. Notably, the utilized MgO nanoparticles
have a high specific surface area that comes from a nanoscale of 33 nm. Hence, there is
a significant rate of heat transfer between dispersed nanoparticles and deionized water
molecules, which increases as their volume concentrations increase.

In other words, an improvement in relative thermal conductivity means increased
interactions between nanoparticles. The interactions are ascribed to the evolution of intense
networks of dispersed nanoparticles inside the base fluid and the stir action caused by
the Brownian motion of these nanoparticles. Furthermore, the Brownian motion becomes
faster in the case of a nanostructure.
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The greatest thermal conductivity enhancement (by using Relation (3)) was found to
be 25.08% at the highest concentration of 0.25 vol.%. In addition, the lowest improvement
was 5.68% at a volume concentration of 0.05 vol.%, as observed in Table 6. Generally,
increasing the volume concentrations of MgO nanoparticles in the fluid minimizes the
distance between moving particles, resulting in more molecular collisions. An increase
in the accelerated nanoparticles in the base fluid enhances the thermal conductivity of
the nanofluid.

Table 6. The improvement ratios of the thermal conductivity with solid volume concentrations of
MgO/DW nanofluid at room temperature.

Concentration Ratios
φ (vol.%)

Thermal Conductivity Enhancement (TCE%)

0.05 5.685
0.1 8.361
0.15 15.217
0.2 20.401
0.25 25.084

Furthermore, the development of clusters and aggregates can take the shape of chain-
like structures which provide a transformation path of the thermal energy among the
nanoparticles. This may explain the high improvement ratio of thermal conductivity in the
case of 0.25 vol.% MgO-DW nanofluid, despite the low zeta potential value of this sample.
The results agree very well with the researchers’ observations in [79–81].

The major aim of ultrasonication treatment is to ensure proper dispersion and break
up of any residual agglomerations in the dispersed phase (MgO nanopowder) within
the base fluid. Figure 5 reveals the changes in thermal conductivity with respect to the
ultrasonication treatment time of MgO-DW nanofluid. The evident trend in Figure 5 is that
the values of thermal conductivity increase with ultrasonication time.

Figure 5. The thermal conductivity as a function of ultrasonication time of 0.25 vol.% MgO-DW
nanofluid at room temperature.

The increase in thermal conductivity with an increase in ultrasonication time may
be attributed to enhancing dispersion stability, which was confirmed via zeta potential
analysis (see Table 5). Therefore, the majority of the nanoparticles in the MgO nanosuspen-
sion will participate in the heat transfer process, increasing with ultrasonication agitation
time, thereby, increasing its thermal conductivity. The differences in thermal conductivity
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were constrictive between 135 and 180 min of ultrasonication, and hence, ultrasonication
influence was marginalized after 135 min. Therefore, the enhancement rate in thermal con-
ductivity was insignificant over these periods, as shown in Table 7. The authors in [82–86]
found a similar behavior when they investigated the thermal conductivity of MWCNT,
Fe3O4/CNT, TiO2, CNT, and Al2O3 nanofluids, respectively, at various ultrasonication
times. Therefore, at the ultrasonication time of 180 min, the 0.25 vol.% MgO-DW nanofluid
showed better thermal transport characteristics due to the higher volume concentration of
MgO nanoparticles in the suspended state.

Table 7. The improvement ratios of the thermal conductivity with ultrasonication time of MgO-DW
nanofluid at room temperature.

Concentration Ratios
φ (vol.%)

Improvement of Thermal Conductivity
(Knf%)

45 13.71
90 25.08
135 31.10
180 32.61

3.3.2. Dynamic Viscosity

The concentration ratio of nanoparticles and ultrasonication time are major factors that
influence the viscosity of nanofluids. Figure 6a,b shows the changes in viscosity and relative
viscosity with volume concentration ratios of MgO-DW nanofluid, at room temperature.

Figure 6. (a) The viscosity; (b) the relative viscosity (μnf/μbf), as a function of solid volume concen-
tration of MgO-DW nanofluid at room temperature.

Figure 6a shows that the viscosity of MgO-DW nanofluid is directly proportional to the
MgO nanoparticles loading. The viscosity of nanofluid samples was gradually increased
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with increasing concentrations of MgO nanopowder. The intersection on the viscosity axis
corresponded to the viscosity value of base fluid as 0.001 (Pa·sec). The increase in nanofluid
viscosity is narrow over the range of nanoparticle concentration of ≤0.05 vol.%, while the
increasing is fast over a range of more than 0.05 to 0.25 vol.% of the MgO nanoparticle
concentration. Furthermore, the resistance to flow increased to 0.0052 (Pa·Sec) at a higher
solid content of 0.25 vol.% MgO-DW nanofluid. The dynamic viscosity behavior of MgO-
DW nanofluid is harmonious with the predictions in [87,88]. The viscosity of nanofluids
is compared to that of base fluid producing relative viscosity, as seen in Figure 6b. It
shows how much the nanofluid viscosity differs from the viscosity of the base fluid. From
Figure 6, it can be observed that the relative viscosity increases with increasing volume
concentrations of MgO-DW nanofluid.

The lowest value of relative viscosity, i.e., 1.2, was obtained by 0.05 vol.% MgO-DW
nanofluid, with respect to a base fluid viscosity, while the higher value was obtained by
nano solid content of 0.25 vol.%. When the MgO nanoparticle content increases within
the base fluid, the Brownian motion is restricted as a result of intense collisions between
nanoparticles. Subsequently, the relative viscosity of MgO-DW nanofluid increases with
nanopowder volume concentration.

The effects of ultrasonication time on the viscosity of the MgO-DW nanofluid were
investigated, as shown in Figure 7. The results show that the viscosity experiences a sharp
decrease by increasing the ultrasonication treatment time.

Figure 7. The viscosity as a function of ultrasonication time of 0.25 vol.% MgO-DW nanofluid at
room temperature.

On the one hand, the minimal value of dynamic viscosity was measured at 180 min
of ultrasonication treatment, indicating a decreasing tendency. On the other hand, the
maximum value of viscosity was obtained by the nanofluid sample which was synthesized
by stirring only without ultrasonication treatment of 0.0122 Pa·sec. This trend is identical
to the results reported by A. Asadi et al. [89] and I. M. Mahbubul et al. [90]. Because the
nanoparticles are uniformly dispersed in the base fluid, there are few or no clusters. As
a result, the majority of nanoparticles, if not all, are involved in the flow, lowering the
resistance to the viscometer’s spindle. Additionally, the motion of the various layers of the
nanofluid is made easier, hence, the dynamic viscosity decreases.

It is worth noting that increasing the ultrasonication time improves the dispersion
stability and the thermal conductivity, while decreasing the dynamic viscosity of the
prepared nanofluid. Ultrasonication time and dynamic viscosity are highly important in
engineering applications where both of them have direct influences on the heat transfer
performance, pumping power, and pressure drop.
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4. Conclusions

A novel two-step technique was employed for preparing efficient MgO-DW nanofluid,
at room temperature, without using surfactants and/or organic base fluids. Based on the
experimental valuation, the following conclusions can be drawn:

- The co-precipitation method was followed to make crystalline and pure MgO nanopow-
der with an average particle size of 33 nm.

- SEM images revealed unique feathery or fluffy-like nanostructures of the prepared
MgO nanopowder.

- MgO-DW nanofluid was synthesized with volume concentrations ranging from 0.05
to 0.25 vol.%, and ultrasonication treatment times ranging from 45 to 180 min, at room
temperature.

- Zeta potential results showed that good stability was obtained with nano MgO content
of 0.15 vol.% and a higher ultrasonication time of 180 min.

- The addition of MgO nanoparticles to traditional fluid as DW improved its thermal
conductivity, where the highest value of thermal conductivity enhancement of 25.08%
was found at 0.25 vol.% concentration and 180 min ultrasonication time.

- The effect of ultrasonication time on thermal conductivity improvement was similar
to the impact of the nanoparticles volume concentration. However, this enhancement
in the conductivity became limited after an ultrasonication time of 135 min.

- The dynamic viscosity measurements were revealed as directly proportional to the
volume concentration of MgO-DW nanofluids, until recording the highest value of
0.0052 (Pa·Sec) at a higher solid content of 0.25 vol.% MgO-DW nanofluid. On the
contrary, an increase in ultrasonication time resulted in a sharp decrease in the viscosity
of the nanofluid samples.

- An MgO-DW nanofluid with good dispersion stability, high thermal conductivity,
and low viscosity was created by controlling ultrasonication time and/or volume
concentration.

- The produced MgO-DW nanofluid has the potential for exploitation in various imple-
mentations such as working fluid in cooling systems and heat exchangers. Therefore,
it can be used as a working fluid in a hybrid solar collector, to study the effect of
different flow rates on electrical and thermal efficiency.
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Nomenclature

MgO Magnesium oxide
DW Deionized water
SSA Specific surface area
CuO Copper oxide
Al2O3 Aluminum oxide
ZnO Zinc oxide
TiO2 Titanium oxide
Fe2O3 Iron oxide
EG Ethylene glycol
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LiNO3 Lithium nitrate
NaNO3 Sodium nitrate
KNO3 Potassium nitrate
CTAB Cetyl trimethylammonium bromide
φ Volume concentration ratio
VP Volume of nanopowder
VT Total volume of nanofluid
ρP Nanopowder density
ρbf Base fluid density
mp Mass of nanopowder
mbf Mass of base fluid
TCE Thermal conductivity enhancement
Knf Thermal conductivity of nanofluid
Kbf Thermal conductivity of base fluid
JCPDS Joint committee of powder diffraction standards
D Crystallite size
V Volume of unit cell
θ Diffraction Angle of X-ray
dhkl Interplaner crystalline distance
hkl Miller indices
a Lattice constant
FWHM Full width at half maximum of the X-ray diffraction peak.
ZP Zeta potential
MWCT Multi-walled carbon nanotubes
vol.% Volume percentage
μnf Viscosity of nanofluid
μbf Viscosity of base fluid
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Abstract: The continuous release of CO2 into the atmosphere as a major cause of increasing global
warming has become a growing concern for the environment. Accordingly, CO2 absorption through
an approach with maximum absorption efficiency and minimum energy consumption is of paramount
importance. Thanks to the emergence of nanotechnology and its unique advantages in various fields,
a new approach was introduced using suspended particles in a base liquid (suspension) to increase
CO2 absorption. This review article addresses the performance of nanofluids, preparation methods,
and their stability, which is one of the essential factors preventing sedimentation of nanofluids. This
article aims to comprehensibly study the factors contributing to CO2 absorption through nanofluids,
which mainly addresses the role of the base liquids and the reason behind their selection.

Keywords: CO2 capture; nanofluid; absorption; improvement; solvent

1. Introduction

The European Union (EU) has long term strategies to reduce carbon-based energy
systems till 2030 and 2050. This energy strategy is set to reduce Greenhouse Gas (GHG)
emissions, increase the efficiency of energy systems, and gradually substitute fossil fuels
with renewable energy sources (RES). One of the targets is to reduce carbon emissions by
about 40% by 2030 [1]. CO2 is the main greenhouse gas and constitutes about 77% of the
emissions all around the world. The emission of an excessive amount of CO2 intensifies
global warming. Fossil fuel burning and the production of cement are the two main CO2
emitting sources [2]. One way of decreasing the emission rate of CO2 to the atmosphere is
its separation and collection, utilization, or storage for further application. There are several
separation methods to capture CO2 from various gas streams. Adsorption, absorption,
cryogenic, and membrane separation are the main technologies used in CO2 capture [3,4].
Much progress has been made in CO2 absorption by gas-liquid, some of them are proposed
to reduce the energy demand. The gas-liquid absorption technique can also be applied
to other renewable energies for the absorption of carbon dioxide. Typically, the novel
absorption methods that use solvents benefit from physical and/or chemical phenomena to
improve the absorption process. This technique has higher efficiency in low concentrations
of CO2, therefore it has a better performance in separating CO2 from the flue gas mixtures
of post-combustion processes that contain low concentrations of CO2 [5]. The probable
chemical absorption mechanism of CO2 is that one NH2 group attacks CO2 with the free
electron pairs of its N atom and as a result, a hydrogen bond is formed with another NH2
group. The chemical absorption of CO2 in flue gas by a solvent is a selective and reversible
chemical reaction. One of the major challenges is to minimize the energy demand of this
process [6].

Many different solvents have been used for CO2 chemical absorption so far. The
selection criteria of a suitable solvent are: fast kinetics of the reaction; high capacity of

Appl. Sci. 2022, 12, 3200. https://doi.org/10.3390/app12063200 https://www.mdpi.com/journal/applsci251



Appl. Sci. 2022, 12, 3200

absorbent; low regeneration energy demand; and low rate of solvent degradation [7].
Today, amine solvents are the most widely utilized chemical solvents for CO2 capture.
The reasons are their high capacity, high thermal stability, and the high reaction rate of
amine solvents with carbon dioxide molecules [8]. The sterically hindered amines and
simple alkanolamines are the two major types of amine absorbents. Monoethanolamine
(MEA), diethanolamine (DEA), and methyldiethanolamine (MDEA) are primary, secondary,
and tertiary amines that are classified as simple alkanolamines. All amine absorbents are
different in some respects, such as stability, absorption capacity for CO2, the kinetics of
reaction with CO2, and corrosion products. MEA is considered the standard amine solvent
for carbon dioxide absorption; the reason being the high efficiency (90%) of CO2 capture,
fast kinetics, high mass transfer rate, and capability of CO2 absorption even at atmospheric
and low pressures of flue gases [9]. Nevertheless, since absorption of CO2 with chemical
solvents containing amines is a mature and economically feasible method, that can be
used on large scale to treat flue gas streams with high volumes, it has been at the center
of attention in recent years [10,11]. This method also has some drawbacks including high
energy demand for solvent recovery, expensive materials, weak performance in selective
absorption from acidic gases, corrosivity, the occurrence of side reactions, and resultant
water-saturated gas, and being detrimental to the environment [12,13]. CO2 absorption
processes with the physical solvents Selexol and Rectisol need high-pressure conditions
and are governed by Henry’s law. Despite chemical absorption, there is no need for
heat in physical absorption, and the solvent is recovered by pressure reduction in these
processes [14–16]. However, physical solvents have some drawbacks; they are sensitive
to the partial pressure of acid gas (acid gas partial pressure should be high), they hardly
meet H2S specifications, the concentration of inert gases must be low [14]. Some of the
commonly used physical solvents are NMP (N-Methyl-2-Pyrrolidone), DEPG (Dimethyl
Ether of Polyethylene Glycol), and PC (Propylene Carbonate) [17].

The cryogenic processes is another CO2 absorption process that takes advantage of the
intrinsic properties of components of a gas mixture; CO2 capture is done using the distinct
desublimation and condensation properties of CO2 and its carrier gas. The high purity of
CO2 (99.99%) is achieved in a highly efficient (99.99%) process, compared to other CO2
capture techniques [18]. In this process, a CO2 phase change occurs in flue gases, after
several stages of compression and cooling. Other constituents of the mixture will invariably
experience phase change, too. CO2 might be separated as a liquid or a solid along with
other components and can be further purified by distillation. However, the absorbent pores
are at risk of blockage by the water from other components, and in this case, the cost of
CO2 capture will increase [19]. One of the commercial gas separation and purification
processes is membrane separation. This highly efficient, environmentally friendly technique
is utilized in some gas purifying systems like natural gas sweetening and air separation and
can compete with the other absorption systems for CO2 removal from flue gas [20]. The
concept of membrane separation is very simple. Nevertheless, in the case of post-combustion
capture, some membrane properties like permeability and selectivity, limit its utilization.
As an example, 95% purification of CO2 with a 90% CO2 capture rate is not feasible with a
single-stage membrane. When talking about using membrane separation in gas-transport
pipeline systems for CO2 capture, we face two conflicting effects, high energy consumption
in low membrane areas and high investment cost for large membrane areas [21].

Adsorption is a promising alternative to chemical adsorption processes; the process
in which one or more components are removed by attachment to a solid surface is called
adsorption. The basis of adsorption is the intermolecular interactions between solid ma-
terials surface (like activated carbon or molecular sieve) and the adsorbed gas (like CO2).
Single or multilayer adsorption depends on the variables of the partial pressure of the
absorbed gas, temperature, adsorbent pore sizes, and surface forces [22]. Activated car-
bon, metal–organic frameworks, zeolites, and microporous organic polymers are solid
absorbents that have some superiorities in CO2 adsorption capture. The lower energy
consumption of CO2 capture by adsorption is attracting increasing attention. Gas streams
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with different CO2 content can be treated with temperature vacuum swing (TVS), vacuum
swing adsorption (VSA), temperature swing adsorption (TSA), electrical swing adsorption
(ESA), and pressure swing adsorption (PSA) [23].

In addition, there are other processes for CO2 absorption, such as Ionic Liquids
(Ils), electrochemical conversion, photochemical, thermochemical, and biochemical, using
organic/metallic (organometallic) catalysts on chemical and hybrid rings. Even though
all of these methods are promising in CO2 absorption, they are still being evaluated
with respect to the obstacles pertinent to cost, energy, and also their application at large
scales [24,25].

Over the recent years, CO2 absorption through nanofluid has captured interest due
to its unique advantages in adjusting physical and chemical properties and its special
applications and high specific area. Due to their porosity, nanomaterials, such as nano-sized
zeolites, metal, and metal oxide nanoparticles, metal-organic frameworks (MOFs), covalent
organic frameworks (COPs) promisingly increase the efficiency of CO2 absorption [26].

This article is a comprehensive review of the summary of the last advances in nanoflu-
ids in increasing CO2 absorption. In addition to describing nanofluids, properties, and
applications, this study also elaborately introduces the factors contributing to increasing
CO2 absorption. In the following, the nanofluid preparation methods consisting of one-step
and two-step methods will be explained. Afterward, nanofluid stability, mechanisms of
increasing mass transfer in nanofluids (shuttle effect, bubble breakage effect, and micro con-
vection), and the factors affecting CO2 absorption through the nanofluid will be discussed
and summarized. Ultimately, based on the base liquid, nanofluids will be categorized
into three categories (water, amine, and methanol), and a conclusion and viewpoint in
reaching favorable CO2 absorption in nanotechnology will be provided. By describing
the application of nanofluid in the CO2 absorption field, this article evaluates and helps
understand this novel technology and compares it with conventional methods.

2. Nanofluid

Nanofluids are prepared by dispersing nanosized materials (nanotubes, nanoparticles,
nanorods, nanofibers, nanodroplets, and nanosheets) in a base fluid [27]. Nano-sized
materials are determined according to their strict definition that specifies materials with
at least one dimension (length, diameter, or thickness) in the range of 1–100 nm. This
definition is widely accepted by nanotechnology researchers. The origin of this definition
comes back to the fact that when the particle size is decreased, the ratio of surface area
to volume increases rapidly, therefore 100 nm was set as a criterion for nanomaterials.
Nanofluids are typically prepared by dispersion of ceramics (PNP, aluminum nitride,
cellulose, etc.), carbonaceous materials (fullerene, graphene, carbon nanotubes, etc.), metals
(gold, copper, aluminum, etc.), and inorganic oxides (silicon dioxide, zinc oxide, iron oxide,
etc.) in a base fluid [28]. A refrigerant, mineral oils, liquids with high viscosity like ethylene
glycol, and low viscosity liquids like water, or a blend of various liquids (propylene/water,
water/EG, etc.) may be used as base fluid.

The researchers found that the addition of nanoparticles to the base fluid led to
changes in the thermophysical properties of the nanofluid. In other words, Nanofluids
caused changes in the base fluid due to their unique thermophysical properties such as
density, thermal conductivity, viscosity, and other thermodynamic properties. Table 1
summarizes some of the thermophysical properties of common nanoparticles.

Table 1. Properties of nanoparticles.

Nanoparticle
Average Particle

Size [nm]
Morphology Surface Area [m2/g] Density [kg/m3]

Thermal Conductivity
(W/m·K)

Al2O3 <40 Spherical - 4700 36–40 [24]
MWCNT 10–20 Tubular 200 2100 - [29]

ZnO 10–30 Nearly spherical 20–60 5606 29 [30]
TiO2 <50 Spherical 50 ± 15 5500–6000 - [29,30]
SiO2 10–15 Spherical 180–270 2200 - [31]
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Table 1. Cont.

Nanoparticle
Average Particle

Size [nm]
Morphology Surface Area [m2/g] Density [kg/m3]

Thermal Conductivity
(W/m·K)

Fe3O4 4 Spherical 40–60 5200 17.65 [32]
CNT 10–20 - 332 1800 - [33]
NiO2 50 - - 6670 - [34]
MgO - Cubic - 2900 48.4 [35]

Choi was the first one who proposed this definition for nanofluids in 1995 that
two-phase, uniform and stable suspensions resulted from the dispersion of nanoparti-
cles in an inorganic or organic liquid phase with a pre-specified proportion [36]. Nanofluids
are theoretically classified as colloidal dispersion systems with properties that are related
to the characteristics of the nanoparticles like shape, properties, scale, content, or their
chemical or physical properties of nanoparticles [37]. Tests that have been carried out
on nanofluids also indicated many beneficial points; when compared to particles with
millimeter or micrometer sizes, nanofluids are more stable and have higher thermal con-
ductivity, pressure drop and erosion are lower, especially in microchannels, when using
nanofluids. Many industries benefit from nanofluids like the chemical industry, electronics
and machinery, aerospace, biomedicine, energy, and power. Nevertheless, the application
of nanofluids as mass and heat transfer media has attracted special attention due to their
high mass and heat transfer coefficients [38,39]. These advantages of using nanofluids have
made researchers eager to discover other fields of application of nanofluids.

Since mass transfer and heat transfer have similar basic principles, nanoparticles can
also influence mass transfer by a fluid. Researchers concluded that using small quantities
of soluble particles will considerably increase the gas absorption rate. The enhancement
in mass transfer rate was later proved by Ruthiya et al., who assessed four probable
mechanisms to improve mass transfer in gas–liquid systems [40]. Krishnamurthy et al.,
were one of the first groups that studied mass transfer improvement in nanofluids. They
compared the diffusivity of fluorescein dye droplets in deionized water and a mixture of
nanofluids in water [41]. Now, the focus of the studies is on using nanoparticles to increase
the rate of absorption, mass transfer, and carbon loading in nanofluids [42]; this way, the
resistance against mass transfer between liquid and gas phases will be decreased. The
application of nanofluid as CO2 absorbent could reduce the cost of energy in CO2 capture
systems by the enhancement of absorption rate. As an example, one way of reducing the
energy consumption and cost of a CO2 capture plant is to utilize nanographene oxide
(NGO) nanofluids in CO2 capture and sequestration (CCS) recovery that benefits from
the gas hydrate formation process [43]. The dispersion of nanoparticles in an absorption
solvent can improve the absorption performance due to the high surface area of these
particles that creates Brownian motion, micro convection, and shuffle effects. The small
size of nanoparticles also increase the rate and capacity of CO2 absorption compared to the
same particles with larger sizes [44]. However, if the concentration of nanoparticles exceeds
the optimal point, nanoparticles will be agglomerated and prevent gas absorption into the
liquid phase. Several gas absorption investigations were carried on using nanofluids while
an external magnetic field was also applied to the gas absorption in a column [45]. In this
respect, the convective mass transfer under the influence of nanoparticle dispersion in the
fluid was also investigated in several liquid–gas absorption systems such as a tray and
packed absorption column, wetted-wall column (WWC), gas–liquid hollow fiber membrane
contactor, liquid–liquid extraction (LLE), gas-sparged stirred absorption vessel, bubble-type
column absorber, and three-phase airlift reactor [46].

2.1. The Method of Nanofluid Preparation

Nanofluid preparation is the principal stage in experiments. However, the superb
performance of a nanofluid highly depends on its method of preparation [47]. Nanofluids
are not a simple dispersion of solids in liquids. Nanofluids should necessarily be stable,
durable, and even suspensions with minor agglomerations that do not experience any
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chemical change of the fluid, etc. The agglomeration of nanoparticles is one of the main
challenges of nanofluid preparation. Therefore, the formulation of a highly efficient CO2
absorber nanofluid is a fundamental stage in the preparation of CO2 absorption nanofluids.
According to Figure 1, nanofluids are prepared using the (a) one-step method (Vapor
deposition), and (b) two-step method (mixing) [48].

Figure 1. Different methods of preparing nanofluids.

2.1.1. One-Step Synthesis Method

In the one-step method, nanofluid is directly prepared in the base fluid and there is no
need for intermediate phases like storage or drying of nanoparticles and their dispersion in
the base fluid [49]. This means, the synthesis and dispersion of nanoparticles take place
at the same time and inside the base fluid, this hinders oxidation of nanoparticles. Some
technologies like plasma, microwaves, or lasers can help this process. Nanoparticles like
Au, Ag and Cu have been successfully synthesized via a single-step method [50]. This
process was also used by some researchers for the preparation of nanofluids. To prevent
the agglomeration of nanoparticles, dispersion, drying, transportation, and storage are
eluded in this method, this will increase the stability of nanofluid and lower the production
costs. Generally, since single-step nanofluid preparation is a rather costly method, it is not
practical in large-scale production. Thus, special focus has been placed on the single-step
chemical process, which is a relatively cost-effective method of nanofluid preparation [49].

2.1.2. Two-Step Method

In this method, different nanopowder materials like nanoparticles, etc., are utilized
by physical, chemical, and mechanical methods [51]. The direct method of application
includes first the dispersion of nanoparticles in the base fluid and then using a stabilization
method. Although the resultant nanofluids have small size nanoparticles with high surface
activity, they easily agglomerate. Ultrasonic waves are utilized to increase the stability of
the obtained nanofluid and yield a dispersible suspension of nanoparticles. Some of the
advantages of the two-step method are the low cost, simple process, large-scale nanofluid
preparation, and industrial realization [52]. However, the stability of the nanofluids pre-
pared in this way is weak, and using surfactants is not applicable at high temperatures.
Therefore, some dispersing methods such as using ultrasound vibration, the addition
of surfactant, pH variation of the base fluid, and ultrasonication are combined in some
cases, to reach a suspension with better dispersion performance [53]. Nevertheless, it is
recommended that nanofluids containing oxide nanoparticles may better be prepared by a
two-step process, while this method is not suitable for metallic nanoparticles [54].

2.2. Nanofluid Stability

Stability is a main problem of nanofluids. Van der Waals forces are the reason for the in-
stability of nanofluids and are intensified by the increased number of nanoparticle collisions
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with each other due to Brownian movements, and the large surface area of nanoparticles
themselves [55]. Nanofluids are susceptible to destabilization and leave deposits under the
influence of gravitational force, electrostatic repulsive force, Van der Waals attraction, and
buoyancy forces. The function of gravitational force and Van der Waals force is toward
the destabilization of any colloidal suspension [56]. This means that these forces help the
dispersed particles in adhering to each other and aggregates with bigger sizes will form as
a result. These large particles will precipitate from the suspension under the influence of
gravitational force and form deposits at the bottom of the container [57]. The settlement of
the particles is due to their heavier weight that prevents Brownian motions maintaining
the particles in a stable suspension. Based on theory, the main features that remarkably
increase the conductivity of nanofluids and their stability are aggregation and clustering.
However, this theory merely applies to specific groups of nanoparticles like single-wall
nanotubes that have a high aspect ratio [58]. Therefore, destabilization of the nanofluid
occurs as a result of the susceptibility of nanoparticles to form aggregates and clusters in
the suspension. Accordingly, the two major stability aspects of nanofluids are nanoparticle
aggregation and sedimentation.

In the past few years, some of the many attempts for the preparation of stable nanoflu-
ids were partially successful. Different methods have been utilized for the stabilization of
suspended nanoparticles (colloids) in nanofluids [59]. Thus, it is necessary to investigate
the stability of nanofluids for suitable utilization in proper applications. The determination
of effective factors on the stability of nanofluids is also of great importance [60]. Generally,
several techniques are used for the evaluation of nanofluid stability; some of them are
spectral absorbance and measurement of transmittance, settlement and centrifugation, 3ω
method, measurement of zeta potential, TEM (transmission electron microscopy), and
DLS (dynamic light scattering [38]. In general, two methods can improve the stability
of nanofluids, which can be divided into two major categories: Physical methods and
chemical methods as shown in Figure 2.

Figure 2. Methods for improving the stability of nanofluids.

2.2.1. Sedimentation and Centrifugation

The most commonly utilized method for stability assessment is sedimentation. The
basis of this method is the settlement of nanoparticles out of the nanofluid under the
influence of gravity [61]. The volume or weight of sediment is a good indication of
nanofluid stability. If the concentration of supernatant particles remains unchanged over
time then the nanofluid is considered stable [62]. The method deals with the observation of
nanoparticle settlement from a nanofluid in a container over time. Generally, most papers
have considered the stability time frame as the time during which obvious sedimentation
does not occur, or at least negligibly occurs, in the nanofluid. Some researchers accepted the
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sedimentation method as a criterion for the assessment of the stability of a nanofluid [63].
But the sedimentation technique is not a time-efficient method [64]. To overcome this
problem, researchers use the centrifugation method which is a more time-efficient method
for the assessment of nanofluid stability. In this method, sedimentation is accelerated under
the influence of centrifugal force which is much stronger than the gravitational force [65].

2.2.2. Zeta Potential

Another method of stability determination of a nanofluid is using the zeta-potential
test in which mutual repulsion happens between nanoparticles with the same charge. Thus,
there is little agglomeration tendency between the particles with high surface charge, in
their collisions [66]. This method can help describe the differences in some experimental
data, where the structure of the suspension and the nanoparticles’ surface charges are
altered by using surfactants [67]. The zeta potential technique is a basic test for determining
nanofluid stability, which considers the electrophoretic behavior of the fluid [68]. According
to the theory of electrophoresis, the zeta potential measures the repulsion force between
two particles [69]. Based on the stabilization theory, a high value of zeta potential is an
indication of a high solubility of particles in the suspension, which is due to increased
electrostatic repulsion between particles [70]. It is suggested that suspensions with 5 mV
zeta potential or less are not stable and experience agglomeration, those with 20 mV have
limited stability, but the suspensions with >30 mV have physical stability and if their zeta
potential is greater than 60 mV they will have excellent stability [71].

2.3. The Mechanisms of Enhancement in Nanofluids

Many research works have focused on the role of fine particles in the enhancement of mass
transfer in gas–liquid systems. These findings indicated that partial pressure enhancement
will give rise to the gas absorption capacity, meanwhile, temperature enhancement decreases
the gas solubility in the liquid phase, which is in accordance with the ideal gas law [72].
The theory that suggests enhancement in mass transfer by using nanoparticles has not been
established. Several mechanisms are accepted: micro convection; mixed boundary layer;
bubble coalescence prevention; and the shuttle mechanism. The bubble breaking effect, shuttle
mechanism, and micro convection are discussed in this paper as shown in Figure 3 [73].

2.3.1. Shuttle (Grazing) Effect

The shuttle effect was proposed by Kars et al., who discussed the rate enhancement of
gas absorption in liquid in a gas–liquid-solid three-phase system when solid particles are
present, using a theoretical model [74]. The grazing effect states that the gas absorption
from liquid can be enhanced by using particles that can penetrate the gas–liquid mass
transfer membranes to absorb a specific amount of gas [75].

Also, the shuttle effect considers that particles could enter the gas–liquid mass transfer
membrane and absorb a certain amount of gas. And due to the concentration difference,
particles carrying absorbed gas return to the bulk liquid and then desorb [76]. Owing to the
strong adsorption of the diffusing gas phase component in the dispersed phase particles,
the concentration of this gas-phase reactant in the liquid phase near the interface will be
decreased, resulting in an increment in the absorption rate [77].

2.3.2. Bubble Breaking Effect

Krishnamurthy et al., have concluded that the velocity disturbance field is the reason
for the enhancement of mass transfer, which is formed due to the movements of nanoparti-
cles [41]. In the bubble absorption process, the collision of nanoparticles and nanoparticles
with bubbles occurs. When the bubbles move toward the interface and form a dynamic
movement, the nanoparticles strike the interface of gas–liquid and this results in breaking
the bubbles [78]. This phenomenon increases the diffusion area. Considering that this en-
hancement in the specific interfacial area occurred due to the particles, it can be concluded
that they can increase the overall mass transfer coefficient [79].
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Figure 3. The schematic of (a) Bubble breaking, (b) Brownian motion, and (c) Grazing effect mecha-
nisms in the improvement of CO2 absorption.

2.3.3. Micro-Convection

The convective mass transfer process is strongly influenced by the Brownian motions
and the resultant micro-advection near the particles that scatter a considerable fraction
of the measured species molecules [80]. The solute diffusion can also be enhanced by
micro-convection that is promoted by Brownian movements, this enhancement will also
improve the diffusion coefficient. There is also a synergistic effect between the mass and
heat transfer. When heat transfer is enhanced, changes in the gas–liquid phase temperature
result in an enhancement in the potential for absorption [81]. The governing mechanism
is that the micro-convection is enhanced by the fluid disturbance, the liquid disturbance
is caused by random particle movement called Brownian motion [82]. The determination
of the optimal nanoparticle concentration in a liquid depends on the Brownian motion
that creates micro-convection. The mentioned three mechanisms play key roles in the
enhancement of CO2 mass transfer [83].

3. Effective Factors in the CO2 Absorption by Nanofluid

Nanofluids’ properties have opened a new research field in new technologies. Re-
searchers started investigations on various nanofluids to be used as absorbents in CO2
absorption processes. In this respect, different metal oxide, metallic, and nonmetallic
nanoparticles were examined for CO2 absorption enhancement; some of them are TiO2,
MgO, SiO2, Cu, CuO, Al2O3, and carbon nanotubes [84]. The dominant parameters were
determined according to the results of CO2 absorption using nanoparticles. These factors
are nanoparticle type, morphology, size, and concentration in the base fluid, flow rate
of gas, concentration of CO2 in the feed stream, and base fluid type, flow rate, pressure,
temperature, and hydrodynamics as presented in Figure 4 [53].
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Figure 4. The main parameters of nanoparticles in CO2 absorption.

3.1. Effect of Nanoparticle Type

Ganapathy et al., observed gas–liquid absorption enhancement when using nanopar-
ticles in the form of nanofluids in bubbling absorption systems for CO2 capture, which
was different for each nanoparticle type. When equilibrium is reached in a gas–liquid
absorption system, the gas concentration slightly increases in the liquid phase [85]. In
a research study, Fang et al., used a bubbling ammonia system for the investigation of
nanoparticles’ effects on CO2 absorption. The relationship between the type of nanoparticle
and the efficiency of CO2 capture was determined. The sequence of CO2 capture efficiency
was TiO2 > CuO > SiO2 [86]. The CO2 removal efficiency of a stirred reactor containing
CNT and Al2O3 nanoparticles was studied by Sumin et al. The results of their experiments
indicated a considerably enhanced CO2 capture when using carbon nanotubes in the ab-
sorption solvent [33]. In a study, Pineda et al. investigated the effect of TiO2, SiO2, and
Al2O3 nanoparticle addition to the absorption solvent in a new annular contactor (AC)
that utilized a tray absorber. This study suggested up to 5%, 6% and 10% enhancement
in the absorption rate when using TiO2, SiO2, and Al2O3 nanoparticles, respectively [87].
Zhang et al., used a stirred reactor to examine the influence of TiO2 nanoparticle addition
into propylene carbonate, on the capture rate of the system; the effects of particle size and
the optimum concentration of nanoparticles were also analyzed in their experiments [73].
Golkhar et al., used a gas–liquid hollow fiber membrane contactor to remove CO2 with a
nanofluid containing silica nanoparticles and carbon nanotubes. Their findings showed
that CNT nanofluid has better performance in CO2 removal with up to 40% efficiency [31].

3.2. Effect of Nanoparticle Concentration

In one investigation, an isothermal quasi-static high pressure stirred reactor was uti-
lized to study the effect of temperature and concentration of ZnO and SiO2 nanoparticles
in water-based nanofluid on CO2 absorption. Results indicated temperature enhancement
slightly reduces the CO2 absorption, whereas the addition of 0.1 wt.% ZnO and SiO2 in-
creases the CO2 absorption by 14% and 7%, respectively [88]. The influence of MWCNTs
addition to the CO2 absorbent fluid was investigated by Nabipour et al., and the outcomes
indicated that 0.02 wt.% concentration of MWCNTs with carboxyl functional groups in
Sulfinol-M absorber results in a 23.2% enhancement in CO2 equilibrium solubility com-
pared to the base fluid [89]. CO2 absorption in a bubble absorber system was studied by
Kim et al., to evaluate the performance of a nanofluid containing SiO2 nanoparticles on
CO2 absorption. The 0.21 wt.% nanofluid showed a 24% enhancement in CO2 absorption
performance compared to pure water as its base fluid [90]. Peng et al., investigated the

259



Appl. Sci. 2022, 12, 3200

effect of Ag nanoparticle addition into water/NH3 mixture on the mass transfer perfor-
mance of an absorption column, they found that the rate of CO2 absorption was increased
by 55% when 0.02 wt.% Ag nanoparticles were added to the solution [91]. Lee and Kang
used a bubble column system to investigate the influence of Al2O3 nanoparticles addition
to a NaCl solution on the CO2 absorption performance of the system and observed that
only 0.01 vol% of Al2O3 nanoparticles can improve the CO2 solubility. All these inves-
tigations indicate that the addition of small amounts of nanoparticles to an absorption
fluid can enhance its absorption capacity [92]. The CO2 absorption capacity of a nanofluid
containing Fe2O3 nanoparticles was recently investigated by Darvanjooghi et al. [93] and it
was shown that the maximum mean CO2 flux of 2.8 × 10−5 mol/(m2.s) was achieved at a
Fe2O3 concentration of 1 wt.%, which decreased after a while. The effect of HKUST-1 with
polyethyleneimine functional groups was studied on the CO2 absorption capacity of an
aqueous solution of 40 wt.%. This study which was carried out by Irani et al., showed a 16%
enhancement in CO2 absorption capacity when only 0.2 wt.% nanoparticles were used [94].
Periasamy Manikandan et al., studied the influence of Al2O3 nanoparticles on mass transfer
of a water-based nanofluid and reported the maximum CO2 absorption enhancement at
0.6 vol% concentration of Al2O3 nanoparticle [95]. Huang et al. [96] and Park et al. [97,98]
added SiO2 nanoparticles to a solution mixture of MEA, DEA, and Diisopropanolamine to
evaluate its performance in CO2 absorption in a stirred cell. They witnessed a reduction in
the CO2 absorption rate by increasing the nanoparticle concentration, which is believed to
be related to the elasticity of the solution [99]. According to these investigations, the addi-
tion of small amounts of nanoparticles to a fluid significantly enhances the CO2 absorption
of the nanofluid.

3.3. Effect of Nanoparticle Size

Many different types of nanoparticles were used in investigations of CO2 mass transfer
efficiency enhancement by the addition of nanoparticles to aqueous solutions as Al2O3,
SiO2, and TiO2 nanoparticles [100,101]. Nagy et al., achieved more than 200% mass transfer
enhancement by the addition of 10 vol% of n-hexadecane nanoparticles with 65 nm size
into a fluid. According to the results, the rate of mass transfer increases rapidly at low
concentrations of nanoparticles, whereas its enhancement is slow at higher concentrations
of particles (more than 6 vol%) [102]. Lee and Kang, concluded that the addition of smaller
Al2O3 nanoparticles to a NaCl solution shows higher enhancement in the CO2 absorption
capacity of the fluid [92]. Zhu et al., used an agitated microreactor to show the superiority
of a nanofluid containing mesoporous silica materials (MCM41) with a mean particle size
of 250 nm compared to micro-sized silica particles (1.4 and 7 mm), in CO absorption by
water [103]. A study of the literature shows that Kim et al., were the only research group
that studied the influence of nanoparticles on the mass transfer performance of nanofluids.
They dispersed silica nanoparticles with average particle sizes of 30, 70, and 120 nm in water
to reach a nanofluid with 0.021 wt.% nanoparticle concentration. Results showed up to 76%
enhancement in CO2 absorption of a nanofluid containing 0.021 wt.% nanoparticles, 24%
of this enhancement occurred in the first minute of a total 8 min duration of the absorption
process. These increases were 11% and 12%, respectively, for nanofluids containing K2CO3
nanoparticles. The conclusion of their investigation was the contribution of small bubbles
that exist in nanofluids in the enhancement of mass transfer [90]. Huang et al. suggested
that the improvement of volumetric mass transfer coefficient continues until the particle
size reaches 60 nm, and a further increase in particle size does not affect the efficiency of
nanofluid CO2 absorption [96]. Generally, increasing the volume fraction of nanoparticles
will increase the enhancement factor, while enhancement of nanoparticle size decreases
this enhancement factor [47].

3.4. Effect of Temperature

Temperature also plays a key role in CO2 absorption enhancement by nanofluids.
Lee and Kang introduced a novel CO2 absorbent consisting of a NaCl aqueous solution
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containing Al2O3 nanoparticles. They assessed the solubility of CO2 in this nanofluid
at different temperatures and concentrations of Al2O3. They reached 11%, 12.5%, and
8.7% enhancement in CO2 capture at 30 ◦C, 20 ◦C, and 10 ◦C, respectively, when Al2O3
nanoparticle concentration was 0.01 vol% in the solution [92]. Another study carried out by
Lee et al., that was carried out in a bubble reactor indicated that the rate of CO2 absorption
increased by 4.5% at 20 ◦C and Al2O3 concentration of 0.01 vol%; this enhancement was
5.6% when Al2O3 was substituted by SiO2 nanoparticles at the same temperature [104].
Jung et al., achieved an eight percent enhancement in CO2 absorption rate in a bubble
reactor at Al2O3 nanoparticle concentration of 0.01% and 10 ◦C. These results imply that
better mass transfer efficiency was obtained at lower concentrations of nanoparticles [105].

4. Classification of Nanofluids Based on Base Liquid

Determination of the most suitable solvent for CO2 absorption is another challenge.
A suitable solvent must be cheap with high availability, non-toxic, non-corrosive, non-
flammable, and should have a low vapor pressure. Brine, water, ionic liquids, amines,
alcohols, amines, and piperazine (PZ) are the most commonly used solvents for this
purpose [106]. Three types of nanofluids named water mixtures, amines, and methanol are
introduced in the following.

4.1. Amine-Based Nanofluid

Amine absorption of CO2 is classified as a chemical process in which a gas–liquid phase
mass transfer occurs. Absorption and desorption columns are used for this purpose. The
gas–liquid equilibrium determines the absorption performance of the selected amine [107].
Amines have fast kinetics in CO2 absorption. The water solubility is increased and the vapor
pressure is reduced by the hydroxyl functional group in the amine, while the alkalinity
is facilitated by the amino groups in an aqueous solution [108]. Accordingly, aqueous
alkanolamine solutions are the most common solvent used in industrial gas sweetening
processes in scrubbers.

Generally, the number of hydrogen atoms of an ammonia molecule substituted with
other functional groups is the basis of the classifications for amines into three groups that
are primary amines like MEA, secondary amines including DEA, and tertiary amines like
MDEA; secondary amines have fast reactions with acidic gases like CO2 with a higher rate
of regeneration energy consumption in comparison to the tertiary amines [109]. The most
commonly used amine solvent in large plants is the primary amine of MEA, which is highly
reactive and is economically feasible. Nevertheless, this solvent is corrosive and requires a
high amount of energy for regeneration.

Several MEA mixtures are proposed in the literature to reduce the energy consumption
of this solvent; A mixture of tertiary amines with primary amines is often desirable [110].
The favorable acid gas loading of MEDA has made it a cost-efficient solvent for gas sweet-
ening processes. This solvent has low corrosivity and needs lesser amounts of heat for
regeneration. The problem is the weak selectivity of MDEA for CO2 in the presence of
H2S. One way of increasing CO2 selectivity is to activate it before being used in CO2
separation processes; this activation can be achieved through some additives like PZ or
MEA [84]. PZ is another attractive candidate for CO2 absorption due to a higher reactivity
than MEA. But, PZ has also some drawbacks such as higher volatility compared to MEA,
higher cost-intensive implementation in CO2 than MEA which is still in the development
phase. Lots of papers are available in the literature that consider the efficiency, advantage,
and disadvantages of amine solvents. For instance, AMP (2-Amino-2-Methyl-1-Propanol)
is a primary amine with steric hindrance with higher CO2 absorption capacity (due to
bi-carbonate formation), furthermore, it is less corrosive compared with MEA.

According to the literature, CO2 is soluble in aqueous solutions containing alka-
nolamines. This absorption can be further improved by the addition of PZ as an activator,
similarly the additives can also enhance and accelerate the absorption of CO2. On the other
hand, since different species exist in different amines, the chemical stability and corrosivity
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of the products of CO2 absorption will be different from one another. Corrosion causes
some problems for the process including the reduction of equipment lifetime. Besides, the
strong chemical bonds of amine solvents with CO2 require high amounts of energy for the
desorption process. This high energy demand of the solvent recovery process and corrosion
of scrubbers used for CO2 capture (water-based alkanolamine solutions) led to the idea of
developing solid sorbents [10].

Many research studies suggested that the addition of promoters or the dispersion
of a third phase such as solid particles, can considerably increase the gas absorption
performance [33]. In other words, one way of increasing the rate of CO2 absorption in CO2
capture processes is to increase the CO2 mass transfer. This mass transfer improvement
can be achieved by the addition of fine particles to the solvent, which increases the rate of
gas removal in gas–liquid mass transfer processes in the absorption columns, therefore,
the equipment size will be reduced. It means that in the processes where CO2 diffusion is
involved, the acceleration of the absorption rate is achieved by the enhancement of mass
transfer. Therefore, fine particles were added to the liquid phase to increase the mass
transfer; it also increases the efficiency of gas–liquid absorption columns or decreases the
required size of the equipment due to the enhancement in removal rate of the mass transfer
process from gas to the liquid phase.

Thus, the substitution of amine solvents with amine-based nanoparticle absorbents
that are dispersed in the liquid phase can save a significant amount of energy since these
absorbents do not require high amounts of energy for heating and cooling cycles to recover
the liquid solvent [111]. An overview of the recent works in the CO2 absorption with
amine-based nanoparticles is presented in Table 2.

Wang et al., used dispersions of Al2O3, SiO2, and TiO2 nanoparticles in MEA base
fluid to be used in CO2 capture processes. TiO2 showed the highest improvement in CO2
absorption [112]. Similar reports are available in the literature. Jiang et al. carried out some
experiments to determine the effect of four nanoparticles of SiO2, MgO, TiO2, and Al2O3,
on the improvement of CO2 capture. They found that TiO2-MDEA nanofluids have the best
CO2 absorption performance among the four solutions. Since TiO2 has the highest CO2
adsorption capacity, its solution shows the maximum absorption performance due to the
higher gradient of CO2 concentration that it provides in the solution. Furthermore, the CO2
absorption performance of TiO2-MEA nanofluid was better than TiO2-MDEA nanofluid;
the reason was the higher rate of the chemical reaction between MEA and CO2 [105].
Hwang et al. [96] and Park et al. [97–99] studied the impact of SiO2 nanoparticles addition
to MEA, DEA, and DIPA aqueous solutions, on CO2 absorption rate in a stirred cell. Results
indicated that the enhancement of nanoparticle concentration reduces the absorption rate
due to the solution’s elasticity. The absorption enhancement performance of Al2O3 and
SiO2 nanoparticles were assessed when they were dispersed in three different base fluids
of MDEA, PZ, and MEA. The coefficient of mass transfer measured at the liquid side
indicated a significant enhancement in absorption kinetic of PZ absorbent after the addition
of nanoparticles [113]. Komati et al., enhanced the absorption rate of CO2 capture by amine
solutions when nanoferrofluids were used as the enhancement agent. They indicated that
the addition of 0.39 vol% of nanoparticles to the base fluid results in a 92.8% enhancement
in the absorption capacity compared to the base fluid [99].

The utilization of a nanofluid mixture of graphene-Oxide/MDEA in the gas sweeten-
ing process was assessed by Irani et al. [114]. The addition of only 0.1 wt.% graphene oxide
to the solvent could promote its absorption capacity by 9.1% which is attributed to the
increased mass transfer coefficient due to the hydroxyl functional groups on the graphene
oxide surface. In another study, Park et al., studied the impact of colloidal nanosilica
addition to 2-amino-2-methyl-1-propanol solvent on CO2 absorption performance in a
stirred vessel. They found that as the concentration of nanoparticles increases the absorp-
tion rate and the volumetric mass transfer coefficient in the liquid side decreases [115].
Rahmatmand et al. [84] have also witnessed that the addition of CNT nanoparticles does
not significantly affect the DEA absorption performance because DEA is a powerful chem-
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ical absorbent of CO2. Nevertheless, CNTs could significantly enhance the absorptionn
capacity of MDEA-based nanofluid for CO2 capture.

In general, it can be concluded that absorption capacity increases by increasing
nanoparticle concentration in the base fluid [89].

Table 2. Summary of various types of amine-based nanofluids.

Researchers Base Fluid Nanoparticle
Size of

Nanoparticle (nm)
Contactor Type Enhancement %

Absorbent
Loading

Rahimi et al. [116] MDEA nMWCNT 11.6 Stirred reactor 141.6 0.05 wt.%
MEA 11.6 20.79 0.1 wt.%

Jiang et al. [42] MEA TiO2 20 Bubbling reactor 9 0.6 kg/m3

MDEA TiO2 20 30 0.4 kg/m3

MEA Al2O3 20 4 0.6 kg/m3

MDEA Al2O3 20 15 0.8 kg/m3

Irani et al. [114] MDEA GO 29.3–35.16 Stirred cell reactor 10.4 0.2 wt.%
Taheri et al. [117] DEA Al2O3 10–20 WWC 33 0.05 wt.%

SiO2 10–15 40 0.05 wt.%
Irani et al. [94] MDEA PEI-HKUST-1 - PSE 16 0.2 wt.%

Aghehrochaboki et al. [72] MDEA GO - Stirred cell reactor 10.4 0.2 wt.%
PEI-GO - 15 0.1 wt.%

Rahmatmand et al. [84] MDEA CNT * Batch vessel 23 0.02 wt.%
Pashaei et al. [118] PZ TiO2 20 Stirrer Bubble column 14.7 0.05 wt.%

ZnO 10–30 16.6 0.1 wt.%
ZrO2 20 3.7 0.05 wt.%

Li et al. [119] MDEA TiO2 15 Stirred cell reactor 11.54 0.8 wt.%
Komati et al. [99] MDEA Fe3O4 15 WWC 90 0.39 vol%
Wang et al. [112] MEA Al2O3 15 Bubble Column 10 0.06 wt.%

SiO2 15 10 0.06 wt.%
TiO2 15 13 0.06 wt.%

Wang et al. [113] MEA Al2O3 20 WWC 7 0.02 wt.%
SiO2 15 10 0.06 wt.%

Elhambakhsh et al. [120] MDEA Fe3O4@SiO2-NH2 31–39 Stirred cell reactor 16.36 0.1 wt.%
Fe3O4-proline 10–16 6.78 0.02 wt.%
Fe3O4-lysine 13–18 12.13 0.1 wt.%

Jiang et al. [121] TETA SiO2 45 Bubble reaction system 29 0.10 wt.%

*: Outside diameter = 8 nm, Inside diameter = 2.5 nm and Length= 10 μm.

4.2. Water-Based Nanofluid

Water as a non-toxic natural absorber can physically bond with CO2 and H2S. Some
advantages of distilled water (DW) when being used as an absorber are its high surface
tension and proper capacity for CO2 absorption. Nevertheless, it has a weak performance
in CO2 recovery and has a low absorption rate [122]. Thus, many researchers suggested
that dispersing nanoparticles in raw water can considerably increase gas absorption into
the resultant nanofluid as depicted in Table 3.

For instance, the CNT-water was used by Ma et al., as a binary nanofluid for the
absorption of ammonia. The experiment results indicated that a solution mixture of
0.23 wt.% CNTs in water yields a 16.2% improvement in the absorption of the fluid [123].
Periasamy et al., have dispersed copper and graphene nanoparticles in a solution mixture
of water and ethylene glycol and reported a considerable improvement on the base fluid
thermophysical properties [124]. A numerical investigation was carried out by Darabi et al.
on the carbon dioxide adsorption by hollow fiber membranes using two different solutions
of SiO2/water and CNT/water. The CNT/water fluid had better performance compared
to SiO2 nanoparticles and its rate of CO2 capture was 16% higher than the other solution.
The reason is the lower adsorption capacity of SiO2 nanoparticles compared to CNT
nanoparticles [125]. The suspension of SiO2 in water was also assessed from mass and heat
transfer aspects and a significant enhancement was observed in mass and heat transfer
rates that were 18% and 47%, respectively [126].

Komati et al., used magnetic nanoparticles to enhance the CO2 absorption rate of the
base fluid [99]. Salimi et al., used Fe3O4 and NiO suspension in water for the absorption of
CO2 in a packed bed. The results indicated an improvement in mass transfer performance
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of the nanofluid after the addition of magnetic nanoparticles in the CO2 capture process [34].
Samadi et al., could achieve 22.35% and 59% enhancement in CO2 mass flux and mass
transfer coefficient just by using a wetted wall column for CO2 absorption, which was
equipped with an external magnetic field. The nanofluid that was used in their experiments
was Fe3O4/water [127]. The Fe3O4 nanofluid was also examined by Darvanjooghi et al.,
for the CO2 absorption in constant and alternating magnetic fields. The results indicated
that high strength magnetic fields increase both mass transfer rate and solubility of CO2.
The results showed a maximum value of CO2 solubility and the average molar flux of
absorption into the nanofluid when an AC field was applied. They indicated that as the
strength of the magnetic field increases, the renewal surface factor and CO2 mass diffusivity
in the nanofluid increase as well, while the thickness of the diffusion layer decreases [93].
Haghtalab et al., utilized a batch stirred vessel to study CO2 solubility in SiO2/water and
ZnO/water nanofluids. The ZnO/water nanofluid showed better CO2 absorption than the
SiO2/water nanofluid in their experiments. Furthermore, CO2 absorption was examined
by some researchers in membrane contactors with water as the absorption media. They
found that the addition of some materials as promoters to deionized water can enhance the
absorption rate and capacity of CO2 [88].

Table 3. Overview of water-based nanofluids for improvement of CO2 absorption.

Researchers Base Fluid Nanoparticle
Size of

Nanoparticle (nm)
Contactor Type Enhancement %

Absorbent
Loading

Arshadi et al. [111] Water Fe3O4@SiO2-SNH2 50 Bubble column 70.3 0.4 wt.%
Kim et al. [90] Water SiO2 30 Bubble column 24 0.021 wt.%

Jorge et al. [128] Water FCNT a 10 Bubble column 36 4 vol%
Rahmatmand et al. [84] Water SiO2 15 Batch vessel 21 0.1 wt.%

Water Al2O3 20 Batch vessel 18 0.1 wt.%
Fe3O4 4 24 0.02 wt.%
CNT * 34 0.02 wt.%

Peyravi et al. [32] Water Fe3O4 4 HFMC 43.8 0.15 wt.%
CNT * 38 0.1 wt.%
SiO2 15 25.9 0.05 wt.%

Al2O3 20 3 0.05 wt.%
Haghtalab et al. [88] Water SiO2 30–40 Bubble column 7 0.1 wt.%

Water ZnO 11.5 14 0.1 wt.%
Salimi et al. [129] Water Al2O3 15–20 Packed column 14 0.05 vol%

Al2O3-SiO2 10–15 10 0.05 vol%
Salimi et al. [34] Water Fe3O4 8 Packed column 12 0.005 vol%

NiO 50 9.5 0.01 vol%
Samadi et al. [127] Water Al2O3 25 WWC 40–55 1 vol%

Darvanjooghi et al. [93] Water SiO2 62 Bubble column 40 0.01 wt.%
Ghasem [130] Water CNT * HFMC 45 1 0.25 wt.%

Rezakazemi et al. [131] Water SiO2 15 HFMC 16 0.05 wt.%
CNT * 34 0.05 wt.%

Zare et al. [29] DI Water ZnO 10–30 PP HFMC 130 0.15 wt.%
TiO2 21 60 0.15 wt.%

MWCNT 10–20 60 0.15 wt.%
Rahimi et al. [116] Water nMWCNT 11.6 Stirred reactor 25.1 0.02 wt.%
Devakki et al. [24] DI Water TiO2 <50 Stirred cell reactor 39.81 0.1 wt.%

Al2O3 <40 22.3 0.14 wt.%

Hafizi et al. [132] Water DETA@ECH@ Fe3O4 40
Batch equilibrium

77.3 0.5 wt.%vessel
Esmaeili-Faraj et al. [133] Water EGO 20 Bubble column diminished to zero <0.02 wt.%
Elhambakhsh et al. [134] DI Water Fe3O4@SiO2-lysine 17–20 Bubble Column 88 0.125 wt.%
Karamian et al. [135] Water Al2O3 20–60 Single-Bubble Column 117 0.1 wt.%

Fe2O3 30–80 103 1 wt.%
SiO2 20–60 88 0.01 wt.%

Lee et al. [136] DI Water Al2O3 45 Bubble Column 23.5 0.01 vol%
SiO2 15 23.5 0.01 vol%

Ansaripour et al. [137] DI Water α- Al2O3 80 HFMC 12.2 0.02 vol%
γ- Al2O3 20 21.6 0.02 vol%

Golkhar et al. [31] DI Water CNT * HFMC 40 0.5 wt.%
SiO2 10–15 20 0.5 wt.%

Choi et al. [138] DI Water SiO2 15 Stirred cell reactor 13.1 0.01 vol%
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Table 3. Cont.

Researchers Base Fluid Nanoparticle
Size of

Nanoparticle (nm)
Contactor Type Enhancement %

Absorbent
Loading

Elhambakhsh et al. [120] DI Water Fe3O4-proline 10–16 Stirred cell reactor 25.07 0.02 wt.%
Fe3O4-lysine 13–18 31.04 0.1 wt.%

Fe3O4@SiO2-NH2 31–39 34.23 0.1 wt.%
Manikandan et al. [95] Water Al2O3 - WWC 19 0.6 vol%
Manikandan et al. [139] Water TiO2 - Packed column 65 1.0 vol%

MWCNT 10 Bubble Column 36 40 Mg/L

1: CO2 removal% *: Outside diameter = 8 nm, Inside diameter = 2.5 nm and Length= 10 μm. a: Hollow fiber
membrane contactors.

Nanofluids containing different nanoparticles like SiO2, Fe3O4, carbon nanotubes, or
Al2O3 in a base fluid including amine-based solutions or deionized water were also used
for gas absorption in a membrane contactor. The CO2 absorption performance of different
nanofluids from gas streams was also experimentally studied to determine the influence
of different nanoparticles (Al2O3, SiO2, Fe3O4, and CNT), in low concentrations, on the
improvement of CO2 absorption. It was revealed that unlike Al2O3 and SiO2 which have
better CO2 absorption performance at high concentrations, CNT and Fe3O4 nanoparticles
better enhance CO2 absorption at low concentrations [84,102]. In general, when water
is used as the base fluid in absorption processes, hydrophobic nanoparticles have better
dispersion and a higher rate of collisions with CO2 bubbles; consequently, the rate of CO2
bubble cracking and as a result, the mass transfer between the two phases increases [111].

4.3. Methanol-Based Nanofluid

The methanol-based nanofluids are another kind of absorbent that improves CO2
absorption in synthetic natural gas (SNG) systems. The high selectivity and low cost of
this absorbent and the possibility of being used for high-pressure natural gas streams have
made it a good candidate for these processes. Another advantage of this absorbent is the
requirement of low temperatures for the regeneration process compared to the aqueous
solutions since it has smaller latent heat and a lower boiling point. Therefore, the non-
aqueous alkanolamines are good candidates to enhance the CO2 absorption performance.
But, according to Henry’s law of solubility, it is required to keep the temperature of the
absorbent at about −20 ◦C to be able to increase the rate of absorption [104,140]. Therefore,
it needs a lot of energy to keep methanol at such a low temperature. The addition of
nanoparticles to the base fluids is a perfect way of CO2 absorption enhancement. The
present research efforts are summarized in Table 4.

Table 4. Common use of methanol-based nanofluids in CO2 absorption.

Researchers Base Fluid Nanoparticle Particle Size (nm) Contactor Type Enhancement %
Absorbent

Loading

Pineda et al. [87] Methanol Al2O3 40–50 AC, T-CA 1.2, 10 0.05 vol%
TiO2 <25 4.6, 5 0.05 vol%
SiO2 10–20 1.1, 6 0.05 vol%

Jung et al. [105] Methanol Al2O3 40–50 Bubble column 8.3 0.01 vol%
Pineda et al. [141] Methanol Al2O3 40–50 Tray column 9.4 0.05 vol%

SiO2 10–20 9.7 0.05 vol%
Lee et al. [104] Methanol Al2O3 40–50 Bubble column 4.5 0.01 vol%

SiO2 10–20 5.6 0.01 vol%
Kim et al. [78] Methanol Al2O3 40–50 Bubble column 26 0.01 vol%

Accordingly, extensive investigations were done by Jung et al., with nanofluids con-
taining Al2O3 dispersed nanoparticles with 0.005–0.1 vol% concentrations. They achieved
the highest CO2 elimination of 8.3% at nanoparticle a concentration of 0.01 vol% compared
to pure methanol as the absorbent. The suggested that the reason for this enhancement is
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the Brownian motion that induces particle-laden flows and consequently creates the mixing
effects by Al2O3 nanoparticles [105].

Pineda et al., used a tray column to study the impact of Al2O3 and SiO2 on CO2
absorption rate when they are dispersed in a methanol-based solution. Results of their
experiments showed a 9.4% and 9.7% enhancement, respectively, in the absorption capacity
of nanofluids containing Al2O3 and SiO2, when the optimum concentration of 0.05% of
the nanoparticles was used [141]. Lee et al., also investigated the absorption performance
of different methanol-based nanofluids containing different concentrations of silica and
alumina particles. It was observed that the highest CO2 absorption compared to pure
methanol is achieved when 0.01 vol% Al2O3 or 0.01 vol% SiO2 are dispersed in the pure
methanol, in this case, 4.5% and 5.6% improvement will occur in the absorption process,
respectively [104]. In another investigation, Peng et al., utilized the transient hot-wire
method to determine the thermal conductivity nanofluids in which SiO2 and Al2O3 are
dispersed in methanol. The maximum increase in thermal conductivity was 14.29% when
the nanoparticle concentration was in the range of 0.005–0.5 vol% [142]. Jung et al., utilized
a bubble column to evaluate the performance of nanofluids containing Al2O3 dispersed in
methanol-based fluids in the absorption rate of CO2. They found that the absorption rate
of the nanofluid is 8.3% higher compared to the pure base fluid [105].

In the end, different base fluids for nanofluids for the improvement of CO2 absorption
in the literature are compared in Table 5. The results indicate that the nanofluids in these
fluids showed proper activity as compared with those reported in earlier studies.

Table 5. Different based nanofluids for the improvement of CO2 absorption.

Researchers Base Fluid Nanoparticle
Size of

Nanoparticle (nm)
Contactor Type Enhancement %

Absorbent
Loading

Devakki et al. [24] Salt solutions Al2O3 <40 Stirred cell reactor −5.68 1 1 to 3.1 wt.%
TiO2 <50 −11.93 1 1 to 3.1 wt.%

Lee et al. [92] NaCl solution Al2O3 40–50 Bubble column 12.5 0.01 vol%

Nabipour et al. [89] Sulfinol-M Fe3O4 ** Quasi-static high
pressure 14.7 0.02 wt.%

MWCNT 20–30 23.2 0.02 wt.%
Zhang et al. [83] Ammonia solutions Fe3O4 20 Bubbling reactor 14.5 0.3 g/L

1: decreases the absorption **: Inside diameter: 5–10 nm, outside diameter: 20–30 nm and length: 10–30 μm.

5. Future Perspective

Currently, due to their positive approaches in CO2 absorption, hybrid systems can
replace common processes. Due to their novelty, on the other hand, hybrid systems require
further studies to understand the effect of parameters, the performance of nanomaterials,
and analysis of the process to reach an optimum rate of absorption. Some of the chal-
lenges in using hybrid systems include blockage, phase stability, lack of sufficient data in
examining solvent properties, pump power, and costs of solid materials, increasing heat
and energy transfer, and imposing additional investment costs. In this regard, by proper
selection of nanoparticles and base liquid, two problems of energy and economy can be
controlled in these systems in addition to accelerating mass transfer and increasing gas-
phase absorption by solid particles. Generally, a promising perspective can be imagined
in the future and at large scales by studying the relationship between mechanisms and
conducting comprehensive studies on nanofluids’ role in CO2 absorption. Furthermore,
CO2 removal and absorption processes using nanoparticles and new methods will be paid
more scientific attention in the future.

6. Conclusions

In this study, we have investigated hybrid systems, unique properties of nanomaterials,
and their wide application in CO2 absorption. In the last few decades, the properties of
nanoparticles on a small scale with different structures have been significantly efficient in
the energy field. Accordingly, we believe that such technology provides one of the effective

266



Appl. Sci. 2022, 12, 3200

solutions for CO2 absorption. In this review study, in addition to the nanofluid explanation,
its application, and properties using the nanofluid preparation, we have tried to address the
reasons behind the base liquid selection, stability, mass transfer enhancement mechanisms
in the nanofluids (shuttle effect, Bubble Breakup effect, and micro convection), and the CO2
absorption increasing factors following the nanofluids. One of the most important points
of the hybrid systems is the role of the base solvent, in which by properly selecting the
nanoparticles–base solvent pair, the mass transfer rate and mechanism for CO2 absorption
have been substantially increased, accelerating the CO2 reaction kinetics. On the contrary,
lower energy consumption is required for solvent regeneration in the desorption process
by decreasing the heat transfer in such systems. For this reason, in this study, the effect of
3 types of base liquid, e.g., water, amine and methanol, with different nanoparticles have
been evaluated on the CO2 absorption level. In the following, we will briefly explain the
main results of this short review.

1. CO2 absorption using nanofluids depends on several factors, i.e., particle size,
nanoparticle type, temperature, and base liquid.

2. The nanoparticles preparation method and their stability are some of the important
properties of nanofluids that should be taken into consideration. This is because the hybrid
systems create sediments and settle over time. Accordingly, in order to control this issue,
we can reform the nanoparticles’ surface or the low-cost dispersions so that the stability of
the nanofluids is increased.

3. The suspension preparation process is of paramount importance in terms of the type
and the extent of solid particles since the nanoparticles’ cost as an additive solid material to
the base solvent is one of the important economic issues. Similarly, in hybrid systems, the
nanoparticles synthesis is usually done using the 2-step method that is cost-effective.

4. The main mechanisms for the CO2 absorption, the shuttle effect, bubble break-
up, and the Brownian motion leading to the nanoparticles’ micro convection have been
thoroughly explained. It is expected that other mechanisms will be explained in this field
in the future.

5. The CO2 absorption in the nanofluid depends on the different surfaces of the
nanoparticles; as a nanoparticle has a larger surface, it is dispersed better in the base liquid,
increasing the absorption level.

6. There are different nanoparticles with particular applications and properties, but
among them, making use of the metal oxide nanoparticles, e.g., Fe3O4, ZnO, Al2O3, TiO2,
etc., have captured significant interest in industrial applications due to being cheaper.

7. The CO2 absorption has been investigated using three base liquids (water, amine,
and methanol). Water has captured more interest among researchers as a base liquid than
the two other base liquids due to availability and being cheaper.

In general, according to the research conducted in the realm of mass transfer and
CO2 absorption so far, we can conclude that using nanofluids is an effective method for
increasing the CO2 absorption in terms of the base liquid that can decrease the energy
consumption and equipment costs.
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Abbreviations

AC Annular contactor
AMP 2-Amino-2-Methyl-1-Propanol
CCS CO2 capture and sequestration
COPs Covalent organic frameworks
DEA Diethanolamine
DEPG Dimethyl ether of polyethylene glycol
DLS Dynamic light scattering
DW Distilled water
EU European Union
ESA Electrical swing adsorption
GHG Greenhouse gas
HFCM Hollow fiber ceramic membrane
IIS lonic liquids
LLE Liquid–liquid extraction
MDEA Methyldiethanolamine
MEA Monoethanolamine
MOFs Metal-organic frameworks
MWCNT Multi-walled carbon nanotube
NGO Nanographene oxide
NMP N-Methyl-2-Pyrrolidone
NP Nanoparticle
PC Propylene carbonate
PNP Pnitrophenol
PSA Pressure swing adsorption
PZ Piperazine
RES Renewable energy sources
SNG Synthetic natural gas
TEM Transmission electron microscopy
TSA Temperature swing adsorption
TVS Temperature vacuum adsorption
VSA Vacuum swing adsorption
WWC Watted-wall column
Fe3O4@SiO2-NH2 Synthesiz of Fe3O4
Fe3O4-lysine Synthesiz of Fe3O4
Fe3O4-proline Synthesiz of Fe3O4
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Abstract: Features of the tubular type of heat exchanger were examined experimentally in the current
study. A rig is fitted with a novel insert as a negative heat transfer increase technique. The core fluid
used is air under steady heat flux and a turbulent discharge state (6000 ≤ Re ≤ 19,500) conditions.
Two heat transfer augmentation inserts are employed; one is the basket turbulators utilized as a
turbulator and placed inside the heat exchanger with a constant pitch ratio (PR = 150 mm), and the
other is the basket turbulators together with twisted tape that are installed at the core of the basket
turbulators. The measurements illustrated that the Nusselt number (Nu) was found to be higher by
about 131.8%, 169.5%, 187.7%, and 206.5% in comparison with the plain heat exchanger for basket
turbulators and the combined basket–twisted tape inserts with y/w = 6, 3, and 2, respectively. The
highest thermal efficiency factor of the increased tubular heat exchanger is 1.63 times more elevated
than that of the simple heat exchanger on average, due to a binary basket-quirky strip for a twisting
percentage y/w equal to 2 under steady pumping energy. Further, practical correlations for the
Nusselt number, as well as friction characteristics, were established and presented.

Keywords: heat transfer enhancement; binary basket–twisted strip inserts; friction characteristics;
thermal performance characteristics; turbulent flow

1. Introduction

Owing to the growing energy costs and manufacturing materials, researchers have
given significant attention to building up efficient, compact, and economical thermal sys-
tems for different engineering applications such as nuclear reactors, chemical processing
industries, solar heaters, etc. A highly efficient thermal system comes with augmented heat
transfer using passive, active, or a combination of multiple passive or active techniques.
The primary goals of these strategies are to increase the thermal efficiency of the existing
systems whilst also actually reducing their size, weight, and operating costs. Consequently,
the suitable design of these approaches constitutes a difficult problem in order to achieve
heat transfer optimisation at reasonable increase in frictional forces. Using a passive strat-
egy based on introducing turbulators in the flow route as augmentations, such as helical
inserts [1,2], it was found that with increasing pitch, vortex shedding frequencies also
rise, and that the highest amplitude of the vortex generated by conical-ring turbulators
occurred at low pitches. It is discovered that the Nu number grows with rising Re number,
and the optimum heat transfer is reached for the arrangement with the smallest pitch, for
corrugated and grooved geometries [3–5]. As the pitch length is increased, the frequency
of vortex shedding is also observed to rise, and the peak amplitude of vortex generated by
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conical-ring turbulators occurs at small pitches. Findings were made to show increasing Nu
with rising Re, and maximum heat transfer is achieved at the minimum pitch configuration
for ribbed and grooved geometries [3–5]. The dimensions of the grooves, the rotational
speed, and the axial velocity of the fluid show a significant impact on their heat transfer. The
results of vortex generators [6,7] show that increases in distance between two vortex genera-
tors increase the mean Nusselt number, and other types of turbulators [8–10] are commonly
used to improve heat transfer inside thermal systems due to the simple manufacturing
process, easily employed compared to the active technique. Employing conical-ring turbu-
lators at three-pitch ratios (PR) 2, 3, and 4, Ibrahim et al. [11] demonstrated augmentations
of 330, 419, and 765 percent, respectively. They also discovered that using the diverging
conical-ring with a smaller setup can increase the enhancement effectiveness by 1.291 (PR).
Xu et al. [12] examined the effect of winglet vortex generators on a horizontal circular tube
in a forced convection setting with a Re number range of 6000–34,000. They concluded that
winglet tensor flow with a pitch ratio of 1.6, a barrier ratio of 0.3, and an attack angle of
45◦ boosted the heat transfer rate by up to 4.88 times under constant heat flux conditions.
The perforated inserts are usually used to generate strong turbulence/vortex flows, which
helps further improvement of turbulence intensity with reasonable increment in pressure
loss. Chamoli et al. [13] performed an investigation of the perforated vortex generators’
influences on forced convection in a circular tube. They observed that the perforated
insert improves the thermal performance by 1.65 times under constant pumping power
conditions. In comparison with the conventional conical-ring, Nakhchi et al. [14] claimed
that the recirculation flow by holes of perforated conical-rings with varying geometrical
characteristics can improve the heat transfer rate by about 35.48% and decrease the pressure
loss by about 88.06%. Attempts to enhance thermal efficiency took place by utilising the
advantages of twisted-tape swirl generator inserts as cross hollow twisted-tape [15]. A
plain tube’s experimental data are compared to the standard validation. With the increase in
the hollow width from 6 mm to 10 mm, the Nu number and friction factor (f) subsequently
increase. Compared to the flat tube, Nu and f increase by 93 percent–120 percent and
883 percent–1042 percent, respectively, for the 6 mm hollow width rise. Perforated double
and triple counter twisted-tape [16,17] evaluated the impacts of perforated double and
triple-counter twisted-tapes on heat transmission and fluid friction properties in a heat
exchanger tube. Except for 1.2 percent porosity, the measurements showed that the Nu, f,
and thermal enhancement efficiency improved with porosity reduction. The findings also
demonstrated better heat transfer of the tape-fitted tube, accompanied by a consequent
rise in the f. The thermohydraulic features inside the heat exchanger tube inserted with
multiple-twisted-tapes [18]. The measurements revealed a signed rise in heat transfer and
f in comparison with single-twisted tape, compound-twisted tape, and twisted tube [19].
An effort to examine the thermo-fluidic transportation capability of a laminar flow passing
through tubular-heat exchangers utilizing a composite design consisting of the combination
of twisted-tapes and twisted-tubes. The results show that raising the twist-pitch and Re
improves the total efficiency with twisted-tape with rectangular-cut [20]. Nu numbers in a
tube with a rectangular-cut twisted-tape insert increased 2.3–2.9 times while f increased
1.4–1.8 times to a smooth tube with perforated helical twisted-tapes [21]. The testing find-
ings show that using perforated helical twisted-tapes reduces friction loss when compared
to helically twisted-tape and helical screw-tape [22]. Heat transfer properties and f were
tested on helical screw elements with variable twisted ratios and helical screw inserts
with various pitch lengths. The research reveals that the total Nu and f reduce as the
spacer length or twisted ratio increases for flat tube, spiral ribs, and twisted-tapes [23]. The
findings of V-Shape twisted jaw [24] reveal in excess of unity thermal power factor readings
with an increasing trend as the number of turbulators increases, demonstrating the practi-
cality of employing these turbulators realistically. For the tube with punched delta-winglet
vortex generators [25], a better temperature distribution is obtained, resulting in a better
temperature gradient than that obtained with the smooth tube. It was also discovered that,
as the attack angle increases, the temperature distribution also follows a trend towards a rel-
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atively homogenous temperature profile, and tape inserts combined with cables nails [26].
Prior research indicated that the twisted-tape swirl generator has excellent heat transfer
performance by producing strong swirling flow and that the perforated twisted-tape was
helpful in lowering pressure loss. However, according Promvonge et al. [27], a composite
heat transfer enhancement achieved by combining various heat transfer augmentation ap-
proaches may be used to provide an augmentation that improves the thermal performance
of either of the procedures functioning independently. They discovered that using a conical-
ring and twisted-tape with a twisted ratio TR = 3.75 increases the enhancement efficiency
by 1.96 times. Eiamsa et al. [28] offered another experimental research to clarify the impact
of the combination insert of regularly/constant wire coil pitch ratio and the twisted-tape
on thermal performance behaviours. According to the findings, combining inserts with
decreasing coil pitch ratios can boost enhancement efficiency by up to 1.25 times.

Kurnia et al. [29,30] summarized the contribution of entropy production due to both
heat transfer and viscous dissipation, in addition to the Bejan number over different
twisted band designs, and found that helical tubes having twisted-tape inserts exhibit
poorer heat entropy production compared to tubes without. This suggests that for heat
transfer equipment, a helical tube with a twisted-tape insert appears to be more effective.
The augmentation of heat transmission by various types of inserts, as described in the
preceding literature, is largely reliant on the designs and geometries of the inserts. In light
of this, it is created a novel design of inserts (basket turbulators) to improve a tubular heat
exchanger. When compared to a heat exchanger without inserts, basket turbulators with
a spacing ratio of 4.2 can increase heat transfer rate by 115.9 percent, according to their
research. The analysis of the work [31] indicates promising findings on the problem of
heat transfer augmentation and inspires the current effort to extend the research using
basket turbulators in conjunction with twisted-tapes swirl generators placed inside a
circular tube under the same operating circumstances. The compound augmentation is
supposed to provide a high heat transfer rate by introducing swirl flow and significant
fluctuation. As a result, the thermal performance, heat transfer, and friction losses of a
tubular heat exchanger coupled with compound augmentation, i.e., basket turbulators with
twisted-tapes swirl generator with three twist ratios (y/w = 2, 3, and 6) are investigated
experimentally in the current work. There is no evidence of such coupled augmentations
in the literature. The experiments were divided into three parts: a study of the thermal
performance, heat transfer rate, and friction losses of the basket turbulators in a turbulent
flow regime (6000 ≤ Re ≤ 19,500) under constant heat flux, the introduction of a novel
compound augmentation, and the development of empirical correlations to predict the rate
of heat transfer and friction losses. Therefore, the novelty of the current paper is carrying
out an experimental study on novel inserts using basket turbulators with twisted-tapes
swirl generators.

2. Experimental Apparatus Description

To perform the experiments, an open-loop experimental apparatus located in a normal
environment (1 atm) is used. The experimental apparatus is shown by the photographic
view and schematic diagram in Figures 1 and 2. The experimental setup mainly consists of
a tubular heat exchanger, augmentation inserts, a data collection method, and measurement
devices. The heat exchanger is built of an aluminium conduit with an outside diameter of
5 cm, an inner diameter of 4.5 cm, a thick of 0.25 cm, and a length of 13.50 cm. Figure 3 shows
the geometric configurations of the tubular heat exchanger, basket turbulators, and twisted-
tapes inserts. The twisted-tapes are made of galvanized iron and have twist ratios of TR = 2,
3, and 6 (w = 1.5 cm, y = 3–9 cm). Five pieces of basket turbulators, which are made from the
iron bar, are used in this experiment with a constant distance between them (PR = 150 mm).
The basket turbulators are inserted into the heat exchanger in a wall-attached position,
and the twisted tapes are tightly fitted into the centre of the basket turbulators. The heat
exchanger is Ohmically heated using continuously whining flexible nickel–chrome wire to
obtain a boundary condition with a homogeneous heat flux. A voltage regulator is applied
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to regulate the input power and automatically maintain the heat flux within acceptable
limits along with the heat exchanger. Twenty-two calibrated thermocouples (type k)
with a temperature range from −58 to 1298 ◦C are used in positions which are eighteen
thermocouples installed along the heat exchanger’s wall to determine the distribution of
the wall temperature. To acquire the bulk air temperature, four thermocouples are fitted in
the input and exit sections. Table 1 shows the placement of the thermocouple along the heat
exchanger. All thermocouples are linked to a selection switch, which is subsequently linked
to a multi-channel digital data logger system. The exterior surface of the heat exchanger
was thermally insulated by an asbestos layer and a fibreglass sheet to reduce heat loss.

Figure 1. Photographic view of the using experimental apparatus.

Figure 2. Schematic of the using experimental apparatus.
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Figure 3. Geometric configurations of twisted tapes.

Table 1. Thermocouple’s location.

No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

Position-x-(mm) 10 20 30 50 70 90 130 170 230 290 380 470 570 670 770 900 1040 1180

3. Governing Equations

In this experiment, air supplied by an electrical blower serves as the working fluid
and is circulated through the heat exchanger. In a steady-state instance, the net heat
energy transmitted from the electrical heater to the air through the heat exchanger wall
was calculated as Equation (1), whereas real heat was specified as follows [31,32]:

Qnet = Vinput · Iinput − Qls.; (1)

Qactual =
Qnet + Qcon.

2
; (2)
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where:
Qcon. =

·
ma · Cp,a · (Tb,o − Tb,i); (3)

Based on Equation (2), the mean rate of heat transfer is denoted as:

h =
Qactual

Att · (Tav,w − Tb)
; (4)

where Tav,w, Tb are the air bulk temperature and average wall temperature, respectively,
which are obtained as follows [32]:

Tb =
(Tb,o + Tb,i)

2
; (5)

Tav,w =
∑18

i=1 Twi

18
; (6)

The (Nu) mean is defined as below [29]:

Nud =
h · Dh

ka
; (7)

The (Re) can be expected as below:

Re =
U · Dh

νa
; (8)

Friction factor (f ) is estimated as follows:

f =
ΔP(

L
D

)(
ρU2

2

) ; (9)

Enhancement efficiency (ξ) was calculated as follows for a constant pumping power [33]:

ξ =
h
h0

=
Nu
Nu0

=

(
Nu
Nu0

)(
f
f0

)−1/3
(10)

4. Error Analysis and Uncertainties of Experimental Data

The experimental data are always subjected to a certain level of uncertainty due to the
errors in the measuring devices. Based on the ANSI/ASME standard [34], the approach
proposed by McClintock and Kline [35], the uncertainty of experimental measurements is
determined by the following equations.

(
ΔNu
Nu

)
=

√√√√ 1
Nu

[(
∂

∂h
(Nu)Δh

)2
+

(
∂

∂Dh
(Nu)ΔDh

)2
+

(
∂

∂k
(Nu)Δk

)2
]

(11)

(
Δh
h

)
=

√√√√1
h

[(
∂

∂q

(
h
)

Δq
)2

+

(
∂

∂Tw

(
h
)

ΔTw

)2
+

(
∂

∂Tb

(
h
)

ΔTb

)2
]

(12)

Reynolds number:

(
ΔRe
Re

)
=

√√√√ 1
Re

[(
∂

∂u
(Re)Δ(u)

)2
+

(
∂

∂ρ
(Re)Δρ

)2
+

(
∂

∂Dh
(Re)ΔDh

)2
+

(
∂

∂μ
(Re)Δμ

)2
]

(13)
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Friction factor:

(
Δ f
f

)
=

√√√√ 1
f

[(
∂

∂ΔP
( f )Δ(ΔP)

)2
+

(
∂

∂L
( f )ΔL

)2
+

(
∂

∂Dh
( f )ΔDh

)2
+

(
∂

∂Re
( f )ΔRe

)2
]

(14)

The greatest uncertainties for the Nu, Re, and f were determined as 4.12 percent, 1.85 per-
cent, and 3.6 percent, respectively. Table 2 lists the accuracy values of measuring instruments.

Table 2. Accuracy of Measurement Instruments.

Measured Parameters Value

Temperature ± 0.5 ◦C
Air velocity ±0.75 m/s

Current of the heater ±0.0003 Amp
Voltage of the heater 0.04 Vol

5. Results

5.1. Confirmation of the Plain Heat Exchanger Findings

The findings of the linked experiment’s heat transfer were referred to as the (Nu),
while the results of the friction losses were referred to as the (f ). Prior to conducting the
tests, the Nu and f values of the heat exchanger without inserts were recorded and verified
to assess the reliability of the measurement and test equipment over the entire test range.
The Nu and f findings were compared to previous empirical correlations of Promvonge [27]
for Nu number and Blasius [36] and Petkhov [37] for f under comparable conditions, as
shown in Figures 4 and 5, respectively. These findings show that the Nu and f values match
well to values derived from prior empirical correlations available within 5.4 percent and
4.47 percent, respectively.

Figure 4. Confirmation of Nusselt number for plain heat exchanger.
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Figure 5. Confirmation of friction factor for plain heat exchanger.

5.2. Impact of Combined Basket–Twisted Tape Inserts

Figure 6 depicts the impact of the basket and combination basket–twisted tape inserts
on heat transfer rate. The average Nu and Re numbers were noted to be directly related
to each other. This might be related as the turbulence intensity goes up with rising Re,
which resulted in an increase in convective heat transfer. The use of basket turbulators
alone resulted in a considerable increase in heat transmission rate with variation in Re.
The average Nu of the basket turbulators was found to be around 131.8 percent greater
than that of the ordinary heat exchanger for constant pitch ratio (PR = 150 mm). The
reason for this might be related to the heat exchanger creating a spiral or secondary flow
with relatively high turbulent intensity, which leads to the disruption and reintegration
of the thermal boundary layer, which further improves the convection heat transfer and
momentum process. Using twisted-tape in combination with basket turbulators results
in stronger swirl flow around the core region and more mixing occurring within the heat
exchanger core and the wall region, which is why the average Nu is higher than that of
basket turbulators alone. Figure 6 shows that when the combined basket–twisted tape
is introduced with a rising Re number and decreasing twist ratio, the average Nusselt
number increases. Due to the increased turbulence intensity and longer flow length with a
low twist ratio (y/w = 2), the greatest heat transfer rate was attained. The average Nu of
the combined basket–twisted tape inserts was increased by 169.5 percent, 187.7 percent,
and 206.5 percent for y/w = 6, 3, and 2, respectively, when compared to the simple heat
exchanger. Figure 7 depicts the fluctuation of the f with the Re number. The employment
of basket and coupled basket–twisted tape inserts results in an extra pressure loss when
compared to the basic heat exchanger, as predicted. The dissipation of dynamic pressure
owing to increased forces generated by swirling flow, as well as the increase in air contact
surface area induced by the presence of basket–twisted tape inserts, account for a major
portion of the pressure loss. The f of basket turbulators can be up to three and a half times
that of a conventional heat exchanger, while the variation in friction factors induced by
differing twist ratios might be up to 5–6.5 times greater.
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Figure 6. Difference of Nusselt number and Re number for heat exchanger trim by basket alone and
combined basket–twisted tape inserts.

Figure 7. Difference of friction factor with and Reynolds number for heat exchanger trim by basket
alone and combined basket–twisted tape inserts.

5.3. Thermal Performing Assessment

Figure 8 illustrates the fluctuation of thermal performance factor (ξ), computed by
Equation (10), with Re number. It is evident that the thermal efficiency reduces with the
rising Re number and increases with the use of basket and combination basket–twisted tape
inserts, notably in the 6000–12,000 Re number range. It is worth mentioning that the case of
combined basket–twisted tape with a modest twist ratio outperforms those with a greater
twist ratio and the case of basket alone in terms of thermal performance. Figure 9 compares
all of the evaluated instances and their influence on the thermal performance factor. When

283



Appl. Sci. 2022, 12, 4807

basket and combination basket–twisted tape inserts with N = 5 and y/w = 6, 3, and 2 are
used, the average thermal performance factor is 1.40, 1.49, 1.56, and 1.63 times, respectively.

Figure 8. Variation of thermal performance factor with Reynolds number for heat exchanger fitted
with basket alone and combined basket–twisted tape inserts.

Figure 9. Percentage of thermal performance factor enhancement.

5.4. Empirical Correlations

Using coupled basket–twisted tape inserts with y/w = 6, 3, and 2, empirical cor-
relations were generated for turbulent flow regimes with Re numbers ranging between
6000–19,500. The Nu and f of the plain heat exchanger were correlated based on the experi-
mental results and are provided below in Equations (15) and (16), respectively [37,38].

Nu = 0.0158Re0.825Pr0.4 (15)

f = 0.5229Re−0.298 (16)
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Correlations depending on (Re), (Re), Prandtl number (Pr), number of basket inserts
(N), and twist ratio (y/w) were suggested for the case of combined basket–twisted tape
inserts as follows [37,38]:

Nu = 0.11618Re0.625Pr0.4N0.541(y/w)−0.011 (17)

f = 0.6284Re−0.285N0.99(y/w)−0.0001 (18)

The predicted values of the Nu were found to be within 7.2 percent of the experimental
data for the average Nu, as shown in Figure 10.

Figure 10. Expected data of Nu vs. trial data.

6. Conclusions

The heat transfer and pressure drops of a circular heat exchanger with a basket and
combined basket–twisted inserts are investigated using three types of twist ratios (TR = 2,
3, and 6) in a turbulent flow condition with Re values varying between 6000–19,500. The
experimental findings show that using combination basket–twisted tape inserts generates
greater heat transfer rates than using a basket alone in a heat exchanger.

For y/w = 6, 3, and 2, the greatest rate of heat transfer attained by utilizing the
combination basket–twisted tape improved by 169.5, 187.7, and 206.5 percent, respectively,
as compared to the simple heat exchanger. For y/w = 6, 3, and 2, the thermal performance
factor attained by employing the combination basket–twisted tape inserts improved by
1.49, 1.56, and 1.63 times, respectively, in comparison with the simple heat exchanger.
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Nomenclature

Att Inner Surface Area of tube Test Section, m2

Cp.a Specific Heat of Air, J/kg.K
D Hydraulic Diameter, m
f Friction Factor
.
h Coefficient of Heat Transfer, W/m2.K
I Current, A
V Voltage, volt
Ka Thermal Conductivity, W/m.K
L Length of Tube Test Section, m
.

ma Air Mass Flow Rate, kg/s
N Number of Turbulators pieces
Nud Average Nusselt Number of Plain tube Case
Pr Prandtl Number
Qlos Heat losses, W
Qcon. Convective Heat Transfer from the Test Section, W
Re Reynolds Number
Tb,I Temperature of Air at the Test Section Entrance, ◦K
Tb,o Temperature of Air at the Test Section Exit, ◦K
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Abstract: This work aims to define the microstructure and to study the mechanical properties of
an Al matrix incorporated with various amounts of Fe2O3 (3, 6, 9, 12 and 15 wt.%) with a constant
amount of Ag at 1 wt.%. Al/Fe2O3 + Ag hybrid nano-composite samples are manufactured using
powder metallurgy. An aluminum matrix is considered an important alloy, owing to its properties
such as being lightweight, strong and corrosion and wear resistant, which enable it to be used in
many applications, such as electronics, aerospace and automotive purposes. Various examinations
have been performed for the samples of this work, such as Field Emission Scanning Electron Mi-
croscopy (FESEM) and X-ray Diffraction (XRD) analysis to estimate the microstructure and phases
of manufactured nano-composites. Mechanical testing is also carried out, such as micro-hardness
testing, compressive testing and wear testing, to estimate the mechanical properties of the hybrid
nano-composites. The results of FESEM and XRD demonstrate that Fe2O3 and Ag nanoparticles
are uniformly distributed and dispersed into the Al matrix, whereas the mechanical tests show that
enhancement t micro-hardness, compressive strength of 12 wt.% Fe2O3 + 1Ag and wear rate decrease
to a minimum value of 12 wt.% of Fe2O3 + 1Ag.

Keywords: hybrid nano-composites; powder metallurgy; Fe2O3; Ag; microstructure; mechanical
properties; wear

1. Introduction

Aluminum matrix nano-composites (AMNCs) are materials reinforced with metal
or ceramic materials used to obtain nano-composite materials for different industrial ap-
plications. Al alloys are characterized as having a high strength/light weight, having
resistance to the environment and having strong mechanical characteristics. These charac-
teristics make them convenient for use in metal matrix composites (MMCs) [1]. Various
reinforcement materials are utilized to enhance their mechanical and physical features.
Improvements of these properties have been made in their manufacturing (AMNCs), which
are utilized for high-technique engineering components, such as for aerospace, automotive
purposes, and engineering shipbuilding. They are quite attractive for this purpose, as
reinforced aluminum matrix composites with nano iron oxide (Fe2O3) are used in many
aeronautical, automotive, etc., purposes due to their excellent efficiency and ratios of
strength/weight and stiffness/weight [2].

AMNCs exhibit strong physical properties (electrical and magnetic properties) which
enable them to be as lightweight as a multi-functional alloy. However, they do not have
high wear resistance [3]. Mechanical properties of aluminum matrix composites, such as
hardness, strength, modulus of elasticity and wear resistance, may be improved when
the dispersed particles are nano-sized. Improvements in mechanical properties by using
nanoparticles incorporated in aluminum matrices have been interesting in recent years [4].
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However, the mechanical properties of AMNCs are affected by the manufacturing method
used to synthesize nano-composites. Many different processing techniques have been used
to manufacture composite and nano-composite materials involving melting casting and
powder metallurgy [5]. However, the powder metallurgy technique appears to be the
preferred method, owing to its ability to produce a homogeneous dispersion of additive ma-
terials into an aluminum matrix. In addition, the powder metallurgy technique gives better
mechanical and physical properties. There are many advantages of powder metallurgy
techniques, such as good bindings between the additive materials and the matrix, simple
technique, easy control of the matrix’s microstructure, near-net dimensions and shapes of
the product and low cost. It is worth noting that products of powder metallurgy are affected
by the particle size of additive materials (nano or micro) and their weight percentages.

Various reinforcing materials may be used to produce aluminum composites or nano-
composites for many applications, such as in aircrafts and electrical motors. Many investi-
gations have been conducted in the same fields to obtain composites and nano-composites
with unique properties, which are related to the size of the reinforcing materials, their
dispersion into the matrix and the grain size of the matrix particles [6–8]. AA7068 alloy
is used in different industrial engineering applications, including medical equipment, au-
tomobile parts and aerospace. The powder metallurgy technique is utilized to produce
AA7068/MgO composites. Additive particles are mixed carefully to obtain a homoge-
neous dispersion into the matrix. The additive of MgO particles increases the mechanical
properties of the product of composite materials, and, as a reinforcing material into the
AA7068 alloy, it extensively increases wear resistance [9,10]. In present times, there are
many additive materials that are used to improve mechanical properties, such as Al2O3,
ZrO2 and TiC, or electrical and magnetic properties, such as Fe2O3, Fe3O4, Ag and Co. In
addition, other additive materials, such as Fe2O3, ZnO, TiO2, WO3 and BiVO4, which are
known as semiconductor photo anode materials [11], are used to improve the efficiency of
solar cells. Fe2O3 and Fe3O4 have received great attention, owing to their unique properties,
such as being easy to fabricate, having a low cost, being non-toxic and being thermody-
namically stable. Fe2O3 exhibits various crystal phases (α, β, γ and ε) which enable it to
be used in many applications, such as in photocatalysts, adsorbents and biological and
medical applications [12], solar cells. There have been many investigations dealing with
hybrid nano-composites with aluminum matrices. Marcu D.F. et al. (2018) studied the
mechanical and physical properties of a hybrid nano-composite (Al/Al2O3/Gr) prepared
by powder metallurgy. Al2O3 was added by 10, 15 and 20 wt.%, whereas Gr was added
by 1, 2 and 3 wt.%. The microstructure analysis was defined using FESEM, XRD and EDS.
The results of FESEM, XRD and EDS show that the additive nanomaterials (Al2O3 and Gr)
dispersed homogeneously into the Al matrix, and they created a fine grain structure at
295 nm–1.63 μm. Moreover, improvements in physical properties reveal that the densities
of the sintered samples were higher than those of the compacted samples. Finally, the
results of a hardness test show that hardness increases with increasing weight percentages
of the additive nano-materials [13].

L.F.P. Ferreiraa et al. (2017) [14] studied the mechanical properties of hybrid nano-
composites Al/Fe3O4/TiO2 manufactured by powder metallurgy. TiO2 was added by
2.5 wt.%, 5 wt.%, 75 wt.% and 10 wt.%, whereas Fe3O4 was added by 10 wt.% into the
aluminum matrix. The microstructures of the samples were analyzed by scanning electron
microscope (SEM), and the mechanical properties were defined by micro-hardness and
wear tests. The results of this work show that a homogeneous dispersion of TiO2 and
Fe3O4 into the Al matrix also improve mechanical properties, such as the micro-hardness,
strength and wear resistance of the samples, with increasing weight percentages of TiO2.
In addition, the experimental density of green compacts increases with increasing weight
percentages of TiO2 depending on the applied load, and then they improve the sintered
densities of the samples.

Negin Ashrafi et al. (2020) [15] synthesized a hybrid nano-composite of Al/Fe3O4/SiC
using the powder metallurgy technique for Fe3O4 with varied weight percentages of 10,
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20, 30 and 40 wt.% and with a constant weight percentage of SiC (20 wt.%). The objective
of this research is to investigate the impacts of nanomaterials (Fe3O4 and SiC) on the
microstructures and on the mechanical properties, such as corrosion resistance and wear
behavior, of the products. The results of this study show a homogeneous dispersion
of the additive nanoparticles (Fe3O4 and SiC) into the Al matrix, which also improves
micro-hardness and wear resistance. The preferred sintered density and micro-hardness
were obtained for Al/30 Fe3O4/20 SiC as 2.69 g/cm3 and 91 HV, respectively, and the
friction coefficient for the applied load 10 N decreased from 0.601 to 0.412 for the sample of
Al/30 Fe3O4/20 SiC. The results of the corrosion test show that the corrosion resistance
for Al/30Fe3O4/20 SiC is about 99.83%, and the corrosion resistance for Al/30 Fe3O4 is
about 88.07%.

Recently, the challenge of developing a hybrid nano-composite with great performance
is addressing its limitations. There are many problems and difficulties in manufacturing
a hybrid nano-composite, including the type of the matrix alloy as well as the additive
materials and manufacturing conditions.

Generally, good interfacial bindings between the matrix and additive materials are
difficult. Moreover, the aggregation of additive nanomaterials leads to creating many
imperfections, which in turn minimize the physical and mechanical properties. Many
processes have been used to improve the dispersion problem of additive materials into the
matrix. Therefore, powder metallurgy can be used to overcome this problem and then to
improve the mechanical properties.

The aim of the proposed study is to examine the influence of Fe2O3 and Ag nanoparti-
cles on the microstructures and mechanical properties of Al matrices during manufacturing
by the powder metallurgy technique.

2. Experimental Section

2.1. Raw Substrates

In this work, aluminum powder was used with a grain size of 40 μm and a purity of
99.9%, reinforced with nano iron oxide powder (Fe2O3) at a grain size of 31 nm and a purity
of 99.8% and with silver (Ag) nanoparticles at a grain size of 25 nm and a purity of 99.9%.
The varied weight percentages of Fe2O3 powders were 3, 6, 9, 12 and 15 wt.%, and Ag was
added as a constant with 1 wt.%.

2.2. Preparing Hybrid Nano-Composites

All samples of hybrid nano-composites were prepared by the PM technique, and
the powders were mixed using planetary ball milling (QM-ISPO4). The powder mixture
consisted of Al powder as a matrix, iron oxide (Fe2O3) powder with different weight
percentages (3, 6, 9,12 and 15 wt.%) and constant Ag (1 wt.%) powder as a reinforcing
material. The mixing process was performed at a speed of 450 rpm for 0.5 h at room
temperature without lubricant materials due to high ductility for the Al matrix to obtain
a homogeneous distribution and a dispersion of additive materials into Al matrix. After the
mixing process, the powder mixture was compacted by uniaxial pressure at 4 tons to obtain
green compacts in the cylindrical samples of 12.65 mm in diameter. The green compacts
were sintered at 500 ◦C for 1.5 h in an electrical furnace under an argon atmosphere to
prevent oxidation.

2.3. Microstructural Examination

Microstructural examination was conducted by field emission scanning electron mi-
croscopy (FESEM) (model cam scan MV-2300) for the received samples and for after
incorporating the iron oxide (Fe2O3) at different weight percentages and the silver at a con-
stant wt.% into the aluminum matrix. Before the examination, the samples were ground by
using emery paper with a grit size of 1000 μm, and then the samples were polished using
polishing cloth. This examination was carried out to define the dispersion of the additive
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materials, the pressure influences and sintering temperature on the microstructures of the
prepared samples.

2.4. Examination by X-ray Diffraction (XRD)

An examination by X-ray diffraction was implemented using XRD-6000 equipment
(SHIMADZU model) for all the samples to determine the phases of the prepared nano-
composites. This examination studied the effects of Fe2O3 at different wt.% and at con-
stant wt.% of Ag on the resultant phases of the prepared samples of AMNCs.

2.5. Mechanical Properties Definitions

Here, the mechanical properties of the samples involved micro-hardness, wear testing
and compressive testing.

2.5.1. Micro-Hardness Testing

Vickers micro-hardness testing according to the ASTM (E384-99) standard was carried
out to determine the micro-hardness of the prepared samples for pure Al and Al/Fe2O3 + Ag
of hybrid nano-composites. The values of the Vickers micro-hardness for the samples
(Al/Fe2O3 + Ag) were measured before the sintering samples were ground by grinding
papers at a grit size of 500 μm, and then they were polished by polishing cloth. Afterwards,
the samples were tested by Vickers micro-hardness apparatus (HVS 1000) digital micro-
hardness testing for 15 s. A minimum of four measurements for each sample was obtained,
and then the average value of micro-hardness was calculated.

2.5.2. Wear Testing

Wear testing was conducted by the pin-on-disc technique according to the ASTM
(G99-95) standard to calculate the wear rate of pure Al and Al/Fe2O3 + Ag hybrid nano-
composite. The samples used for wear testing were fabricated at 1.2 cm in diameter and
2 cm in length. The samples for wear testing were fixed against the hardened disc, which
was rotating at 400 rpm for 5 min. Wear testing was carried out by changing the applied
loads at values of 2, 4, 6, 8 and 10 N. The wear rate for the samples was determined by the
following equations [16]:

Wear rate = Δw/2π r·n·t (g/cm) (1)

Δw = w1 − w2 (2)

where:

Δw: the difference in weight of the samples (g);
w1, w2: weight of the sample before and after wear testing (g);
r: rotating disc radius(cm);
n: revolutions per min (rpm);
t: sliding time (min).

2.5.3. Compressive Testing

Compressive testing was conducted by a universal testing machine for the sam-
ples, which were the neat Al and Al/Fe2O3 + Ag hybrid nano-composites according to
ASTM (G1-90).

2.6. FTIR Examination

Fourier-Transform Infrared Spectroscopy (FTIR) examination was carried out using
an FTIR apparatus to give information on the molecules which constituted the prepared
nano-composites and on the vibrational reaction of (IR) radiation of the molecules. This was
performed at wave numbers of about 4000–400 cm−1, and they registered with an electro-
magnetic sample absorption. The radiations of the band were absorbed in the spectrum
at a specific frequency, which exited a certain binding or many bindings in the molecules
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that made the atoms vibrate with each other. The peaks of infrared spectra were obtained
from the changes in the frequencies of binding mode and binding stretching depending on
the strength of binding and on the atom mass attached to the binding. To understand the
interactions between reinforcing nanoparticles and the Al matrix, the surface chemistry
and chemical properties for each sample of Al/Fe2O3 + Ag nano-composite were analyzed
through an FTIR apparatus (SHIMADZU IRA affinity-1) at a range of about 4000–400 cm−1

(made in Japan).

3. Results

3.1. Results of FESEM Examination

Figure 1 depicts the photomicrographs of FESEM examination of the Al/Fe2O3 + Ag
hybrid nano-composites with different weight percentages of Fe2O3 and with a constant
weight percentage of Ag. The reinforcement materials can be seen to be homogeneously
distributed, have low porosity and no cracks. The reinforcing materials Fe2O3 and Ag are
diffused at the interfaces between Fe2O3 and Ag with the Al matrix. The role of Ag metal
is to create new phases with the Al matrix and then to be diffused at the grain boundaries
between Al grains and Ag. Moreover, the dispersion of Ag is to minimize porosity and
then to improve the mechanical properties.

Figure 1. Cont.
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Figure 1. Cont.
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Figure 1. FESEM images of the samples with different percentages of Fe2O3 and 1% Ag: (A1–A3) pure
Al; (B1–B3) Al/3 wt.% Fe2O3 +1 wt.% Ag; (C1–C3) Al/6 wt.% Fe2O3 + 1 wt.% Ag; (D1–D3) Al/9 wt.%
Fe2O3 + 1 wt.% Ag; (E1–E3) Al/12 wt.% Fe2O3 + 1 wt.% Ag; and (F1–F3) Al/15 wt.% Fe2O3 + 1 wt.% Ag.

3.2. Results of X-ray Diffraction

Figure 2 shows X-ray diffraction (XRD) peaks for the samples before and after adding
Fe2O3 + Ag. The results of XRD analysis for the samples of Al reinforced by Fe2O3 depict
that increasing the wt.% of Fe2O3 with a constant wt.% of Ag leads to an increase in the
peaks of Fe2O3 phase and Ag phase. In fact, the results of the XRD examination reveal that
the increase in the wt.% of the reinforcement materials leads to an increase in the intensity
of diffraction peaks. Moreover, there are no other possible intermetallic inclusions, most
likely created between Al and Fe2O3 + Ag in a thermo-dynamically steady state [17].

Figure 2. Cont.
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Figure 2. X-ray diffraction spectra of pure Al and Al/Fe2O3 + Ag hybrid nano-composites.

As shown in Figure 2, for the XRD data for the pure Al sample, the Al phase formed
at 2θ (38.485◦, 44.735◦, 65.135◦ and 78.285◦) for the planes at hkl (111, 200, 220 and 311),
respectively. For the XRD data for the Al/3Fe2O3 + 1Ag sample, in addition to the Al phase,
the Ag phase formed at 2θ (38.035◦, 44.185, 64.385◦ and 77.435◦) for the planes at hkl (111,
200, 200 and 311), and the Fe2O3 phase was created at 2θ (33.185◦, 35.585◦, 49.485◦, 54.085◦
and 62.485◦) for the planes at hkl (104, 110, 024, 116 and 214), respectively. For the XRD
data for the Al/6Fe2O3 + 1Ag sample, in addition to the Al and Ag phases, the Fe2O3 phase
formed at 2θ (33.185◦, 35.585◦, 49.485◦ and 54.085◦) for the planes at hkl (104, 110, 024 and
116), respectively. For the Al/9Fe2O3 + 1Ag sample, in addition to the Al and Ag phases,
the Fe2O3 phase formed at 2θ (33.185◦, 35.585◦, 40.885◦, 49.485◦, 54.085◦ and 62.485◦) for
the planes at hkl (104, 110, 113, 024, 116 and 214), respectively. In addition, the XRD data
for the Al/12Fe3O3 + 1Ag sample show that, in addition to Al and Ag phases, the Fe2O3
phase was created at 2θ (33.185◦, 35.585◦, 40.885◦, 49.485◦, 54.085◦, 62.485◦ and 71.935◦)
for the planes at hkl (104, 110, 113, 024, 116, 214 and hkl 1010), respectively. Finally, for
the XRD data for the Al/15Fe2O3 + 1Ag sample, in addition to the Al and Ag phases, the
Fe2O3 phase was created at 2θ (33.185◦, 35.585◦, 40.885◦, 49.485◦, 54.085◦ and 62.485◦) for
the planes at hkl (104, 110, 113, 024, 116 and 214), respectively.

3.3. Results of Mechanical Testing
3.3.1. Results of Micro-Hardness Testing

Micro-hardness values of the prepared Al/Fe2O3 + Ag hybrid nano-composites are
extremely dependent on the compacting pressure, sintering temperature and weight per-
centages of the reinforcing nano-materials. Table 1 shows the Vickers micro-hardness results
for the specimens of Al/Fe2O3 + 1 wt.%Ag. The results of micro-hardness increase with
increasing wt.% of Fe2O3 + Ag until reaching 12 wt.% Fe2O3 + 1Ag, and then it drops down.
This is because the hardness of Fe2O3 is higher than that of the Al matrix. The increase
in the weight fraction wt.% of Fe2O3 and the steady wt.% of Ag leads to decreases in the
porosity of nano-composites by filling the pores and then virtually affecting micro-hardness,
as illustrated in Figure 3.
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Table 1. Micro-hardness values of the samples of Al/Fe2O3 + 1 wt.%Ag.

Sample No. Fe2O3 + 1Ag (wt.%) Micro-Hardness (HV) STD Error Bars

1 0 17.13 3.14

2 3 23.01 3.61

3 6 26.23 3.95

4 9 31.04 4.17

5 12 34.19 4.47

6 15 30.22 4.10

Figure 3. The variation of micro-hardness with different wt.% of Fe2O3.

Finally, micro-hardness testing is considered an important tool to define the microstruc-
tures and mechanical properties of nano-composites [18].

As shown in Figure 3, the maximum micro-hardness of Al/12Fe2O3 + 1Ag is most
likely a result of the phase created especially for the Fe2O3 phase created at 2θ (71.935◦)
for the hexagonal plane at hkl (1010), which in turn increases the micro-hardness for
this sample.

3.3.2. Results of Wear Testing

Figure 4 shows the results of wear rate with varied weight percentages of Fe2O3 and
with a constant weight percentage of Ag for Al/Fe2O3+ Ag hybrid nano-composites by
changing loads by 2, 4, 6, 8 and 10N with a constant sliding velocity of 750 rpm. Wear
rate minimizes with increases in the weight percentage of Fe2O3 nanoparticles, and the
improving of the wear resistance of Al/Fe2O3 + Ag nano-composites is a result of good
chemical bonding at the interfaces between Fe2O3 ceramic nanoparticles and Ag with the
Al matrix. Moreover, strain fields are formed around Fe2O3 because of the difference in
the thermal expansion coefficient of Fe2O3 and Al. These strain fields make networks of
dislocations at the interfaces between the Fe2O3 and Al matrix, which in turn constrains
the propagation of cracks. The uniform dispersion of Fe2O3 and Ag nanoparticles into
the Al matrix improves the Orwan strengthening of the product [19]. Therefore, the wear
resistance of Al/Fe2O3 + Ag nano-composites is improved and, in turn, enhances the
tribological characteristics between the pin (Al/Fe2O3 + Ag nano-composites) and the
hardened steel disc, which reduces shear stresses between them. The preferred low wear
rate for Al/12Fe2O3 + 1Ag is a result of the same reasons mentioned for the micro-hardness
and compressive tests. This is agreed with in [20].
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Figure 4. The variation of wear rate as a function of normal loads for pure Al and Al/Fe2O3 + Ag
hybrid nano-composites.

3.3.3. Results of Compressive Testing

Figure 5 demonstrates the stress–strain curves of compression testing for Al and
Al/Fe2O3 + Ag hybrid nano-composites with different percentages of Fe2O3 and with
a constant weight percentage of Ag. The figure shows that the introduction of Fe2O3 and
Ag nanoparticles increases compressive strength until reaching 12 wt.% Fe2O3 + 1 wt.%
Ag at about 84 MPa. This is a result of decreases in ductility with increasing amounts of
Fe2O3 nanoparticles. The highest value of compressive strength is attributed to the strong
interfacial bindings between Fe2O3, Ag nanoparticles and the Al matrix [21].

Figure 5. The stress–strain diagrams of pure Al and Al/Fe2O3 + Ag hybrid nano-composites.
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The increases in the compressive resistances of nano-composites are associated with
the introduction of the hard ceramic materials of Fe2O3. However, the increase in Fe2O3 of
more than 12 wt.% can increase brittleness and decrease compressive strength, and it can
then inhibit elastic deformation and prevent failure at the rimmed area on the surface.

3.3.4. Results of FTIR Examination

The FTIR spectra of pure Al and Al/Fe2O3 + Ag hybrid nano-composites is shown in
Figure 6. There are similar features in FTIR spectra between pure Al and Al/Fe2O3 + Ag
hybrid nano-composites. The peak at 3700 cm−1 is compatible with the oscillations of
hydroxyl (OH) groups, indicating that OH structures exist on the face of the nanoparticles.
The OH groups can be seen on the nanoparticles, as OH groups attach to absorbed water
molecules. The strong and broad absorption bands in the range of 2955 cm−1–2840 cm−1

correspond to C-H stretching vibration modes. The peaks that appear in the range of
1750 cm−1–1535 cm−1 in nano-composites correspond to carbonyl group stretching vibra-
tions C=O. The absorption bands in the range of about 1500 cm−1–1250 cm−1 are related to
C-O stretching vibrations. When the spectra are at 1020 cm−1, new bindings form for the
Al-O stretching mode. The absorption bands for the hybrid nano-composites that are seen
in the range of about 900 cm−1–450 cm−1 are attributed to the formation of new bindings
for the Fe-O stretching mode. Finally, absorption bands at 1000 cm−1–500cm−1 correspond
to C-N vibration modes [22].

Figure 6. FTIR spectra of pure Al and Al/Fe2O3 + Ag hybrid nano-composites.

4. Conclusions

In this investigation, a hybrid nano-composite (Al/Fe2O3 + Ag) was composed of an Al
matrix reinforced by different wt.% of (Fe2O3) and a constant wt.% of (Ag). Al/Fe2O3 + Ag
hybrid nano-composites were successfully synthesized by powder metallurgy, and the
microstructure was depicted by (FESEM) and (XRD) examinations. The mechanical proper-
ties were calculated by micro-hardness testing, compressive testing and wear testing. The
results of FESEM and XRD examinations reveal good dispersion and distribution of rein-
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forcing additives, Fe2O3 and Ag nanoparticles, into the aluminum matrix. The results of this
work show enhancements in mechanical properties. The values of mechanical testing in-
creased with increases in weight percentages of the reinforcing nanoparticles until reaching
12 wt.% Fe2O3. For Al/12 wt.% Fe2O3 + 1 wt.% Ag hybrid nano-composites, the micro-
hardness was about 34.19 HV, the compressive strength was 89.9 MPa and the decreasing
wear rate was the same weight percentage as that of Al/12 wt.% Fe2O3 + 1 wt.% Ag of
about 1.8 × 10−8 g/cm compared with pure Al. This is a result of Aluminum matrix. The
results of this work show enhancements in mechanical properties. The values of mechanical
testing increased with the increases in weight percentages of the reinforcing nanoparticles
until reaching 12 wt.% Fe2O3. For Al/12Fe2O3 + 1Ag hybrid nano-composites, the micro-
hardness increased with increases in wt.% of Fe2O3 compared with pure Al, and the wear
rate decreased with increases in the weight percentages of Fe2O3. The introduction of Fe2O3
and Ag nanoparticles increased the compressive strength to 12 wt.% Fe2O3 + 1 wt.% Ag
compared with the pure Al. This was a result of decreases in ductility with increases in
the weight percentages of nanoparticles. Generally, the highest compressive strength is
attributed to strong interfacial bindings between Fe2O3, Ag nanoparticles and the Al matrix.
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Abstract: The purpose of the current research is to study the microstructure and mechanical properties
of Ni-Ti-Ag shape memory alloys prepared by the casting route. Ag (grain size at 1 mm) was
incorporated into Ni-Ti alloys at varying percentages of weight (0, 1.5, 3 and 4.5 wt.% Ag) to produce
shape memory alloys using a Vacuum Arc Re-melting (VAR) furnace. Microstructural analysis
was defined by FESEM microscopy and XRD examinations, while the transformation temperatures
of the Ni-Ti-Ag shape memory alloy were determined by DSC examination. On the other hand,
determination of mechanical properties was carried out using micro-hardness and compressive tests.
The results of this work show that Ag was dispersed homogeneously into the Ni-Ti alloy. Moreover,
two primary phases (austenite phase and martensite phase) emerged with few impurities. The results
of the XRD examination show that the number of Ag peaks increased with the increase in weight
percentage of Ag. The transformation temperature of the austenitic phase was defined as −1.6 ◦C by
DSC. The mechanical characterizations increased with the increase in weight percentages of Ag (1.5, 3
and 4.5 wt.%), and significantly affected the mechanical properties of the Ni-Ti alloy. An improvement
in compressive strength (42.478%) was found for the alloy with 3 wt.% Ag, while the micro-hardness
results show a slight decrease in micro-hardness (8.858%) for the alloy with 4.5 wt.% Ag.

Keywords: shape memory alloys; Ni-Ti-Ag; casting; VAR furnace; microstructure; XRD; mechanical
properties

1. Introduction

Shape memory alloys (SMAs) are the main classification of smart alloys owing to their
unique properties. Smart materials are metallic alloys that respond to mechanical stresses
and temperature, creating internal deformation of about 2–10%. Smart alloys are considered
thermo-mechanical materials used in many mechanical applications due to their ability to
return (remember) to their shape after the removal of external loads [1]. The shape memory
effect is created when the SMAs undergo applied stresses at a constant temperature, while
super elasticity is created at a temperature higher than the austenite finish temperature
(Af) and constant stress; hence, the SMAs return to their original shape after removing
the load. Ni-Ti alloys (Nitinol) are important shape memory alloys that consist of two
main phases; the first phase is austenite (B2) and the second phase is martensite (B19). The
austenite phase is created at a high temperature and transforms into the martensite phase
at a low temperature. Phase transformation from the austenite phase to the martensite
phase is affected by many factors such as the heating–cooling cycle, Ni concentration,
and the processing conditions when using the casting route [2]. Shape memory alloys are
commonly used in mechanical and biological applications that require smart alloys due to
their unique properties, such as recovery to their original shape, with a large amount of
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deformations. Each one of these properties consists of two-phase transformations: the first
is the martensite phase, which occurs at high pressure and low temperature (Mf), and the
second is the austenite phase, which occurs at low pressure and high temperature (Af). For
a specific temperature that is lower than the transformation temperature, the martensite
phase was created (twin) as a soft phase and was deformed by (de-twinning). Many metal
alloys tend to draw back to their original shape when heated above the transformation
temperature; however, increasing the applied stress can create plastic deformation. Many
metallic alloys have a recovery of about 0.1%, while the SMAs have a recovery of about
7–8% [1,3].

Generally, there are two techniques used to fabricate SMAs: powder metallurgy or the
casting method, which are classified as vacuum induction melting (VIM), electron beam
melting (EBM) and vacuum arc re-melting (VAR). The preferred technique is vacuum arc
re-melting (VAR) as it offers a high purity shape memory alloy, especially Ni-Ti-Ag. On the
other hand, Ni-Ti based SMAs are not suitable for many purposes; therefore, to improve the
properties of Ni-Ti SMAs, various elements have been added such as Fe, Co and V, which
are used to decrease the transformation temperature. Au, Zr, Pt and Hf are used to raise the
transformation temperature, and Cu is used to decrease the hysteresis loop, especially when
adding Fe and Nb [2]. Ag is an important element due to its superior and anti-bacterial
material and its stability. Hence, Ag is considered the best element incorporated into
Ni-Ti-based alloys to produce Ni-Ti-Ag composite material with higher strength compared
with Ni-Ti-based alloys and higher anti-bacterial activity [4–11]. The main manufacturing
processes used to produce SMAs are the casting method and powder metallurgy method,
followed by heat treatment to minimize the internal stresses and improve the properties of
the manufactured SMAs [12]. The aim of this work is to synthesize Ni-Ti-Ag SMAs by the
casting method using a VAR furnace and to study the effect of the addition of Ag on the
microstructure and mechanical properties of SMAs.

2. Experimental Procedures

In the present work, commercially pure Ni, Ti and Ag were used with the composition
of Ni (50) wt.% with Ti (50, 48.5, 47, 45.5) wt.% and Ag (0, 1.5, 3, 4.5) wt.%. Ni-Ti-Ag shape
memory alloys were synthesized by the casting route using a vacuum arc re-melting (VAR)
furnace. The arc-melting process was carried out in an inert Ar atmosphere (99.99 vol.%
purity) at approximately 500 mbar pressure. Prior to arc melting, a vacuum was applied
to a bell jar at a double pressure of about 5 × 10−4 mbar, followed by refilling with argon
gas. To improve the mixing process, it was necessary to turn the button over after each arc
melting stage and repeat it until the arc-melting process was complete. After repeating the
arc-melting process four times, samples with dimensions of about (10 cm × 2.5 cm × 1 cm)
inside the furnace tube were homogenized in accordance with the heating cycle under
an Ar gas atmosphere. Fast heating was carried out at 600 ◦C using about 15 ◦C/min
heating rate, which was subsequently followed by heat treatment at a slow warming level
of 600–1000 ◦C, using about 15 ◦C/min heating rate maintained at 1000 ◦C for 8 h, followed
by rinsing with water.

3. Characterization

X-ray diffraction (XRD) patterns were used to identify each phase, using the X-ray
diffractometer model (Panalytical X’pert) with CuKα radiation at λ = 1.5405 A◦ at an ambi-
ent temperature. The microstructure of Ni-Ti-Ag samples was analysed on a Field Emission
Scanning Electron Microscopy (FESEM) model (ZEISS SIGMA VP), which was used to
describe the surface morphology characteristics. The phase transformation behaviour of
the experimental samples was investigated by differential scanning calorimetry (DSC),
using a (NETZSCH DSC 214 Polyma) calorimeter with a heating rate of about 10◦/min.
The mechanical properties and stress–strain curves of the Ti-Ni-Ag alloys were studied
in compression testing. Compression testing was carried out by (STM-50), a universal
testing machine with a 5 mm/min testing speed. Micro-hardness testing of the samples
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was carried out by Vickers apparatus (Diamond pyramid) according to ASTM E92 standard,
and Force applied (Kgf): 10 HV with Duration of force: 10–15 s.

4. Results

4.1. Microstructure Analysis

The microstructure of the shape memory alloys, which contain different wt.% of Ag
particles, was achieved using FESEM testing, as shown in Figure 1A–D. The photomicro-
graphs reveal the homogeneous dispersion of Ag particles in the Ni-Ti alloys with observed
voids. Particles of Ag were melted and filled the interstitial voids between the Ni-Ti alloy
elements, owing to the low melting point for Ag. Parallel lines can be seen in the FESEM
photomicrographs of the homogenized alloys in Figure 1C,D. These lines are considered
the martensite phase (B19’), formed as a result of the thermal transformation of austenitic
(B2) Ni-Ti shape memory alloys. This first-order phase transformation provides SMAs with
the ability to recover their unique shape [13].

Figure 1. Cont.

305



Appl. Sci. 2022, 12, 4639

Figure 1. (A): 0 wt.% Ag; (B) 1.5 wt.% Ag; (C) 3 wt.% Ag; (D) 4.5 wt.% Ag.

4.2. XRD Results

Figure 2a reveals XRD peaks of the Ni-Ti shape memory alloy (0 wt.% Ag) calculated at
room temperature with a diffraction angle (2θ) varying about 25–80◦. The strongest peaks
for the Ti phase formed at (2θ): 36.12◦, 39.24◦, 54.35◦, 56.7◦, 62.77◦, 64.12◦, 68.9◦ and 76.4◦,
respectively, for hkl (100), (101), (102), (200), (110), (211), (103) and (112). While the Ni phase
was created at (2θ): 27.47◦, 41.38◦, 44.47◦, 46.54◦ and 51.74◦ for hkl (101), (002), (111), (011)
and (200), respectively. This is owed to the formation of Ti2Ni (Austenite phase) and M or
Ti002 (martensite phase). Figure 2b reveals XRD peaks for the Ni-Ti shape memory alloy
for (1.5 wt.% Ag); this created three principal phases: Ni, Ti and Ag phases, which appear
at (2θ), varying between 30 and 80◦. The Ti phase was created at (2θ): 42.51◦, 61.5◦ and
71.0◦ for hkl (101), (110) and (103), respectively. In addition, the Ni phase was generated at
(2θ) at around 41.8◦ and 77.5◦ for the planes (111) and (220), respectively. The addition of
element (Ag) was generated at (2θ): 38.26◦, 44.45◦, and 64.58◦ for hkl (111), (220) and (311),
respectively, while Figure 2c reveals the XRD peaks for the Ni-Ti shape memory alloy for
(3 wt.% Ag), producing three major phases: Ni, Ti and Ag phases at (2θ), varying between
30 and 80◦. The Ti phase was created at (2θ): 29.57◦, 41.57◦, 42.32◦, 61.43◦ and 70.84◦ for hkl
(100), (002), (101), (102) and (103), respectively, while the Ni phase formed at (2θ): 44.17◦
and 64.53◦ for hkl (011) and (220). The Ag phase formed at (2θ): 38.24◦, 44.35◦ and 77.4◦
for hkl (111), (200) and (311), respectively. Finally, Figure 2d reveals the XRD peaks for
the Ni-Ti shape memory alloy with (4.5 wt.% Ag). Three principal phases were formed:
Ni, Ti and Ag phases. Together, these phases formed at (2θ) in the range of 30–80◦. The Ti
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phase was created at (2θ): 25.29◦, 41.43◦, 42.35◦, 54.3◦, 56.53◦, 61.53◦, 64.38◦ and 70.85◦ for
hkl (100), (002), (101), (102), (200), (110), (211) and (103), respectively, while the Ni phase
formed at (2θ): 46.4◦, 46.53◦ and 51.55◦ for hkl (111), (011) and (200), respectively. The Ag
phase formed at (2θ): 27.38◦, 44.23◦ and 77.53◦ for hkl (111), (220) and (311), respectively.

Figure 2. X-ray diffraction patterns for, (a): Ni-Ti, (b): Ni-Ti-Ag 1.5 wt.%, (c): Ni-Ti-Ag 3 wt.% and
(d): Ni-Ti-Ag 4.5 wt.%.

4.3. DSC Results

Figure 3a–d shows the transformation temperatures for the alloys for all the specimens
of shape memory alloys, with and without adding Ag. The transformation temperature was
measured as the intersection of the two tangential lines of the curves. Ni-Ti was indicated
at the austenitic transformation initial temperature of around −1.6 ◦C, and for the Ni-Ti-Ag
alloys at about 19.7 ◦C, 12.7 ◦C and 12.3 ◦C, for Ag contents of 1.5, 3 and 4.5 wt.%. It
should be mentioned here that the specific heat of Ni-Ti-Ag alloy (Cp*) is variable. The
Ni-Ti-Ag alloys showed higher transformation temperatures compared with Ni-Ti-based
alloys. In spite of the transformation temperatures of the Ni-Ti-Ag alloys, a slight decrease
was observed with the rising weight percentages of Ag.
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Figure 3. Cont.
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Figure 3. The DSC curves of Ni-Ti-Ag alloys.

4.4. Compression Results

Figure 4 shows the mechanical characteristics of the Ti-Ni matrix alloys for various
wt.% of Ag during compression testing at room temperature. Compression testing showed
that B2→R→B19′ martensite transformation was carried out by the deformation that occurs
in all alloys before fracture. According to the stress–strain behaviour, the deformation
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process of Ti-Ni-Ag alloys can be divided into three stages. The first phase, B2, is charac-
terized by the initial linear fraction and strain accumulation due to elastic deformation
of the martensite phase. The martensitic second phase R appears in the presence of the
stress plateau, which indicates that the martensite transformation process occurred. In the
third stage of deformation, the martensite phase, B19, can be seen, owing to the permanent
deformation of this phase [14,15]. Moreover, the crystal structure of Ag was FCC, therefore,
with increasing the wt.% of Ag incorporated into the Ni-Ti matrix, the volume fraction
increased. Afterwards, Ag particles caused internal stresses in the Ni-Ti matrix through the
deformation process and made the alloy brittle. The homogeneity dispersion of nanopar-
ticles with a significant volume fraction of reinforcing material into Ti-Ni resulted in the
high strength of the Ti-Ni alloy incorporated with 3 wt.% Ag. Additionally, the increment
in densities of grain boundaries created the homogeneity of plastic strain in the matrix and
then increased the volume; the level of internal stresses then decreased [15].

Figure 4. Compressive stress–strain curves of the Ni-Ti-Ag samples.

4.5. Micro-Hardness Results

Figure 5 and Table 1 show the values of the micro-hardness (Vickers Hardness) for the
Ni-Ti-Ag SMAs with different weight percentages of Ag. For each sample, four readings
were taken and then their average value was calculated. The results of this test showed
a slight decrease in micro-hardness with the increase in weight percentages of Ag. The
decrease in micro-hardness of the Ni-Ti-Ag SMAs was due to the ductility of silver and its
lower scratching resistance than the Ni-Ti matrix.

310



Appl. Sci. 2022, 12, 4639

Figure 5. Micro-hardness (Hv) of Ti-Ni-Ag alloys.

Table 1. Compressive stress and microhardness results.

Test

Sample
0% Ag 1.5% Ag 3% Ag 4.5% Ag

Compression stress (MPa) 1055 1155 1507 1000

Hardness (HV) 508 468 465 463

5. Conclusions

Ni-Ti-Ag shape memory alloys have been successfully synthesized by the casting
technique using a VAR furnace. Ag, as an additive material, was incorporated into Ni-Ti
based alloys at different weight percentages (1.5, 3 and 4.5 wt.%). The result of the FESEM
analysis showed that Ag homogeneously dispersed into the Ni-Ti-based alloy, creating two
main phases (austenite and martensite). While XRD analysis demonstrated the emergence
of the main phases: Ni, Ti and Ag, as evidenced in the XRD peaks. In addition, the increase
in weight percentage of Ag led to an increase in Ag peaks. DSC examination demonstrated
that the austenite transformation starting temperature at (−1.6 ◦C) and transformation
temperatures with increasing Ag wt.% are 19.7 ◦C, 12.7 ◦C and 12.3 ◦C, respectively. The
addition of Ag significantly affected the mechanical properties of the Ni-Ti-based alloy in
regard to its micro-hardness and compressive strength. The maximum value of compressive
strength was obtained in the alloy with 3 wt.% Ag, while the results of micro-hardness
testing showed a slight decrease with the increase in weight percentage of Ag.
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