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1. Introduction

The progressive development of civil engineering has forced scientists to improve
the known methods and techniques of testing building materials, and also to search for
new ones, e.g., non-destructive testing (NDT) methods. These methods usually do not
interfere with the tested material and structures during tests. Despite this, NDT methods
not only allow for the assessment of many important material properties and parameters,
but also for the reliable localization of imperfections, damage, or internal defects in tested
elements and structures. This knowledge is needed in many situations in order to e.g.,
correctly assess operational safety, reliability, durability, and the degree of degradation. It is
worth noting that there has recently been significant progress in the development of NDT
methods, especially those from the group of acoustic methods. These methods, as is the
case in medicine, are very useful for obtaining information about the examined structures
and the inside of elements on the basis of recorded acoustic signals. These signals are
then processed by appropriate software with the use of complex data analysis, including
artificial intelligence.

This Special Issue, entitled “Non-Destructive Testing in Civil Engineering”, aims
to present to interested researchers and engineers the latest achievements in the field of
new research methods, and also the original results of scientific research carried out with
their use-not only in laboratory conditions, but also in selected case studies. The articles
published in this issue are theoretical-experimental and experimental, and also show the
practical nature of the research. They are grouped by topic, and the main content of each
article is briefly discussed for your convenience.

These articles extend knowledge in the field of non-destructive testing in civil engineer-
ing with regards to new and improved NDT methods, their complementary application,
and also the analysis of their results-including the use of sophisticated mathematical al-
gorithms and artificial intelligence, as well as the diagnostics of materials, components,
structures, entire buildings, and interesting case studies.

2. Research in the Field of New and Improved Methods and Techniques of
Non-Destructive Testing

Ref. [1] presents an experimental method of measuring small forces between the fluid
and a wall in open water channels using a strain gauge as a force sensor. For this purpose,
six uniaxial strain gauges were used, which were placed throughout the measurement
area and subjected to bending tests in order to determine the correlation between the load
and the obtained signal. A special data acquisition system was established to record the
performance of the strain gauge in relation to the lateral displacement caused by the testing
machine. The obtained results indicated a linear relationship between the load and the
obtained signal for the situation when the strain gauge was seated in the zone from 30%
to 45% from the central axis in the sensor’s measuring region. The described sensor can
therefore be used to measure small magnitude forces. Additionally, the linear correlation
between the load and the obtained signal can be used for calibration, as long as the strain
gauge is seated close to the central axis of the detection area.
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In turn, article [2] is devoted to the identification of cracks in concrete. The work
associated with this kind of research requires effort and equipment, such as articulated
ladders. Additionally, there are important health and safety issues, as some structures
are not very accessible. To deal with these problems, various studies have used digital
imaging to measure cracks in concrete. The purpose of this experimental study is to
evaluate the optical limit of digital camera lenses with regard to an increased working
distance. Three different lenses and two digital cameras were used to record line images
with a thickness of 0.1 to 0.5 mm. Field measurement tests were carried out to verify the
measurement parameters identified on the basis of the results of the performed research.
The actual crack widths were visually measured, and the obtained values were used for
further analysis. Based on the conducted studies, it was confirmed that the number of
pixels that corresponds to the working distance had a large impact on the accuracy of the
crack width measurement when using image processing. Therefore, the optimal distance
and measurement guidelines required to measure the size of some objects were provided
for the imaging and optical equipment that was used in this study.

In conventional thermography, a sample is subjected to a periodically changing stream
of heat. This heat flux usually enters the sample in one of three ways: by a point source,
a line source, or an extended source. Calculations that were conducted on the basis of
surface sources are particularly well suited to solar load thermography. This is due to the
fact that most natural heat sources and heat sinks can be brought closer in order to be
uniformly extended over a certain area of interest. This is especially interesting because the
natural thermal phenomena cover large areas, which in turn makes this method suitable
for the measurement of large-scale samples. Article [3] describes an investigation of how
extended approximation source formulas for determining the properties of thermally thick
and thermally thin materials can be used in a naturally excited system. This work also
shows the possible sources of errors, and gives quantitative results to estimate the thermal
efficiency of a retaining wall structure. It was shown that this method can be used in the case
of large-size structures that are subjected to the natural phenomenon of external heating.

Progress in the impact-echo (IE) method is due to the automation of the scanning of
concrete bridge decks. The toothed system that was presented in [4] when describing the
IE method was developed using gears as impacts and microelectromechanical systems.
This system continuously collects a large amount of field test data because a rack generates
impacts automatically. The duration of the contact between two gears is assessed, and
the contact mechanism is then compared to a steel ball mallet using a high-speed camera.
Data were collected based on the measurements of concrete slabs in which artificial voids
were embedded at different depths. Based on the experiments, a reduction in pitch, or an
increase in the number of teeth, was required to reduce the contact time and to generate the
thickness frequency from deep delaminations. Automatically acquired time-domain data
was shifted to the frequency-time domain by means of spectrograms in order to identify
the dominant frequency of a set of obtained signals. The results display that the developed
method enabled to obtain high-quality data during IE tests. In turn, the spectrogram
analysis delivered important information about the frequency of the obtained IE signals,
and verified the repeatability of the data.

The aim of the article [5] was to analyze the most modern techniques of measuring
electrical impedance (and consequently electrical resistance) of mortar/concrete elements.
Various measurement methods are described and discussed, with the advantages and
disadvantages with regard to their performance, reliability, and degree of maturity being
highlighted. The usefulness of electrical resistivity measurements was demonstrated. Due
to the fact that electrical resistivity is an important indicator of the health of concrete,
and also that it changes whenever there are phenomena modifying the conductivity of
the mortar/concrete (e.g., degradation or external influences), the conducted review of
measurement techniques was meant to serve as a guide for those interested in these types
of measurements.
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3. Complementary Applications of the Non-Destructive Testing Methods

Article [6] presents resonance frequency tests of bent concrete samples. These frequen-
cies were determined simultaneously using the sonic resonance method and the impulse
excitation technique, with the two methods then being compared. The samples differ in
used material and shape. The mean values and corresponding values of standard deviations
of the resonance frequencies were compared. The performed tests showed the equivalence
of both methods of measuring the resonance frequency. The obtained difference between
the values measured using the sonic resonance method and the impulse excitation tech-
nique were not significant. The relationship between the resonant frequencies, which is
presented graphically, is linear with a slope of 0.9993.

Fibrous reinforcement in high-performance cement materials is widely applied in
many areas of the construction industry. One of the most frequently studied features of
steel fiber reinforced concrete is the slower development of cracks, which in turn results in
the better durability of such concrete. Additional benefits are related to structural properties,
as fibers can significantly increase the ductility and tensile strength of concrete. In some
applications, it is even possible to completely replace conventional reinforcement with fiber
reinforcement, leading to significant logistical and environmental benefits. However, it can
have disadvantages, as the fibers can induce anisotropic behavior of the concrete if they are
not properly oriented. For the safe use of steel fiber reinforced concrete, non-destructive
testing (NDT) methods should be used in order to assess the orientation of the fibers in the
hardened concrete. For this purpose, article [7] uses complementary methods of ultrasound,
electrical impedance and X-ray computed tomography. The article also demonstrates the
capabilities of each of these techniques separately when measuring fiber orientation. Based
on these results, conclusions were drawn regarding the most promising areas for future
research and development.

Article [8] examines the use of a heat flux meter and quantitative infrared thermogra-
phy to assess the difference between the predicted and real thermal conductivity of house
facades under steady-state conditions in the Mediterranean basin. First, the suitability of
NDT techniques was tested experimentally, and then a single-family house was verified
in a real environment. The outcomes of this study show that both techniques quantified
the difference between the design and real U-value of a house facade. The quantitative
infrared thermography method was faster than the heat flux meter method, although the
flux meter method has higher accuracy. The presented results will help when choosing the
most appropriate test method.

4. Analysis of the Results of Non-Destructive Testing, Including the Use of
Sophisticated Mathematical Algorithms and Artificial Intelligence

Until now, the analysis of cores obtained from a structure by drilling is the main
option to obtain knowledge about the depth of damage due to water penetrating the
floors of buildings. The time-consuming and costly procedure is an additional burden
for building insurers, who mention water damage caused by leaking pipelines as the
most common claim against insurers. The radar method, due to its high sensitivity to
water, can be an important and non-destructive support for this problem. Therefore, the
article [9] describes a modular sample, which was developed to obtain the appropriate
thickness of screed and insulation material. The resulting dataset was then used to examine
the corresponding characteristics of a signal in order to classify three situations: dry
insulation, damaged insulation, and damaged screed. It was highlighted that the analysis
of the statistical distributions of the scans allows for an accurate identification of damage
on floors. Combining the proposed functions with multidimensional data analysis and
artificial intelligence was crucial to achieving satisfactory results.

Article [10] shows a numerical analysis of the application of the ultrasonic method for
the detection of underground voids in the ground in order to check the properties of the
underwater seabed period. The obtained numerical model demonstrates the possibility
of detecting (with a spatial resolution of about 0.5 λ) subterranean void airspace. The
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proposed technique can overcome the limitations of conventional techniques, which use
sonar devices that are characterized by a low penetration depth and the leakage of the
transverse sound wave propagating in the underground fluid environment.

Article [11] presents the results of the verification of a method of assessing the moisture
content of saline brick walls based on non-destructive measurements and artificial intelli-
gence. The method was formerly developed and can be suitable for the non-destructive
identification of the moisture content of walls in historic buildings when destructive inter-
ference during the research is not possible because of the conservation limitations. However,
before its implementation into construction practice, this method requires validation of
other historic buildings. The results of testing the dampness of two selected historical
objects were used for the experimental verification of the model obtained by the artificial
neural network (ANN). These results were different than those used for learning and
testing the ANN. The obtained high values of the linear correlation coefficient and low
values of mean absolute error confirm that the obtained ANN model is useful in assessing
the moisture content of saline brick walls.

5. Diagnostics of Materials, Elements, and Structures, as well as Entire Buildings

The study presented in [12] aims to propose a list of defects that can be found in
several types of building elements/materials, which will in turn simplify issues related
to the diagnosis of building pathologies. The database was formulated with the use of
previously developed elements of the global control system: a fault classification list and
the urgency of repairs. This database has been structured using tables ordered according
to defect type, building component/material, and urgency to repair (a five-point scale
of 0–4). The repair urgency levels are demonstrated with photos and described using
brief criteria. Not all the repair urgency levels are applicable to all the combinations of
“defect-component/material”. Levels 1, 2, and 3 are most frequently taken into account.
The proposed list of defects is a novel approach that can be useful to support experts during
inspections of buildings, the concept of which can be adapted to further inspection systems.

The aim of the article [13] was to present the influence of temperature and humidity
on the mechanical properties of a conveyor belt. The investigations were carried out in
both a climatic chamber, which simulates the effects of negative and positive temperatures
of −30 ◦C to 80 ◦C (243 K to 353 K), and in a thermal shock chamber. The results of the tests
in the climatic chamber showed that numerous mechanical parameters have undesirable
values at 10 ◦C (283 K) and 80 ◦C (353 K) at a relative humidity of 80%. Interestingly, the
results showed that the tensile modulus, tensile strength, and yield point are higher at
temperatures below 0 ◦C than at temperatures above 0 ◦C.

6. Interesting Case Studies in the Field of Non-Destructive Testing in
Civil Engineering

In article [14], it was shown that active thermography methods, such as step heating
thermography, show a good correlation with the solar load system. Solar load thermog-
raphy is an approach that has recently gained the attention of scientists. It is beneficial
because it is particularly easy to set up and can measure objects on a large scale due to
the fact that the sun is the main source of heat. This work also introduces the concept of
using a pyranometer as a reference point for evaluation algorithms by providing a direct
measurement of the intensity of solar radiation. In addition, a recently introduced method
of estimating thermal efficiency is assessed using thermograms of the environment.

Article [15] presents the portable X-ray sources that were developed in the last 10 years
and which are based on a linear electron accelerator with a power of 950 keV/3.95 MeV in
the X band (9.3 GHz). Moreover, it also describes the inspections of prestressed concrete
bridges. A bridge with a T-shaped PC girder, 200–400 mm thick, and a bridge with a box-
shaped PC girder, 200–800 mm thick were subjected to tests. X-ray images of the defects of
the tendon ducts were observed. An attempt to quantify unfilled mortar was made. This
is due to the fact that this is the major defect that causes corrosion. On the taken X-ray
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images, gray values were obtained, which correspond to the X-ray attenuation coefficients
of filled and unfilled mortars in tendon ducts. The gray ratio of the filled/unfilled tendon
ducts was then compared in order to determine the degree of filling. For this purpose, data
obtained from an actual T-shaped post-tensioned concrete bridge and model samples were
used to validate the method.

Precise evidence of the thermal conductivity of walls is essential for selecting the
proper energy-saving measures in existing buildings. For reliable testing using the heat
meter method (HFM), good thermal contact should be provided between the heat meter
plate and the surface of the wall. The aim of the article [16] was to assess the effect
of an imperfect thermal contact of the heat meter plates on the accuracy of the in-situ
measurements of the U value of the facade after applying foil. The foil was applied in
order to avoid damage to the surface of the wall, which is a normal procedure during the
operational phase of a building. The results show that the deviations between the measured
U-values and the values obtained using the HFM directly on the wall surface and when
HFM was installed with a PVC film were significantly different from the theoretical values.

Article [17] concerned the application of geophysical techniques in the urban envi-
ronment of the city of Nicosia in Cyprus. The main goal of the research, being part of the
Eleftheria Square redesign project, was to visualize subsurface properties in order to reduce
the impact of threats on old buildings (and thus to preserve the cultural heritage of the
site) and new infrastructure under construction. Since 2008, various phases of the project
have used electrofusion tomography, radar, and also electromagnetic induction methods to
provide an understanding of the geological stratigraphy of buried objects (archaeological
and underground structures) and unexpected events (such as water infiltration). The results
of geophysical research confirmed the effectiveness of the adopted methods, and added
cognitive value with regard to the studied area. The new information gathered helped
public administration technicians to plan direct and targeted interventions and to modify
the original design in line with the discovery of archaeological finds.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.
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Featured Application: This research has specific applications in the measurement of forces of

small magnitude, which occur in the fluid–wall interaction, through a non-destructive technique

that allows for measuring the shear stress in open water channels.

Abstract: An experimental method to measure forces of small magnitude with a strain gauge as a
force sensor in the fluid–wall interaction of open water channels is presented. Six uniaxial strain
gauges were employed for this purpose, which were embedded across the entire sensing area and
subjected to pure bending, employing two-point bending tests. Sixteen two-point bending tests were
performed to determine the existence of a direct relationship between the load and the instrument
signal. Furthermore, a regression analysis was used to estimate the parameters of the model. A data
acquisition system was developed to register the behavior of the strain gauge relative to the lateral
displacement induced by the loading nose of the universal testing machine. The results showed
a significant linear relationship between the load and the instrumental signal, provided that the
strain gauge was embedded between 30% and 45% of the central axis in the sensing area of the
sensor (R2 > 0.99). Thus, the proposed sensor can be employed to measure forces of small magnitude.
Additionally, the linear relationship between the load and the instrumental signal can be used as
a calibration equation, provided that the strain gauge is embedded close to the central axis of the
sensing area.

Keywords: small force; load; instrumental signal; two-point bending test; strain gauge; calibra-
tion equation

1. Introduction

The direct measurement of small forces has shown to have great practical significance
in many fields such as sciences, engineering, the industrial sector, and medicine—among
many others—and its relevance was first recognized in the 1970s [1], continuing its growth
to this day.

One of the applications of measurement of small forces can be found when studying
the fluid–wall interaction of open water channels. In this sense, shear stress in open water
channels—the action exerted by water on the channel bed material—can alter the state
of rest or movement of the bed material, either by sedimentation, dragging, scour, or
transport of the material. Wall–water stores oppose the movement of the fluid and affect
the flow velocity profile. Drag and shear stress due to vegetation reduce flow discharge in
channels, but they also allow flood attenuation and sediment deposition [2,3]. Shear stress,
dragging, and sediment transport have been widely studied, and there exist limitations
on using conventional formulas, such as the Manning equation [2]. Average bed shear
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stress is difficult to derive from the bulk flow characteristics, such as applying predefined
velocity profiles or the shear stress distribution. Currently, there is a wide range of methods
for direct and indirect measurement of shear stress in open channels. However, direct
measurements of shear stress in the wall–fluid interface are less frequent. Tinoco et al. [4]
classify intrusive approaches (acoustic Doppler velocimeters, optical backscatter sensors,
ultrasonic velocity profilers, and acoustic Doppler current profilers) and non-intrusive
techniques (laser-induced fluorescence, particle image velocimetry, and laser Doppler
velocimetry) to detect the magnitude of the flow disturbance by the experimental probe
itself. Detailed reviews about methods to measure and estimate shear stress can be found
in Huai et al. [5]. Experimental setups range from large-scale measurements (e.g., Errico
et al. [6]) to highly controlled laboratory-based experiments (e.g., Duan et al. [7] and
Bashirzadeh et al. [8]). The direct measurement of shear stress requires sensitivity to small
changes in flow velocity, generates minimal flow disturbance, especially in the vicinity of
the bed, and maintains the principle of no sliding of the material in the bed [9–11].

The development of microsystems, nanotechnology, fluid dynamics, aerodynamics,
biotechnology, and biomedical technology, among others, involves the application of de-
vices suitable to measure forces from the force scale of millinewtons (mN) to micronewtons
(μN). On one side, microelectromechanical sensors (MEMS) such as systems based on inter-
ferometry, oil films, and liquid crystal coatings have shown improvements in performance
and accuracy relative to conventional techniques (hybrid MEMS) and have been used to
measure skin friction [12]. On the other hand, multidimensional F/M MEMS are used
to measure force and moment in robotics, electronics, and the development of medical
equipment and smart devices [1].

The techniques employed for these measurements can be direct or indirect [13,14].
Despite the usefulness of these sophisticated devices to measure forces induced by external
loads, they are limited by their complex calibration and testing procedures, which are not
sufficiently structured because of the miniaturization of sensors [12–16].

Electrical resistance strain gauges are one of the simplest and most frequently used
passive transducers. They are usually bonded to one of the surfaces of the specimen to
be tested to generate only axial tension and compression. They have been used as load
or strain transducers of sophisticated devices since their manufacturing technology and
encapsulation prevent them from suffering mechanical and environmental damage. Due to
their small size, sensitivity, accuracy, simplicity, and low cost compared to sophisticated
devices, strain gauges are broadly used in laboratories worldwide as sensing devices [16].
Nonetheless, no research has been found that explores the operating principle of strain
gauges subjected to pure bending. This is because the bending effect is considered neg-
ligible concerning the tension–compression effect. In the fields of fluid dynamics and
aerodynamics, the measurement of small forces involved in the fluid–wall interaction is
required to analyze the stability of walls and fluids.

Consequently, there is a lack of simple devices for measuring forces of small magnitude,
in the order of mN, that can be employed to measure flows of water in open and closed
systems. Due to the foregoing, the strain gauge is proposed to be used as a device for
measuring small forces, used in a way different from that for which it was designed;
that is to say, the strain gauge itself is subjected to pure bending. Furthermore, lateral
displacement employing a two-point bending test (cantilever) induced in a way different
from that defined by ASTM D747 [17] is proposed.

The proposed method is justified for the following reasons: Firstly, the size of the
proposed device is in the order of millimeters. Therefore, it is smaller than the minimum
dimensions required for standardized tests [17]. Secondly, in this type of test, the data
analysis is based on the conventional beam theory [18], or the elastic theory [19], provided
that there is a direct relationship between the applied load and the resultant lateral displace-
ment within the elastic range of the specimen’s material. However, the appropriateness of
the conventional beam theory for determining the relationship between the load and lateral
displacement of a sample is called into question when the dimensions of the specimen are
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in the order of millimeters; thus, uncertainties are generated in the bending tests. Thirdly,
because the geometric dimensions of the proposed device correspond to the ones of a small
plate, it is difficult to obtain an analytical relationship between load and displacement. The
numerical solutions (finite elements or differences) and analytical solutions (superposition
method or integral transform method) [20] are well known; however, they require complex
and time-consuming procedures. Furthermore, thin flats behave differently from beams in
terms of strain and internal stress distribution, which is under Love–Kirchhoff’s theory.

For these reasons, the objective of this paper is to present the experimental results
of two-point bending tests applied directly to strain gauges to measure forces of small
magnitude directly. A direct relationship between the load and the instrumental signal
is expected to be found because both of them depend on the lateral displacement of the
device. Finally, these results are expected to be a practical contribution to the evidence
about the mechanical behavior of strain gauges subjected to pure bending.

2. Materials and Methods

2.1. Materials and Experimental Setup

Figure 1 shows the experimental setup for the implementation of the proposed two-
point bending test. Consequently, a total of sixteen two-point bending tests were carried
out on the six strain gauges used as force sensors. The tests were carried out utilizing an
INSTRON 4467 universal testing machine, which has a cell load of 10 N and a precision of
0.0025 N. Through the control panel and the software IX of the INSTRON, the geometric
parameters and the characteristics of each test were defined. Furthermore, the reference
values for force and displacement were established. All of the tests were performed at
a constant speed of 1 mm/min, with a total displacement of the loading nose of 2 mm,
which is in agreement with the ASAE Standard method S368.2 [21]. Simultaneously, the
instrumental signal (indicated in Section 2.2) was recorded as a result of the data acquisition
system, the devices developed, and the proposed strain gauge. In this sense, to subject
the strain gauge to pure bending, each sensor was embedded within the sensing area
employing two 3 mm thick printed circuit boards (PCB). Thus, these points are mentioned
in Table 1, while the PCB plates were fitted to a 10-mm-thick acrylic plate (base of the
materials testing machine) through an aluminum device as shown in Figure 1a,c.

Table 1. Dimensions of the strain gauge sensors and characteristics of the bending tests.

Sensor Dimensions Trial Characteristics

Sensor b (mm) e (mm) Lo (mm) Lo/e xo (mm) Rep xo/e xo/Lo k (mm) T (◦C)

G1 2.54 0.060 2.27 37.8 1.22 5 20.3 0.54 0.30 27.9 ± 0.4

G2 2.58 0.055 3.25 59.1 2.30 2 41.8 0.71 0.60 26.4 ± 1.0

G3 2.54 0.050 2.30 46.0 1.35 2 27.0 0.59 0.35 26.4 ± 0.6

G4 2.58 0.065 2.53 38.9 1.68 2 25.8 0.66 0.69 26.6 ± 0.4

G5 2.54 0.065 2.46 37.8 1.51 2 23.2 0.61 0.44 26.5 ± 0.4

G6 2.52 0.065 1.88 28.9 1.00 3 15.4 0.53 −0.05 19.2 ± 2.6

Average 2.55 0.060 2.45

In this study, six strain gauges (from G1 to G6 as shown in Figure 1a,c) used as force
sensors were assessed. The strain gauges employed were simple, uniaxial, miniature strain
gauges fabricated with copper-nickel alloy and completely coated with polyamide [22].
Their average geometric dimensions were 2.56 mm wide, 6.0 mm long and 0.06 mm thick,
and their sensing area was 1.6 mm wide and 2.0 mm long, with a nominal resistance
of 120Ω.
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(a) 

 
(b) 

 
(c) 

Figure 1. Proposed two-point bending test: (a) INSTRON and experimental setup for implementing
the bending test (loading nose width 1.0 ± 0.05 mm), (b) scheme of the bending test and data
recording, (c) details of the strain gauge embedment.
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Table 1 shows the geometric dimensions and mechanical characteristics of the strain
gauges used in the bending tests. Width (b), thickness (e), and the beam span (L0) were
measured using a micrometer with a precision of 0.01 mm. The position of the loading
nose concerning the embedment (xo) and the location of the embedment concerning the
central axis of the sensing area (k) were measured using a Vernier caliper with a precision
of 0.05 mm and verified using a photographic sample with a precision of 0.01 mm. The
number of repetitions (R) was reduced to two due to the low coefficient of variation
obtained for the G1 sensor, for which five repetitions were carried out. The tests, except
that of the G6 sensor, were performed in a room with controlled temperature, as it is
shown in Table 1. It has to be noted that the instrumental signals may be affected by
temperature change; however, in this research, the temperature’s effect was not considered,
since the calibration was carried out at a constant temperature in a controlled environment
as previously mentioned.

The repeatability of the responses in the experimental tests was estimated for each
sensor to analyze the validity of the data acquisition system and the universal testing
machine. For each repetition, the beam span, the position, and the load speed of the loading
nose remained constant. After finishing a test, the loading nose was returned to its initial
position and the test was repeated.

2.2. Instrumental Signal Measurements in the Two-Point Bending Tests

Figure 2 shows a scheme of the electronic circuits used to measure the instrumental
signal in the two-point bending tests. The change in the electrical resistivity (ΔR) of the
sensor when the strain gauge was being bent by the loading nose (see Figure 1b) was
measured through a Wheatstone bridge (PW) because of its great precision [16,23]. As the
signal (or drop in voltage) obtained from the PW was very small, in the range of millivolts,
an instrumentation amplifier was required for the signal conditioning. In addition, a fixed-
gain differential-input amplifier (AIDR) with high common-mode rejection was developed.

Figure 2. Scheme of the instrumental signal measurement during bending tests.

A Wheatstone bridge circuit (PW) in a quarter-bridge arrangement was used to register
the changes in the electrical resistance of the sensor concerning its initial resistance (Ro).
The quarter-bridge configuration was balanced (VAB = 0) and showed equality of nominal
resistance values [8]. Moreover, an inactive gauge was added to prevent changes in
resistance for the initial resistance. Resistors in series, Rm, were added to each component
of the PW to establish a 10-mA upper limit for the current flow through the sensor. The
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resistor ratio Rm/Ro = 3.25 was employed for the resistors. In practice, the change in
resistivity ΔR/Ro is in the range of 10−2, which is negligible relative to unity.

The response of the proposed device (sensor) was indicated in the PW through a
voltage drop, as Equation (1) illustrates. This voltage drop and the change in resistivity
of the sensor are in a proportional relationship because of the lateral displacement of the
sensor. The constant of proportionality was 0.588.

VAB =
ΔR/Ro

[2ΔR/Ro + 4(1 + Rm/Ro)]
Vr ≈

ΔR/Ro

4(1 + Rm/Ro)
Vr = 0.588ΔR/Ro (1)

The response of the sensor obtained by the PW is amplified by the AIDR circuit,
wherein the voltage drops in nodes 3 and 4 must be the same (see Figure 2) to achieve a
linear performance of the instrumentation amplifier. Therefore, the instrumental signal was
obtained by applying Ohm’s law to each loop of the circuit shown in Figure 2, according to
the output voltage given by Equation (2).

Vs = A1VA − A2VB, (2)

where A1 =
[

R7
R4

(R4+R5)
(R7+R6)

(R2+R3)
R2

+ R1R5
R2R4

]
and A2 =

[
R7
R4

(R4+R5)
(R7+R6)

R3
R2

+ R5
R4

(R1+R2)
R2

]
are the

equivalent voltage drop percentages in terminals A and B of the Wheatstone bridge,
whereas the nominal resistance values of the amplifier are represented by Ri, with i = 1 to 7.
To rearrange Equation (2) in terms of the voltage drops in differential mode, VAB = VA-VB,
and in common mode, Vmc = (VA + VB)/2, the voltage drops of the instrumental signal,
Vs, can be rewritten in terms of the common-mode gain, Gmc, and the gain in differential
mode, GAB, as Equation (3) illustrates:

Vs = GmcVmc + GABVAB, (3)

where Gmc =
[(

1 − R5R6
R7R4

)
/
(

1 + R6
R7

)]
and GAB =

[(
1 + R5

R4

)(
R3
R2

+ 1
2

)
/
(

1 + R6
R7

)
+ R5

R4

(
R1
R2

+ 1
2

)]
.

Given that the resistances R5R6 = R7R4, the amplifier worked in a high common-mode
rejection ratio, wherein Gmc is null. Thus, the amplification factor, K, was estimated as
K = R5/R4 = R7/R6, and the average gain factor, G, was estimated as G/2 = R1/R2 = R3/R2.
Then, the instrumental output signal, Vs, given by Equation (3), can be replaced by
Equation (4).

Vs = K(1 + G)VAB + VoffsetAI, (4)

where VoffsetAI corresponds to the voltage drops inside the AIDR and the parasitic cur-
rents, which could be electronically adjusted through a variable resistor. In addition to
this, the voltage drops could be avoided by employing the differential output voltage as
ΔVs = Vs − Vso because the initial signal must comply with Equation (4). Hence, the instru-
mental signal was subjected to the residual voltage of the sensor and became independent
from the initial adjustment required by the Wheatstone bridge.

Finally, the signal delivered by the sensor, given by Equation (1), was amplified by the
AIDR through Equation (5), where a linear relationship between the instrumental signal
and the change in electrical resistance was determined:

ΔVs = K(1 + G)ΔVAB ≈ K(1 + G)Vr

4(1 + Rm/Ro)
(ΔR − ΔRo)/Ro (5)

2.3. Load–Instrumental Signal Relationship

When the load system is uniformly distributed across the width of the specimen by the
loading nose, Love–Kirchhoff’s model of plates is equivalent to the Euler–Bernoulli beam
theory, which is developed as a cantilever beam. Moreover, for small displacements or
small loads, the classical beam theory and the plate theory can be regarded as valid; hence,
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when the load is uniformly applied along the width of the sensor, a direct relationship
between the load and the lateral displacement of the sensor is expected.

The load and the instrumental signal are related through the lateral strain of the sensor.
A linear relationship between load and displacement can be expected for small lateral
displacements of the plate, where Hooke’s law is valid [20]. On the other hand, if the
difference in lateral displacement is proportional to the change in electrical resistance, a
linear relationship between the instrumental signal and the force applied on the sensor can
be possibly expected.

To achieve that, the data about load and instrumental signal were simultaneously
recorded by the universal testing machine (precision 0.0025 N) and the data acquisition
system (precision of 0.17 mV). To synchronize both sets of data, the lateral displacement
and the measuring time were registered and related to the speed ratio. To minimize syn-
chronization errors between the universal testing machine and the measuring equipment
during the data collection and recording, the load values (P) and the instrumental signal
(Vs) were recalculated at 1-s time intervals by using their respective time-weighted averages.
The data obtained were employed to obtain the relationship between the load and the
instrumental signal for each test.

The average performance concerning the load and the instrumental signal of each
sensor concerning the displacement of the loading nose was presented in a graphic form,
according to the characteristics shown in Table 1 and Figure 2. To find the relationship be-
tween the load and the instrumental signal, dimensionless values for load and instrumental
signal were employed. The load was divided by the maximum load of the tests and the
instrumental signal was divided by the analog-to-digital reference voltage (Vref = 2.56 V).
Furthermore, a linear regression analysis was performed to find a linear relationship be-
tween the load and the adimensionalized instrumental signal. The parameters of the linear
model were calculated using the least-squares approach [24].

The values for the parameters of the model were compared using a 95% confidence
level through determining the confidence interval and the probability of the Fisher’s value,
assuming that the slope of the model did not differ significantly from the zero value.

Finally, the difference between the estimated and the measured values for the adimen-
sionalized load was used as estimation error in the expected linear regression model.

2.4. Sensitivity and Performance of the Device

The device’s sensitivity is in the range of 9 to 18 mV/mN, depending on the location
of the embedding region (near or within the sensitive area of the strain gauge as shown
in Figure 1). Graphically, Figure 3 shows that the change in device output signal explains
more than 99% of the load variability for strain gauges G1 to G6. Therefore, there is a high
positive correlation between the load and the instrumental signal of the new device, where
the variation in sensor sensitivity is attributable to manufacturing differences. There is
high linearity within 30% to 80% of the maximum load because the sensors are, by design,
within the elastic range.

In general, the sensor was tested for loads between 0 and 100 mN, showing high levels
of linearity between load and instrumental signal and of lateral displacement between 0
and 1 mm, without generating gauge delamination or residual deformation effect and with
an affordable cost and consumption. However, the experimental setup to measure shear
stress in channels’ beds is expensive. The order of magnitude of detectable forces is less
than 1 N/m2. On the other hand, the bed shear stress in open channels is in the order of
1–10 N/m2 [25–28]. In this case, the most relevant characteristic is that the dimension of
the device is small enough to avoid significant interferences in the flow. It has to be noticed
that there is room for improving: (1) the sensor embedding procedure to attain perfect
embedding and (2) the capture of the device’s output signal.
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Figure 3. Relationship between instrumental signal and load P.

Currently, it is difficult to provide an accurate estimation of the resolution and the
minimum detectable force for the proposed device. However, an appropriate estimate
is that the precision for the force is 2.5 mN and for the device’s output signal is 0.17 mV;
therefore, the shear stress resolution would be 0.1 mN.

3. Results and Discussion

3.1. Load and Instrumental Signal Behavior in the Bending Tests

Figure 4 shows the typical development of the average curves of load and instrumental
signal in the two-point bending tests relative to the displacement of the loading nose.

Figure 4. Generic parameters of the average load and instrumental signal curves from the
bending tests.

The average and the variation coefficients of the generic parameters for each sensor,
such as the maximum instrumental signal (Vsmax), the instrumental signal at the beginning
of the test (Vso), the instrumental signal at maximum load (Vs (Pmax)), the maximum load
(Pmax), and the displacement when the loading nose touches the strain gauge (DPo) are
determined and presented in Table 2.
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Table 2. Experimental values of generic parameters for load and instrumental signal.

Sensor Vsmax (mV) CV (%) Vso (mV) CV (%) Vs(Pmax) (mV) CV (%) Pmax (N) CV (%) DPo (mm) CV (%)

G1 984.7 0.7 154.4 8.4 707.0 3.3 0.056 4.7 0.203 17.9
G2 703.5 0.3 284.2 0.2 670.4 6.0 0.018 2.0 0.216 32.5
G3 1159.6 0.5 348.0 3.1 872.8 0.5 0.046 5.1 0.092 38.2
G4 906.8 0.2 363.1 1.9 903.8 0.3 0.021 1.7 0.291 12.1
G5 1317.9 0.3 239.1 22.9 1052.3 3.7 0.037 7.0 0.233 30.4
G6 1746.4 0.0 876.5 7.5 1530.8 3.4 0.070 4.5 0.095 94.6

Average 1014.5 0.4 277.7 7.3 841.3 2.8 0.035 4.1 0.207 26.2

Different mean DPo and Vso values were observed for each sensor and throughout the
test repetitions, which can be attributed to experimental errors. These errors occurred due
to difficulties in determining the moment when the surface of the strain gauge was touched
by the loading nose and due to the initial settling of the measuring system of the strain
gauge. Consequently, new uncertainties that have a significant impact on the behavior
of the instrumental signal are posed in the estimation of Vso (see Table 3). Furthermore,
the value for the maximum load (Pmax) was consistent for each strain gauge in all of
the repetitions (see Table 2). However, the magnitude of Pmax differed significantly for
each strain gauge, which is attributed to the position of the embedment and an inverse
relationship between load and position of the loading nose [18]. Then, Pmax diminished as
the embedment moved away from the central axis of the sensing area of the strain gauge.
Hence, when the distance of xo increases, a lower total applied load is required to maintain
the maximum bending moment constant in the area of embedment. Therefore, due to the
dimensions of the tested material, new uncertainties concerning the measuring of xo are
introduced.

Table 3. Statistical parameters of the linear model between load and instrumental signal (p < 0.8Pmax).

Intercept (mN) Slope (mN/mV) Vsoe Diff

Sensor
Lower
Limit

Value
Upper
Limit

Prob-F
Lower
Limit

Value
Upper
Limit

Prob-F R2 (mV) (%)

G1 −19.57 −18.98 −18.40 0.0000 0.1110 0.1124 0.1138 0.0000 0.999 168.96 9.4

G2 −15.40 −13.45 −11.50 0.0000 0.0529 0.0578 0.0627 0.0000 0.935 232.78 −18.1

G3 −42.91 −41.19 −39.48 0.0000 0.1083 0.1113 0.1143 0.0000 0.997 370.15 6.4

G4 −11.68 −10.78 −9.87 0.0000 0.0380 0.0397 0.0414 0.0000 0.977 271.46 −25.2

G5 −13.46 −12.65 −11.84 0.0000 0.0533 0.0546 0.0559 0.0000 0.997 231.62 −3.1

G6 −188.05 −170.55 −153.06 0.0000 0.1754 0.1917 0.2079 0.0000 0.975 889.82 1.5

In Table 2, the average values of the generic parameters are different for each sensor
due to the characteristics of the tests presented in Table 1. This is attributed to the position
of the embedment in the sensing area of the strain gauge and to the absence of a calibration
process to adjust the display of the data acquisition system to zero.

The repeatability of the tests was determined due to the low value of the coefficients
of variation (CV) observed for the instrumental signal (less than 1%) and the load (less than
7%), which validated the measuring systems. Thus, there is no influence of the measuring
systems on the trends shown in the tests for each sensor, which implies that the variations
or differences between them were only due to experimental errors.

The average performance of the load and the instrumental signal for each sensor in the
two-point bending tests is shown in Figure 5a,b, respectively. In Figure 5, the displacement
value considered as small-displacement limit (SDL) is shown by a vertical dashed line [29].
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(a) (b) 

Figure 5. Average load and instrumental signal curves obtained from the two-point bending tests:
(a) dimensionless load–displacement curve, (b) dimensionless instrumental signal–displacement
curve.

In Figures 4 and 5, it is observed that the sensors were subjected to large lateral
displacements through the two-point bending tests. Similarities and differences between
the average load–displacement and instrumental signal–displacement curves were found.
A non-linear relationship between both the load and the instrumental signal and the
lateral displacement was observed in all tests performed. The test repetitions showed a
consistent trend for the load and the instrumental signal, namely, a third-order polynomial
trend line for the whole range of the lateral displacement of the sensor. Furthermore, it
is observed that the slope of the load–displacement curve changes sign when the lateral
displacement of the sensor exceeds the maximum load value (Pmax). In contrast, the slope
of the instrumental signal–displacement curve diminishes when the lateral displacement
reaches its maximum value (Vsmax) (see Figure 5b and Table 2).

Within the SDL, a linear relationship can be observed in almost all of the responses of
the average load–displacement and instrumental signal–displacement curves. This linear
relationship can be extended beyond the SDL value up to lateral displacements induced
by loads close to 80% of the maximum load, owing to the flexibility of the material used
(strain gauges). This is consistent with the classical beam theory or the plate theory, as
well as with the hypothesis proposed in this study. In addition, minimum slopes for the
load–displacement and instrumental signal–displacement curves were observed for loads
lower than 20% of the maximum load. This is attributed to the initial settling of the material
when the surface of the sensing area was touched by the loading nose (G1, G3, and G5)
or when the sensor was turned from its initial position owing to the absence of a perfect
embedment (G4 and G6). Moreover, for lateral displacements larger than 0.5 times the xo
value and that exceeded 80% of the maximum load, a loss of linearity was observed. This
can be attributed to the loss of friction between the loading nose and the surface of the
sensor. Additionally, the variation on the slopes of the curves can be attributed to the fact
that the greater the lateral displacements to which the strain gauges were subjected, the
lower the load required to maintain the maximum bending moment.

Finally, in Figure 5a,b, two types of behavior can be observed from the relationship
between load–displacement and instrumental signal–displacement. This can be explained
according to the position of the loading nose concerning the embedment of the strain gauge.
The first type of behavior corresponded to an immediate response of the instrumental
signal and the load on the sensor caused by the lateral displacement induced by the loading
nose on those strain gauges embedded between 30% and 45% of the central axis of their
sensing areas (sensors G1 and G3). The second type of behavior corresponded to a slow
response of the instrumental signal and the load on the sensor when the embedment was
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located in the center or on the edge of the sensing area of the sensor (sensors G2, G4, and
G6). Moreover, large lateral displacements were required to induce changes in the electrical
resistance of the sensing area due to the absence of a perfect embedding of the strain gauge.

3.2. Relationship between Load and Instrumental Signal

Figure 6 shows the dimensionless average load–instrumental signal curve obtained in
the two-point bending tests for the dataset about load and instrumental signal lower than
the maximum load (Pmax) at 1-s time intervals. Additionally, the figure shows that the SDL
as a vertical dashed line, which corresponds to the ratio between the lateral displacement
of the strain gauge and the position of application of the loading nose concerning the
embedment, δB/xo, equals 0.3 [29].

Figure 6. Dimensionless average load–instrumental signal curve from the bending tests using 1-s
time-weighted average values.

For the loading range between 20 and 80 percent of maximum load, a linear model
between the load (mN) and the instrumental signal (mV) was established. The parameters
of the model, intercept (mN) and slope (mN/mV), are determined and presented in Table 3.
The loading range was proposed to avoid the influence of the initial settling of the sensor,
the effect of the loss of friction of the loading nose for large displacements, and the effect
of the instrumental signal at the beginning of the test (Vso). In addition to this, in Table 3,
the confidence interval and the probability of the F value of Fisher, obtained through the
regression analysis, are presented for each parameter.

In Figure 6, a positive, dimensionless relationship between the load and the instrumen-
tal signal on each strain gauge is observed for the whole range of load values between zero
and the maximum load [0, Pmax]. In the bending tests, two trends in the load–instrumental
signal relationship were identified, which are explained by the position of the embedment
relative to the strain gauge. These trends coincide with the results obtained in Figure 4.

The first trend was a significant linear relationship that showed a coefficient of de-
termination greater than 0.99 for all loading ranges, including the lateral displacements
greater than the SDL. It corresponded to the embedment ratios between 0.3 and 0.45 (G1,
G3, and G5). For these trends, the estimation error did not exceed 5% of the measured
value (see Figure 7).
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Figure 7. Estimation error of the dimensionless load, P/Pmax.

The second trend corresponded to the strain gauges embedded on the edge or in the
center of the sensing area (G2, G4, and G6) that showed a positive, non-linear relationship
between load and instrumental signal. For small lateral displacements of the sensor, the
linear trend between the load and the instrumental signal was significant. Nevertheless,
the slope of the load–instrumental signal curve was two to four times greater than the slope
of the first trend. This is due to the narrow range of variation of the instrumental signal
compared to the range of variation of the load. This linear trend was significant for the
whole loading range, but the coefficient of determination decreased to 0.93 (see Table 3)
and the estimation errors exceeded 20% of the measured value (see Figure 7).

It is worthwhile to highlight that, in Figure 6, none of the sensors showed the initial
settling of the measuring system in the bending tests illustrated in Figure 5. This can be
attributed to the fact that the performance of the load sensor of the INSTRON is compared
with the performance of the strain gauge itself, thereby annihilating the effects of the
initial settling of the sensor and obtaining a linear relationship between the load and the
instrumental signal from the beginning of the test. Thus, the loss of linearity of the load–
instrumental signal curve for loads lower than 20% of the maximum load can be attributed
to the absence of a perfect embedment of the sensor.

Additionally, for displacements greater than the SDL and close to 80% of the maximum
load, an abrupt variation in the linear trend line, which has an error of overestimation
greater than 15% of the measured value of the load, was observed (see Figure 7). This
can be associated with the loss of friction between the loading nose and the surface of the
strain gauge.

In Table 3, it is observed that all the regression coefficients (slopes) of the linear model
rejected the null hypothesis. Furthermore, significant differences in the magnitude of the
slope of the linear model were identified between sensors, which implies that the regression
coefficient was individual for each one. The mean values for the slope of the linear model
were lower for the sensors G1, G3, and G5, which had an embedment ratio of 0.30–0.45
from the axis of the sensing area of the strain gauge. The confidence intervals for these
sensors were narrower than those of G2, G4, and G6. On the other hand, the intercept
values for G2, G4, G5, and G6 were significantly different from zero. This is attributed
to a shift in the initial voltage of the instrumental signal, which was different from the
initial value of the instrumental signal at the beginning of the test only for sensor G1 (see
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Tables 2 and 3). Although the difference between the values of the instrumental signal, Vso,
was greater than 18% for sensors G2 and G4, it was not considered significant because of
the broad confidence interval of the intercept due to the absence of a perfect embedment.
Thus, the Vso value was an important source of uncertainty for the linear model that only
influenced the intercept of the model. This is due to the settling of the sensor before taking
the load and determining the moment when the loading nose touched the surface of the
sensor. Nevertheless, the uncertainties regarding the coupling time between the load and
the instrumental signal were reduced by using 1-s time-weighted average intervals.

On the other hand, Figure 7 shows the approximation error concerning the maximum
load of the linear model between load and instrumental signal, according to the dimen-
sionless load (P/Pmax). In Figure 7, it can be noticed that the greatest relative errors of
approximation of the linear model were presented for the strain gauges embedded on
the edge or in the center of the sensing area (G2, G4, and G6), which implied an error in
the specification of the regression model used. On the other hand, for the embedment
ratios close to 0.30–0.45 from the central axis of the sensing area (G1, G2, and G4), the
linear model adequately approached the data obtained between the values 0.2 and 0.8 of
the dimensionless load and showed a relative error inferior to 5%. This can lead to the
conclusion that the location of the embedment relative to the strain gauge was the main
factor affecting the regression model. Provided that this embedment was located within
30% to 45% of the sensing area, a linear response between the load and the instrumental
signal was obtained.

Alternatively, Figure 8 shows an inverse relationship between the slope of the load–
instrumental signal curve and the location of the embedment concerning the central axis of
the sensing area (embedment ratio). Figure 8 also shows an inverse relationship between
the maximum load on each sensor and the embedment ratio. The foregoing is because
both the maximum load and the slope of the load–instrumental signal curve were inversely
related to the distance of application of the loading nose. This is because the location of the
embedment (k) on the sensor was a fraction of the distance of application of the loading
nose (xo). Thus, both Pmax and xo influenced the values of the parameters of the linear
regression model, intercept, and slope; however, they did not affect the specification of the
model, which depended solely on the location of the embedment within the sensing area.

Figure 8. Slope and maximum load versus embedment ratio.
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In summary, the sensors G1, G3, and G5 showed better performances concerning
the linear model between the load and the instrumental signal, for both great and small
displacements of the strain gauge when the sensor was embedded between 30% and 45% of
the axis of the sensing area, and approximation errors were inferior to 5%. The experimental
load–displacement and instrumental signal–displacement curves (Figure 5a,b, respectively)
showed a third-order polynomial trend for loads between zero and the maximum load. To
obtain a linear relationship between the load and the instrumental signal, it is required that
the load–displacement and instrumental signal–displacement curves be collinear; that is to
say, the coefficients of the third-order polynomial model need to be perfectly scaled; and
thus, both the load–displacement curve and the instrumental signal–displacement curve
can measure the same phenomenon proportionally.

3.3. Measurements in an Experimental Open Channel

The proposed method shows a new setup to use a widely studied piezoresistive
force micro-sensor based on a strain gauge as it derives the shear stress from bending (e.g.,
Pommois et al. [30], Allen et al. [31], Wang et al. [11], and Hua et al. [32]) instead of pure axial
deformation. Preliminary results in controlled laboratory experiments were able to measure
small forces due to local flow changes, as we observed a significant linear relationship
between the change in strain gauge signal and the relative fluid-sensor velocity for flow
depths greater than 5 cm, while flow depth less than 2 cm did not show changes in the
strain gauges [33]. The experimental setup considered a granular bed and sensors located
in the vicinity of the bed to relate flow depth to dynamic pressure inside the boundary
layer and the pressure variation of the surface flow. The channel used was a rectangular
prismatic section 0.48 m wide and 0.45 m high with an acrylic bed and walls. The laboratory
flume is of variable slope, 12 m long, and was left with zero slope for experimental activities.
The experimental test protocol proposed by Sepúlveda [33] was used, which adapted the
ISO 3455:2007 standard for windlass calibration to the characteristics of operation and
functioning of the sensor. Sepúlveda [33] assumed valid the principle of action and reaction
of the force sensor on liquid water at rest, where it is expected that the constant movement
of the sensor along the channel is equivalent to the movement of the fluid with the sensor
at rest.

Changes in the coefficient of determination between flow velocity and the signal from
the strain gauge were independent of temperature changes, but a high scattering of the data
between tests is attributable to experimental errors such as orthogonality and/or twisting
of the sensor in the direction of motion. In other experimental runs considering a moving
fluid, the proposed sensor detected changes in flow depth, flow magnitude, and flow
surface oscillations. Sensors located at the bed and near the bed (5.0 mm) showed a sudden
decrease in the signal and then increased exponentially until the signal became constant.
In contrast, for the sensor located 35 mm from the bed, the signal did not show a sudden
decrease but an exponential and oscillatory increase consistent with the flow pressure
gradient, until it reached a plateau. The magnitude of the instrumental signal change
correlated positively with flow magnitude only for the sensor located 35 mm from the
bed in all tests. Differences in response related to the location are due to the presence and
influence of the boundary layer at the bed that affects the response of the signal. The sensor
located outside the boundary layer (free zone) showed a coherent development with the
changes of the flow variables. For sensors located inside the boundary layer, the hydraulic
load was the most relevant variable measured by the instrumental signal. Figure 9 shows
some pictures of the experimental test in an open channel with water in motion.
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Figure 9. Experimental test in an open channel.

4. Conclusions

The linear model between the load and the instrumental signal was significant for all
the sensors in the two-point bending tests, even for displacements above the SDL value.
Moreover, the results were under the classical theory only for small displacements.

The sensors embedded within 30 to 45 percent of the axis of the sensing area showed
a linear trend between the load and the instrumental signal, an approximation error of the
load inferior to 5 percent, and a coefficient of determination greater than 0.99. The sensors
embedded on the edge and in the center of the sensing area of the strain gauge presented a
significant linear trend, an approximation error of the load greater than 15 percent, and a
coefficient of determination between 0.93 and 0.98. This was due to the error of specification
of the model for these cases.

For loads inferior to 20 percent of the maximum load, a loss of linearity was observed
in the bending tests, which is attributed to an initial shift because of a lack of perfect
embedment; whereas for loads superior to 20 percent of the maximum load, a loss of
linearity was observed that can be attributed to the loss of friction between the loading
nose and the surface of the sensor.

The parameters of the linear model, intercept, and slope were observed to be unique
for each sensor. The value of the slope was inversely proportional to the location of the
embedment on the sensor. In contrast, the intercept was directly affected by the value of the
initial instrumental signal, Vso, and constituted a source of error. Therefore, it is advisable
to consider the Vso value as a parameter of adjustment of the regression equation to reduce
the uncertainties in the linear model.

Finally, the strain gauge itself, subjected to pure bending, can be employed to measure
forces of small magnitude, in the order of mN, through a linear relationship between the
load and the instrumental signal, provided that it is embedded within 30 to 45 percent of
the sensing area. However, to the best of the authors’ knowledge, the present study is an
isolated attempt to use strain gauges for the direct measurement of shear stress in open
channels. Thus, it was not possible to compare the sensitivity results shown in the present
research against other studies.

Future studies may consider a FEM study that may determine pressure sensors’
sensitivity in terms of device dimensions and linearity or improve the understanding of
the dependence of various geometrical parameters on the overall sensor performance. In
addition, for future research, a set of simulations to prove the capability of the proposed
sensors may be conducted.
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Featured Application: Analysis of Fine Cracks.

Abstract: Visual inspections are performed to investigate cracks in concrete infrastructure. These
activities require manpower or equipment such as articulated ladders. Additionally, there are health
and safety issues because some structures have low accessibility. To deal with these problems, crack
measurement with digital images and digital image processing (DIP) techniques have been adopted
in various studies. The objective of this experimental study is to evaluate the optical limit of digital
camera lenses as working distance increases. Three different lenses and two digital cameras were
used to capture images of lines ranging from 0.1 to 0.5 mm in thickness. As a result of the experiments,
it was found that many elements affect width measurement. However, crack width measurement is
dependent on the measured pixel values. To accurately measure width, the measured pixel values
must be in decimal units, but that is theoretically impossible. According to the results, in the case
of 0.3 mm wide or wider cracks, a working distance of 1 m was secured when the focal length was
50 mm, and working distances of 3 m and 4 m were secured when the focal length was 100 mm
and 135 mm, respectively. However, for cracks not wider than 0.1 mm, focal lengths of 100 mm
and 135 mm showed measurability within 1 m, but a focal length of 50 mm was judged to hardly
enable measurement except for certain working positions. Field measurement tests were conducted
to verify measurement parameters identified by the results of the indoor experiment. The widths
of actual cracks were measured through visual inspection and used for the analysis. From the
evaluation, it was confirmed that the number of pixels corresponding to the working distance had a
great influence on crack width measurement accuracy when using image processing. Therefore, the
optimal distance and measurement guidelines required for the measurement of the size of certain
objects was presented for the imaging equipment and optical equipment applied in this study.

Keywords: crack measurement; image processing; high resolution; working distance; crack width;
visual inspection; structure state assessment; ground sample distance (GSD)

1. Introduction

Structures undergo deterioration and damage over time due to various external forces
and environmental factors. Among this damage, cracks are indicators that inform us about
the current state of structures well. Cracks are usually measured by visual inspection
using manpower.

Structures that cannot be easily accessed, such as civil engineering structures, are
inspected by manpower using equipment (such as articulated ladders). The difficulty
in finding cracks during inspections and the input of professional manpower increases
costs and requires large amounts of time. Furthermore, in the case of the lower part of a
bridge, nuclear power plant facilities, and dams, which are poorly accessible, it is hard to
secure stability because workers have to deal with poor work environments. Moreover,
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there are problems such as poor objectivity and errors occurring in the detection of defects
due to the worker’s subjective evaluation depending on their working hours, experience,
personal ability, and environmental factors. In addition, for the efficient maintenance of
structures, preventive maintenance is required with timely repair and reinforcement rather
than one-time, large-scale reinforcement. However, frequent inspections are difficult due
to limited maintenance budgets, and this makes preventive maintenance difficult.

To remedy the above-mentioned problems, digital image processing (DIP) technolo-
gies using imaging equipment have been introduced, and various crack detection algo-
rithms have been developed over the past several decades [1–3]. These technologies are
expected to minimize the subjective evaluation of inspectors, thereby securing the objec-
tivity of inspection results, and to relieve constraints on inspection timing and location,
as well as solve problems such as the large manpower and cost required for existing in-
spections and investigations [4]. However, early studies using imaging equipment and
image processing techniques used simple image processing technologies or were limited
to crack information extraction techniques and had limitations in the measurement of
the characteristic information (width, length, shape, etc.) of cracks due to low resolution.
Early studies on image processing were mainly those that installed charge-coupled device
(CCD) cameras [5], ground penetration radar (GPR), laser systems (LS), or hybrid systems
(HS) [6,7], which are classified as non-contact evaluation equipment, on a vehicle such as a
van to develop image recognition equipment and equipment that inspects and measures
cracks on road surfaces [8]. In related studies on image processing techniques such as ones
that applied the Otsu method [9], which is based on shooting variables and threshold value
settings, to concrete structures such as roads, tunnels, and bridges to detect and measure
cracks [10–13], image preprocessing studies have been conducted using histograms, mean
values, median values, and Gaussian filters. Studies on feature extraction using morphol-
ogy techniques [14–16] and studies on contour detection through primary and secondary
differentiation [17,18] have also been conducted and repeatedly developed. Thereafter, the
field of applicable target structures in studies conducted on crack detection was expanded
to include bridges, tunnels, and dams that cannot be easily accessed.

The enhancement of the resolution of imaging equipment and the development of
optical equipment has enabled the detection of cracks from long distances, which has led to
studies on crack measurement. In 2012, Lee detected cracks in structures and measured the
widths, lengths, and directions of the cracks using an 18-megapixel camera and a 600 mm
lens, and concluded that 0.2 mm cracks can be detected at a working distance of 40 m [19].
In 2014, Li secured a working distance of 60 m in a study that applied a focal length of
1000 mm using a 20-megapixel video camera, a 500 mm lens, and a 2X converter, and
showed an error rate of 92.6% [20]. Jahanshahi measured virtual images of 0.4 to 2.0 mm
wide cracks using a 17-megapixel imaging device while changing the working distance
from 725 to 1760 mm. He analyzed the filmed images and reported that increases in the
working distance led to increases in the ground sample distance (GSD) of the images, that
the accuracy of crack width measurement decreased as the number of pixels representing
cracks decreased, and that to enhance the accuracy of crack measurement, the working
distance should be reduced, the focal length should be increased, and the resolution should
be enhanced [21,22]. Lins proposed a crack detection and measurement algorithm to
automatically measure cracks and measured the crack widths of experimental subjects
and actual structures. The measured crack sizes ranged from 1.22 mm to 30 mm and error
rates of 7–8% were shown [23]. Khalili used 12-megapixel imaging equipment to measure
15.1 mm long cracks. He proposed a morphological operator-based algorithm and made
efforts to reduce measurement errors [24]. Most crack measurement studies in the past
dealt with cracks greater than 0.5 mm, and studies on microcracks smaller than 0.3 mm
have been limited.

Recently, studies that linked unmanned aerial vehicles (UAV) [25,26] with machine-
learning-based image processing methods such as neural networks [27,28] to detect or
measure cracks in concrete structures have been steadily increasing. Various kinds of
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imaging equipment are applied according to the operational limits of unmanned aerial
vehicles. To acquire crack information, the pixel size of the video image according to the
working distance must be known. However, the resolution of imaging equipment and
optical equipment mounted on general unmanned aerial vehicles and the precision of GPS
cause limitations in acquiring crack information, and related studies are insufficient.

In this paper, an indoor measurement experiment was conducted to measure cracks
in concrete structures and present guidelines for the image acquisition and processing of
imaging equipment. Two units of DSLR video equipment, which is applied in various fields,
were selected, and both were equipped with full-frame image sensors. In addition, the focal
length was changed using 50 mm, 100 mm, and 135 mm lenses. In order to derive the crack
measurement limits and optimal working distances of the selected imaging equipment and
optical equipment to analyze precision according to differences in resolution, shooting was
conducted while changing the working distance at intervals of 10 mm. In the experiment,
virtual images equivalent to microcracks not larger than 0.3 mm were fabricated, and
the images were acquired. The pixel values of these images were measured with Otsu’s
image processing technique through a preprocessing process, and the areas of the virtual
images were obtained by applying the GSD values according to the working distance.
The effects of the pixel values measured through the respective imaging equipment and
optical equipment on the measurement of crack width were analyzed with theoretical and
experimental approaches.

2. Geometric Relationships of Image Acquisition

Measurement methods using imaging equipment measure the sizes of objects in an
image coordinate system by analyzing the correlation between the size of the real object and
the image. Therefore, every measurement unit has the characteristic of having pixel units
constituting an image. Measurement methods using acquired images require a process of
converting the measured pixel value into an engineering unit.

As can be seen in Figure 1, image acquisition applies the general lens principle. A
digital camera uses an image sensor such as a charge-coupled device (CCD) or a comple-
mentary metal-oxide-semiconductor (CMOS). It shows the relationship between the object
plane that shows the object and the image plane that shows the image based on the image
sensor in the camera. Here, the relationship between the captured image and the real object
is determined using the ratio of the distance (O) from the measured object to the center
point of the lens to the distance (i) from the camera lens to the surface of the image sensor,
or the measured value in pixel units can be converted into actual length units by using the
number of pixels (l) of the image that corresponds to the actual size (L) of the object.

Figure 1. The principle of a thin lens.

Ground sample distance (GSD) or ground resolution refers to the size of one pixel cor-
responding to the actual size of the object. The unit used for the foregoing is mm/pixel, and
it can be obtained using the size and resolution of the camera sensor, the focal length of the
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lens, and the working distance. The distance conversion coefficient GSD can be generalized
through the lens principle from previous researchers and the Gaussian imaging equation.

The Gaussian imaging equation is as shown in Equation (1), and Equation (2) below
can be obtained through the geometric relationship between the size of the object, the
number of pixels in the image, the distance from the lens to the object, and the distance
from the lens to the image.

1
O

+
1
i
=

1
f

(1)

L =
O − f

f
× l (2)

where O is the distance (mm) from the lens to the object, which is the working distance; i
is the distance (mm) from the lens to the image sensor; f is the length (mm); L is the size
(mm) of the object; and l is the number of pixels in the image corresponding to the object.

When an object is photographed using a camera, an image of the object is formed
on the image sensor. In this case, the size of the object varies according to the size and
resolution of the image sensor. This can be defined as the image-forming principle and
is illustrated in Figure 2. The size of the image sensor is shown as w × h (mm), and the
resolution is expressed as Wre × Hre (pixels).

Figure 2. Image-forming principle of the sensor.

In this case, when the number of measured pixels is expressed as p1, and the corre-
sponding image length is denoted as l1, the following Equation (3) can be obtained from the
correlation between the horizontal and vertical sizes of the image sensor and the resolution.

W
w

=
p1

l1
or

H
h

=
p2

l2
(3)

where W and H are the horizontal and vertical resolution values (pixels) of the sensor and
w and h are the horizontal and vertical dimensions (mm) of the sensor. If Equation (3) is
substituted into Equation (2), vertical or horizontal length is defined as Equation (4) below.

L =
O − f

f
× w × p1

W
(4)

Basically, since one pixel is a square, the value of the size does not change according to
the direction. Therefore, there is no need to use the values for different directions separately.
Equation (4) is an equation for crack measurement and can be changed and expressed as
shown by the following Equation (5).

GSD =
L − f

f
× Ss

SR
, CW(crack width) = GSD × Nm (5)

where L is working distance, f is the focal length, Ss is the horizontal or vertical dimensions
(mm) of the sensor, and SR is the horizontal or vertical resolution values (pixels) of the
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sensor. CW is the crack width, GSD is the ground sample distance, and Nm is the number
of measured pixels.

3. Width Measurement Using Image Processing

3.1. Overview of Indoor Measurement Experiments
3.1.1. Virtual Image Production and Measurement Experimental Variables

Cracks occur in structures over time due to various external forces and structural and
environmental factors, and vary widely in width, length, and shape. In order to properly
measure a crack, the pixel value of the video image must correspond to the value of the
actual crack width. Therefore, in this experiment, linear virtual images were produced
to substitute for the sizes of microcracks. As can be seen in Figure 3, the images were
produced to improve the contrast between the lines and the background, and the lines
were produced in 0.1, 0.3, and 0.5 mm widths. As experimental measurement variables, the
pixel values and widths of each virtual image were measured according to the differences
in the resolution of the imaging equipment at the same focal length and changes in the
focal length at the same resolution of the imaging equipment, as shown in Table 1.

 
Figure 3. Test image.

Table 1. Measurement experimental variables.

Trial Manufacturer Focal Length (mm) Width (mm) Resolution (million)

CC50 Canon 50

0.1, 0.3, and 0.5

22.1
SC50

Sony
50

61.0SC100 100
SC135 135

1© CC: Canon Camera; SC: Sony camera
2© Focal length
3© Value of width

3.1.2. Crack Measurement Limits

In many countries, the standard for the assessment of states regarding crack widths
is stipulated as 0.5 mm or smaller for the prevention of corrosion, the improvement of
durability, and aesthetic reasons. ACI-318 regulations stipulate the standard as 0.41 mm
for indoor exposure, 0.3 mm for outdoor exposure, and 0.2 mm for extreme environments.
British standards (BS) 8110 stipulate that cracks should not exceed 0.3 mm in a general en-
vironment, and South Korea stipulates five levels of standards for the assessment of states
regarding the maximum crack widths in visual inspections of various structures. Among
them, in the case of grade B, the standards are presented as 0.1 to 0.3 mm for reinforced
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concrete and as smaller than 0.2 mm for prestressed concrete. In this study, the allowable
limit for crack width detection and measurement was set to 0.1 mm to 0.3 mm, and an
experimental plan was established for the selection of optimum image measurement equip-
ment and the determination of shooting conditions and image processing techniques, such
as the degrees of recognition of cracks according to working distances and the extraction of
cracks with limits.

3.1.3. Image Equipment and Optical Equipment (Lens)

The most important thing in the use of imaging equipment and the crack measure-
ment system using image processing techniques is selecting a high-definition digital cam-
era. Once the crack measurement limit range has been set, the imaging equipment must
be selected in consideration of the camera resolution, sensor size, and shutter speed.
The imaging equipment used in this study was Sony’s mirrorless A7RIV and Canon’s
EOS 5D Mark III, which were installed with image sensors in full-frame 35.7 × 23.8 mm2

and 36 × 24 mm2 sizes with resolutions of 61 million (9504 × 6336) and 22.1 million
(5760 × 3840) pixels, respectively.

The lens collects light and sends it to the image sensor, and the working distance
is secured according to the specifications of the lens. The types of lenses can be divided
into wide-angle, telephoto, standard, and prime. Wide-angle lenses enable shooting wider
background ranges compared to standard lenses and shooting large pictures of subjects
that cannot be approached from distant locations. Prime lenses are only suitable for either
long distances or short distances, thereby minimizing the problems above. The focal length
of the lens necessary to satisfy accuracy in the determined working distance range can be
obtained by using Equation (5). Figure 4 below shows the focal lengths according to the
working distances necessary to acquire the size of the subject clearly and accurately. In this
study, lenses that can optimize the performance of digital high-definition cameras were
selected. The applied lenses consisted of 50, 100, and 135 mm single-vision lenses selected
according to manufacturer, and the specifications of the lenses are shown in Table 2. As for
the range of the final working distances, the distances to the points where the values of the
size of one pixel corresponding to individual line widths become the same were set as the
measurement limit distances.

 
Figure 4. Focal length satisfying width measurement.
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Table 2. Lens specification.

Classification

Sony Canon

Focal length 50 mm 100 mm 135 mm 50 mm

Min. focus
distance 0.45 m

0.57 m (0.57–1 m)
0.85 m (0.85–∞

m)
0.7 m 0.35 m

Weight 778 g 700 g 950 g 160 g

Angle of view 47◦ 24◦ 18◦ 46◦

3.2. Image Acquisition

Imaging equipment, such as a camera, reacts sensitively to the amount of light. Good
images can be obtained by adjusting the amount of light to the optimum by changing the
aperture value or shutter speed value. However, with regard to filming outdoors, it is
very difficult to secure images of consistent quality because the amount of light changes
from moment to moment due to the weather, environmental conditions, and sunlight. In
addition, not only does the brightness of a video image vary depending on the direction of
light, but shadows may also be misprocessed as cracks during image processing because
of geographic conditions present in the image. To remove the factors that cause errors
in advance and keep the image quality consistent, an indoor experiment was conducted
under LED lighting. The average illuminance of the LED lights in the laboratory was
measured using a portable illuminance meter and was determined to be 1455 lux.

There were five image shooting methods: fully automatic shooting, shutter priority,
aperture priority, program auto, and manual exposure modes. In the case of the fully
automatic shooting mode, everything in the camera is set to automatic, and as for shutter
and aperture priority-based modes, the shutter and aperture are adjusted to obtain an
exposure value that corresponds to the brightness of the subject. In general, whereas
the shutter speed is adjusted when shooting dynamic images, an aperture priority-based
shooting method is used when shooting static images. In this experiment, an aperture
priority-based shooting method was used to obtain clear video images. As can be seen
in Figure 5, when the aperture value is low, the foreground part in focus is clear, but
the background is blurred, and when the aperture value is high, the overall video image
is clear.

  
(a) Value of aperture: 2.8 (b) Value of aperture: 22 

Figure 5. Experiment condition.

The working distance was measured by measuring the distance from the virtual image
plane to the position of the camera sensor using an aluminum staff used for level measuring.
As can be seen in Figure 6a, the position of the camera sensor is indicated by the focal
plane mark, a Saturn-shaped symbol on the top of the camera. Since it was difficult to
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measure the sensor position, a three-axis self-leveling laser was used to match the position
of the sensor with the position of the staff scale, and the distance between the virtual image
plane and the sensor plane was measured as shown in Figure 6b. The equipment and
working distance measuring method used in the experiment are shown in Figure 6c,d.
Feng et al. (2015) conducted numerical studies to quantify the error resulting from camera
non-perpendicularity. The range of the optical axis tilt angle was from 0◦ to 30◦, and they
determined that the error increases as the tilt angle increases. However, they discovered
that a measurement error of less than 1% was determined at a 30 degree optical axis tilt
angle, and this measurement error is acceptable [29]. Therefore, the orthogonality between
the image plane and object surface was not considered in this study. Figure 7 shows an
overall view of the indoor measurement experiment, and image shooting was carried out
until the final working distance of each linear virtual image was reached, while changing
the working distance in units of 10 mm to acquire the images.

(a) Position of sensor 

(b) Method of working distance measurement 

(c) Self-leveling 3-beam laser (d) Level staff 

Figure 6. Experimental methods and apparatus.

3.3. Image Processing

First, for local rather than global image processing of acquired images, regions of
interest (ROI) were set, and to make the images in the ROIs clearer, preprocessing processes
such as image enhancement and sharpening were carried out. For image processing, the
image processing toolbox (IPT) of the Matlab program of Mathworks Co. was used.

The IPT provides a comprehensive set of standard algorithms, functions, applications
for image processing, and image processing techniques. Since the linear virtual images
used in the indoor experiment have clear contrasts between the linear images and the
background, a simple image processing technique was applied to measure the pixel value
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of the line width. As for the applied image processing techniques, color images were first
converted into grayscale images, and then the grayscale images were converted into binary
images using Otsu’s method. Then, pixel values corresponding to the width of the linear
virtual images were obtained.

 
Figure 7. Indoor test setting.

4. Measurement Results and Analysis

4.1. Pixel Values According to Working Distance
4.1.1. Measured Pixel Values According to Changes in Resolution

To verify the measurement limits of imaging equipment according to differences in
resolution, lenses with the same focal length were applied, and lenses suitable for individual
manufacturers were applied. As presented above, the names of imaging equipment units
were written as SC (Sony camera) and CC (Canon camera) to improve understanding of
the study findings and analysis values. The pixel values from the video images acquired
using each imaging equipment unit, measured using the Matlab program, are shown in
Figures 8 and 9. According to the physical specifications of the applied single-vision lens
with a focal length of 50 mm, working distances ranging from the minimum distances of
300 mm (CC) and 400 mm (SC) to the working distances at which the pixel sizes become
the same as the sizes of the virtual images are shown. A relative comparison was carried
out at a working distance of 400 mm, which is the minimum distance of the SC equipment.

(a) CC using focal length of 50 mm (b) SC using focal length of 50 mm 

Figure 8. Results of pixel measurement by each manufacturer.
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(a) 100 mm focal length (b) 135 mm focal length 

Figure 9. Results of pixel measurement applying different focal lengths using SC.

The pixel values measured using CC50 and SC50 at a working distance of 400 mm are
shown in Table 3 and Figure 8. The pixel values measured while the width value increased
by five times from 0.1 mm to 0.5 mm show a resulting increase by 5.5 times from 2 to 11 in
the case of CC, and by 4.75 times from 4 to 19 in the case of SC, at a working distance of
400 mm. When the width value was 0.1 mm, the relevant working distance was 850 mm in
the case of CC and 1370 mm in the case of SC, with an increase of 1.61 times, and when the
width value was 0.3 mm, the relevant working distance increased by 1.63 times from 2450 to
4010 mm, and when the width value was 0.5 mm, the relevant working distance increased
by 1.64 times from 4050 to 6650 mm. Therefore, it was confirmed that the number of pixels
measured and the limitation of working distance increased dependence on the resolution of
the image sensor and the size of the object. Regardless of the proportional relationship for
all the variables, it was found that the number of pixels acquired exponentially decreases as
the working distance increases. Additionally, the number of pixels at the minimum working
distance does not proportionally increase as the physical dimensions of an object increase.

Table 3. The number of pixels measured by resolution differences at 400 mm working distance.

Classification

Equivalent Focal Length

Number of Pixels (Each)

CC50 SC50

0.1 mm 2 4
0.3 mm 8 11
0.5 mm 11 19

4.1.2. Measured Pixel Values According to Changes in Focal Length

In order to identify the measured pixel values according to changes in the focal length,
100 and 135 mm were applied to the SC equipment as focal lengths, and the results are
shown in Figure 9 below. With regard to SC100-0.1, a pixel value of 7 was obtained through
measurement at the minimum working distance of 470 mm, and pixel values of 21 and
36 were identified for SC100-0.3 and SC100-0.5, respectively. In the case of SC135-0.1, 0.3,
and 0.5, pixel values of 8, 25, and 41, respectively, were obtained when measured at the
minimum working distance of 565 mm. Relative comparisons with the results for SC50
were carried out. Since the minimum working distance varied depending on the physical
characteristics of the lens, the comparisons were carried out at the same working distance
of 600 mm. Compared to SC50-0.1, a 2.5 times higher value was obtained for SC100-0.1,
and a four times higher value was obtained for SC135-0.1. In the case of a 0.3 mm virtual
image, approximately 2.29 times and 3.57 times higher values were obtained, respectively,
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and with regard to a 0.5 mm virtual image, approximately 2.16 times and 3.16 times higher
values were obtained, as can be seen in Table 4.

Table 4. The number of pixels measured by focal length changes at a working distance of 600 mm.

Classification

Equivalent Resolution

Number of Pixels (Each)

SC50 SC100 SC135

0.1 mm 2(4) 5(7) 8(8)
0.3 mm 7(11) 16(21) 23(25)
0.5 mm 12(19) 26(36) 38(41)

( ) The number of measurement pixels according to each focal length at min. working distance.

4.2. Measured Values of Line Widths According to Working Distance
4.2.1. Measured Values of Line Widths according to Differences in the Resolution of
Imaging Equipment

As written above, the GSD of the pixel value measured by each variable through image
processing was calculated according to the working distance to measure the width value of
the virtual image. Figure 10 shows the width values of individual virtual images with the
same focal length of 50 mm applied, measured by working distance using individual units
of imaging equipment. Here, the ground truth represents the width value of the actual
virtual image, and the shaded part of the red box is the percentage within the limit of error,
which is less than 10% (PWL-10). In addition, the working position where the size of one
measured pixel has the same value as the width of the virtual image was expressed as the
measurement limit distance of the imaging equipment.

As a result of measurement of the width of CC50-0.1 in Figure 10a, there were
56 working positions within the measurement limit distance of 850 mm, and the num-
ber of working positions that had values within PWL-10 was 22, accounting for 39.29%.
However, in the case of SC50-0.1, the number of working positions that had values within
PWL-10 was 38, accounting for 38.77% of the 98 working positions within the measurement
limit distance.

With regard to CC50-0.3, the number of working positions within the measurement
limit distance of 2450 mm was 216, and the number of working positions that had values
within PWL-10 was 105, which is 48.6% in ratio. However, for SC50-0.3, the number of
working positions that had values within PWL-10 within the measurement limit distance
of 4010 mm was 178, accounting for 49.2% of the entire 362 working positions within the
measurement limit distance. Here, all working positions were within the working distance
of 1 m except for those at 930 and 940 mm, which had values within PWL-10, and the ratio
was 96.7%. Within the working distance of 1.5 m, there were 99 working positions, and the
ratio of those working positions that had values within PWL-10 was 89.1%, as can be seen
in Figure 10b. The results of the measurement of the width of a 0.5 mm virtual image are
shown in Figure 10c. In the case of CC50-0.5, the ratio of working positions within 1 m that
had values within PWL-10 was 95%, and it was seen that errors increased as the working
distance increased.

For the accumulated shooting section, 376 working positions were identified within
the measurement limit distance of 4050 mm, and the number of working positions that had
values within PWL-10 was 188, with a ratio of 50.26%. In the case of SC50-0.5, it was found
that the values measured at all working positions in the entire section within a working
distance of 1.5 m corresponded to PWL-10. The number of working positions that had
values within PWL-10 within a working distance of 2 m was 144 out of 161 locations, with a
ratio of 89.4%. It was confirmed that the precision showed a tendency to decrease after that,
since the shooting section grew as the working distance increased. Within the measurement
limit distance of 6650 mm, 321 out of 624 working positions showed values within PWL-10,
with an accuracy of 51.3%. Table 5 shows the resulting measurement values of each image
with different resolutions for the same focal length. The measurement accuracy increased
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slightly, but this seems to be a result of the increase in the measurement limit distance. For
instance, as can be seen in Table 5, in the case of CC50-0.1, the ratio of working positions
that had values within PWL-10 was 39.29% within the limit distance of 850 mm, but in
the case of SC50-0.1, the ratio was the same when the same limit distance was applied. In
conclusion, it was demonstrated that the SC equipment had 2.76 times higher resolution
corresponding to the sensor area and 1.65 times larger horizontal and vertical dimensions
than the CC equipment, but no significant difference in measurement accuracy was shown
between the two equipment units within their respective limit distances.

(a) 0.1 mm line width 

(b) 0.3 mm line width 

(c) 0.5 mm line width 

Figure 10. Width measurement results of Canon and Sony cameras.
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Table 5. Value of PWL-10 within working distance by resolution difference.

Classification

PWL-10 Unit: %

SC50 CC50

0.1 mm 0.3 mm 0.5 mm 0.1 mm 0.3 mm 0.5 mm

Working
distance

(m)

0.85 52.17 100 100 39.29 87.71 100

1.00 39.34
(38.77) * 96.72 100 78.87 95.77

1.50 89.18 100 72.07 88.28

2.00 72.04 89.44 46.11
(48.61) * 72.51

2.50 65.40 89.57 65.40

3.00 52.87 72.41 52.87

4.00 49.03
(49.17) *

70.63
(51.44) *

47.92
(50.26) *

( ) * Value of PWL-10 at the measurement limit distance.

However, relative comparisons by limit distance and shooting section of the CC
equipment showed that the SC equipment had somewhat higher precision, and it was
confirmed that the difference in resolution increased working distance as well as accuracy.
In addition, it was judged that the size measurement of a specific object is based on the
numbers of horizontal and vertical pixels, not the pixel value in the space corresponding to
the sensor. At the current level of imaging equipment, when measuring a 0.1 mm crack by
applying a focal length of 50 mm, a minimum working distance from the crack surface is
required, and it is judged that crack measurement is somewhat difficult without increasing
the resolution and focal length.

4.2.2. Measured Values of Line Widths According to Increases in Focal Length Using the
Same Imaging Equipment

Earlier, the resulting measurement values of the widths of virtual images according to
differences in resolution at the same focal length of 50 mm were checked. In this chapter,
the widths of virtual images were measured while increasing the focal length at the same
resolution, and the resulting values were analyzed.

Figure 11 shows the resulting measurement values of a 0.1 mm wide virtual image.
With regard to SC100-0.1, the number of working positions that had values within PWL-
10 was 96 out of 218 total working positions within the measurement limit distance of
2740 mm, representing a ratio of 46.49%. As for SC135-0.1, the ratio of working positions
that had values within PWL-10 was 95.55% within a working distance of 1 m, and the
ratio decreased as the working distance increased to show values lower than 82.10% at
a working distance of 1.5 m. The ratio showed a tendency to decrease rapidly after that.
Within the measurement limit distance of 3700 mm, 136 out of 301 working positions had
values within PWL-10, representing a ratio of 47.94%.

In Figure 12, with regard to SC100-0.3, 379 out of 746 working positions within the
measurement limit distance of 8020 mm had values within PWL-10, representing a ratio
of 51.45%. In this case, when checked by the shooting section, the measurement accuracy
at which all working positions in the entire section, ranging from the minimum working
distance to 1.5 m, had values within PWL-10, as shown. However, in the case of SC135-0.3,
100% measurement accuracy was shown over the entire shooting section within 2 m, and
the measurement accuracy gradually decreased afterward as the distance increased so
that 97.95% measurement accuracy was secured within 3 m. The measurement accuracy
was 91.01% at the 4 m working position and then showed a tendency to decrease from
the working position, so the number of working positions that had values within PWL-
10 became 517 out of 1014 working positions within the measurement limit distance of
10,830 mm, representing a ratio of 51.94%.
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Figure 11. Results of 0.1 mm width measurement.

Figure 12. Results of 0.3 mm width measurement.

In the results of measurement of a 0.5 mm wide virtual image, in the case of SC100-0.5,
663 out of 1274 working positions within the measurement limit distance of 13,300 mm had
values within PWL-10, representing a ratio of 52.41%, as seen in Figure 13. When checked
by the shooting section, it was found that measurement precision was secured over the
entire section, from the minimum working distance to 3 m. As for SC135-0.5, all working
positions within 4 m had values within PWL-10, and the precision decreased afterward so
that 98.20% of all working positions within 5 m had values within PWL-10. The resulting
value was 89.49% in the shooting section within 5.5 m, but the precision increased slightly
after that so that 91.26% of all working positions in the shooting section within 6.5 m had
values within PWL-10. The reason for the slight increase after decreasing is that the number
of working positions that had values within PWL-10 remained the same, while the working
distance continued to increase. In the shooting section within 7 m, the value was 86.66%,
and as the working distance increased, 900 out of 1727 sections within the measurement
limit distance of 17,960 mm had values within PWL-10, representing a ratio of 52.70%. The
overall precision seems to have increased slightly compared to SC100-0.5, and the reason is
judged to be the fact that not only the maximum shooting section but also the number of
working positions that had values within PWL-10 increased.
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Figure 13. Results of 0.5 mm width measurement.

The levels of measurement accuracy by shooting section according to changes in focal
length are summarized in Figure 14 and Table 6. The resulting values of SC135-0.1 and
SC50-0.5, SC100-0.3 and SC50-0.5, and SC135-0.3 and SC100-0.5 show similar trends. It was
found that in the case of SC135-0.5, at least 95% measurement accuracy was secured up
to 5 m. For widths smaller than 0.3 mm, which is the crack measurement limit, but not
smaller than 0.1 mm, which is the purpose of this study, SC50-0.3, SC100-0.3, and SC135-0.3
secured at least 90% measurement accuracy within working distances of 1 m, 3 m, and
4 m. However, in the case of 0.1 mm width, at least 85% and 95% measurement accuracy
levels were secured within a 1 m working distance at focal lengths of 100 mm and 135
mm, respectively. However, as mentioned above, it is judged that when measuring 0.1 mm
cracks, if a focal length of 50 mm is applied, the cracks can hardly be measured except for
certain working positions. If microcracks not wider than 0.1 mm are measured by applying
imaging equipment with the same resolution as the one applied in this experiment and a
focal length of 50 mm, it is judged that the measurement should be carried out at distances
shorter than the minimum working distance from the crack surface. In addition, to secure
at least 90% measurement accuracy within the working distance of 1 m, 135 mm should
be applied as the minimum focal length. Furthermore, on estimating the resolution value
required when the focal length is 50 mm using the GSD value with the 135 mm focal length
applied, it is thought that the resolution range of the imaging equipment should have a
performance of 400 million pixels.

Figure 14. Value of PWL-10 according to focal length difference.

39



Appl. Sci. 2021, 11, 9714

Table 6. Value of PWL-10 within working distance by focal length difference.

Classification

PWL-10 Unit: %

SC100 SC135

0.1 mm 0.3 mm 0.5 mm 0.1 mm 0.3 mm 0.5 mm

Working
distance

(m)

1.00 85.18 100 100 95.56 100 100

1.50 71.15 100 100 82.10 100 100

2.00 51.29
(46.49) * 97.40 89.44 72.41 100 100

3.00 90.55 100 46.53
(47.94) * 97.95 100

4.00 74.57 90.39 91.01 100

4.50 76.48 90.34 80.75 97.97

5.00 68.06 90.08 73.03 98.20

5.50 61.30 81.15 75.75 89.49

6.00 55.77 73.82 77.98 90.45

6.50 51.15
(51.45) *

75.33
(52.41) *

71.59
(51.94) *

91.26
(52.70) *

( ) * Value of PWL-10 at the measurement limit distance.

4.3. Analysis of the Causes of Crack Measurement Errors

Previous researchers pointed out that the causes of errors in crack measurement are in
the resolution, image processing method, thresholding process during image processing,
and mixed-pixel phenomenon, in which the background is recognized as a crack or a
crack is recognized as a background [30]. Nevertheless, based on the results obtained in
this experiment, it is judged that the errors occur due to the resolution of the imaging
equipment and the range of the applied focal length.

Given the basic image processing theory, the smallest unit of digital images is ex-
pressed as integers in pixel units [31]. However, in order to accurately measure crack
widths, the measured pixel values should be in decimal units, but this is not the case in
practice. To help understanding, the measured pixel counts and width values of SC100-0.5
and SC50-0.5 within the same shooting section range among the resulting values derived
using SC equipment are shown in Figure 15, where Pm is a pixel value measured through
image processing and Pr is a value obtained by dividing the ground truth value by the
GSD value according to the working distance applied to each focal length, which can be
calculated using Equation (6).

Number o f real pixels =
Ground truth

GSD
(6)

GSD =
L − f

f
× sS

sR
(7)

Wm is an area value in consideration of the GSD value for the number of pixels
acquired through image processing. The ground truth is the width value of the virtual
image, and it is the area value considering the GSD value for the actual pixel value. In
addition, for ease of reading the figure, only the inflection point parts were expressed
using markers.

In Figure 15a, it can be seen that PWL-10 values are more precisely measured in the
case of SC100-0.5 than SC50-0.5 when the width is measured. Moreover, the position where
the measured pixel value and the theoretical actual pixel value intersect was found to be a
point with 0% error, as shown in Table 7.
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(a) The measured width value (b) GSD value at 50 mm and 100 mm 

Figure 15. (a) The actual number of pixels of a 0.5 mm wide virtual image and the measured width value based on the
measured pixel value; (b) GSD value at 50 mm and 100 mm focal lengths according to working distance.

Table 7. Position of shooting with zero error of measurement width value.

Classification

Working Position (Error = 0) Unit: mm

Width (mm)

0.1 mm 0.3 mm 0.5 mm

Focal
length

50 mm 490, 710, 1370 410, 490, 710, 1370,
2030, 4010

490, 600, 650, 710,
1150, 1700, 2250, 3350,

6650

100 mm 540, 760, 980,
1420, 2740

540, 760, 820, 980,
1090, 1420, 2080,
2740, 4060, 8020

540, 650, 700, 760, 980,
1200, 1300, 1420, 1750,
2300, 2740, 3400, 4500,

6700, 13,300

Given the measurement results shown in Table 8, when a focal length of 50 mm is
applied at a 400 mm point, the pixel value should be 18.85 to become a value of 0.5 mm
width, but in reality, the pixel value measured through image processing was 19. At a
working distance of 470 mm, the actual pixel values at focal lengths of 50 mm and 100
mm should be 12.69 and 28.08, respectively, but the values obtained through measurement
were 16 and 36, respectively. For example, in the case of a certain section that is from
3000 mm to 4000 mm, two-pixel values were measured at 50 mm focal length in the entire
section. As can be seen in Figure 15b, the number of pixel values was maintained at two
even though the GSD continued. This is judged to be the cause of the changes in the
crack value measured in the section. Given these results, it is considered that the errors
occur because of the crack value measured in the form of a positive integer rounded to
the nearest integer of the actual crack value, the GSD that increases proportionally as the
working distance increases, and the repeating number of pixels. Although the resolution,
thresholding process during image processing, and mixed pixels are important elements in
crack measurement, measured pixel values are considered to have the greatest effects as
they affect the entire section, and they are judged to be a limitation in measurement using
imaging equipment.
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Table 8. Measured line width (0.5 mm).

WD
(mm)

GSD
(mm/Pixel)

Real
Pixels (ea)

Measured
Pixel (ea)

Measured
Width (mm)

Error
(%)

Ground
Truth
(mm)Focal Length (mm)

50 100 50 100 50 100 50 100 50 100

400 0.0265 - 18.857 - 19 - 0.504 - 0.75

0.5

410 0.0273 - 18.333 - 18 - 0.491 - −1.81

470 0.0318 0.0145 15.714 35.675 16 36 0.509 0.504 1.18 0.90

480 0.0325 0.0143 15.349 34.736 15 35 0.488 0.503 −2.27 0.75

1000 0.0719 0.0341 6.947 14.667 7 15 0.504 0.511 0.75 2.27

2000 0.1477 0.0719 3.385 6.947 3 7 0.443 0.503 −11.36 0.75

3000 0.2234 0.1098 2.237 4.552 2 5 0.447 0.549 −10.61 9.85

4000 0.2992 0.1477 1.671 3.385 2 3 0.598 0.443 19.70 −11.36

5000 0.375 0.1856 1.333 2.694 1 3 0.375 0.557 −25.00 11.36

6650 0.5000 0.2481 1.000 2.015 1 2 0.5 0.496 0.00 −0.75

5. Width Measurement: Real Crack (Concrete Bridge)

In this chapter, we investigate the effect of the measured pixels when measuring an
actual crack. The cracks at the abutment of a pedestrian bridge were selected as the ground
truth due to safety issues during visual inspection. Crack measurement was carried out
through visual inspection, and a scale loupe with a magnifying glass of 10X magnification
was used to check the width of fine concrete cracks, as shown in Figure 16. Concrete
crack images were obtained from a minimum working distance to 2000 mm, at 200 mm
increments. For the analysis of the acquired crack images, the same image processing
method as the method used in the indoor experiment was implemented. However, unlike
the linear virtual images, the crack images had bad conditions and a texture on the target
surface, so preprocessing was performed to remove noise. The preprocessing procedure
was to separate the foreground (cracks and noise) from the background by applying
adjacency and connectivity conditions on neighboring pixels. The area of the crack and
noise was computed and indexed in descending order. As shown in Figure 17, the noise
regions were removed, excluding those with the largest area.

  
(a) Scale loupe (b) Method of crack measurement 

Figure 16. Concrete crack measurement apparatus and method.
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(a) Original image (b) Binary image (c) Processed image 

Figure 17. Image processing results of concrete crack.

Table 9, and Figures 18 and 19 indicate the number of pixels (Pm), measured crack
value (Wm), and errors (Em) according to the width value of the target crack through
image processing. In addition, the estimated pixels in Table 9 were derived using the
approximation curve in Figure 18 and crack measurement using the estimated pixels
illustrated in Figure 19. Regression analysis using the power law was carried out, and
the coefficient of determination was 0.9829. The approximated pixels (Pa), crack width
(Wa), and error (Ea) were the calculated crack width and errors according to the working
distance, respectively. Here, Pa showed a similar tendency to the pixel Pr corresponding
to the actual crack. Moreover, the Wa calculated by the estimated pixel indicated an error
of up to 5% and a great agreement with the ground truth. However, the biggest Em was
19.32% at the working distance of 1800 mm, while the rest of them were less than 10%. As
the working distance increased, the Wm did not show a clear trend in error change and
repeated the absolute increase or decrease, because the Pm was measured somewhat higher
or lower than the value of Pa or Pr. As mentioned in Section 4.3, in order to accurately
measure crack width, the Pm must be in decimal units. However, the Pm was computed
as an integer, and it was found that the difference between Pm and Pr led to an error
in the crack measurement. In addition, it can be seen that Pr becomes 3 at the position
of 1450 mm where the Pm, Pr, and Pa intersect in Figure 18. Moreover, it can be seen
that the measurement error at the same working distance represents positive or negative
values, as shown in Table 9. As shown in Table 9 and Figure 18, it was indicated that the
error increased as the distance increased, moving away from the reference position. In
summary, it was judged that the pixel measured as an integer and the same pixel within
a specific working distance range was the cause of the error in the crack measurement.
From this evaluation, it was confirmed that the number of pixels corresponding to the
working distance had a great influence on the measurement accuracy of crack width when
using image processing. Once the working distance is accurately defined, it is judged that
the number of pixels measured at each shooting location can be identified through the
approximation method.

Figure 18. Measured pixels and approximation curves of number of pixels.
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Table 9. GSD and crack width (0.308 mm).

WD
(mm)

GSD
(mm/pixel)

Measured Approx. Real

Pm
(ea)

Wm
(mm)

Em
(%)

Pa
(ea)

Wa
(mm)

Ea
(%)

Pr
(ea)

Ground
Truth
(mm)

450 0.0265 12 0.318 3.40 12.03 0.319 3.65 11.59

0.308

600 0.0379 8 0.303 −1.42 8.54 0.324 5.00 8.11

800 0.0531 6 0.318 3.40 6.06 0.322 4.41 5.80

1000 0.0683 5 0.341 9.84 4.65 0.317 3.02 4.51

1200 0.0835 4 0.334 7.79 3.74 0.312 1.41 3.69

1400 0.0987 3 0.296 −4.02 3.11 0.307 0.24 3.12

1600 0.1139 3 0.341 9.84 2.66 0.302 1.85 2.70

1800 0.1291 2 0.258 −19.32 2.31 0.297 3.40 2.39

2000 0.1442 2 0.288 −6.76 2.04 0.293 4.88 2.14

Figure 19. Measurement results of concrete crack.

6. Conclusions

In this paper, indoor measurement experiments were conducted to measure cracks
in concrete structures and to present guidelines for image acquisition and processing
using imaging equipment. Two units of DSLR imaging equipment, which is applied in
various fields, were selected, and lenses with focal lengths of 50, 100, and 135 mm were
applied. Linear virtual images with widths of 0.1, 0.3, and 0.5 mm were applied to the
indoor measurement experiments, and video images were obtained at 10 mm intervals
from the minimum working distance to the measurement limit distance to measure the
line width values of the virtual images through image processing. The crack measurement
limits, as well as optimal working distances of the selected imaging equipment and optical
equipment, were derived to analyze measurement accuracy according to the difference
in resolution and focal lengths. Field measurement tests were conducted to verify mea-
surement parameters identified by the results of the indoor experiment. The conclusions
drawn from this study are as follows.

• The pixel values were measured using the CC (Canon camera) and SC (Sony camera)
equipment units with performances of 22.1 and 61 million pixels, respectively, and
applying the same focal lengths. The SC equipment had 2.76 times higher resolu-
tion corresponding to the sensor area and 1.65 times larger horizontal and vertical
dimensions than the CC equipment, respectively. As a result of applying the same
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focal length, it was found that the measured number of pixels and the measurement
limit distance increased because the resolution and size of the virtual image increased.
However, despite an increase in resolution by 1.65 times, the measured pixel values
of the SC50 were estimated to be 1.33, 1.10, and 1.19 times higher, respectively, than
the CC50 at the minimum working distance. In addition, when the virtual image size
increased by three times from 0.1 to 0.3 mm, the pixel value of CC50 at the minimum
working distance increased by 3.3 times, and when it increased by five times from
0.1 mm to 0.5 mm, the pixel value increased by 5.5 times. As for SC50, the pixel value
increased by 2.75 times and 4.75 times, respectively.

• As for increasing the focal length at the same resolution, the value showed a similar
tendency with the results of increasing the resolution. However, the pixel value of
SC100 was 1.85 times larger at average than that of SC50 at the minimum working
distance. When the size of the virtual image increased by three times and by five
times, the pixel value of SC100 was estimated at the same rate and by 5.13 times. As
a result of experiments, the pixel value was more affected by the increase in focal
length than the increase in resolution. However, even if the resolution, focal length,
and size of the object increased, the pixel values did not increase at the same rate.
It is considered that the difference between the pixel value and the rate could occur
because of the minimum working distance, in accordance with the physical features
of an optical lens.

• According to the results, in the case of CC50-0.1 and SC50-0.1 mm, 39.29% and 38.77%
of the working positions, respectively, had values within PWL-10 within the respec-
tive measurement limit distances. With regard to the 0.3 mm wide virtual image,
48.61 and 49.17%, respectively, of the working positions had values within PWL-10.
For the 0.5 mm virtual image, 50.26 and 51.44%, respectively, of the working positions
had values within PWL-10 within the limit distance. There was no significant differ-
ence in measurement accuracy within the limit distance of the imaging equipment.
However, relative comparisons by shooting section showed that the SC equipment
had somewhat higher precision than the CC equipment.

• Increasing the focal length enables more precise measurement by increasing the
measurement limit distance and pixel measurement values, as well as reducing the
GSD value of imaging equipment. When measurement accuracy was checked by
section while increasing the working distance from the minimum working distance, it
was found that within a 1 m working distance, with regard to SC50-0.1 and SC100-0.1,
39.34 and 85.18% of working positions, respectively, had values within PWL-10, and
as for SC135-0.1, 95.55% of working positions had values within PWL-10. In the
case of SC50-0.3, the ratio was 96.72% within 1 m of the working distance, and for
SC100-0.3 and SC135-0.3, all working positions within working distances of 1.5 m
and 2 m, respectively, had values within PWL-10. In the case of SC50-0.5, all working
positions within a working distance of 1.5 m had values within PWL-10, and as for
SC100-0.5 and SC135-0.5, all working positions within working distances of 3 m and 4
m, respectively, had values within PWL-10. Based on the results of analysis of PWL-10
in this study, cracks were measured using a unit of 61-megapixel imaging equipment,
and according to the results, in the case of 0.3 mm wide or wider cracks, a working
distance of 1 m was secured when the focal length was 50 mm, and working distances
of 3 and 4 m were secured when the focal lengths were 100 and 135 mm, respectively.
However, with regard to cracks not wider than 0.1 mm, focal lengths of 100 and
135 mm showed measurability within 1 m, but a focal length of 50 mm was judged to
hardly enable measurement, except for certain working positions.

• Many elements affect width measurement. However, based on the results of this
study, width measurement is highly dependent on the measured pixel values. In
order to accurately measure width, the measured pixel values must be in decimal
units, but that is theoretically impossible. Field measurement tests were conducted to
verify measurement parameters identified by the results of the indoor experiment. An
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approximate curve was predicted based on the pixel value according to the working
distance, and an estimated pixel value was derived using power law distribution. As
the working distance increased, the crack measurement value (Wm) did not show
a clear trend in error change and fluctuated with ground truth. However, the crack
width (Wa) calculated by the estimated pixel indicated an error of up to 5% and
showed great agreement with the ground truth. From the evaluation, it was confirmed
that the number of pixels corresponding to the working distance had a great influence
on the measurement accuracy of crack width when using image processing. Once the
working distance is accurately defined, it is judged that the number of pixels measured
at each shooting location can be identified through the approximation method.

• If microcracks not wider than 0.1 mm are measured by applying imaging equipment
with the same resolution as applied in this experiment and a focal length of 50 mm, the
measurement should be carried out at distances shorter than the minimum working
distance from the crack surface. To secure at least 90% measurement accuracy for
widths not larger than 0.1 mm at working distances not longer than 1 m, a focal length
of 135 mm should be applied. In addition, the resolution value required when a focal
length of 50 mm is applied was estimated using the GSD value calculated by applying
a focal length of 135 mm, and according to the results, it is thought that the resolution
range of the imaging equipment should be at least about 400 million pixels.
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Featured Application: Thermographic monitoring of a retaining wall structure.

Abstract: This work investigates the application of lock-in thermography approach for solar loading
thermography applications. In conventional lock-in thermography, a specimen is subjected to a
periodically changing heat flux. This heat flux usually enters the specimen in one of three ways: by a
point source, a line source or an extended source (area source). Calculations based on area sources are
particularly well suited to adapt to solar loading thermography, because most natural heat sources
and heat sinks can be approximated to be homogenously extended over a certain region of interest.
This is of particular interest because natural heat phenomena cover a large area, which makes this
method suitable for measuring large-scale samples. This work investigates how the extended source
approximation formulas for determining thermally thick and thermally thin material properties can
be used in a naturally excited setup, shows possible error sources, and gives quantitative results for
estimating thermal effusivity of a retaining wall structure. It shows that this method can be used on
large-scale structures that are subject to natural outside heating phenomena.

Keywords: infrared thermography; solar loading thermography; lock-in thermography; passive
thermography; thermal thickness; thermal effusivity; infrastructure; NDT

1. Introduction

The estimation of thermal material properties like effusivity of large structures poses
a challenge to conventional non-destructive testing (NDT) methods. Especially active
thermography reaches a technical limit when faced with measuring large-scale structures
because exciting such a structure thermally is logistically hard. This article shows a method
of how a quantitative estimation algorithm can be constructed and shows first results using
only naturally occurring heat sources.

Currently thermal material properties like diffusivity are measured using an active
setup, where the experiment conductor actively controls the excitation source. Small-scale
samples can be measured via a simple heating plate setup [1]. For bigger specimen a
laser-excited setup is described in [2]. Both these approaches are infeasible for a large-scale
application like the retaining wall investigated in this work.

Solar loading lock-in thermography is a recently introduced measuring method and
is preferable because it is particularly easy to set up. As the primary excitement period is
the day-night-cycle, the measurement depth is large compared to conventional, lab-scale
lock-in thermography. The thermal wavelength for a periodically excited specimen Λ is
proportional to the square root of the excitation period. This thermal wavelength is the
depth in which a full temperature cycle is completed. It is generally considered as the
measurement depth. In addition, the measurement region can be larger than ordinary
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active thermography setups would be able to excite properly. Measuring very large
structures at once is possible. This is particularly interesting for monitoring buildings
and large infrastructure alike. This work focuses on large vertical, thermally thick (d > Λ)
structures. Multiple assumptions and approximations were made to use the theoretical lock-
in thermography formulas on solar loading thermography data. These assumptions result
in systematic error. Later a calibration method will be shown, that eliminates any linear
errors that were made, by means of a calibration against known material property values.

Related work shows that this method can be successfully used for detecting defects
and characterize their depths [3]. Other related work focusses on the time when the sun is
obstructed, and a shadow is cast, triggering the thermal camera to begin a pulse-phase-
thermography (PPT) measurement [4]. For this work these exact requirements of shadow
cast are not needed. Instead, this work specifically choses the 24 h period to suppress
transient effects (like cloud shadows or short-term weather effects like gusts of wind) and
generate results dependent only of the much slower 24 h excitation intensity. Furthermore,
only qualitative results have been shown (i.e., cracks or delaminations) and not quantitative
measurements of material properties. This has the benefit of not only being able to detect
defects, but also characterize the material under test.

2. Materials and Methods

This work uses two reference plates made out of EN AW 5083 aluminum sized
300 × 300 × 10 mm and 300 × 300 × 20 mm respectively. Using literature values for
the thermal material properties described by [5] � = 2660 kg/m3, λ = 125 W/(m · K),
cp = 900 J/(kg · K) results in thermal masses of 2106 J/K and 4212 J/K respectively.

A concrete block was fabricated out of premixed dry mortar with a size of 300 × 300 × 300 mm
to be used as a thermally thick reference. Material properties were assumed to be [6]
� = 2240 kg/m3, λ = 2 W/(m · K), cp = 900 J/(kg · K), resulting in a thermal effusivity of
bconc = 2008 J/

(
K · m2 · √s

)
.

The brickwork measured in the field experiment is assumed to have the following
thermal properties [6]: � = 1920 kg/m3, λ = 0.9 W/(m · K), cp = 800 J/(kg · K), resulting
in a thermal effusivity of bbrick = 1176 J/

(
K · m2 · √s

)
. The retaining wall itself is approx.

8 m tall and extends laterally over 100 m, of which a single measurement site of approx.
4 m by 4 m was chosen.

A custom measurement platform was developed, powered by a rechargeable battery
and consisting of an embedded Linux single board computer (RaspberryPi 3B) and the
FLIR Boson 640 in USB Video (UVC) mode. The FLIR Boson LWIR camera can directly send
raw image data over USB, which was used in all further processing. Thermal simulations
were carried out using GNU Octave and MATLAB.

3. Theoretical Framework

Solar loading lock-in thermography uses no artificial heat source, like heat lamps, but
only naturally occurring heat sources. These consist of the following: Heat transfer within
the structure (conduction). Heat transfer with the surrounding air, which is free to move
(convection) and heat transfer via radiation (solar irradiation, radiative heat loss). The
fourth heat source, evaporative cooling, is neglected in this work.

Conduction within a static material is a linear process ∼ ΔT, governed by the heat
equation. Natural convection is a non-linear process that is commonly linearized by defin-
ing an “overall heat transfer coefficient” [6], convection in a natural setting, where ambient
temperatures, humidity and air speeds are always changing is very hard to accurately
represent in a single coefficient. Thermal radiation is a major non-linear process ∼ T4

that may be linearized for a single temperature region. The accuracy of thermal radiation
linearization is discussed later in more detail.

To estimate thermal material properties the value of the heat input density amplitude
(irradiance) of a periodic excitation is needed. The heat input is also assumed to be periodic
and sinusoidal.

50



Appl. Sci. 2021, 11, 3097

Estimating the heat input that occurs in a specific frequency content of the total excita-
tion is inaccurate. Especially for overcast days, and frequencies higher than 1/24 h direct
measurements are necessary. One way of measuring the heat input is a measuring solar
irradiance (e.g., via a pyranometer). Another way of determining heat input, presented in
this work, is done by placing thermally known reference samples into the measurement
setup and using the thermal response of the reference samples to infer the preceding
irradiation amplitude in frequency domain. Subsequently using formulas from lock-in
thermography to determine the heat flow amplitude, which in turn arise from the heat
equation using various assumptions and simplifications.

The thermal imaging long wave infrared (LWIR) camera is set up in a fixed manner to
capture a set of thermal images that are regularly spaced in time. These images represent a
2D temperature field that is assumed to accurately depict the surface temperature of the
captured structure. Thermal imaging cameras can be calibrated and adjusted to radiation
to measure more accurate results [7]. A two-point calibration with a calibration radiator
is performed within the approximate temperature range to get temperature estimates as
close to the real temperature as possible. Other effects, like emissivity/reflectivity can be
corrected as well to further improve absolute measuring accuracy for a given surface. These
kinds of corrections were not performed in the scope of this work but are hypothesized to
further increase measurement accuracy.

A time series matrix is arranged from the temperature field Txy, which is called Txyt
with the third dimension being time. The time series for each pixel is then transformed into
frequency domain by multiplying with the complex frequency ω in time. This is similar to
using a lock-in amplifier. The main difference is that the reference oscillator is generated
inside the Fast Fourier Transform (FFT) and never subject to any feedback from the signal
itself. Therefore, two main conditions have to be met to ensure the error being as low
as possible.

(1) For the fundamental frequency and its respective harmonics amplitudes to result in
a single bin, the measurement time shall be an exact multiple of the fundamental
interval (in this work 24 h).

(2) The local start time of the measurement is captured because it defines the reference
Phase value, each calculated phase is related to.

The resulting matrix Sxy(ω) contains the complex coefficients describing either am-
plitude/phase or real/imaginary (often called 0◦/90◦) components for each pixel of the
image [8].

The reference signal of a conventional lock-in amplification method is generated
inherently and is available for the lock-in transform algorithm by design [8]. However,
in ambient thermography, the reference signal is generated artificially. A pure sinusoidal
signal re ft(ω) = ê(−iωt) is used as the reference. Note that this is a set of vectors in time
for each frequency considered:

Sxy(ω) = ∑
t

Txyt · re ft(ω)

The amplitude of Sxy is of particular interest because it depicts the amount of tem-
perature change the surface has undergone at a particular frequency. Under simplified
conditions, these amplitudes are directly related to material properties. Table 1 summarizes
these relations in a table.

Table 1. Real and imaginary part of the temperature signal from [8] (p.120).

Thermal Thickness �{Sxy} �{Sxy}

Thermally thin 0 p
ρdcpω

Thermally thick p√
2ωλρcp

p√
2ωλρcp

Excerpt of the table: p Thermal flux density; λ Thermal conductivity; ω Angular excitation frequency; cp Specific
thermal capacity; ρ Mass density.
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Thermal effusivity is defined as b =
√

λρcp. Substitution leads to:

b =
p∣∣Sxy
∣∣ · √ω

(1)

A three-step method is devised, that estimates the thermal effusivity of every pixel in
the scene:

(1) Place a reference sample inside the measured frame with known material properties
to get an approximation of p. From Table 1 we get:

p =
∣∣Sxy

∣∣ · ρdcpω (2)

Note that this is only valid for thermally thin samples.

(2) Empirically correct p to better approximate the input power density amplitude that
the actual body is subjected to:

peq = p · c(ω) (3)

where c(ω) is an empirical function that is determined by linear regression.

(3) Approximate thermal effusivity b by inserting peq into Equation (1). This results in
the final formula:

bcorr =
p · c(ω)∣∣Sxy

∣∣ · √ω
(4)

The approximation of p via the reference body can only be applied to estimate b if it is
used on a part of the surface that is indeed thermally thick. Additionally, approximating
heat flow to be linear in relation to input power is detrimental to the accuracy if thermal
radiation to the surroundings contributes to a significant part of heat transferred. Thermal
radiation heat transfer is in general of the form prad ∝ T4

obj − T4
amb and can be estimated

linearly only for small amplitudes in object and ambient temperature. Simple thermal
mass point simulations show that the radiative heat loss accounts for an approximatively
constant part of the overall heat loss in respect with excitation strength. Linearizing
radiative heat loss within naturally occurring temperatures (0 ◦C to 40 ◦C) results in a
maximum error of 2.4% percent, which is less than many other approximating factors that
were assumed earlier.

On empirically correcting the results: One of the biggest error terms is that the real
heat input density in the field experiments is unknown. Especially heat loss via convection
and radiation is hard to determine directly as it is dependent on multiple significant factors
that were listed above. In a first approach to measuring thermal material properties using
solar loading thermography, a regression method is used to match the measured results to
the literature value of a specific material (in this case brick and concrete).

Other error sources include but are not limited to:

(1) Temperature distribution in thick materials is dispersive, because thermal material
properties like thermal conductivity often depend on the temperature itself.

(2) Heat radiation estimations should consider the temperature distribution of the half
space and not estimate the ambient radiation temperature to be constant, especially at
nighttime with clear skies, the sky heat sink is significant. The black body temperature
Tamb of the night sky ranges between −40 ◦C and −10 ◦C [9].

To validate the proposed algorithm the following steps were carried out:

(1) Thermal simulations with an idealized setup to validate the theoretical formulas and
assess the impact of convective and radiative heat loss.
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(2) Laboratory experiments with an artificial infrared heating source and thermally thin
(two aluminum plates) and thick (one concrete block) samples being heated from one
side in a periodic manner.

(3) A field experiment on a vertical retaining wall. It consists of a combination of brick,
mortar, plastering and concrete with varying depths of each of these materials.

4. Results and Discussion

4.1. Thermal Simulations

Multiple transient thermal simulations were carried out to validate the theoretical
formulas. The aluminum reference plates were simulated by a mass point with a thermal
mass of mth = ρVcp each, subjected to a periodic heat input, as well as to convective and
radiative cooling.

Convective cooling is assumed to be linear in respect to temperature difference and
uses a free convection rate of 5 W/

(
m2K

)
for all specimen. Radiative cooling was simulated

using a constant ambient temperature of 21 ◦C and emissivity of ε = 1.00 for all specimen,
to simplify radiation calculations.

The simulation results, shown in Figure 1, correlate well with the analytical results
according to Equations (1) and (2). For greater heat input amplitudes, the simulation
temperature amplitude is lower than expected, as the theoretical formulas do not take
the cooling effects into account. Overall, a good correlation is shown for common solar
irradiance values (<1200 W/m2). Moreover, non-linear effects are negligible.

Figure 1. Amplitude and phase angle of the temperature signal from the thermal simulation in
comparison to the analytical formula (cf. Equations (1) and (2)). The dotted line shows the phase
angle and the solid line the temperature amplitude. Depicted here are temperature amplitudes and
phase angles calculated by the FFT in relation to heat input density.

4.2. Laboratory Experiments

In the indoor laboratory experiments, the two reference plates, described in Section 1,
were set up vertically on a desk, together with the concrete cube and subjected to an
infrared heating lamp, controlled by a computer. The laboratory setup and a sample
thermogram is shown in Figure 2.
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Figure 2. Overview of the laboratory setup. Note the polystyrene insulation in the back of each
sample to ensure the backside only experiences minor heat loss.

The periodic heating signal was varied so that a periodic square wave excitation was
generated, which in turn could be varied in period. The heat lamp is a 3000 W infrared
lamp for sauna application laid horizontal on a desk with a distance of approx. 60 cm to
the subjects under test. This results in a maximum irradiation of 800 W/m2.

This setup was specifically chosen to test the proposed algorithm by having both
thermally thick and thermally thin test samples in one setup, to infer information from the
reference plates to the concrete block. The excitation periods were: 90, 45, 22.5, 11.25, 5.625
and 2.8125 min.

The upper limit of the excitation period is determined by the thickness of the thermally
thick reference body (concrete cube block) that has a side length of 30 cm. The resulting
maximum excitation period is ~90 min, as the corresponding thermal wavelength Λ is
almost 30 cm. Reflections from the backside of the specimen will become non-negligible if
the excitation period were to be extended (the thermally thick reference block would no
longer be thermally thick).

Further work could either test outside on a thermally thick wall, construct a larger
reference body, or choose a material with a lower effusivity. The latter effectively shortens
the thermal wave length. However, due to the increasing effect of environmental effects for
materials with lower effusivity, this has the drawback of higher error.

Additionally, in the laboratory setup concrete was chosen as a reference material,
because it is much easier to fabricate homogenous block of any size than with brickwork.
Using fabricated brickwork here however, would allow a direct comparison of the labora-
tory experiments and field experiment effusivity value.

The laboratory experiments, depicted in Figure 3, show good correlation in the lower
excitation period range with less correlation on longer periods. These result in longer
timespans, in which cooling effects are active. In addition, non-linear cooling effects
(like radiative cooling) are more pronounced because the specimen heats up more than
in experiments with shorter periods. Furthermore, the square root dependency of the
thermally thick concrete block temperature amplitude is depicted well (green line with
approx. half the slope of the other curves).
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Figure 3. Amplitude and phase angle of the temperature signal from the thermal simulation and laboratory experiments
and analytical solution. Depicted here are temperature amplitudes and phase angles calculated by the FFT in relation to
excitation period. Note the theoretical phase angle for thermally thin and thick materials is −90◦ and −45◦ respectively.

The experimental laboratory results point to greater inaccuracies with longer periods,
indicating a poor correlation between theoretical formula and real value in 24 h periods
(ultimately used in this work). Therefore, an empirically determined correction factor was
introduced to correct these aforementioned errors.

This approximation factor was calculated using a regression function on the various
data points collected by means of laboratory experiments and field experiments. In the
experiments, the correction factor c(ω) was calculated using the following equation:

c(ω) =
bliterature

b(ω)
(5)

where b is calculated from Equation (3). The literature value for the concrete sample block
is 2000 J/

(
K · m2 · s1/2

)
[6] (p. 717). The effusivity of the wall structure was assumed to be

1000 J/
(

K · m2 · s1/2
)

(Effusivity of brick [6] (p. 716)). Determining the correction factor
for each excitation period results in a point plot, which was fitted by a linear function
shown in Figure 4.

Figure 4. Plot of the correction factors determined by the method depicted above. Note that the
shorter time periods were determined in the laboratory experiments and the 24 h and 12 h correction
factor was determined in the field experiment.
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This correction factor compensates for all systematic errors that rose during simplifi-
cation but has the limitation that it cannot correct for non-linear errors.

4.3. Field Experiments

The LWIR camera was set up in a fixed manner with approximately 9.5 m distance to
the wall. Thermal images were captured for 96 h. The wall under investigation, positioning
of the ROIs and a typical thermogram are depicted in Figures 5–7.

 

Figure 5. Overview of the wall structure under test. The rectangle shows the approximate view of
the LWIR camera.

 

Figure 6. ROI location and size. In the lower left are the two reference plates (aluminum plates, each
300 × 300 mm size, one 10 mm, the other 20 mm thick). On the right side, a plaster strip is visible
from earlier experiments on the wall.
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Figure 7. Typical thermogram showing the retaining wall. In the lower left are the two reference
plates stacked on top of each other. Note the vignetting effect on the cameras lens has not been fully
corrected. However, for the proposed algorithm, this correction is not necessary.

Figure 8 shows the time series values for the three evaluated ROIs over the measure-
ment period. This data shows very poor 24 h period amplitude. This is due to the weather
being overcast for almost the whole time (see Table 2). The algorithm (Equation (4)) was
evaluated on this data set. Even better results are expected on days with strong sun, and
no overcasts to disturb the periodic heat input, also advised by [10]. The amplitude image,
shown in Figure 9, is calculated and from these amplitudes the effusivity is estimated and
depicted in Figure 10.

Figure 8. Average surface temperature for the ROIs depicted above. Noticeable is the greater
temperature difference of the Al10 plate vs the Al20 plate, caused by the lower thermal mass.
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Table 2. Weather table for the 96 h experiment. Weather data is collected by [11] for the weather station “Saarbrücken-
Ensheim” which is located ~11 km from the experiment site. Note the high average cloud coverage and low total sunshine
per day.

Day Date
Min. Temp.

[◦C]
Avg. Temp.

[◦C]
Max. Temp.

[◦C]
Total Sunshine

[h]
Avg. Humidity

[%RH]
Total Rain

[mm]
Cloud

Coverage [%]

1 9 November 2020 −0.3 3.2 7.0 0.5 93.2 1.1 70
2 10 November 2020 −1.2 0.7 3.0 0.6 96.3 0.0 70
3 11 November 2020 0.6 2.8 4.5 0.0 94.3 2.9 98
4 12 November 2020 0.9 4.2 7.8 1.5 85.1 0.3 78
5 13 November 2020 0.8 2.7 4.2 0.0 94.6 0.5 98

Figure 9. Amplitude image of the fundamental 24 h period. This image depicts the 24 h temperature
amplitude average in every pixel over the 96 h measurement period

∣∣Sxy
∣∣.

Figure 10. Estimated thermal effusivity for each pixel. Note that these results are only valid for re-
gions that are thermally thick. Regions like the reference plates or the steel fence result in meaningless
effusivity values.
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There are two regions with higher and lower apparent effusivity of particular interest:

• The gaps between bricks (made out of an unknown type of mortar) correctly measure
higher values than the bricks themselves

• The plaster strip on the right correctly measures lower effusivity than brick (plaster

~900 vs. brick ~1100 J/
(

K · m2 · s1/2
)

). Note that the plaster strip is strictly speaking
not thermally thick. However, as the sensitivity of the measured effusivity is greatest
in the front and less sensitive to the back layers the result correlate well to literature
values for these materials. This sensitivity drop along the z-axis stems from the fact
that the temperature amplitude of the structure drops exponentially over the depth [8].
Experiencing less amplitude, deep layers cannot influence the surface temperature as
much as the front layers. Exact estimations on which layer has how much impact is
not fully examined yet.

Phase Evaluation and Thermal Thickness

In theory, thermally thin materials show a negative 90-degree angle relative to the
excitation. This makes intuitive sense, because the temperature of the material will rise
until the excitation reaches zero again. After which the temperature of the object begins to
fall. Thermally thick materials should show negative 45-degrees. This is because internal
heat transfer is not negligible and changes how the surface reacts to heat input. These phase
angle differences between thermally thick and thin materials are present in laboratory
as well as field experiments. The experimental phase angle difference in the laboratory
setup is ~30 degrees and in the field ~60 degrees. In both cases using the fundamental
excitation frequency, based on phase evaluation the correct objects in frame are identifiable
as thermally thick or thin. It is hypothesized that the phase angle information can be
used to determine “thermal thickness” or at the very least to distinguish thick from thin
in thermally adequate circumstances. Former research shows that phase evaluation is a
valid method to identify subsurface defects or material changes [11,12]. This confirms the
hypothesis and may contribute a factor to explaining their findings.

In the field experiments, thermal thickness can be inferred correctly from phase angle
images, depicted in Figure 11. Figure 5 shows how the reference plates, the guardrail in
the lower left corner and the construction fence in the lower part of the image significantly
differ in their phase angle compared to the thermally thick retaining wall structure.

To what extent this method generally can be used to determine apparent thermal
thickness is subject to ongoing research. What certainly is known that determining other
thermal material properties using phase information, like thermal effusivity, thermal
conductivity and alike, is much harder, because the phase angle depends on other variables
more strongly than solely thermal material properties [11].

Especially excitation variation (over multiple days) will result in phase angle shifts.
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Figure 11. Phase image of the fundamental 24 h period. This image depicts the 24 h phase information
every pixel over the 96 h measurement period arctan

(�m
{

Sxy
}

/�e
{

Sxy
})

. Note that 90◦ phase
would correlate to an angle of a sine wave, which has its origin at the time of the experiment start
(8:00) and maximum 6 h later at 14:00. Note that higher angle values mean ‘earlier’ thermal responses
to the input. If the phase angle value is lower, that corresponds to a ‘slower’ response to the periodic
heat input.

5. Conclusions and Further Work

The presented algorithm has shown good measurement results, albeit non-optimal
measurement conditions in the field experiment. It can not only obtain qualitative measure-
ment results on the retaining wall structure but also identify thermal thickness differences
using the phase angle information. The application of the presented algorithm can be
extended to other kinds of infrastructure for inspection and monitoring purposes.

Further work has to be done to bring the measured results closer to the actual thermal
material properties of the structure; this involves separating thermal effects to get a better
understanding on the exact heat flow acting on the test subject. How phase angle infor-
mation can be used to estimate thermal thickness and do quantitative analysis in specific
setups is subject to ongoing research as well.

The calibration approximation has to verified under other conditions like other mate-
rials or other excitation conditions (i.e., more Sun, another season). If the approximation
and regression fit holds for the other conditions, it can be shown to be sufficiently robust
to investigate further on how this exact finding can be explained considering the physical
effects acting on the test subjects.

Furthermore, increasing accuracy by isolating singular systematic error sources and
developing a more sophisticated correction term based on physical properties can be done.
For example, measuring apparent ambient temperature with a pyrgeometer and estimating
radiative heat flux directly. Using a pyranometer to measure radiative heat input the
remaining heat in-/output can be inferred to be convective. Finally, all heat in- and outputs
are known and a more accurate model can be set up.

Lastly, a novel method could be devised to include amplitude information from
various other frequencies. This work focusses solely on the fundamental 1/24 h frequency,
where as other frequency bins are sure to contain additional information.
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Abstract: Developments in air-coupled testing hardware in impact-echo (IE) tests have enabled new
levels of scanning tests for concrete bridge decks. A tooth gear IE system has been developed using
tooth gears as impactors and microelectromechanical systems (MEMS). Since the tooth gear moves and
generates impacts itself, this system collects a large amount of test data across the field continuously.
The contact duration of two different tooth gears is evaluated and the contact mechanism is compared
to a conventional steel ball impactor by a high-speed camera. The data measurements were carried
out on concrete slabs, where artificial delaminations were embedded at different depths. Based on
our IE experiments, reducing the pitch or increasing the number of teeth was required to decrease
the contact duration and generate the thickness mode frequency from deep delaminations. Rapidly
obtained time domain data were transferred to the frequency-time domain using spectrograms to
identify the dominant frequency band of the signal set. The results show that the developed system
enabled us to acquire high-quality data during air-coupled IE tests and spectrogram analysis provided
meaningful frequency information and verified its repeatability.

Keywords: impact-echo; tooth gear impactor; contact duration; delamination; rapid scanning;
non-destructive testing; concrete slab

1. Introduction

Delamination-like defects are a major concrete bridge-deck deterioration concern. The internal
delamination causes degradation of the structural elements in bridges as well as problems of
serviceability by exposing the surface. Therefore, early detection of the internal defects is required
to repair bridge decks. Impact-echo (IE) tests are a well-used non-destructive testing (NDT) method
to evaluate delamination-like defects in concrete. Compared to other NDT methods, the IE test
is a relatively simple testing configuration, which includes a hammer-type source and a vibration
sensor. The hammer-type source literally makes an impact onto the surface of the concrete and the
corresponding echo is measured. The IE test identifies the presence of delamination with depth
information, and so it has been applied to bridge-deck inspection [1].

Since the IE test has proven its potential for internal damage detection [2,3], various studies have
been conducted to understand the damage mechanism as well as to improve measuring systems.
Gibson and Popovics discovered the physical relationship between the measured frequency and
the depth of a plate-like structure, suggesting the effect of Poisson’s ratio [4]. Zhu and Popovics
proposed adding air-coupled sensing to the IE test, demonstrating the leakage of the vibration mode
into the air [5]. Oh et al. investigated the application of the air-coupled IE test in the case of shallow
delamination and the visualization of its vibration modes [6]. Kee et al. also explained the boundary
condition effect on shallow delamination [7]. Further efforts have been made on the application of
air-coupled sensing through the combination of different automated systems [8,9], their research
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reaching into efficient impact sources with air-coupled sensing. Mazzeo et al. showed chain dragging
as an impact source while Sun et al. used a ball-chain system to filter out dragging noise [10,11].

Studies on impact sources are crucial for rapid examination of the field. Mazzeo et al. presented an
interesting ice ball as an impactor [10]. The disposal of ice into concrete generated mechanical vibrations
indicating that shallow delamination had been detected. Evani and Popovics also demonstrated
the potential of a rolling impactor for the air-coupled IE test [12]. As established from previous
studies, impact sources for the IE test could be found from surrounding products. In this study,
a commercially available tooth gear was used as an impactor, generating continuous vibrational forces.
A hand-controlled IE system was developed, including microelectromechanical systems (MEMS) as
receivers. The aim of this paper is to demonstrate that tooth gears can be applied to air-coupled IE
tests and to propose a rapid scanning test configuration including acoustic noise reduction by IE
system development, measurement of thickness mode frequency and data visualization. To generate
IE vibration modes, the contact duration onto the surface of concrete was experimentally evaluated
and excited modes were measured from intact and delamination cases in concrete slabs. Consequently,
system designs will improve and extend the understanding of field applications of the IE method.

2. Theoretical Background

2.1. Impact-Echo Vibration

The IE method provides the thickness information of a concrete slab or its delamination by
measuring the dominant frequency of vibration. After applying an impact source onto the surface
of the concrete, the measured vibration is analyzed in the frequency domain where the frequency at
the highest amplitude corresponds to the thickness mode. The relationship between the measured
frequency ( fthickness) and the thickness (h) is

fthickness =
βVL

2h
(1)

where β is the correction factor (usually taken to be 0.96) and VL is the longitudinal wave velocity
in the concrete. Gibson and Popovics demonstrated that the thickness mode frequency was at a
zero-group velocity motion of the first symmetric vibration (S1-ZGV) governed by plate guided
waves [4]. Moreover, a correction factor was required to compensate for the shear motion of the plate,
depending on a ratio between the shear and longitudinal waves or Poisson’s ratio. Many studies have
utilized the concept of the S1-ZGV to detect internal defects using depth information [13–16]. Using
Equation (1), the thickness of internal delamination-like defects can be estimated using information of
the apparent velocity (βVL).

However, in the case of shallow delamination, the thickness mode frequency is difficult to measure.
This is because the impact source excitation frequencies have limited range up to the thickness
mode frequency of shallow delamination. Instead, low frequencies from the flexural vibration of
the plate are much more dominant compared to the thickness mode frequency. Oh investigated the
excitability of thickness mode frequencies based on a ratio between the diameter (a) and thickness
(h) of the plate under certain boundary conditions, demonstrating that the thickness mode frequency
becomes dominant when the ratio (a/h) is lower than 2. Therefore, the IE testing results from shallow
delamination mostly exhibit low frequencies [17]. The fundamental flexural vibration mode frequency
( f f lexural) of rectangular delamination is presented as

fthickness =
k2

DLπ

2h2

√
Eh2

12ρ(1− v2)
(2)

where E is the elastic modulus, v is the Poisson’s ratio, ρ is the density, and k2
DL is the dimensionless

frequency based on width to depth ratio of the delamination [18].
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The excitation frequencies are directly related to the contact duration (tc) of impactors onto the
concrete surface. The shorter contact duration generates a higher frequency range of excitation. Based
on contact mechanics [19], the contact duration is calculated by the sphere (impactor) and half-space
(concrete) interaction, as follows:

tc = 2.536Dρi
2/5Vi

−1/5

⎡⎢⎢⎢⎢⎢⎢⎣
(
1− v2

i

)
Ei

+

(
1− v2

c

)
Ec

⎤⎥⎥⎥⎥⎥⎥⎦
2/5

(3)

where D is the diameter of the impactor, ρi is the density of the impactor, Vi is the impact velocity, vi
and Ei are the Poisson’s ratio and elastic modulus of the impactor, respectively, and vc and Ec are the
Poisson’s ratio and elastic modulus of concrete, respectively. Equation (3) expresses that the contact
duration is directly related to the size of the impactor, beyond its material properties. The smaller size
of the impactor reduces the contact duration, corresponding to a higher frequency range of excitation.

2.2. Air-Coupled Sensing Technology

The IE frequency components generated from concrete are measurable in air without touching the
surface of the concrete. Zhu and Popovics theoretically and experimentally demonstrated that such
vibration modes including the S1-ZGV mode and flexural mode could be measured by microphone [5].
In a half-space (air-concrete), the vibration modes were leaked into the air and an air-coupled sensor
measured the same frequency components.

To confirm the theoretical background of the air-coupled IE method, wave propagation in the half-space
was simulated using the k-wave toolbox in Matlab [20,21]. A half sine wave simulating a hammer-type
impact was applied to the surface of concrete, and the corresponding stress wave field of air and concrete
was solved. Forty sensors were continuously placed in air 20 mm above the surface of the concrete, 5 mm
apart. The in-plane normal stress was analyzed as the output data. The details of the simulation are
shown in Table 1. Figure 1a shows the wave field image of the air-coupled IE test, where the Von Mises
stress is shown. From the image, the non-propagating S1-ZGV mode (thickness mode) was generated
inside the concrete after the impact source was applied at the center of the concrete slab. In air, the leaky
portion of the propagating waves (mainly Rayleigh waves) exhibited much greater velocity compared to
the direct acoustics (semi-circle shape) generated by the impactor. Inside the semi-circle, the leaky portion
of the thickness mode, measurable using air-coupled sensors, is shown. The signals obtained, as shown
in Figure 1b, conveyed that the majority of frequencies were from the thickness mode vibration (S1-ZGV)
while the propagating waves (including the leaky waves and direct acoustics) had a much higher amplitude,
which were noise components of the air-coupled IE test. In fact, acoustic system noise has been reported
during air-coupled sensing [11,12,16] so that efforts have been made to carefully measure the appropriate
frequencies from the IE testing. Therefore, the impactor was required not to generate system noise itself
while propagating leaky waves were quickly damped.

Table 1. Numerical simulation details.

Simulation Parameters Value Simulation Parameters Value

CFL 0.1
Input source

Type Half sine wave
Number of grids (Nx) 500 Range of frequency 30 kHz
Number of grids (Ny) 1000 Location (290, 500)

Mesh size (dx) 1 mm
Sensor

Number of sensors 40
Mesh size (dy) 1 mm Spacing 5 mm

Length of grid Concrete 190 × 1000 mm
Concrete Elastic modulus 30 GPaAir 310 × 1000 mm

Operation time 1.5 ms Density 2400 kg/m3

dt 5 0 ns Air Density 240 kg/m3
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Figure 1. Illustration of air-coupled impact-echo (IE) test; (a) Field image of simulation, (b) synthetic
signal data of simulation.

3. Tooth Gear Testing System

3.1. Impact Source Excitation by Tooth Gear

In this study, tooth gears were used as impactors for the air-coupled IE test. While the gear rolls
and moves, continuous contact on the surface of concrete generates an impact source. Therefore, the
gear has the advantage of a moving platform where the impactor itself moves and generates sources
simultaneously. Moreover, the impact position is regular, based on the pitch of the gear.

Two different tooth gears were used to evaluate the excitability as impactors, including 11 and
30 teeth gears, respectively, as shown in Figure 2. The tooth width and thickness were 5.8 and 2.5 mm
for the 11-tooth gear and 4.2 and 1.1 mm for the 30-tooth gear. Therefore, the potential contact area of
the gears was 14.5 and 4.6 mm2, respectively. The contact duration of the tooth gears was compared
with that of a conventional steel ball impactor. The diameter of the steel ball was 12 mm. The motion of
impact onto the surface of a concrete element was recorded using a high-speed camera (MEMRECAM
GX-1). The videos were captured at 10,000 fps (320 × 240 resolution). Each frame was analyzed
manually, and the contact duration and velocity of each impactor was estimated. The contact durations
obtained were 0.1, 32, and 16 ms for the steel ball, the 11-tooth gear, and the 30-tooth gear, respectively.
It is noted that the sampling rate was limited to measure the contact duration accurately; however,
the different mechanism from the impactors were clearly shown. Using Equation (3), the contact
duration of the steel ball was calculated as 0.08 ms (assuming the density of the steel ball to be
7850 kg/m3, and the elastic modulus to be 200 at 30 GPa for steel ball and concrete, respectively).

As shown in Figure 3, the contact mechanism of the tooth gears is somewhat different from a
hammer-type impactor. While the tooth gear continuously moves, the contact is sequentially made
from one tooth to another. It is noted that the second contact was executed after waiting for the
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finish of the first contact. Therefore, the contact duration was longer than the contact duration from a
conventional hammer-type impactor, implying low frequency excitation. The contact duration of a
tooth gear depends on the pitch of the tooth (or the number of teeth) and the moving speed of the gear.
The pitch of the gear (p) is defined by the radius of the gear (r) and the numbers of teeth (N), as follows:

p =
2πr
N

(4)

Figure 2. Tooth gears used as impactors including the 11-tooth (silver) and 30-tooth (black) gears.

Figure 3. Photo of the contact mechanism: (a) 12 mm ball hammer, (b) 11-tooth gear.
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Therefore, increasing the number of teeth reduces the pitch and the contact duration.
From Equation (4), the pitches of the 11- and 30-tooth gears are 22.9 and 10.1 mm. With the
same moving speed, the contact duration of the 30-tooth gear is 2.3 time shorter than that of the
11-tooth gear, implying that much a higher frequency range is excitable using the 30-tooth gear. With
practical assumption of rolling speed as 250 m/s, the contact duration of 11- and 30-tooth gears are 0.09
and 0.04 ms, where corresponding excitation frequency ranges are 16.9 and 36.4 kHz.

3.2. Tooth Gear IE System Design and Data Acquisition

Based on the background information of the contact mechanism, a tooth gear IE system
was designed as shown in Figure 4. For the receiver, a microelectromechanical system (MEMS,
SPU0410LR5H-QB, Knowles) was used with a circuit amplified 2000 times, able to measure acoustic
pressure with a sensitivity of −38 dBV/Pa. The location of the MEMS was in the same line as the impact
source, 65 mm away from the tooth gear. The holder was manufactured using a three-dimensional (3-D)
printer, and the system was manually controlled using a handle. The total length of the system was
200 mm so that inspectors could easily use the system in the field. While the system moves backwards
and forwards, numerous signal data were measured. For data acquisition, the signals were digitized
using the NI 6366, at a sampling rate of 200 kHz, and 2000 samples were collected. The total length of a
signal was 10 ms. As shown in Figure 5, the testing equipment (including the laptop, data acquisition,
and IE system) was placed on the concrete slab. Based on the test results, more than 100 data signals
were recorded within one minute, while the system was moving.

Figure 4. Designed IE system including tooth gear and microelectromechanical systems (MEMS).

Figure 5. Data acquisition and experimental set-up for the IE system.
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4. Experiment and Results

4.1. Testing Slab and the IE Results

The developed tooth gear IE system was evaluated using a reinforced concrete slab, where artificial
delamination-like defects were embedded. As shown in Figure 6, the testing slab had a depth of
250 mm and the depth of the artificial delaminations were 60 (shallow) and 200 mm (deep), respectively.
The artificial delamination was made from acrylic sheet (2 mm thickness), which was embedded
before casting the concrete. The IE testing was performed on the testing slab using the 11 and 30-tooth
gears. A 12 mm steel ball impactor was also used to perform conventional IE testing as a reference.
Two locations, including the deep and shallow delaminations, were tested, where the thickness mode
and the flexural mode, respectively, were obtained. Based on the Equations (1) and (2), thickness mode
frequency is about 10 kHz with conventional longitudinal wave velocity of concrete (VL) as 4250 m/s
while flexural mode frequency is about 5.5 kHz with the dimensionless frequency (k2

DL) as 0.2. It is
noted that the width (300 mm) to depth (60 mm) ratio of shallow delamination is 0.5. In the case of the
steel ball impactor, repeated impact sources were generated at the same position while the vibration
was measured using an accelerometer (PCB, 352C15). Using the tooth gear IE system, a rapid scanning
test was performed while the system simply moved backwards and forwards.

Figure 6. The details of the testing slab; (a) plan view (b) sectional view (the unit as mm).
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The results of the frequencies obtained are summarized in Table 2, and examples of the signals
obtained from the shallow and deep delaminations are shown in Figures 7 and 8, respectively. In the
case of the shallow delamination, the measured frequency from the impactors was identified as 5.4 kHz
(Figure 7). Although the waveforms from the tooth gears were noisy, the dominant frequency was
clearly shown. This is because the excited frequency range of the impactors covers the low frequency
range from the flexural vibration of plate, and the flexural mode is loud enough to be measured as the
dominant frequency among the impactors. Based on the results from the steel ball impactor (Figure 8),
the thickness mode frequency was detected as 10.2 kHz, which corresponded well with the depth of the
deep delamination with an apparent velocity of 4080 m/s. In the case of the 11-tooth gear, low frequency
noise was dominant. As expected from the long contact duration, the excited frequency range was
clearly limited to the generation of the thickness mode. The results from the 30-tooth gear showed that
reducing the pitch creates a shorter contact duration and the thickness mode becomes dominant.

Figure 7. Obtained signals from the shallow delamination. Steel ball impactor (a) time signal and (b)
frequency spectrum. 11-tooth gear (c) time signal and (d) frequency spectrum. 30-tooth gear (e) time
signal and (f) frequency spectrum.

Figure 8. Obtained signals from the deep delamination. Steel ball impactor (a) time signal and (b)
frequency spectrum. 11-tooth gear (c) time signal and (d) frequency spectrum. 30-tooth gear (e) time
signal and (f) frequency spectrum.
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Table 2. Results of obtained frequency.

Testing Locations Depth (mm)
Measured Frequency (kHz)

12 mm Ball Hammer 11-Tooth Gear 30-Tooth Gear

Shallow
delamination 60 5.4

Deep delamination 200 10.2 1.5 10.2

4.2. Data Visualization

The speed of data acquisition by the tooth gear IE system was much faster than the conventional
IE test. Based on numerous data, the visualized images help the operator make decisions [22,23].
The signal-processing scheme using a spectrogram was applied to visualize the obtained data from
the tooth gear IE system as shown in Figure 9. After each 10 ms long signal was obtained from the
tooth gear IE system, the amplitude of the signal was normalized. Next, the signals were added in
the time domain—50 signals were used in this study. Spectrogram analysis was performed on the
total signal set, based on a short-time Fourier transform, representing the time-frequency information
with a color scheme. The dominant frequencies from the total signal set are clearly shown as a band.
In addition to the data visualization, the analysis of the total signal set demonstrated the repeatability
of the vibration modes during the IE testing. For a signal set of 500 ms length, the windowing samples
and numbers of overlap were set to 2048 and 1900 respectively.

Figure 9. Applied signal processing scheme to visualize frequency information.

Figures 10 and 11 show the spectrograms from the shallow and deep delaminations between the
impactors. From the shallow delamination, a band of 5.4 kHz is clearly shown from all impactors.
In the case of the 11-tooth gear, a little noise content was found from the signal set. However, the band
of flexural mode frequencies were clearly shown. The thickness mode frequencies from the steel ball
were clearly shown in the spectrogram. In the case of the 30-tooth gear, the frequency band was
detected while a portion of noise content was also captured. However, the 11-tooth gear exhibited
limited results of thickness mode detection due to its long contact duration.
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Figure 10. Results of spectrogram from the shallow delamination; (a) steel ball hammer, (b) 11-tooth
gear, (c) 30-tooth gear.

Figure 11. Results of spectrogram from the deep delamination; (a) steel ball hammer, (b) 11-tooth gear,
(c) 30-tooth gear.

In terms of repeatability, the tooth gear showed great potential for the air-coupled IE test.
Air-coupled sensing technology inherently contains noise contents from the field (traffic noise).
The impacts of tooth gears are easily repeatable while the system moves and generates the source
simultaneously. The large quantity of data obtained improves the decision-making process in the
field. In fact, delamination in the field has arbitrary boundary conditions so that the vibration modes
and frequency components can be many. Under those conditions, repeatable data with rapid data
acquisition helps the analysis of the IE test.

5. Conclusions

This study demonstrated that tooth gears have great potential to produce impact sources of IE
testing and generate IE vibration modes including thickness and flexural modes where the results are
comparable with conventional steel ball impactors. To perform a rapid scanning test, tooth gears were
used as impactors and their performance was evaluated. The contact duration of each impactor was
theoretically and experimentally analyzed and a tooth gear IE system was developed. The developed
system was evaluated using a testing slab, which included both shallow and deep delaminations.
A further signal-processing scheme was used to visualize the signal set obtained by the rapid scanning
test. The findings and conclusions of the research are summarized as follows:
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• the developed tooth gear IE system is possible to apply to an impact-echo test with low acoustic
noise and provides fast data collection with continuous matter. A signal set of 100 data points was
measurable within one min. Using the system, the thickness mode frequencies are measurable
beyond flexural mode frequencies, and measured thickness mode frequencies corresponded well
with the depth of the deep delamination;

• by analyzing different contact mechanism from conventional hammer-type impact, reducing
the pitch or increasing the number of teeth decreased the contact duration and provided higher
frequency excitation. Based on our experimental results, the 11-tooth gear was limited at generating
the thickness mode from the 200 mm depth delamination, while the 30-tooth gear was successful;

• based on the contact mechanism, the contact duration of a conventional steel ball and two tooth
gears was analyzed. The theoretical contact duration corresponded well with the actual contact
duration measured using a high-speed camera, implying an excited frequency range;

• data visualization using spectrogram showed a band of dominant frequencies (repeated frequency
modes) from the signal set, which helps operators to make decisions based on repeatable
vibration modes.
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Featured Application: Systematic review of electrical resistivity and impedance measurements

methods and applications on cement-based materials.

Abstract: This paper aims at analyzing the state-of-the-art techniques to measure electrical impedance
(and, consequently, electrical resistivity) of mortar/concrete elements. Despite the validity of the
concept being widely proven in the literature, a clear standard for this measurement is still missing.
Different methods are described and discussed, highlighting pros and cons with respect to their
performance, reliability, and degree of maturity. Both monitoring and inspection approaches are
possible by using electrical resistivity measurements; since electrical resistivity is an important
indicator of the health status of mortar/concrete, as it changes whenever phenomena modifying the
conductivity of mortar/concrete (e.g., degradation or attacks by external agents) occur, this review
aims to serve as a guide for those interested in this type of measurements.

Keywords: electrical resistivity; electrical impedance; concrete; mortar; measurement accuracy

1. Introduction

An effective maintenance strategy of concrete structures asks for a strong involvement of Structural
Health Monitoring (SHM) because this makes it possible to minimize the required interventions and
to optimize their cost-effectiveness. However, despite, in developed countries, the maintenance and
repairing costs of concrete structures being estimated at around 3–4% of gross national product [1],
at present, no regular monitoring techniques are widely applied. Inspections are preferred, even if
their efficiency is more limited than the one provided by monitoring, which continuously provides
data and information on the health status of the target structure. Furthermore, it is worth noting that
the service life of a non-temporary concrete structure is quite long: for a common structure, it accounts
to 50 years, for a strategic structure (e.g., a monument, a bridge, or other civil engineering structures),
at least 100 years [2].

Since non-destructive techniques (NDTs) can provide data on the structure without the necessity
of sampling the structure (therefore exposing the structure itself to higher risks of damage), they are
preferred for SHM. Among NDTs, the measurement of electrical resistivity of concrete is gaining
wider and wider consensus among the scientific and technical community. Indeed, the technique is
easy to adopt, tests can be performed rapidly, and several factors related to concrete durability [3–5]
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can modify the resistivity of concrete, like water and chlorides penetration, carbonation, or presence
of cracks.

Electrical resistivity (ρ [Ω·m]) is the ability of a material to oppose the flow of electric current.
The electrical resistivity of concrete varies from 101 to 105 Ω·m, mainly in relation to its moisture content
and composition [6–10]. The composition includes cement type (fineness, composition, and soluble
salts content), water to cement (w/c) ratio, type and size of aggregates, and presence of additions,
either conductive or not. Indeed, as aggregates are concerned, they act as an obstacle in the electric
current path, hence increasing the electrical resistivity of concrete [11]. Electrical resistivity depends
on cement paste microstructure, characterized by the volume, the size, and the interconnection
of pores, besides the pore solution, where different salts are dissolved, releasing ions (mainly K+,
Na+, OH−, and, in smaller extent, also Ca2+ and SO2−) that enable conduction [12]. Porosity is
governed by the w/c ratio: the higher the w/c ratio, the higher the total porosity [13] and, consequently,
the lower the electrical resistivity [14,15]. However, in highly saturated concrete, the effect of w/c
ratio on electrical resistivity is less significant [6,16] because moisture (thus water) plays a major
role in defining concrete electrical properties. Supplementary cementitious materials (e.g., fly ash,
silica fume, and ground granulated blast furnace slag (GGBFS), just to cite those mostly used) reduce
both pores size and volume. A refinement of the pore structure increases ρ. Indeed, these mineral
additions (e.g., blast-furnace slag [17], fly ash [18], and silica fume [19]), are also generally added
to release more durable concretes [20]. On the other hand, if conductive fillers or fibers are added
to the mix-design, electrical resistivity decreases, and the material conduction partially moves from
electrolytic to electric [21–23]. The electrolytic conductivity is related to mobile ionic species that form
when water and binder are mixed together; concrete can be thought of as an electrolytic conductor,
since the current mainly passes through the pore solution [24]. On the other hand, the electronic
conductivity is related to the transportation of free electrons through the conductive phase (carbon or
metal fillers/fibers). Contrarily, non-conductive polymeric fibers seem not to have a significant effect on
the matrix electrical resistivity [22]. The literature reports some reference values of electrical resistivity
related to cement type and exposure conditions [25,26]; however, it is worth considering that each
mix-design would provide different electrical resistivity values.

In reinforced concrete structures (RCS), another parameter affecting electrical resistivity is the short
circuit effect related to the embedded steel reinforcement [27]; in fact, reinforcement, being metallic,
attracts the electric current [28], distorting the measurement result. Besides the intrinsic characteristics
of concrete, also the environmental conditions, particularly temperature (T) and relative humidity
(RH) [29], impact concrete electrical resistivity. Concerning T, a higher value increases the ions mobility,
making ρdecrease. Concerning RH, since water has a good electrical conductivity, the material electrical
conductivity increases with its saturation degree. In this regard, also aging of concrete influences the
electrical resistivity, since it gives a reduction in the moisture content due to the continuous hydration
of the cement paste, which modifies the paste microstructure.

Electrical resistivity also correlates with concrete degradation status, represented by different
durability indicators as saturation degree, porosity, and chloride penetration [30]; electrical resistivity
of concrete makes it possible to detect the penetration of aggressive agents prior to the onset
of the degradation process [31]. If porosity is high, permeability increases and, consequently,
so does the ingress of aggressive substances. This ingress mines the integrity of concrete and
reinforcements, especially if the pore interconnection is high. In addition, thanks to the piezoresistive
behavior of concrete (piezo-resistivity is a physical characteristic of electrically-conductive materials,
whose electrical resistivity changes with deformations [32]), electrical resistivity measurements make it
possible to monitor the stress/strain behavior of concrete [33].

The electrical resistivity of concrete can be measured by direct current (DC) or alternating
current (AC). The type of current used (DC or AC) and the electrodes configuration
(e.g., electrode spacing [34,35]) adopted influence the measurement result, especially in terms of accuracy.
A minimum of two electrodes is needed to excite the material with an electric current (or potential) and
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to measure the corresponding electrical potential difference (or current). Another configuration can
adopt 4-electrode measurement points, separating excitation and measurement electrodes in order to
avoid sharing electric current and potential. Also, the electrodes positioning, which the current path
depends from [36], heavily affects the measurement results. Different types of electrodes are used in
the literature, such as wires, plates, meshes, bars, tapes, and conductive paints.

However, one of the major problems regarding electrical resistivity measurement in concrete
is that no widely accepted standards are currently available, and many different methodologies are
reported in the literature. Therefore, this review paper aims at providing the reader with an overview
of the different approaches suggested by the scientific community when addressing electrical resistivity
measurements, as well as highlighting some issues that may be tackled by the experimenter as well as
the real missing item related to the topic, i.e., measurement uncertainty. Also, several target applications
of this measurement method are discussed, with a focus on inspection and monitoring of cement-based
structures. Finally, suggestions on how to perform electrical resistivity/impedance measurements,
either at lab-scale or in-field, are provided.

2. Electrical Resistivity/Impedance Measurement: Is It Really that Simple?

2.1. DC Measurement of Electrical Resistivity

2.1.1. 2-Electrode Configuration

The two-point probe method, also known as uniaxial method, enables the measurement of bulk
electrical resistivity. The specimen is placed between two electrodes (commonly parallel metal plates)
with moist sponge contacts, then a DC electric current is injected and the consequent potential drop is
measured (Figure 1).

Figure 1. Uniaxial method (please note that electric current is measured in series to the power supply,
whereas the corresponding potential drop is measured in parallel).

The standard to perform electrical resistivity measurements with the uniaxial method is the
ASTM C1760 “Standard test method for bulk electrical conductivity of hardened concrete” [37].
The standard foresees the use of saturated cylindrical (100 mm diameter, 200 mm length) hardened
concrete specimens, with a standard 28-day curing (56-day curing in the presence of supplementary
cementitious materials, such as GGBFS or fly ash, since they prolong the time to dry). A 60 V DC
potential difference is applied and the electric current is measured after 1 min; therefore, the electrical
conductivity is obtained according to Equation (1):

σ = k· I1

V
· L
D2

[mS/m] (1)

where:

• I1 is the electric current at minute 1 (±5 s), in mA
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• V is the applied potential difference, in V
• L is the average length of the sample, in mm
• D is the average diameter of the sample, in mm
• K is the conversion factor, equal to 1273.2

Literature reports the use of different electrode configurations as well as different geometrical
configurations of the specimen with respect to the standard (see Table 1). Indeed, the standard is
rarely followed: in the last 20 years, no study has been carried out in compliance with ASTM C1760,
probably because authors prefer to use their own instrumentations and to prepare specimens with
molds available in their laboratories, adopting the measurement configuration that better fits their
study objectives.

Stainless steel meshes are often used as electrodes. D’Alessandro et al. [38] used a wire net as
electrode in concrete cubic specimens. These specimens would have been embedded in concrete
structures as distributed sensors for SHM purposes. Zhang et al. [39] used the same configuration but
in concrete prisms manufactured with carbon nanotubes and nanocarbon black filler. Ding et al. [40]
realized stainless steel gauzes to be embedded in cementitious prisms, whereas Dong et al. [41] inserted
these electrodes in concrete prisms reinforced with super-fine stainless wires.

Also, copper is used for the electrodes; Melugiri-Shankaramurthy et al. [42] used copper mesh
electrodes embedded in cubic cement paste specimens. Huang et al. [43] used copper tapes, glued with
silver conductive epoxy around the surface of dog-bone paste specimens manufactured with fly ash
and carbon black. Wen and Chung [44] used silver paint and copper wires as electrodes in prismatic
specimens. Brass-made wires were used as electrodes by Chen et al. [45] in both prismatic and
cubic specimens.

Plates are another type of electrodes used in the literature. Lim et al. [46] embedded stainless steel
plate electrodes in prisms. Dehghanpour and Yilmaz [47] guaranteed a good electric and mechanical
contact between metal plate electrodes and specimens surface by means of a cloth moistened with
NaCl solution and a clamp, testing concrete specimens manufactured with conductive carbon fibers
different in terms of shape and dimensions.

2.1.2. 4-Electrode Configuration

In the 4-electrode configuration, excitation and measurement electrodes are distinct. In particular,
the two external electrodes (namely Working Electrode, WE, and Counter Electrode, CE) are used
to inject the excitation electric signal (current or potential difference), whereas the two internal ones
(namely Sensing Electrode, SE; and Reference Electrode, RE) are used to measure the electrical response
(potential difference or current). Different types of electrodes and specimens are used in the literature
(see Table 2).

Mesh electrodes were often used in the literature, manufactured with different materials: stainless
steel [48,49], titanium [22], and titanium platinum-coated [50]. Also, copper is widely used in different
forms: wire mesh [33,51,52], tapes [53,54] and loops [55]; silver paint is employed to realize electrodes
on specimens surface [56–64], e.g., in the form of silver paint stripes perpendicular to the length of
the specimen or combined with copper wires. Other types of electrodes are brass wires (with carbon
powder interposed between electrodes and paste, to ensure a good electric contact) [65,66] and small
pieces of reinforcing rebars plus Ag/AgCl reference electrodes (with wet sponges guaranteeing a good
electric contact) [27].
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2.2. AC Measurement of Electrical Resistivity

With respect to DC measurements, AC measurements of electrical resistivity give electrical
impedance as result value, which includes a real part (R, electrical resistance) and an imaginary part
(X, electrical reactance). It is worth noting that only electrical resistance represents the ionic movement
in the pore network and is related to concrete durability [22]. Recent studies [68] reported that the real
part of impedance can be correlated to degradation phenomena in cement-based materials.

2.2.1. 2-Electrode Configuration

The measurement setup defined by the uniaxial method of Section 2.1.1 can be also adopted with
AC excitation (see Table 3). However, there are no general statements on optimal frequency to be
used and both sine and square waves are deployed. In fact, it is worth noting that materials electrical
properties are frequency-dependent [69] and, consequently, the measurement frequency deeply affects
the results.

AASHTO TP 119 [70] suggests the use of an AC 60 V voltage, a testing period of 6 h, and a
100 × 50 mm (or 150 × 75 mm) cylindrical specimen, where two stainless steel plates connected to the
Wenner probe tips (short-circuiting WE and SE electrodes and RE and CE electrodes, respectively) are
applied as electrodes. As for uniaxial test of ASTM C1760 [37], this procedure is not widely adopted,
and everyone prefers to set up its measurement bench configuration.

Electrodes in pin/bar forms are often used for this configuration: stainless steel pins [71], also covered
with heat-shrink tubes apart from the 10 mm tip [72], brass electrodes [73] or screws can be used to
improve the contact between electrodes and material, at different depths to obtain information on
different layers [74]. Also, gauzes can be used, in different materials, such as copper (with water-saturated
paper towel strips to ensure a good electric contact between electrodes and specimen surface) [75],
titanium [22], stainless steel [21], and iron [76]. Plate electrodes were employed [77], maintaining the
contact through different methods: clamps [78], wet sponges [11], absorbent cloth with a soap diluted
solution by placing 5 kg on the top face of the specimen [79], sponges saturated with Ca(OH)2

solution [80], or saturated with 20 wt.% NaCl solution [81], applying an external pressure of 6 kPa
on the top electrode to improve the electrode/specimen contact [82]. Chiarello and Zinno [23] used
G-clamps or wood cubes to ensure a good contact between electrodes and specimens; furthermore,
they spread a paste of ethyl alcohol and carbon dust on the specimen ends to apply the excitation signal.
Other electrodes used in the literature are stainless steel circular electrodes [83,84], red-copper electrodes
with thin absorbent sponges to guarantee the contact [85], and graphite electrodes [86].

Commercial systems are also used to measure electrical resistivity. For example, Carsana et al. [87]
used a commercial conductivity meter. As electrodes, parallel wires of mixed metal oxide activated
titanium were embedded in the concrete specimens. Ghosh and Tran [88] employed the commercial
Merlin meter (working at 325 Hz) to perform electrical resistivity measurement in cylindrical concrete
specimens (100 mm diameter, 200 mm height). The electric contact between the clamp electrodes and the
specimen faces was guaranteed by means of interposed sponges. Finally, Velay-Lizancos et al. [89] used
an analogue sensor (65 × 8 × 3 mm) embedded in prismatic concrete specimens (300 × 200 × 110 mm)
to measure temperature and electrical resistivity at 100 kHz.
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2.2.2. 4-Electrode Configuration

The AC 4-point probe method, also known as Wenner array method, derived from soil mechanics
to evaluate the possible corrosion of buried structures, is one of the most applied methodologies for
field concrete structures [35,92]. Four electrodes equally spaced are used, guaranteeing their electric
contact with the surface e.g., by water pre-wetting, contact graphite gel or pastes; the two internal
electrodes measure the voltage created by the application of an electric current between the two external
electrodes (Figure 2).

Figure 2. Wenner array method.

The frequency range commonly used is wide (Table 4). The Wenner-array method appears a
suitable and reliable test method for in-field measurements and performance-based quality control of
concrete durability [4]; the electrical resistivity measured by this approach is the average electrical
resistivity of a hemisphere of radius equal to the electrode spacing (a), as reported in Equation (2):

ρ = 2πa
V
I

(2)

This relationship is valid with the hypothesis of homogeneous medium and semi-infinite
dimensions. In real conditions and with the use of surface electrodes, the apparent resistivity (ρa) is
measured; in fact, because of non-homogeneity and finite geometric dimensions of the specimen under
test, a cell constant correction factor (K) needs to be applied. The correction factor K can be obtained in
two different ways: from theoretical considerations or from calibration by means of standard concrete
samples or electrolytes of known resistivity. The relationship between the electrical resistivity and its
apparent value is reported in Equation (3):

ρ =
ρa

K
(3)

There are no widely accepted standards for the measurement of electrical resistivity using a
Wenner array (ASTM G57-06 “Standard Test Method for Field Measurement of Soil Resistivity Using
the Wenner Four-Electrode Method” [93] is used in soil mechanics). A Spanish standard (UNE 83988-2
“Concrete durability. Test methods. Determination of the electrical resistivity. Four points or Wenner
method”) suggests the use of cylindrical samples (100 mm diameter, 200 mm height); measurements
should be carried out in saturated surface dry (s.s.d.) conditions, in order to consider the means
homogeneous (since the inter-particle voids are water-saturated) [94]. Another provisional standard,
namely AASHTO T 358 [95], was made in 2015 by the Department of Transportation (DoT) community
of the American Association of State Highway and Transportation Officials (AASHTO); this standard
suggests to apply current (flat-topped trapezoidal wave at approximately 13 Hz and a nominal
peak-to-peak voltage of 25 V) by a Wenner probe located on the specimen surface (electrode spacing of
38 mm) and measure the voltage drop to calculate the impedance of the specimen. Tibbets et al. [96]
applied this standard to cylindrical specimens (102 mm diameter, 205 mm height) containing different
SCMs. They found a very strong linear correlation with the bulk resistivity measured according to
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the AASHTO TP119 “Standard Method of Test for Electrical Resistivity of a Concrete Cylinder Tested
in a Uniaxial Resistance Test” [70] (y = 1.93x, with R2 = 0.99). Also Spragg et al. [81] performed
measurement according to AASHTO T 358, using stainless steel plate electrodes, ensuring a good
electric contact with the specimen by lime-water saturated sponges. They compared their results with
the surface resistivity method described in FM 5-578 [97], obtaining very good correlation (R2 = 0.9986);
moreover, they observed variation coefficients of approximately 4% and 13% for intra- and inter-
operator measurements, respectively.

A resistivity profile can be obtained by moving the electrodes along a horizontal section at
constant depth, whereas a vertical electric sounding can be achieved by progressively widening the
electrode spacing and keeping the quadrupole center fixed. By realizing more resistivity profiles at
increasing depths, a pseudo-section of the apparent resistivity can be obtained through inversion
algorithms: this is known as electrical resistivity tomography [98]. A system suitable for this aim was
employed by Alhajj et al. [99], using a multi-electrode probe consisting of 14 electrodes equally spaced
at intervals of 20 mm; four different electrode spacing are possible, namely 20, 40, 60, and 80 mm. It is
worth underlining that the measurement results are influenced by cracks, reinforcing rebars, humidity,
and voids.

Commercial systems are also available: Simon and Vass [12] used a commercial resistivity
meter, RESI (whose current version is Resipod by Proceq), intended for the assessment of the risk of
corrosion. This meter exploits the Wenner method (with a measurement frequency of 40 Hz) and
gives an estimation of corrosion rate, besides evaluating concrete homogeneity and curing conditions.
Ramezanianpour et al. [100] used a surface resistivity meter [97] with four equally spaced electrodes
and an excitation signal at 13 Hz with a peak-to-peak amplitude of 25 V (trapezoidal wave), as indicated
in [101]. They took measurements at 4 quaternary longitudinal locations and considered the average
value. They stated that the four-point Wenner array probe is one of the best methods to measure
electrical resistivity, being non-destructive, easy to perform, and fast. Also, Ferreira and Jalali [16] used a
commercial resistivity meter based on 4-point probe method, using an electrode spacing of 30 mm and a
low-frequency (13 Hz) AC excitation current. They considered both cubic (150 mm side) and cylindrical
(100 mm diameter, 200 mm height) specimens; for the former, two measurements on three perpendicular
surfaces were performed, whereas for the latter two opposite headings (180◦) measurements parallel
to the length of the cylinders, 120◦ apart from each other. Presuel-Moreno et al. [102] applied a
commercial surface resistivity meter on cylindrical specimens; Medeiros-Junior and Lima [103] used
a commercial system based on the four-point Wenner probe (50 mm spacing) on cubic specimens of
250 mm per side (cast with three different w/c ratios of 0.4, 0.5 and 0.6) after 28 days of curing in a
moist chamber and then in unsaturated condition in a laboratory environment (air-dried, T = 22 ± 3 ◦C,
RH ± 65%) for two years. CNS RM MKII commercial resistivity meter was used by Kessler et al. [104],
who considered three different sets of concrete specimens; Nilsson model 400 soil resistivity meter
was used also in [105], considering cylindrical test specimens, with 4 rebars segments. Chen et al. [35]
used a resistivity meter to investigate the effect of the probe spacing on resistivity by testing cylindrical
and prismatic specimens. Ghosh and Tran [88] used a commercial surface resistivity meter (50 mm
electrode spacing) on cylindrical concrete specimens.

Surface electrodes are widely used in 4-point probe AC configuration. Gowers and Millard [106]
considered prisms, as well as Lubeck et al. [31]. Mendes et al. [94] used the four-point Wenner
probe (50 mm spacing) according to the standard UNE 83988-2 “Concrete durability. Test methods.
Determination of the electrical resistivity. Part 2: Four points or Wenner method.” [107], averaging the
results on three measurements spaced at 120◦. Cylindrical specimens (manufactured with the
addition of fly ash, high-volume fly ash (HVFA), and fine limestone powder) were considered also by
Tanesi et al. [101] and the same method is used by Wiwattanachang and Giao [98], adopting an increasing
spacing of the electrodes in order to perform a vertical sounding of the tested prisms. Sengul et al. [4,108]
compared the results obtained with the Wenner method with those obtained with 2-point probe method.
Millard and Sadowski [109] used the Wenner technique with a modified electrode array, with two
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copper-copper sulphate reference electrodes to give a stable surface potential for the measurement of
electrical potential difference caused by the excitation given through the outer electrodes; the same
configuration was used in [110–112]. Moreover, Sadowski [113] used the four-point Wenner array in
the frequency range of 50–1000 Hz on slab specimens; the area where the measurement was made had
been prior wetted with tap water, to optimize the electrical contact. A grid of measurement points
was defined on the specimen surface, to obtain a resistivity map. Nguyen et al. [28] used surface
electrodes to perform electrical resistivity measurements on concrete prisms; they guaranteed a good
electric contact by means of conductive gel based on potassium hydroxide. Zhang et al. [114–116]
used a four-electrode array on prisms and performed the measurement in the 0.01–1000 Hz band.
Also, Nguyen et al. [117] used the 4-point probe method, but they did not consider a constant spacing
among electrodes.

Goueygou et al. [118] used a specific square probe (50 mm spacing) on prisms reinforced with
rebars (10 mm diameter), repeating the measurement twice for each tested location; the same probe is
used by Lataste et al. [119]. A square array is used also by Yim et al. [120], employing an excitation
signal of 1 V (peak amplitude) at 100 Hz to scan a series of 12 electrodes placed around a cylindrical
concrete specimen, in order to average the results on 12 measurements. They used brass electrodes,
inserted for 10 mm in the specimen. The measurement was performed 30 min after the cast. The square
array was reported to be sensitive to the specimen anisotropy.

Also attached or embedded electrodes can be used for 4-electrode configuration. Azhari and
Banthia [121] used copper electrodes attached with silver paste on cylindrical specimens, as well as
Lee et al. [122]. Fan et al. [123] used copper tapes as electrodes, attached with conductive silver colloidal
paste. Loche et al. [124] used two platinum electrodes and two reference electrodes, controlling the
field stability in the specimen. Yim et al. [125] used copper electrodes, with insulating coating at
the extremities.

Chiarello and Zinno [23] tested 4-electrode configuration with different materials, both embedded
or coupled externally to the specimens. In particular, they used copper electrodes, lead plates,
and copper wires. They tested three different electrodes configurations: 4 copper electrodes
(internal electrode distance of 80 mm, external electrodes distance of 120 mm), 2 copper electrodes
(internal, at a distance of 120 mm) and 2 lead plates (external, clamped on the specimens), and 4 copper
wires (internal electrode distance of 80 mm, external electrodes distance of 120 mm). They reported
that the most reliable system is the one composed by 4 copper sheets. Two different types of electrodes
were tested by Yu et al. [126]: square sheets of conductive film and cylindrical urethane sponges
penetrated by a gold-coated needle along the longitudinal axis and containing water; the electrode
spacing was equal to 75 mm. Also, McCarter et al. [80] tested two different electrode configurations:
four stainless steel rod-electrodes with heat-shrink sleeving (keeping uncovered a 10-mm tip), and a
spacing of 30 mm; two internal rod-electrodes and two external stainless steel plate-electrodes with
a polymethyl methacrylate backing. They performed the measurements at 1 kHz on cubic concrete
specimens (150 mm side), noticing that the latter configuration is not suitable at higher resistivity
values, when the boundary effects at the concrete/air interface become significant, overestimating the
measured resistivity. The same measurement frequency was adopted by Hope and Ip [34], making the
two external electrodes adhere to the external opposite prismatic specimen faces by means of gel,
whereas the internal electrodes were brass or stainless knurled steel bars cast in concrete. Finally,
Lübeck et al. [31] performed electrical resistivity measurements on prismatic specimens containing
blast furnace slag.

The Wenner probe method, using a probe with 50 mm spacing and an AC excitation at 40 Hz,
was exploited also within the Long-Term Bridge Performance (LTPB) Program of the Federal HighWay
Administration (FHWA) [127], where the RABIT-CETM multifunctional Non-Destructive Evaluation
(NDE) platform has been employed to enhance the assessment of bridge decks. The electrodes for
the measurement of electrical resistivity were equipped with sponges, which were saturated with
soapy water to assure electrical coupling between electrodes and concrete. The analysis of the data
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measured (which should be repeated five times at each location) enables to derive contour maps
reporting the spatial distribution of the electrical resistivity values: areas with low resistivity describe
highly corrosive environment, facilitating high corrosion rates. It is worth noting that, contrarily to
AC 2-electrode measurement (Section 2.2.1), literature (Table 3) reports more documents involving
concrete than paste or mortar specimens when addressing the 4-electrode configurations. To the best
of the authors’ knowledge, there are no specific reasons for this; a hypothesis could be that this is
a simple costs-benefits issue, being paste/mortar specimens easier to be manufactured (and, often,
smaller specimens are realized with respect to concrete ones, so that 2-electrode configuration appears
more practical to be applied), being the cost of devices involved lower and being the overall test set-up
easier to be prepared. Of course, the lower precision and accuracy of a 2-electrode test with respect to a
4-electrodes test still holds.

2.2.3. Other Methods Exploiting AC Excitation

Also other methods are reported in the literature. Li et al. [128] invented and patented [129] a
non-contact device for monitoring electrical resistivity during the hydration process of cement paste.
This system is based on the transformer principle to avoid the issues related to the electrode-specimen
interface. Tang et al. [130,131] used the same technique with a 1–100 kHz sine wave in frequency
domain, inducing the signal on a ring specimen of 1.4 L volume identified as the secondary coil of the
transformer. The transformer-based method [132] for the measurement of electrical resistivity was
used also by Wei and Xiao [133] and by Wei et al. [134,135] on ring-shaped specimens (1.67 L volume);
the sampling interval was 1 min and the test was performed for 24 h. Similarly, Dong et al. [14] performed
measurements on cement paste ring-shaped specimens for 1 day every 5 s. Lianzhen et al. [136]
adopted the same test setup, prolonging the measurement up to 72 h. The same method was used
by Shao et al. [137]. A specimen volume of 1.4 L was required and the test was carried out in a
thermo-chamber with T = 20 ◦C, equal to the curing room. An electrical induced potential of 0.1 V
at 1 kHz was used, and the measured data were recorded. The test lasted 3 days, starting when
cement is mixed with water. Finally, Xiao and Li [138] used the non-contact method in specimens
with a trapezoidal section (1.67 L in volume), carrying out the measurements for 48 h with 1-min
sampling intervals.

Guthrie et al. [139] used a rolling probe, including a guard ring and a center electrode, for testing
concrete bridge decks. They proved that this method is significantly faster (190 m2/h) than static
probes (30 m2/h [140]), with a spatial resolution (0.1 m) 12 times higher than the latter. An excitation
3.3 V peak-to-peak sinusoidal signal at 190 Hz is used [141]. Pre-wetting of concrete surface (using a
water and liquid soap solution) was necessary to guarantee a proper electric contact with the sensing
electrodes [142]; the alterations caused by water were considered negligible. This method can provide
an impedance map with valuable information on the reinforcement steel status related to protection
against corrosion.

Finally, Melara et al. [143] used a three-electrode electrochemical cell, with an excitation signal of
low-amplitude (25 mV) in the frequency range of 0.01 Hz–100 kHz, considering prismatic specimens
(40 × 90 × 100 mm). They used the reinforcement (carbon steel rebar, 6.3 mm diameter) with a copper
wire at its end and a graphite bar as electrodes. They performed the measurement according to
ASTM G106 [144].
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2.3. Effect of Reinforcements in Electrical Resistivity Measurements

In case of embedded steel, the short circuit effect can be minimized by making the excitation
current flow orthogonally with respect to the rebars (e.g., placing the sensing probe perpendicular to
the rebars, in case of Wenner’s method [102]). Garzon et al. [27] examined this effect both through
experimental and numerical tests highlighting its dependence on both the specimen geometry and
the electrode spacing; they introduces a rebar presence factor quantifying the effect on the measured
resistivity. Also, Alhajj et al. [99] used numerical simulations to evaluate the effect of steel rebars on
electrical resistivity measurements, carrying out parametric studies to evaluate the effect of different
geometries and sensor positioning. As a rule of thumb, the distance between the Wenner’s array and the
reinforcement rebar should be at least twice the electrode spacing. Mc Carter et al. [80] have found that
also the sponge used for electric contact can contribute to the measured result, increasing the electrical
resistivity; therefore, particular attention should be paid to each component of the measurement chain.
Millard et al. reported numerous factors causing deviations from the real resistivity value when using
the Wenner array [145], such as size and geometry of specimens, rebars positioning, and presence of
surface layers with different conductivity. Sengul et al. [4,108] compared the results obtained with the
Wenner method with those obtained with 2-point probe method; they highlighted the necessity of
performing the measurement as far as possible from the metallic reinforcement of concrete structures
or adopting a sufficiently small electrode spacing (in relation to the cover depth), concluding that
the Wenner method is suitable for a reliable quality control of concrete durability also during the
construction process.

2.4. Uncertainty and Calibration in Electric Resistivity/Impedance Measurements: The Missing Items in Literature

Uncertainty [146] is a key aspect in every measurement system. Yet, it is also one the most missing
item even in scientific documents targeting applications that involve measurement systems. This is
also the case for electrical resistivity measurements. Indeed, to the best of the authors’ knowledge,
the uncertainty associated with an electrical resistivity measurement has been rarely tackled by the
scientific community dealing with this approach in concrete. Actually, very few studies face this
issue. Bourreau et al. analyzed the uncertainty associated with resistivity measurement for a coastal
bridge [147]. The uncertainty was assessed based on measurements repeatability (1800 measurements)
and considering local material anisotropy. The Wenner 4-probe approach was adopted to perform
the measurements. The authors also tried to correlate the results of the uncertainty analysis with
the corrosion risk from RILEM TC154 recommendation [148]. This way, they suggested a parameter,
namely probability of wrong assessment (PWA), that was adopted, together with uncertainty, to help
the bridge owner in the maintenance of the infrastructure.

Spragg et al. [81] focused on the variability of bulk electrical resistivity measurements
(uniaxial method) on concrete cylinders. They considered both within and multi-laboratory variability
exploiting the coefficient of variation (COV) as parameter addressing the variability. They claimed that,
in both conditions (within and multi-laboratory), variability increases over time. Operator variability,
variability of specimens, and the inherent variability in the mixture are all associated together into
the within-laboratory variability, which does not exceed 4.36%. As the multi-laboratory variability
is concerned, this was evaluated from ten laboratories and twelve differing mixtures, resulting in a
variability of 13.22%. An important aspect underlined by the authors is that specimen geometry can
greatly influence the results of an electrical test. Hence, they suggest using a geometry correction
factor (e.g., in cylinders the ratio of sample area to sample length). As for the electrode resistance,
which was addressed using a series model, they showed that, for the materials used in their evaluation,
the needed correction is quite small.

Indeed, the variabilities reported by Spragg et al. can become even higher (10–40%), as discussed
in [149,150], due to both concrete heterogeneity or measurement system metrological characteristics [151],
just to cite some.

91



Appl. Sci. 2020, 10, 9152

The concept of uncertainty associated with resistivity/impedance measurements becomes even
more relevant when in-field testing is considered. In fact, in in-field applications, the whole
measurement chain (instrument to inject/measure electrical quantities, wires, electrodes, concrete)
related to the resistivity/impedance measurement becomes difficult to be controlled, mainly because it
is highly affected by the conditions of concrete (it is indeed non-stationary) and the interaction of the
whole chain with the environment (e.g., temperature, relative humidity, etc.).

Su et al. [152] discussed the decrease of electrical resistivity with the increase of temperature and
RH. As RH is concerned, Su et al. identified a linear relationship between concrete resistivity and RH
(correlation coefficient > 0.83). The higher the RH level, the higher the moisture content in concrete.
Hence, the easier the flow of current within concrete. The results provided by Su et al. well match with
the findings previously discussed in their paper of 2002 [153], in which they investigated the effect
of moisture content on concrete resistivity on both air-dried specimens and oven-dried specimens.
They demonstrated that resistivity decreases with an increase in w/c ratio, but for the saturated concrete
specimens with high w/c ratios (w/c > 0.55) the resistivity difference is small. Mostly important,
they showed that with consistent water loss ratio (>3%) concrete resistivity increases no matter the mix
adopted. This is indeed justified by the fact that current is carried by ions [152], and ions constitute the
conductive phase of concrete as pore solution, whose electrical resistivity is linked to concrete resistivity
through the empirical law of Archie [154]. As for temperature, electrical resistivity and temperature are
linked through the Arrhenius equation, involving the empirical computation of activation energy [155],
which in turn is linked to moisture content itself [154]; when temperature rises, the movement of the
charged ions dissolved into the pore solution increases according to a linear function [152].

Given this high-variability of concrete resistivity/impedance, it becomes clear that in-situ calibration
becomes relevant when addressing in-field applications. Despite this is a recognized need, it is
not widely addressed in the literature. Corva et al. [156] proposed to use LCR meters to derive
proper correction factors to be applied to the results to improve their accuracy. Priou et al. [155]
combined numerical models with laboratory tests to evaluate the uncertainty associated with the
measurement and using water (instead of concrete) as a reference for calibrating the sensor to be
used in-field. Recommendations on calibration are available mostly for in-lab tests, given that in-field
measurements are much more complicated and often just connections and contacts are verified [25].
Indeed, calibration of the measurement system is carried out in-situ more as a performance verification.
“Dummy cells” (electric circuits with high precision components of known value) are typically used for
this purpose. However, the characteristics of these reference devices may differ quite a lot from those of
the target structure.

In this sense, long-term monitoring applications can be considered more significant than
inspections, because they make it possible to evaluate trends over time on a more solid statistical basis
than the one provided by single inspections (even though multiple measurements are performed).

3. Electrical Resistivity/Impedance Measurement: Measuring One Variable Aiming at Several
Target Applications

3.1. Curing and Hydration

The hydration process of cement-based materials varies with chemical composition,
eventual additions and admixtures, mix proportions and curing conditions, such as T and RH.
While time passes, porosity decreases because of the formation of more hydration products [157]
(the decrease of porosity is associated with the difference between hydration products and hydrated
cement in terms of volume [138]). In particular, in the early stages, the pore structure densifies and
the formed hydration products block ions conductive paths, hence electrical resistivity increases.
When higher strength cement is used, porosity decreases more rapidly (while the solid phase increases)
and the electrical resistivity increase is steeper [135]. Indeed, electrical resistivity is highly correlated
to porosity and pore solution characteristics (conductivity reflects the volume fraction and the
interconnectivity of pores, besides the conductivity of pore solution and the saturation degree [81]),
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hence it can be related also to hydration. This measurement can be performed in situ in real-time [158],
also when concrete is in a weak and plastic state [159], avoiding the influence on the development of
the microstructure [130]. Non Destructive Techniques (NDT) and in particular electrical resistivity are
used to monitor concrete porosity during its early age evolution [160] and, generally, the microstructure
evolution in cement-based materials during hydration processes [77]. According to Wiwattanachang
and Giao [98], during the first week of curing, electrical resistivity rapidly increase up to 60% of the
final value, according to a logarithmic trend. Approximately 60 days of curing are necessary to reach an
almost stationary value in mortar with carbon fibers [21]. McCarter et al. [77] underlined how electrical
conductivity reduces with the hardening process considering 1, 10, and 100 kHz measurements.

Also non-contact devices based on transformer principle [128] can be used for measuring
electrical resistivity during early hydration. This makes it possible to identify five distinct phases,
namely dissolution, induction, acceleration, deceleration, and diffusion-controlled periods [161].
The ionic concentration of pore solution gives a significant contribution to electrical resistivity [160].
Tang et al. [130] used non-contact electrical impedance measurements [129] for the characterization of
pore structure in cement pastes for three days from casting time. Through the use of pore fractal theory
(combining fractal electrical network and pore structure network [162]), they obtained a relationship
between the cumulative pore volume (important parameter to understand the contribution of different
size pores in hydration kinetic and transportation [163]) and electrical impedance, which proved to
be suitable for the assessment of pores ranging from μm to mm. Xiao and Li [138] measured the
electrical resistivity of concrete during the first 48 h of hydration; they noticed that the characteristic
points on the resistivity curve over time mirror the transition processes of hydration, namely the
supersaturation point (lowest point) and the final setting of concrete (first peak point of the derivative
curve). Dong et al. [14] evidenced that the electrical resistivity of concrete decreases with the gradual
increase of ion concentration in the hydration process; moreover, there is a linear relationship between
electrical resistivity and compressive strength at an early age, which means that standard compressive
strength could be predicted by ρ. Carsana et al. [87] evidenced that in the first hours of curing there is a
conductivity peak, linked to the ions released from the binder to the solution; then, hydration products
form, and the pore structure develops, making electrical resistivity increase. The increase of electrical
resistivity over time is confirmed by Polder and Peelen [74], who attributed this rise to drying out and
hydration of concrete. In particular, after 3 weeks in air (T = 20 ◦C, RH = 80%) ρ increases by a factor
3-5, stronger in outer layers (due to pore water evaporation); at approximately 30 weeks, ρ increases by
a factor 6–20 in the outer layers (10 mm depth) and by a factor 10–30 in the inner parts (50 mm depth)
compared to 1-week values.

Tibbetts et al. [96] highlighted that, since pozzolanic reactions occur later, after the first 28 days
in concrete with SCMs the electrical resistivity increases more than in plain concrete [164]. In fact,
for concrete mixes with the addition of SCMs a curing period of 56 days is recommended [165].
Presuel-Moreno et al. [102] evaluated the effects of different curing regimens (immersion in tap water
or 3.5% NaCl solution, exposure to fog room, high humidity, and laboratory humidity) on the electrical
resistivity of concrete. In general, the exposure to fog room and high humidity levels cause lower
resistivity values with respect to curing at room conditions. Tomlinson et al. [166] evaluated the
effect of thermal cycling (between −24 ◦C and +24 ◦C, at a rate of 1 ◦C/h) on the electrical resistivity
of concrete at early ages. Resistivity increases when temperature decreases and when the pore
solution freezes (phase transition temperature, typically between −5 ◦C and 0 ◦C); in fact, ice is an
insulator and limits ion mobility [167]. It is worth noting that phase transition temperature varies
with concrete composition (e.g., GGBFS decreases it, because of changes in the ionic combination
of the pore solution) and decreases with the ageing of concrete (because of different water content
and, consequently, different ionic concentrations influencing the ice formation). Moreover, the phase
transition temperature is higher during thawing cycles than freezing ones, meaning that in the former,
there is more ice than in the latter, at the same temperature.
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Also, the setting time of concrete has been evaluated by means of electrical resistivity measurements.
Dong et al. [14] explored the relationship between setting time and electrical resistivity in the early
hydration of cement-based materials; in particular, they identified linear relationship between the
minimum of electrical resistivity curve and initial setting time (with R2 > 0.956) and between the first
peak of electrical resistivity curve and final setting time (with R2 > 0.986). Also, Yim et al. [125] evaluated
the setting time of mortar specimens by means of electrical resistivity, noticing that electrical resistivity
increases with hydration depending on mix and chemical admixtures. In particular, they considered
the rising time of electrical resistivity (indicating the increase onset) and the increasing ratio over time,
which reflects the evolution of the cement-based materials microstructure.

3.2. Compressive Strength and Elastic Modulus

The prediction of concrete strength in a simple and effective way is fundamental in order to
optimize the construction times. There are some applications of electrical resistivity measurement
related to the prediction of compressive strength (commonly controlled at 28 days) and elastic modulus.
The increase of hydration products goes together with the microstructure formation; when hydration
products start blocking the pores conduction path and tortuosity increases, electrical resistivity sharply
increases, as well as a compressive strength gain [35]. Therefore, the electrical resistivity can be
considered as a predictor of the compressive strength of cementitious materials; since compressive
strength value is used for quality control, also electrical resistivity measurement can be employed with
that aim.

Many authors identified linear relationships between compressive strength and electrical

resistivity of concrete [31,168], since both ρ and compressive strength depends on the matrix porosity
and structure compactness. Hope and Ip [34] stated that electrical resistivity of concrete increases with
increasing age—the more the lower w/c ratio is— cement, and aggregates used [137]. Wei et al. [135]
evidenced a linear relationship (y = 8.7648x + 20.406, with R2 = 0.9634) considering compressive
strength at 28 days and electrical resistivity at 24 h. Ferreira and Jalali [16] found relationships
between 28-day compressive strength and 7-day electrical resistivity values. They report errors < 10%
in the compressive strength estimation when a model based on a theoretical equation related to
concrete hydration process is used, considering also a correction factor for the surface temperature of
concrete. Shao et al. [137] observed a linear relationship between electrical resistivity and concrete
strength, reporting a strong correlation (R2 = 0.97). This was justified by the presence of dissolved ions.
Similarly, Lianzhen et al. [136], after temperature correction, established a linear relationship between
compressive strength and concrete electrical resistivity, independent of curing temperature and w/c
ratio (y = 4.51x − 3.80, with R2 = 0.98). Dong et al. [14] established a linear relationship between
1-day compressive strength and 24-h electrical resistivity of cement paste (y = 0.1725x + 36.106,
with R2 = 0.9371). Lübeck et al. [31] found a linear relationships between electrical resistivity and
compressive strength at 28 and 91 days of curing also in the presence of GGBFS. Wei et al. [134]
established a power relationship between 1-day electrical resistivity and w/c ratio similar to that between
compressive strength and w/c ratio [169]. On the other hand, they established a linear relationship
between 2-day compressive strength and 1-day resistivity (y = 1.609 + 3.8497x, with R2 = 0.993)
and a logarithmic relationship between 7-day (or 28-day) compressive strength and 1-day resistivity
(y = 5.4302 + 19.179lnx with R2 = 0.987 and y = 15.427 + 21.835lnx with R2 = 0.976 for 7-day and 28-day
compressive strength, respectively).

Finally, Wei and Xiao [133] established a logarithmic relationship between 7-day or 28-day elastic
modulus and 1-day electrical resistivity (R2 > 0.90). Moreover, knowing the aggregate content, the 7-day
(or 28-day) compressive strength can be derived from the 1-day electrical resistivity, according to a
linear relationship (R2 > 0.95). Aggregates largely increase the concrete bulk electrical resistivity with
an exponential correlation [120]. On the other hand, Ramezanianpour et al. [100] do not recommend to
use ρ as a compressive strength indicator since the pore solution greatly affects electrical resistivity,
but has no influence on compressive strength.
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Also the elastic modulus can be related to electrical resistivity; Shao et al. [137] found a non-linear
regression during the early age hydration process of concrete [128]. As compressive strength, also elastic
modulus increases as hydration proceeds. Using electrical resistivity for the evaluation of the modulus
of elasticity is a meaningful, cheap, sensitive, and non-destructive method, as opposed to the analysis
of the load-deformation curve of concrete specimens, which turns to be quite complicated and time
consuming, requiring the cast of several dedicated specimens. Moreover, hydration products formation
determines the electrical resistivity value, as the propagation velocity of ultrasound waves does.
Since the ultrasonic pulse velocity measurement method can be used to investigate the elastic modulus,
the combination of electrical resistivity and the elastic modulus obtained with ultrasound techniques
enables a more accurate measurement with a correlation coefficient of 0.92 ≤ R2 ≤ 0.98.

3.3. Water Penetration

Water penetration can be evaluated according to EN-12390-8 “Testing hardened concrete—Part 8:
Depth of penetration of water under pressure” [170]. Water penetration test is used to evaluate the
concrete permeability and, consequently, its performance and durability [171]. Water is applied on
one face of a cubic specimen under a pressure of 0.5 MPa, kept constant for 72 h; then, the specimen
is split into two halves and the maximum penetration depth is considered as an indicator of water
penetration. When water penetrates, some soluble salts (e.g., chloride ions) can go through concrete,
easing corrosion of embedded reinforcements and undermining its durability. Concrete electrical
resistivity has proved to be correlated with concrete permeability and water penetration [100].

Ramezanianpour et al. [100] highlighted a strong power relationship between concrete electrical
resistivity (measured as surface resistivity—SR—with four-point Wenner array probe) and water
penetration (measured in compliance to EN 12390-8) when the same type of cementitious materials
are considered (y = 107.88x − 0.777, with R2 ≈ 0.87). On the other hand, when different cementitious
materials are used, the correlation is slightly reduced (R2 ≈ 0.83), since the surface resistivity test
depends on microstructure and pore solution, whereas water penetration only on pore solution.
Tibbets et al. [96] investigated the correlation between water permeability and electrical resistivity;
they used a pressurized, uniaxial, steady-state flow permeameter [172] and the procedure reported
in AASHTO T358 [95] (surface resistivity) and AASHTO TP119 [70] (bulk resistivity). They proved
that electrical resistivity increases as water permeability decreases; different trends are observable
with different designs and SCMs; in particular, electrical resistivity measurements in specimens
containing sugarcane bagasse ashes and ground glass tend to overestimate the concrete penetrability.
Tang et al. [131] used non-contact electrical impedance measurements [129] for the development
of a fractal permeability model to evaluate the permeability of young cement pastes (ring-shaped
specimens); pores with a diameter< 6.2 nm were not considered, since the ions movement is constrained
by pore walls [163]. Finally, Nguyen et al. [28] found a power relationship between electrical resistivity
and saturation degree (y = 24.848x−3.262, with R2 = 0.9702), since resistivity increases while water
content decreases.

3.4. Chloride Penetration

Chloride penetration is the main degradation cause of reinforced concrete structure. When a
critical threshold is overcome, depassivation induces the corrosion of reinforcements. Therefore,
a proper service life design of concrete infrastructures, verifying the durability requirements for
concrete exposed to aggressive environments due to seawater or de-icing salts [173,174], is required for
minimizing repair and maintenance costs.

Good correlations has been found [5] between concrete electrical resistivity [74] and
chloride ingress [175] and this relationship can be used as a durability indicator, also for quality
control and concrete classification [176]. In general, the chloride diffusion coefficient is inversely
proportional to the electrical resistivity of concrete [177]. Similarly, Layssi et al. [178] evidenced
a linear correlation (R2 = 0.93) between the diffusion coefficient and the electrical conductivity of
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concrete. Electrical resistivity reflects the ions mobility in pore solution; therefore, the relationship
with chloride penetration is reasonable [100]. Indeed, electrical resistivity can be used as a NDT
for the evaluation of the service life [92], since it reflects charge flow and ions mobility, easing the
corrosion process [103]. Chloride ions modify the electrical impedance response of cementitious
materials; in particular, as chloride migration proceeds, first the bulk electrical resistance increases,
then decreases [124]. McCarter et al. [77] monitored concrete blocks (300 × 200 × 200 mm) exposed in
a marine site in three different locations: just above the low-water mark, just below the high-water
mark, and well above it. They employed multielectrode arrays to evaluate the advancement of NaCl
in the concrete cover, given that the increasing ionic concentration in the pore fluid, due to seawater
penetration, decreases the concrete electrical resistivity.

Several works in the literature aim at correlating electrical resistivity and chloride penetration [7];
however, the relationships found are very different from each other, and this can lead to a difficult
interpretation of measurement results, also considering that in-field measurements cannot benefit from
controlled conditions, contrary to laboratory setups [92]. In fact, electrical resistivity mainly depends
on the chemical composition of the pore solution and the presence of ions different from chlorides
could be misleading in the evaluation of chloride permeability through electrical resistivity assessment.
As a matter of fact, Archie’s law provides the estimation of chlorides through multilinear regression
considering the relationship between concrete electrical resistance and porosity, saturation degree,
and the interstitial fluid resistance [30].

The Surface Resistivity (SR) Test has been judged as a promising alternative to Rapid Chloride
Permeability Test (RCPT), since it is easier, more rapid, does not require sample preparation, and with
results affected by lower variability [101]. However, SR Tests needs to be accurately set-up, as electrode
configuration (Figure 2), contact force between electrodes, and specimen might severely affect the
results of test [179]. In fact, the electrode-specimen contact area influences the measurement, with a
maximum error in electrical resistivity estimated at 6% when passing from 1 mm to 40 mm electrode
diameter (it is worth underlining that this effect is much more problematic in 2-electrode configuration,
also limiting the suitable measurement frequency range) [155]. RCPT method, specified by ASTM
C1202, is really a measure of electric conductivity, since it monitors the amount of electric current passing
through a cylindrical specimen when a 60 V DC electrical potential difference is applied for 6 h [165].
The total charge is obtained by integrating the measured current over time, and corresponding levels
of penetrability to chlorides are given (high, moderate, low, very low, or negligible) [180]. Even if this
test is relatively simple and rapid (despite requiring an extensive specimen preparation), some issues
have been raised, such as absence of steady-state conditions, heat evolution (its increase enhances
the total passing charges, besides increasing the microstructure damages and possibly changing the
pore solution chemical composition; especially in younger concretes or with high w/c ratio [181]),
and pore solution alteration in the presence of pozzolanic materials [182]. Tanesi et al. [101] reported
a decreasing exponential relationship between RCPT and SR test results, with a high correlation
(R2 = 0.92) and a quite low variability (5.3%). Balestra et al. [92] found a power relationship between
chloride concentration and SE (y = 25.724·x−0.5, with R2 = 0.9568). Lower electrical resistivity values
can indicate an easier chloride penetration through pores; in particular, they state that for ρ > 17 kΩ·cm
the chloride penetration is lower, whereas it becomes very low for ρ > 41 kΩ·cm and negligible for
ρ > 220 kΩ·cm. on the other hand, there is a very high chloride penetration for ρ < 5 kΩ·cm.

Ramezanianpour et al. [100] found a strong power relationship (y = 67998x−1.028, with R2 ≈ 0.90)
between RCPT and SR for a wide range of concrete specimens also containing SCMs, such as natural
pozzolans (pumice and tuff), rice husk ash, silica fume, and metakaolin. The relationship between
electrical resistivity and total passing charge would be linear if the specimen temperature was kept
constant during the test (R2 ≈ 0.99) [181]. Similarly, good correlations were found by Kessler et al. [104]
(y= 5801.2x−0.819, with R2 ≈ 0.95) and Tibbets et al. [96] (y= 7.535x−0.88 with R2 = 0.95 and y= 15.712x−0.90

with R2 = 0.98, for bulk and surface resistivities, respectively), measuring surface/bulk electrical
resistivity according to AASHTO T358 and AASHTO TP119, respectively. Therefore, SR can be
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considered an indicator of permeability and represents a valuable alternative (faster and more precise)
to RCPT test, changing the type of measured data (electrical resistivity instead of total passing charge)
but remaining a measurement linked to concrete electrical resistance. Surface resistivity can be used
as a quality control predictor of the chloride penetration resistance, but not of diffusion behavior,
requiring dedicated long-term diffusion tests.

However, according to Shi et al. [183] the AC impedance measurement is a simple, reproducible
and therefore valuable technique for determining the diffusion coefficient in concrete. Similarly,
Sengul [5] stated that electrical resistivity can be used as an indirect control of chloride diffusivity thanks
to the Nernst-Einstein’s equation, correlating electrical resistivity and ion diffusivity (y = 49.13x−0.91,
R2 = 0.97). Connectivity and pores play a fundamental role: fewer pores with lower connectivity,
higher electrical resistivity and lower diffusivity are obtained.

When chlorides penetrate, the material microstructure evolves, changing porosity and tortuosity.
Electrical resistivity mirrors these variations, decreasing together with the ionic concentration [86].
Electrochemical Impedance Spectroscopy (EIS) can be used to monitor reinforced specimens during
chloride ingress, allowing the detection of chloride arrival on the reinforcement as well as the steel
depassivation, the corrosion onset, and the chloride exit [143]. Finally, Van Noort et al. [79] found a
linear correlation between conductivity and chloride migration coefficient, (y = 1195x, with R2 = 0.88);
therefore, electrical resistivity measurement can be considered as a quicker and cheaper alternative
method to the standard Rapid Chloride Migration (RCM) test [184].

3.5. Corrosion Risk of Reinforcements

The corrosion of steel rebars is the principal cause of structural deterioration of concrete [31],
heavily impacting the service life of a structure. The corrosion rate depends on both the oxygen
availability and the electrical resistivity of concrete, which mirrors the ion mobility in concrete and,
consequently, the corrosion speed [7]. A low resistivity is generally linked to the concrete susceptibility
to corrosion, since it is related to more rapid chloride penetration and corrosion rate [25]. Indeed,
during corrosion, local electrical cells continuously generate a very little current, which can cause
great harm, especially if the electrical resistivity of concrete is low. The electrical resistivity of concrete,
being related to the ion mobility in the solution and to the microstructure itself, can act as an indicator for
the ingress of CO2 and chlorides [185]. This holding, electrical resistivity is directly linked to structural
durability [31]. The literature proposes several threshold values; however, these thresholds are very
variable. For instance, Morris et al. [105] indicated active corrosion when ρ < 10 kΩ·cm, whereas low
corrosion probability when ρ > 30 kΩcm. Sengul [5] highlighted the importance of controlling moisture
and temperature on specimens to obtain reliable and comparable data. Despite such different ranges,
concrete electrical resistivity is considered as a valuable parameter for the evaluation of corrosion risk,
provided that the concrete composition influencing the “baseline value” of electrical resistivity is
considered. The quantification of corrosion risk is decisive for maintenance, protection, and repair
decision-making [186,187]. Moreover, corrosion can occur only in a small range of temperature,
w/c ratio, and relative humidity; Yu et al. [188], developed a probabilistic evaluation method for the
estimation of corrosion risk by means of electrical resistivity measurements, taking into account the
corrosion rate and identifying different corrosion risk levels (negligible, low, moderate, and high).
Sadowski [113] proposed a methodology to evaluate the corrosion probability in concrete slabs by using
electrical resistivity measurements (according to the four-point Wenner array method) in combination
with half-cell potential method (defined in ASTM C876 [189]). The latter requires direct access to the
steel reinforcement for the connection of a high impedance voltmeter and a reference half-cell, to obtain
a map of the potentials that could be associated with areas of active corrosion. Among the other
factors, corrosion probability depends on the ionic conductivity. Ionic conductivity can be estimated
by measuring the electrical resistivity of concrete [190], therefore the two quantities may be correlated.
The combined evaluation of electrical resistivity and corrosion potential may improve the quantification
of the probability of corrosion, which seems higher when ρ < 5 kΩ·cm. In fact, the corrosion potential
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sharply increases for ρ < 4 kΩ·cm. On the other hand, Hope and Ip [34] considered 10 kΩ·cm as the
upper limit for the corrosion probability in concrete. However, both the methods have their own
disadvantages and provide better results when used in combination, even if they do not directly assess
the instantaneous corrosion rate [110]. Polder [191] found a reasonable linear relationship between
corrosion probability and concrete electrical resistivity (y = −0.11x + 118, with R2 = 0.89), indicated by
steel potential after 20 weeks of salt/drying cycles. However, this does not imply a direct relationship
between electrical resistivity and critical chloride content (i.e., the chloride quantity that is believed
tolerable before corrosion starts); electrical conductivity is strongly related to chloride penetration,
as previously demonstrated [192]. The same author in [74] highlighted that electrical resistivity reflects
the concrete properties related to chloride penetration, corrosion initiation (i.e., corrosion probability),
and propagation (i.e., corrosion rate).

Since electrical resistivity of concrete reflects the transport of ions (including chloride), it is quite
immediate to infer a possible correlation between resistivity and corrosion initiation. Poupard et al. [193]
quantified the chloride concentration threshold leading to corrosion initiation by means of low-frequency
impedance response (in the frequency range of 10 mHz–10 Hz). This threshold corresponds to the
polarization resistance drop, which increases with low w/c ratio. The microstructure properties are
reflected by polarization resistance, which consequently is able to characterize the activation of the
corrosion process. However, this methodology can be used only as a comparative test because the
external field used for the measurement accelerates chlorides transfer, thus distorting the steel behavior.

Once the corrosion process has started, a low resistivity gives a high corrosion rate [191];
when corrosion begins, ρ can represent a “controlling factor” of its speed [194,195]. After depassivation,
an inverse relationship between concrete electrical resistivity and corrosion rate has been
found [28,175,196,197] but not with a general validity, since it depends on concrete composition [197],
age, carbonation, and environmental conditions, especially with low chloride content [74]. Millard and
Sadowski [109] adapted the four-point Wenner resistivity method to evaluate the corrosion rate of
steel without the requirement of a direct electrical connection to the reinforcement rebars, as necessary
for the Linear Polarization Resistance (LPR) method [198]. LPR consists in the introduction of a small
perturbative DC signal to a corroding steel rebar and in the measurement of the corresponding electric
potential change, to derive the polarization resistance; it requires the knowledge of the area of steel being
perturbed. Wenner’s method alone cannot directly measure the corrosion rate; however, in this study,
the short-circuit effect caused by steel reinforcement rebars was exploited to do measurements both in
DC and AC (directly over a steel bar, parallel to the bar itself) to assess the resistive (i.e., the charge
transfer resistance) and the capacitive (i.e., the double layer of charged ions on the surface of the steel
rebar) components of the corrosion interface. This offers a quick method to quantify the corrosion
rate on the surface of the considered rebar, since its instantaneous value is proportional to the charge
transfer resistance itself [110].

Sadowski [112] combined the resistivity measurement performed by four-point probe method
and the galvanostatic resistivity measurement [110] with the use of a Multi-Layer Perceptron (MLP)
artificial neural network (ANN) model. A dataset of 70% of the available experimental data was
used for training, 15% for testing, and 15% for the MLP verification process. A correlation coefficient
R2 ≈ 0.85 with a MAPE (mean absolute percentage error) of 0.000266 was obtained for the first set of
data (related to a specimen with a high corrosion rate), whereas R2 ≈ 0.98 and MAPE error of 0.000027
for the second dataset (related to a specimen with a moderate corrosion rate), indicating very good
performance of the neural network in the prediction of the corrosion current rate. In this way, also the
influence of environmental conditions on electrical resistivity is considered. It is worth noting how
ANNs have spread also in civil engineering applications [199,200], giving important contributions
to SHM. Sadowski and Nikoo [111] considered electrical resistivity (both in DC and AC) as input
parameters for an artificial neural network base model for the estimation of corrosion current density.
They found that imperialist competitive algorithm (ICA) provides higher accuracy and flexibility than
genetic algorithms (GA).
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Simon and Vass [12] underlined the existence of an inverse correlation between corrosion current
density and the electrolyte resistance, as reported in Equation (4):

Icorr ∝ 1
ρ

(4)

where ρ [Ω·m] is the electrical resistivity of concrete. This indicates that the rate of corrosion increases
together with decreasing electrical resistivity of concrete. Gulikers [175] stated that the relationship
between the corrosion current density and the electrical resistance (and resistivity, if anodic and
cathodic sites are considered fixed) can be considered almost linear for a wide range of corrosion
current density values. However, many times cathodic activation control (electrical charge transfer)
dominates on concrete resistance in driving the corrosion resistance, as well as oxygen diffusion can
play a significant role in the cathodic control (particularly in wet environments).

EIS can provide information on the corrosion kinetics, indicating the corrosion mechanism
(activation, concentration, or diffusion), monitoring the situation over time [201]. McCarter et al. [202]
investigated the electrical resistivity of concrete through the cover region to the reinforcement
rebar, at intervals of 5 mm. Considering that the electrical resistivity of pore water, salt solution,
and pore fluid mixture can be represented by parallel conduction elements (equivalent electric circuit),
the concentration of NaCl in the pore water after salt solution exposure can be estimated. Yu et al. [126]
used the Wenner method to measure the electrical impedance of concrete for corrosion detection,
without connecting to the rebars, by placing the electrodes just above the reinforcements. They found
that the impedance decreases as corrosion proceeds, enabling a clear discrimination between healthy
and corroded rebars. Therefore, the impedance difference in a certain frequency range (10-100 Hz)
can be considered as a suitable parameter for monitoring reinforced concrete structures. However,
they stressed that corrosion detection is more difficult if the rebar is located more deeply and that
above 1 kHz the passive film formation on the rebars cause a sharp increase in electrical impedance.
Guthrie et al. [139] identified the frequency range between 10 Hz and 1 kHz as the best to investigate
the corrosion degree of reinforcing steel. Also, Zhang et al. [116] aligned the electrodes with the
reinforcement rebar, stating that polarization resistance and double layer capacitance are clearly visible
in the measured electrical impedance. This approach provides results comparable to standard EIS
method without the need of contact with the reinforcement rebar and faster thanks to the use of higher
frequency values. However, the result heavily depends on the geometry, the electrodes positioning,
the concrete cover depth, the diameter of reinforcement rebars and the concrete electrical resistivity.
Morris et al. [105] investigated corrosion on concrete specimens exposed to seashore and submerged.
In the former scenario, the electrical resistivity values are approximately three times greater than in
the latter and, in both cases, electrical resistivity increases over time. It worth noting that chloride
concentration does not significantly influence concrete electrical resistivity; reinforcement steel rebars
are probably in an active corrosion state when electrical resistivity is <10 kΩ·cm, whereas they remain
in their passive state when ρ > 30 kΩ·cm. Electrical resistance is important not only for estimating the
corrosion rate but also in the design of cathodic protection systems against corrosion [203].

3.6. Freezing/Thawing

In cold regions, the formation of frost inside cement-based structure is of great concern, since rapid
cooling causes significant temperature and moisture gradients, thus resulting in considerable internal
pressure caused by water confined in pores, as well as the crystallization pressure, giving possible
damages. This is mirrored also by a compressive strength loss and cracks formation. Electrical resistivity,
being related to moisture content and temperature, can provide information on the ice content; moreover,
ice alters the porosity and connectivity of the material, which induce changes in the electrical resistivity.

Kim et al. [72] studied the influence of freezing/thawing on electrical impedance of concrete.
They adopted specific thermal cycling, passing from 120 ◦C to −70◦C (at a rate of 10 ◦C/h), maintaining
the temperature for 3 h to reach thermal equilibrium, then they increased the temperature of 20 ◦C (at the
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same rate) till equilibrium; the cycle was repeated twice in a day. Both the real and the imaginary parts
of impedance change with temperature; in particular, the impedance increases with the ice formation
in the pore network [90,204], making the pore-water volume decrease, besides increasing slightly ionic
concentration in the unfrozen pore water [83]. Moreover, the ions mobility decreases when temperature
decreases, consequently decreasing electrical impedance as confirmed by Wang et al. [65]. Furthermore,
the maximum value of ρ increases with the number of freezing/thawing cycles, indicating progressive
damage caused by frost [205,206]). After ice nucleation, a linear relationship between the logarithm of
electrical resistivity and temperature can be identified. This curve provides valuable information on
the effect of frost on concrete durability [83].

Wang et al. [90] estimated the ice content of mortar through electrical impedance measurements.
If the electrical impedance variations are not constant over cycles, it means that some frost damages
have occurred. The freezing point is identified at approximately −7 ◦C; above 0 ◦C, there is a
linear relationship between the logarithm of electrical resistivity and temperature (no ice formation),
whereas the increase of electrical impedance is sharp below the freezing point (which increases
with cycles). The ice content is higher during thawing than freezing, reasonably because of the
natural supercooling effect of the material (during freezing, water cannot form ice because of lack
of ice nucleation crystals). Sato and Beaudoin [83] highlighted that, during freezing, ice formation
increases salt concentration in the unfrozen pore water, making its electrical resistance decrease.
Therefore, another resistance component, linked to the paste-pore water interface, which increases with
temperature decrease, appears. Moreover, after melting, there is a residual expansion in cement pastes
causing cracking and pore deformation, possibly changing the micro-scale structure. Wang et al. [66]
analyzed cement pastes with different moisture contents, highlighting that electrical resistivity is very
sensitive to nucleation and growth of ice crystals in pores of cement-based materials. As already
said, electrical resistivity increases with temperature decrease (because of a decrease in ion mobility);
at first, the decrease proceeds slightly, then rapidly, indicating crystallization of the pore solution.
The variation of electrical resistivity is stronger in thawing than in freezing as a consequence of
moisture redistribution. When moisture content is higher, both freezing and melting temperatures
increase; moreover, electrical resistivity is lower. It is possible to find a log-linear relationship between
electrical resistivity and temperature that is due to changes in both pore solution molecular activities
and conductive pathways. Finally, Perron and Beaudoin [84] underlined that EIS can provide valuable
information on the effects of pore structure in water transfer and ice crystals formation. In fact,
temperature decrease causes a reduction in pore solution conductivity and pore water movement,
hence resulting in an increased resistance. When freezing begins, the slope of the electrical resistance
vs. temperature curve changes; when there is no still pore water freezing, the resistance increases,
but with a decreased rate, linked to the only temperature decrease.

3.7. Stress and Strain

Self-sensing construction materials have gained much interest for SHM purposes, enabling the
perception of stress/strain by means of electrical resistivity measurements. Indeed, electrical resistivity
enables concrete to behave as a smart material for the self-sensing of strain and stresses
(piezoresistive effect), especially when conductive additions are used [68].

A good electrical conductivity is a fundamental prerequisite for piezoresistive behavior;
it can be stated that cement-based material is the stress sensor, whereas the conductive addition
makes the piezoresistive effect significative. Conductive fillers and/or fibers can be used at this
aim, such as carbon-based materials (e.g., virgin/recycled carbon fibers, carbon nanotubes [207],
carbon nanofibers [208], char, and carbon black [209]), graphene (e.g., graphene nanoplatelets [48]),
steel fibers, graphite powder, nickel powder, titanium dioxide, and iron oxide. These functional fillers
increase the concrete ability to sense not only stress and strain, but also internal damages (e.g., cracks).
When a cement-based material contains a conductive addition, its electrical resistivity depends on
its dispersion degree, the electrical conductivity of the addition, and of the interface between the
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addition and the cement matrix. Also, moisture plays an important role in the piezoresistive ability
of concrete [48].

There are manifold applications of piezoresistivity property of concrete, such as SHM [121],
traffic monitoring [210] (also including self-sensing pavement applications for vehicle detection [122]),
and cement-based sensors [55]. Fractional Change of Resistivity (FCR)—or Fractional Change of
Resistance—during loading/unloading phases is commonly considered and the sensitivity is evaluated
by means of the Gauge Factor (GF), defined as the ratio of electrical resistivity variation (Δρ/ρ) and strain
(ε) [33]. Intrinsic self-sensing concrete is advantageous in terms of sensitivity, mechanical performance,
durability, ease of installation, and maintenance [211].

Carbon fibers are often used to enhance the piezoresistive behavior; when short carbon fibers are
added to the mortar mix, it can be noted that the electrical resistivity varies with the applied stress;
in particular, ρ decreases with compression longitudinal loads (fiber push-in), whereas increases upon
tension (fiber pull-out) [21]. Wen and Chung [212] observed that the DC electrical resistance increases
upon tensile loading in specimens containing carbon fibers, due to the degradation of the fiber-matrix
interface. This degradation is partly reversible, meaning that carbon fibers composites behave as strain
sensors, in both transverse and longitudinal directions (even if FCR is higher in the case of longitudinal
resistivity) [59]. The same authors [57] evaluated the electrical resistivity of cement pastes subjected
to uniaxial compression; they considered paste specimens of two types, namely carbon fiber silica
fume cement paste and carbon fiber latex cement paste. They evaluated electrical resistivity both in
longitudinal and transverse directions, considering cubic (51 mm side) and rectangular specimens
(150 × 12 × 11 mm), observing a reversible decrease in both the resistivities, with the exception of some
irreversible increase at the end of the first stress cycle due to minor damage.

Carbon fibers were used also in combination with graphite [45]: the former form a conductive
network, whereas the latter fill the spaces among fibers, increasing the smart agility of smart concrete.
Electrical resistivity is negatively correlated with stress: it is possible to establish a quadratic polynomial
relationship between the variance ratio of resistance (ΔR/R) and stress (or strain), with R2 > 0.95 for
different concrete compositions. The same materials combinations was tested by Liu and Wu [49] in
conductive asphalt concrete; they noticed that FCR slows down with more loading cycles, meaning that
piezoresistivity tends to decrease because of viscoelasticity.

Also steel fibers can be used. According to Teomete and Kocyigit [51], the relationship between
the percent change in electrical resistance and tensile strain is almost linear before cracking (R2 = 0.92
and R2 > 0.94 for mixtures without and with fibers, respectively; the correlation coefficient converges
at 0.99 approximately at percolation threshold). The gage factor increases with fibers volume,
converging approximately in correspondence of the percolation threshold (1 vol.%). Nguyen et al. [53,54]
evaluated different types of steel fibers, namely smooth, twisted, and hooked, noticing that the most
effective for enhancing mechanical resistance are those twisted (better meso than macro twisted),
followed by smooth and hooked ones. Electrical resistivity decreases with tensile strain until
post-cracking, due to the formation of multiple cracks due to strain-hardening.

Cementitious strain sensors can be realized to be embedded in structures to be monitored,
providing a high monitoring efficiency in continuous, low-cost, high durability, and simple construction
technology to be embedded only in critical points of concrete structures, forming a distributed
monitoring network. Strain sensing provides valuable information for the control of structural
vibrations, traffic monitoring, and weighing [213]. Azhari and Banthia [121] highlighted a non-linear
and rate-dependent relationship between change in resistivity and compressive stress, measured in
electrically conductive cementitious composites with carbon fibers and CNTs (better when used in
conjunction). Also, D’Alessandro et al. [38] used CNTs to realize sensors to be embedded on a concrete
beam (250× 250× 2200 mm) at a distance of 250 mm from each other, forming a durable distributed SHM
solution able to provide results in agreement with traditional strain gauges. Han and Ou [67] employed
carbon fibers and carbon black to realize piezoresistive sensors embedded in concrete structures.
They obtained a linear relationship between FCR and compressive stress (y = −1.35x); another linear
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relationship was established between FCR and compressive strain (y = −0.0227x). The response of
the contact resistance to elastic deformation is reversible [214], whereas becomes irreversible in the
case of plastic deformation. Ding et al. [40] developed cementitious sensors, manufactured with
the addition of CNT/NCB (nano carbon black) composite filler, to incorporate in concrete columns.
These sensors presented high stability and repeatability within the elastic regime, providing a polynomial
relationship between stress/strain and FCR (y = 7.743·10−5x3 − 0.005x2 + 0.510x, with R2 = 0.999 and
y = 0.018x3 − 0.759x2 + 28.00751 with R2 = 0.997 for stress and strain, respectively). During loading,
FCR decreases; no damages to the sensor are caused by the compressive stress. The change of electrical
resistance is reversible upon loading and unloading phases, even if the amplitude of FCR is slightly
different in subsequent load cycles; under monotonic loading, when the sensor ultimate stress has been
reached, FCR remains quite stable. Similarly, Han et al. [55] developed highly sensitive piezoresistive
sensors using nickel powder-filled cement-based composites; they found that electrical resistivity
decreases monotonously as compressive load increases, showing a decrease by approximately 63%
in the elastic regime (investigated range: 0–12.5 MPa). FCR is highly correlated to compressive force
(Boltzmann sigmoidal regression curve, R2 > 0.99). Nickel powder enables contacting and tunneling
conduction effects, causing a decrease in the electrical resistivity, besides enhancing the sensitivity to
stress/strain. Han et al. [215] designed a self-sensing pavement (embedded with smart cement-based
sensors, realized with the addition of nickel powders enhancing self-sensing capability—[216]) for traffic
detection and monitoring. They proposed an FCR equal to approximately 18% with a compressive
strength of 0.5 MPa (caused by a small vehicle of approximately 1000 kg on an area of the four tires of
approximately 20000 mm2), thus obtaining a reversible and sensitive response in terms of electrical
resistivity. Luo and Chung [52] studied contact electrical resistance under dynamic loading in two
overlapped mortar strips; they observed an irreversible increase in electrical resistivity at a stress
amplitude of 15 MPa, probably because of the production of severe debris. The inclusion of steel fibers
decreases the noise present in FCR data [122]. Contrarily, Lee et al. [122] noticed that FCR cannot predict
the compressive behavior of ultra-high-performance concretes containing CNTs, probably because the
external load changes the conductive paths only slightly, due to their dense microstructure, whereas it can
simulate quite well the tensile behavior (in terms of stress-strain and stress-crack opening displacement).
A non-linear relationship between stress and FCR and a linear relationship between strain and FCR
(R2 > 0.9) were found.

3.8. Defects and Damages Detection

Cracks (provoked by internal stresses [217] or external loadings [218], such as mechanical
loads [219], drying shrinkage [220], and freezing action [221]) weaken the matrix resistance,
besides constituting a preferential ingress path for contaminants [222], fluids and ion flows, which ease
corrosion processes; therefore, durability of concrete is significantly affected by cracks and other
damages formation. When cracks form, conductive pathways are partially destroyed. As a consequence,
electrical resistivity increases. In this case, and consequently, the electrical resistance can be used as a
damage sensor besides strain sensor. Teomete and Kocyigit [51] observed that electrical resistance has
abrupt changes when crack initiates and propagates in steel fiber reinforced cement matrix composites.

Real-time monitoring makes it possible to promptly detect damages when they occur, easing the
detection of the causes of these damages and enabling a timely repairing action, hence prolonging
structural service life. Electrical resistivity of concrete is sensitive to concrete stress-strain and cracking
behavior, with a response mainly depending on the load level and the water saturation degree [76].
In fact, crack formation and propagation cause changes in the path of electric current, hence ρ will
change, following their evolution in time. It is worth underling that the effect will be dependent on the
cracks conditions, as demonstrated by Lataste et al. [119] with a 4-probe resistivity meter. If cracks
are insulating (i.e., dry concrete, where cracks are filled with air or sometimes dust, showing a high
electrical resistivity), ρ will increase; if they are water-saturated (i.e., wet concrete), ρ will decrease
(since water has a good electrical resistivity) [119]; in fact, possible impurities present in the mixture can

102



Appl. Sci. 2020, 10, 9152

alter electrical resistance, increasing or decreasing it depending on their nature (e.g., metallic or dust
particles). The same meter was used by Goueygou et al. [118] for the comparison of electrical resistivity
measurements and transmission of ultrasonic (US) surface waves in crack detection; both the techniques
are suitable to localize the main cracks, but not to measure the crack depths. The information provided
by electrical resistivity can be useful to complement US results, distinguishing between wet and dry
cracks. However, secondary cracks represent a disturbing factor for electrical resistivity measurements.
Wiwattanachang and Giao [98] used the resistivity meter SYSCAL R1 plus, with 24 electrode connected
to a multicore cable system, for the evaluation of both artificial cracks (made of plastic sheets) and
loading cracks. The wider the crack width, the higher the electrical resistivity. Electric imaging can
provide 2D representation useful for crack detection. Peled et al. [75] noticed a dramatic change in
impedance values when a sudden growth in crack occurred; the real part of the electrical impedance
increases through the fracture process, following the crack opening. Dong et al. [41] monitored the
cracks initiation and propagation by means of electrical resistivity measurements; in fact, FCR is
dominated by the cracks opening, showing the same trend of opening with load.

Also, cementitious materials with conductive additions were evaluated for damage detection.
It is worth noting that conductive fibers/fillers can be used as a reinforcement, providing the so-called
“crack-bridging effect”. Lim et al. [46] analyzed cement composites containing CNTs, confirming the
possibility to detect crack (and to evaluate their width) by means of electrical resistivity measurements,
provided that the specimen under test is moist. Otherwise, under dry conditions, the crack breaks
the conductive network of CNTs and the electrical conductivity is not influenced by the crack width
anymore. Also, Zhang et al. [39] found that reduction in water content significantly decreases the
piezoresistive property, both in terms of FCR and sensitivity to stress and strain; this can be attributed
to the decrease of contact between eventual fillers (they tested both carbon nanotube and nanocarbon
black) and the shrinkage increase [223]. It is worth noting that the water content generally increases
with conductive fillers content because of their water absorption capability. The importance of moisture
content is highlighted also in other studies. Boulay et al. [50] studied the evolution of electrical
resistivity with cracking in concrete specimens saturated with a basic solution, noticing a decrease of
electrical resistivity when crack opens, since the ionic solution takes up and fills it. Fan et al. [123]
maintained specimens in saturated water condition before tests, to exclude moisture effect on impedance
measurement; after damage, the specimens were subjected to wet/dry cycles to enable self-healing.
They noticed that both opening and number of cracks influence the measurement results; the relation
between electrical impedance and crack opening is frequency-dependent and presents both a resistor
and a capacitor effect: the former is linked to the conductive media inside the crack, whereas the latter
linearly decreases with increasing crack opening. Zhu et al. [91] considered both plain mortar and
ECCs; they highlighted that in fractured mortars the electrical impedance increases several hundred
times, resulting in different shape and trend curves representation in Nyquist plot.

4. Let’s Wrap Up

4.1. Discussion

This extended literature review presented so far aims to highlight that many different methods
are nowadays used to measure the electrical resistivity of concrete. These methods involve different
measurement setups (Figure 3) and sensing electrode (Figure 4) configuration, they provide different
information, suitable for distinct applications and with different accuracies.

There are many target applications where electrical resistivity measurements can provide valuable
information (Figure 5). The approach representing the best compromise between ease of application,
time to result, and measurement accuracy should be chosen by considering the target application.
For example, the uniaxial method is suitable for laboratory measurements on specimens, but it
cannot be exploited for in-field testing, whereas the non-contact method is hardly exploitable for
continuous monitoring due to the specific testing configuration (particularly the ring-shaped specimens
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needed). Surface electrodes are widely used in 4-point probe AC configuration, but this setup is
valid only for inspection purposes and not for continuous monitoring. Embedded electrodes are
considered more durable and can ensure better bonding with the cement-based material with respect
to pasted electrodes [55].

Figure 3. (a) Percentages of papers reporting DC and AC measurements; (b) Percentages of papers
reporting 2- and 4-electrode DC/AC measurements.

Figure 4. Different electrodes configurations used for electrical resistivity measurement in terms of
(a) Materials and (b) Geometries.

Figure 5. Percentages of papers reporting different application fields.

In electrical impedance testing, it is fundamental to take into account all the possible side effects

that might increase the uncertainty associated with the measurement. Different issues with DC

measurement with two electrodes are pointed out in the literature, namely possible electrochemical
reactions linked to the electrical potential difference applied between the two electrodes, polarization at
the electrode/specimen interface, and accuracy affected by the contact resistance between electrodes
and the specimen [158]. The excitation signal causes an accumulation of charges at the interface
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between the electrodes and the material itself (the electrodes behave like capacitors, whose conductive
planes are the electrode itself and the underneath material) and such interface polarization gives
an important contribution to the measurement result (since it includes the contact impedance).
This holding, it becomes clear that measurements performed with two electrodes significantly
overestimate the concrete electrical resistivity [80] and it would be necessary to take into account the
electrodes polarization contribution, subtracting it from the result [175,224] to get accurate resistivity
values. The addition of conductive materials (e.g., carbon fibers) can decrease polarization effect,
since conductors cannot support high electric fields [44].

Differentiating between excitation and measurement electrodes significantly avoid polarization
phenomena and minimizes the insertion error [44,125]. For these reasons, the 4-electrode configuration
should be preferred since separating the excitation/response electrodes results in increasing the
measurement accuracy. Polder et al. [7] gave some recommendations on the approaches for measuring
the electrical resistivity of concrete, including the four-point method (i.e., Wenner’s array) for the on-site
measurement; they also addressed reinforced structures. However, the variability of the measurement
results is quite high: 10% variation coefficients are considered good, 20% normal; also values up
to 25% in the field are possible [25]. Some commercial devices are available, but they are targeted
to inspection purposes and not suitable for continuous monitoring, for which a fix sensor network
regularly measuring the electrical resistivity of concrete would be necessary [68].

The use of an AC approach in electrical resistivity measurement makes it possible to focus on
the material microstructure, thus excluding electrode polarization as a possible interfering input.
The measurement of electrical impedance of concrete should be performed according to the EIS method,
thus spanning multiple frequencies. This is of utmost importance, since the material electrical properties
(both the electrical resistivity and the dielectric permittivity) are frequency-dependent [69] and the
analysis in different ranges allows to investigate several different aspects of materials (e.g., the composite
resistance of specimens with conductive fibers is visible at a higher frequency, since at low frequency
the superficial passive layer makes them non-conductive [22]). The results of an electrical resistivity
measurement are strictly linked to the frequency and the shape of the electric signal used for the
measurement. Frequencies greater than 1 kHz should be employed to avoid the effect of material
polarization (i.e., the orientation of dipoles according to the electromagnetic field originated from the
measurement itself) [80,224]. McCarter et al. [77] monitored the electrical impedance of cement pastes in
the frequency range of 1–100 kHz, with a sampling time of 10 min in 48 h test period. They highlighted
that electrode polarization at the lowest frequency (1 kHz) masks the bulk response from the paste,
which instead vanishes with increasing frequency. Moreover, in order to examine composite materials,
e.g., concrete with the addition of carbon fibers, higher frequency values, which mirror the interaction
between the conductive addition and the cement-based material, should be considered.

To avoid measurement errors, attention should be paid to several aspects, including the
specimen geometry, the possible non-homogeneity of the material, the environmental conditions
(particularly temperature and relative humidity) and their changes, the interface between electrodes
and material (a good electric contact should be maintained), the presence of reinforcing steel rebars or
other conductive materials close to the measurement electrodes, the different resistivity of bulk and
surface layers, the local variations in concrete, and the electronic noise.

4.2. Conclusions

This review paper aims at providing the interested reader with hints and suggestions on how to
approach electrical resistivity/impedance measurements on cement-based structures. Indeed, it was
one of the authors’ priority to demonstrate that, depending on target applications, several variables
should be considered to ensure reliability and accuracy of results, e.g., electrode configuration or
excitation type (DC vs. AC), just to cite some. Literature can indeed provide useful recommendations
in approaching electrical resistivity/impedance measurements in concrete [106], in particular:
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• The use of an AC excitation signal (electric current or potential difference) is important to avoid
the Faradic effect of charges (ions) separation in the material;

• Frequencies greater than 1 kHz should be used to fully avoid the alignment of dipoles consequent
to the excitation;

• A low-frequency (less than hundreds of MHz or some GHz) AC excitation current should be
applied to avoid spurious mode voltage;

• The 4-point probe method should be used to avoid any influence from the contact surface area;
• A good electrical connection between each contact and the concrete surface should be ensured;
• A contact spacing of at least 1.5 times the size of the maximum aggregate size in the concrete

should be used;
• A Wenner contact spacing less than or equal to one quarter of the concrete section thickness should

be used;
• Concrete resistivity should be measured at a minimum distance of twice the contact spacing from

the edge of the concrete section;
• An electromagnetic cover meter or bar locator should be used to locate the reinforcement rebars;
• A contact spacing less than or equal to two thirds of the concrete cover should be used where

the proximity of steel reinforcements is unavoidable, in order to minimize the error due to the
presence of the rebar;

• A contact spacing of at least 4 cm should be used where surface wetting effect might be expected;
• The measurement should be performed at least 24 h after a rainfall has occurred;
• A contact spacing not less than eight times the thickness of this layer should be used if the presence

of a low-resistivity surface layer is unavoidable;
• A temperature compensation of +1 kW·cm per 3 ◦C fall in ambient temperature might be used to

convert resistivity measurements to a standard temperature.

Moreover, it is worth noting that electrical resistivity is a parameter varying within the volume,
since there is no homogeneity in concrete elements; in addition, those layers close to the surface are more
sensitive to variations of climate conditions (e.g., temperature changes or rain events). For this reason,
the measurement should be considered as a local measurement. This suggests that a proper monitoring
of a concrete structure should be approached targeting a distributed monitoring system using several
sensing nodes. These nodes should be places on those parts of the target structure that are considered
as the most critical to concrete degradation. On the other hand, electrical resistivity measurements
can be applied also targeting inspection. No matter the final approach, i.e., monitoring or inspection,
the addition of self-sensing material would produce positive effects on a resistivity measurement.
The calibration of the measurement devices is a key aspect that should always be considered, especially in
a measurement for which environmental variables, like temperature and relative humidity, or material
characteristics, like moisture content, act as disturbing inputs and consequently contribute also as
sources of uncertainty. For in-lab tests, calibration can be performed with liquid of known electrical
conductivity and on standard concrete specimens. The procedure is, however, difficult for in-field
measurements. Hence, calibration turns out in a check on cabling and connections or a performance
verification with reference devices (e.g., electronic circuits, concrete specimens of known resistivity, etc.)
Measurement uncertainty would deserve more consideration by the scientific community and should be
addressed more often, given the lack of documents available in the literature on this topic. Indeed, only a
proper assessment of measurement uncertainty can ensure reliability of results and hence robustness to
the inference on the health status of the cement-based structure that is inspected/monitored, also given
the heterogeneity of the cement-based materials, surely affecting the measurement reproducibility.

Last but not least, it should be recalled that, since electrical resistivity of concrete is influenced
by many factors, e.g., concrete composition, environmental conditions, etc., pre-determined ranges
correlating resistivity with corrosion risks of reinforcement, or relationships correlating resistivity with
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concrete durability, just to cite some, should be considered in a critical manner, as they could not be
considered valid in all conditions.
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Abstract: In this study, resonant frequencies of flexurally vibrating samples were measured using the
sonic resonant method (SRM) and the impulse excitation technique (IET) to assess the equivalency of
these two methods. Samples were made from different materials and with two shapes (prism with
rectangular cross-section and cylinder with circular cross-section). The mean values and standard
deviations of the resonant frequencies were compared using the t-test and the F-test. The tests
showed an equivalency of both methods in measuring resonant frequency. The differences between
the values measured using SRM and IET were not significant. Graphically, the relationship between
the resonant frequencies is a line with a slope of 0.9993 ≈ 1.

Keywords: sonic resonant method; impulse excitation technique; resonant frequency

1. Introduction

Young’s modulus is a mechanical quantity of great importance for solid materials.
It depends on different external influences, in addition to the intrinsic properties of the
measured material. Therefore, Young’s modulus allows an indirect study of, for example,
the microstructure (porosity, texture) and the influences of some technological steps (dry-
ing or sintering) on ceramic materials. Young’s modulus is also a necessary quantity in
some engineering calculations, e.g., in the determination of the critical rate of heating a
ceramic body.

The most commonly used methods for determining Young’s modulus of metals,
ceramics, concrete, glass, composites, and biological materials are dynamical methods.
Thomaz et al. [1] studied Young’s modulus of concrete containing basaltic aggregates using
static and dynamic methods, such as the ultrasonic pulse velocity (UPV) and impulse
excitation technique (IET). They found out that the dynamic Young’s moduli had higher
values than the static moduli by approximately 16% for IET and 28% for UPV. Using IET,
Quaglio et al. [2] determined Young’s modulus of samples from basalt and diabase mines
used as aggregates in the construction industry. Their results showed that values of Young’s
modulus had high repeatability and agreed with those reported in the literature for the same
material. Using IET, Guicciardi et al. [3] studied the dynamic Young’s modulus of ZrB2-
based composites containing MoSi2 as a secondary phase up to 1430 ◦C. Duan et al. [4]
used IET to compare the microstructures of several glasses by measuring Young’s modulus
and the internal friction as a function of temperature. Wang et al. [5] investigated the
validity of using the frequency and decay rate of free-free beam vibrations, which were
measured by IET, to characterize the viscoelastic properties of glass in the temperature
range of glass transition. Ligoda-Chmiel et al. [6] used a traditional compression test and
the ultrasonic and impulse excitation of vibration methods to compare and analyze Young’s
modulus, Kirchoff’s modulus, and Poisson’s ratio using alumina foam/tri-functional epoxy
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resin composites with an interpenetrating network structure. Radovic et al. [7] compared
four different experimental techniques, namely, resonant ultrasound spectroscopy (RUS),
impulse excitation, nanoindentation, and the four-point bending test to determine Young’s
and shear moduli of 99.9% pure Al2O3, 7075 aluminum, 4140 steel, and Pyrex glass. They
found that dynamic methods (RUS and IET) have superior precision and repeatability,
and the differences between the results of RUS and IET were not statistically significant.
Haines et al. [8] compared the results from a resonance flexure method and from four-point
static flexure tests for wood samples.

Dynamical methods based on measurement of the resonant frequency of a vibrating
sample are relatively simple and produce very low mechanical stress that does not initiate
inelastic processes in tested material. Under such a low stress, the assumptions of the
elastic theory of vibration are well fulfilled. Another advantage of these methods is their
applicability for high temperature measurements [9,10]. If resonant frequency is measured
in a defined temperature regime, e.g., during heating/cooling with a constant rate, such
measurement falls under thermal analysis and is called dynamical thermomechanical
analysis (D-TMA).

A rectangular prism or a rod with a circular cross-section, both having free ends, are
commonly used for determination of Young’s modulus. The longitudinal vibration or
flexural vibration of such samples are possible for measurement purposes, but the flexural
vibration is preferable because it can be easily excited, gives more intense amplitude, and
the resonant frequency is lower compared to the longitudinal vibration. Two kinds of
vibrations are used [11,12]:

(a) Driven vibrations with a known frequency. The driven vibrations are the base of the
sonic resonance method (SRM).

(b) Free vibrations excited by the mechanical impulse. The free vibrations are the base of
the impulse excitation technique (IET).

Historically, the first technique was SRM [10,12]. The equipment used consists of
a tunable oscillator with an amplifier connected to an exciter as the source of driven
vibrations. The sample is suspended in its nodal points, vibrations are registered using
a sensor connected to a preamplifier, and the sensor’s output signal is observed. The
frequency at which the output signal reaches the maximum value is the resonant frequency.
This method can be automated, for example, if the RC oscillator works in a sweeping
regime [13,14] or the sample is permanently kept in the resonant vibration with the help of
a voltage-controlled oscillator in a feedback loop which contains the sensor [15].

Roebben et al. [16] presented an apparatus to measure elastic properties and the
internal friction of materials. Their apparatus excited the sample fixed in the nodal points
of the fundamental vibration mode via a light mechanical impact. The response includes
many transient frequencies that rapidly die out, and thus there is a natural filtering action
leaving the main fundamental resonant vibrations as the only detected signal. Then the
apparatus performed a software-based analysis of the resulting vibration, i.e., IET was
used. The resonant frequency of the sample was determined and Young’s modulus was
calculated. Similar techniques were also described in [11,17–20]. The sample vibration is
captured by a microphone or a piezo electrical sensor and subsequently analyzed using
the fast Fourier transformation (FFT). The result of the FFT is a frequency spectrum of
the sample vibrations, where the resonant frequency of the fundamental mode of the
vibrations can be found. Another way to extract the resonant frequency from the measured
signal is based on measurement of the duration of a selected number of cycles by counting
zero-crossings and determining the cycle period. Its duration is directly proportional to the
reciprocal value of the resonant frequency.

The free vibrations are naturally suppressed by internal processes in the sample.
Therefore, a coefficient of the internal damping (internal friction) can be determined.
The mechanical impulse can be realized manually with a hammer if the measurement is
conducted at room temperature. The impulse can be generated at an elevated temperature
by steel or ceramic balls which fall on the sample, and by an electromagnetic impactor.

118



Appl. Sci. 2021, 11, 10802

In high-temperature measurements, IET can be designed as non-contact, whereas
SRM needs two thin wire suspensions located at the antinodal points or at the ends of the
sample. These suspensions are a drawback of SRM—they are often the source of spurious
resonances, and their strength is limited at high temperatures. Consequently, IET is more
reliable at high temperatures.

Both methods, SRM and IET, have the same theoretical basis, which is an equation of
the flexural vibration of the rectangular beam or rod with a circular cross-section, and their
material is homogenous and isotropic [10,21]. A derivation of the equation of the flexural
vibration can be found, for example, in [9,10,21–23]. The relationship for Young’s modulus
E derived from this simplified equation has a form:

E =

(
K

l2 f0

d

)2

ρT, (1)

where f 0 is the resonant frequency of the fundamental mode, ρ is the material bulk density,
l is the length of the sample, and d is the diameter of the cylindrical sample or thickness
of the prismatic sample in the direction of vibration. If l/d > 20, the correction coefficient
T = 1. If l/d < 20, the influence of rotary inertia and shear forces have to be taken into
account to obtain correct values of Young’s modulus. Two ways are possible: (1) The use
of the very complex frequency equation for the so-called Timoshenko beam. When the
measured frequency is substituted in this equation, Young’s modulus can be calculated
using a numerical method. (2) The use of the simplified equation for a slender beam from
which the frequency equation and Equation (1) with T = 1 can be derived. The correction
coefficient T > 1 should be used for cases l/d < 20. The value of T can be calculated from
formulae given in [11,12] or can be found in tables in [10]. This second way is commonly
used in experimental practice and is described in standards, e.g., ASTM [11,12].

The values of the constant K are:

K = 1.12336 for a cylindrical sample and the fundamental resonant frequency;
K = 0.97286 for a prismatic sample and the fundamental resonant frequency.

Theoretically, IET and SRM should give the same resonant frequency for the given
sample. The authors have found only one short technical note [24] which confirms this
equality on the basis of experimental results obtained on a concrete prism.

The aim of this article is to compare the resonant frequencies of the flexurally vibrating
free-free beam measured by IET and SRM on different samples. This frequency can be
substituted into a formula for the calculation of Young’s modulus (together with dimensions
and mass of the sample). When the same sample is used for SRM and IET, the difference of
resonant frequencies can be only observed, because the shape, dimensions, and intrinsic
properties of the sample, in addition to the boundary conditions (free-free sample), are the
same for SRM and IET.

2. Materials and Methods

2.1. Samples

The measured samples were made from metal, ceramics, and glass. Their material,
dimensions, and shape (prism or cylinder) are given in Table 1. Every sample was measured
12 times by SRM and IET.
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Table 1. Used materials for the measurements by SRM and IET method.

No. Sample Material Sample Dimensions [mm]

1 Aluminum ∅12 × 110 (cylinder)

2 Stainless steel ∅8 × 110 (cylinder)

3 Carbon steel 8.5 × 8.2 × 163 (prism)

4 Kaolin ceramics 1 ∅12 × 110 (cylinder)

5 Kaolin ceramics 2 ∅15 × 110 (cylinder)

6 Alumina porcelain 10 × 11 × 110 (prism)

7 Soda-lime glass ∅8 × 145 (cylinder)

8 Corundum ceramics ∅8 × 175 (cylinder)

9 Silicon carbide ∅14 × 150 (cylinder)
1 Ceramics based on Sedlec kaolin fired at 1150 ◦C. 2 Ceramics based on Kemmlitz kaolin fired at 1150 ◦C.

2.2. Measurement Methods

Two methods were used for this comparison: the sonic resonant method (SRM) and the
impulse excitation technique (IET). The sample was placed horizontally on a narrow soft
foam pads at a distance 0.224 l from the sample ends, where the nodal points are located.

The SRM apparatus was as follows (Figure 1): the exciter (speaker Tesla ARZ 098,
75 Ω, 0.15 W, frequency range of 300–6000 Hz) was located under the center of the sample.
The speaker was fed by a sinusoidal voltage from a PC-controlled oscillator M631 (ETC
Žilina, Slovakia) which worked in the sweeping regime. The oscillator changed the fre-
quency by 1 Hz steps with 20 ms dwelling on each step. The sensor was placed on the
end of the sample. The sensor was a piezoelectric gramophone cartridge that affected the
sample via a very small force with the help of a lever with a counterweight. The output of
the sensor was connected to a preamplifier and PC. If the sensor was moved around the
nodal point, the output signal, which was visible in the PC monitor, reached the minimum
value in the nodal point. This technique helps to confirm a fundamental mode of the
flexural vibrations.

Figure 1. SRM apparatus (1—sensor, 2—preamplifier, 3—sample, 4—exciter, 5—oscillator,
6—personal computer).

The IET apparatus was as follows (Figure 2): The vibrations of the sample were excited
by the hit of a small hammer (steel ball glued to a thin wooden stick). The sound was
caught by an electric microphone connected to a low-frequency preamplifier and PC, in
which the signal was changed into a frequency spectrum using fast Fourier transformation.
The sampling frequency was 40 kHz and the period of recording the free vibrations after
mechanical impact was 1 s. The resonant frequency was able to be determined with a
resolution of 1.221 Hz.
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Figure 2. IET apparatus (1—microphone, 2—preamplifier, 3—personal computer, 4—sample,
5—hammer).

The measured sample was placed horizontally on two supports in the nodal points
(0.224 l from the both ends) for both the SRM and IET experiments.

3. Results

Because the material, dimensions, mass, and intrinsic properties of the sample were
the same for both methods, SRM and IET, only resonant frequencies obtained by SRM and
IET could be different. Therefore, only these frequencies were taken into account for the
comparison of SRM and IET.

The results obtained by the SRM and IET are shown in Table 2. The resonant frequency
of each sample (listed in Table 1) was measured 12 times with both methods and the mean
values and standard deviations were calculated. The relative differences between the mean
values of the resonant frequencies fIET and fSRM, were calculated according to the equation:

Δ f
fm

=
2( fSRM − f IET)

fSRM + f IET
. (2)

Table 2. Resonant frequency measured using SRM and IET method.

No.
Sample
Material

Method
Resonant

Frequency [Hz]
Standard

Deviation [Hz]
Relative Difference

Δf /fm
t-Test Score F-Test Score

1 Aluminum
SRM 4381.75 3.7444 −0.00029 0.88 1.38
IET 4383.00 3.1856

2 Stainless steel
SRM 3068.05 2.3448 −0.00003 0.10 1.19
IET 3068.15 2.5589

3 Carbon steel
SRM 1553.85 35.0418

0.00158 0.16 1.32
IET 1551.39 40.2075

4 Kaolin
ceramics 1

SRM 3374.54 82.9955
0.00562 0.53 1.22

IET 3355.64 91.7184

5 Kaolin
ceramics 2

SRM 3421.60 10.6667 −0.00050 0.38 1.16
IET 3423.31 11.4891

6
Alumina
porcelain

SRM 2952.85 144.0841 −0.00023 0.01 1.03
IET 2953.52 141.7116

7
Soda-lime

glass
SRM 2372.19 9.3747 −0.00011 0.06 1.22
IET 2372.45 10.3524

8 Corundum
ceramics

SRM 1813.70 4.2823
0.00006 0.06 1.10

IET 1813.59 4.4912

9 Silicon carbide
SRM 2932.75 3.9341

0.00050 1.05 1.91
IET 2931.28 2.8493

1 Ceramics based on Sedlec kaolin fired at 1150 ◦C. 2 Ceramics based on Kemmlitz kaolin fired at 1150 ◦C.
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Table 2 shows that this difference is low, mostly less than 0.05%, and the highest value
of 0.56% was valid for kaolin ceramics. These small differences suggest good agreement
between IET and SRM results.

To obtain more reliable information, a t-test (see e.g., [25,26]) was performed to com-
pare mean values. The number of samples was nSRM = nIET = n = 12. The degrees of
freedom k = nSRM + nIET – 2 = 22 and the critical test score tcrit = 2.07 for the significance
level α = 0.05 were the same for every comparison. The test scores t for different samples
were calculated according to the equation

t = | f IET − fSRM|
√

n
s2

IET + s2
SRM

, (3)

where sIET and sSRM are the standard deviations.
Because all t-test scores < tcrit = 2.07, the mean values obtained by SRM and IET can

be considered as equivalent. The differences between the measurement results can be
considered in the scope of the measurement errors.

To compare the deviations of measured data, Fisher’s test was employed [25,26].
The F-test score was calculated for degrees of freedom kSRM = nSRM – 1 = 11 and kIET =
nIET – 1 = 11 for the significance level α/2 = 0.025, for which Fcrit = 3.47. The F-test score
was calculated according to the formula:

F =
s2

1
s2

2
, (4)

where s1 and s2 are standard deviations (sIET and sSRM) and s1 > s2, therefore F > 1. The
F-test scores (see Table 2) were <Fcrit = 3.47; therefore, it can be considered that standard
deviations of SRM and IET are very close to each other. Consequently, both methods are
equivalent for measuring the resonant frequency.

The comparative tests confirmed that SRM and IET are equivalent methods that give
identical values of the resonant frequency. This is also shown graphically in Figure 3. The
relationship between resonant frequencies measured by SRM and IET for different samples
must be presented by the line with a slope = 1. As can be seen, the experimental points are
lying on the line with a slope 0.9993 ≈ 1, which confirms the equivalence of the SRM and
IET methods. The data for samples 6 and 9 are very close to each other and merge to one
point in the graph.

Figure 3. Dependence of resonant frequencies for samples measured by IET and SRM.
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Young’s moduli calculated from measured resonant frequencies (by SRM and IET)
for the tested samples (Table 2) are given in Table 3, where they are compared to Young´s
moduli for similar materials from the literature. It can be seen that Young´s moduli
obtained by SRM and IET are close to each other, and also are in good agreement with
already published results. The differences are mainly caused by different porosity and
chemical composition.

Table 3. Young’s modulus of used materials determined by SRM and IET methods, and Young’s
modulus from the literature.

No. Sample Material E [GPa] (SRM) E [GPa] (IET) E [GPa] (Ref.)

1 Aluminum 73.61 73.65 70 [27]

2 Stainless steel 212.31 212.32 168–206 [28]

3 Carbon steel 226.64 225.92 207 [29]

4 Kaolin ceramics 1 30.27 29.93 29 [30]

5 Kaolin ceramics 2 20.57 20.59 29 [30]

6 Alumina porcelain 56.60 56.62 55–85 [31,32]

7 Soda-lime glass 70.06 70.07 73 [33]

8 Corundum ceramics 246.75 246.72 154–377 [34]

9 Silicon carbide 94.00 93.91 100–400 [35]
1 Ceramics based on Sedlec kaolin fired at 1150 ◦C. 2 Ceramics based on Kemmlitz kaolin fired at 1150 ◦C.

4. Conclusions

Samples made from different materials (metal, ceramics, and glass) and with two
shapes (a prism with a rectangular cross-section and a cylinder with a circular cross-
section) were examined using the sonic resonant method (SRM) and impulse excitation
technique (IET) to confirm the equality of the two methods for measuring the resonant
frequency f of flexurally vibrating samples. The mean values of the resonant frequencies
and standard deviations were compared using the t-test and the F-test. The tests showed
that both methods produced the same values of the resonant frequency. Small differences
were within the scope of measurement error. This was also confirmed using the graph
of the function fIET(fSRM), which was a line with the slope of 0.9993 ≈ 1. Young’s moduli
calculated for the tested samples were compared with those published in the literature and
good agreement was found.
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Abstract: Integration of fiber reinforcement in high-performance cementitious materials has become
widely applied in many fields of construction. One of the most investigated advantages of steel fiber
reinforced concrete (SFRC) is the deceleration of crack growth and hence its improved sustainability.
Additional benefits are associated with its structural properties, as fibers can significantly increase
the ductility and the tensile strength of concrete. In some applications it is even possible to entirely
replace the conventional reinforcement, leading to significant logistical and environmental benefits.
Fiber reinforcement can, however, have critical disadvantages and even hinder the performance
of concrete, since it can induce an anisotropic material behavior of the mixture if the fibers are not
appropriately oriented. For a safe use of SFRC in the future, reliable non-destructive testing (NDT)
methods need to be identified to assess the fibers’ orientation in hardened concrete. In this study,
ultrasonic material testing, electrical impedance testing, and X-ray computed tomography have
been investigated for this purpose using specially produced samples with biased or random fiber
orientations. We demonstrate the capabilities of each of these NDT techniques for fiber orientation
measurements and draw conclusions based on these results about the most promising areas for future
research and development.

Keywords: steel fiber reinforced concrete; fiber orientation; non-destructive testing; micro-computed
tomography; ultrasound; spectral induced polarization

1. Introduction

In recent decades, the addition of short fibers in modern structural concrete has been
a preferred option for improving the composite material’s performance under tensile
stress states. In relation to plain concrete, steel fiber-reinforced concrete (SFRC) shows
not only higher resistance to crack growth, and hence improved resistance to aggressive
substance diffusion and increased durability [1], but also enhanced tensile strength and
ductility. Frequent industrial applications of SFRC include high-performance slabs (such
as industrial floors, pile-supported foundation rafts and slabs on grade), tunnel linings,
refractory structures, silos, containers, impact-proof defence structures and prefabricated—
often prestressed—structural components. Because of the increasing trend for the use of
SFRC in several types of engineering structures, advanced knowledge and standardisation
with respect to this material becomes essential. The increasing interest in design guidance
for SFRC is reflected in, besides numerous scientific publications and dedicated conferences,
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the emerging guidelines and standards, e.g., in the fib Model Code 2010 and 2020 [2,3],
the German standard DIN 1045 and the associated DAfStb-Richtlinie Stahlfaserbeton [4],
the ACI 544.4 Guide to Design with Fiber-Reinforced Concrete [5] and, most importantly, in
the inclusion of provisions for the design with SFRC in the next generation of Eurocode 2 [6].
The design with SFRC strongly depends on the properties of the fiber reinforcement, such
as the dosage of the fibers (typically expressed in weight of fibers per total volume of
concrete), the material (steel, natural, synthetic), the dimensions (length and cross-section)
and the shape of the fibers (straight, crimped, hooked, etc.) Furthermore, modern design
concepts strongly rely on consistent and predictable overall distribution and orientation
characteristics for fibers in the hardened concrete mix, since the amount and inclination of
the fibers relative to the internal stress directions of the structural component have been
shown to significantly influence its load-bearing performance [7]. Alignment of fibers in a
parallel direction to the prevailing tensile stresses understandably increases the composite
matrix’s resistance in tensile rupture, and unfavorable fiber distributions and orientations
can even hinder the structural performance of concrete by inducing anisotropy and weak
regions in the material.

Fiber reinforcement in concrete aims to mainly arrest the concrete crack formation and
propagation, which generally results in an increased tensile strength, ductility, and durabil-
ity of the material. As seen in Figure 1, this effect is strongly dependent on the location of
the fibers within the concrete matrix with respect to the cracking, which in turn forms in a
nearly perpendicular direction to the tensile stresses in the material. These stresses are in
turn bridged through the fibers intersecting the crack. Obviously, this behavior is strongly
influenced by the orientation of fibers in relation to the principal tensile stresses (repre-
sented by the black arrows) and the resulting cracking planes. The fibers can, for example,
have an orientation parallel to the cracking plane (blue), they can have a random orientation
distribution in relation to the stress and crack planes (yellow), or be aligned parallel to the
tensile forces and perpendicularly to the crack plane (red). In the last case (red), an opti-
mum utilisation of the fibers’ cross section is expected, and hence the load-displacement
response can exhibit substantial ductility and possibly higher strength than plain concrete,
which would otherwise fail in a quasi-brittle manner after the crack initiation. The yellow
fibers represent the random distribution, which can still exhibit cracking stress retention
and, hence, ductility. In the most suboptimal (blue) case, fibers essentially do not contribute
to crack bridging, and, hence, concrete tends to behave similarly to a plain unreinforced
material. In fact, fibers in this latter orientation can even act as discontinuities in the
matrix and accelerate cracking. The fiber distribution and orientation strongly depends on
the casting conditions of the fresh mix as well as geometric constraints, and the effect of
casting-induced variations in fiber orientations on SFRC structural performance has been
shown in previous research [8–11]. Some methods to control the fiber alignment in fresh
concrete have also been proposed, e.g., by [12,13]. The effect of the fiber orientations on the
load-bearing performance of concrete is accounted for in current design guidelines [2,14] by
introducing a so-called fiber orientation factor, which reduces the nominal tensile strength
value of fiber reinforced concrete, accounting for favorable and unfavorable fiber alignment
effects as well as isotropy.

Figure 1. Indicative alignment of fibers in relation to tensile stresses and cracking in concrete, from left
to right: most favorable, with fibers (red) aligned with the tensile stresses; random (yellow), leading
to isotropic performance; and unfavorable (blue) with no fibers (effectively) bridging the crack.
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Given the critical effect that fiber orientation and distribution have on the strength
and failure pattern of SFRC structural components, NDT methods for evaluating fiber
orientation and distribution are needed. In addition to measurement systems that can
be applied in the lab on small samples, e.g., in [15], in situ testing techniques for large
structures need to be developed.

In this study, we focus on the application of methods, which have already shown some
value in this regard but have not yet really been systematically applied on samples with
defined amounts of fibers in different orientations.

Previous research has indicated that electrical resistivity could be a suitable tool for the
measurement of fiber orientations [16] and fiber-volume fractions in larger SFRC structural
components [17,18]. Dry cementitious materials are typically electrical insulators. However,
conducting materials added to the concrete, such as steel fibers, significantly decrease its
electrical resistivity. Nontheless, further research is still needed in order to precisely define
quantitative values of steel fiber distribution and orientation based on electrical resistivity
data. The frequency dependency of the electrical resistivity and, hence, the polarizability of
SFRC in the low frequency range has not yet been studied. It is conceivable that looking
at both the capability of a medium to conduct and to store electrical charges will give
deeper insight for material characterization. This can, for example, be done when the
spectral induced polarization (SIP) method is used for measuring the electrical properties
of a medium.

Recent research has also indicated that ultrasonic techniques may be useful for as-
sessing fiber orientation characteristics [19]. If such an ultrasonic-based method could be
validated, it would hold great potential, since ultrasound measurement techniques are al-
ready widespread within the civil engineering community and the capability of measuring
ultrasonic properties up to several meters in depth has been successfully demonstrated [20].
However, further research is still needed to determine the sensitivity and accuracy of
ultrasound for fiber orientation measurement, including ultrasound measurement quality
and consistency for varying fiber types, structural shapes, and concrete mixtures.

One of the most popular NDT methods for measuring the spatial distribution and
directional orientation of fibers in concrete in the lab is X-ray computed tomography
(CT) [21–23]. When used for analysis of SFRC, this method typically relies on the fact
that the fibers have significantly higher X-ray attenuations than the surrounding concrete
material. The primary drawbacks of this method are, however, that specimen sizes tend to
be limited and that X-ray CT cannot easily be used on-site in actual structures. Regardless,
the accuracy of fiber measurement using X-ray CT on small specimens makes it an ideal
method for calibrating or validating fiber measurements using other NDT techniques.

The study described in this paper was undertaken in order to assess the general
sensitivity of the ultrasonic and SIP methods for fiber orientation measurement and to
identify promising areas for future research. To accomplish these goals, specimens with
varying controlled, casting-induced fiber orientation characteristics were fabricated and
subsequently measured using ultrasonic and SIP measurement systems. Following these
measurements, the specimens were scanned using X-ray CT and fiber orientation analyses
of the resulting CT images were carried out. The goal of these CT-based analyses was to
provide precise fiber orientation data for validation of the results of the ultrasonic and
SIP measurements.

2. Materials and Methods

2.1. Sample Material

In the framework of the investigations presented herein, five samples with varying
fiber alignments were produced and tested. For the sample examinations, it was required to
create samples with randomly distributed fibers, and with fibers aligned parallel and trans-
versely to the sample main axis. Depending on the test type and configuration, different
sample dimensions were required: the samples used for ultrasound testing were prismatic
with dimensions of 80 × 80 × 300 mm, while the SIP- and CT-based evaluations used

129



Appl. Sci. 2022, 12, 697

smaller cylindrical samples with a diameter of 50 mm and a length of 150 mm. The pris-
matic samples were initially cast as described below. Following ultrasonic measurement,
the cylindrical samples were extracted from these prisms through diamond core drilling
along their longitudinal axis.

The material used was identical for all samples: a concrete of class C35/45 having a
target mean compressive strength of 50 MPa. The mix included CEM I 42.5 R cement from
the producer Phoenix Zementwerke Krogbeumker Holding GmbH & Co. KG at 344 kg/m3,
added water at 147 kg/m3 (w/c = 0.43), aggregates from the Rhine river plant of Hülskens
GmbH & Co. KG with grading of 0/2, 2/8 and 8/16 mm at 779, 574, and 571 kg/m3

(or 40%, 30%, and 30%), respectively, and no further admixtures. Furthermore, hooked-
ended 5D Dramix® fibers 5D 65/60 BG (with 62 mm length and 0.9 mm diameter ([24])
and fy = 2300 N/mm2) were used. Fiber dosages of 80 kg/m3 (or 1 vol.%) and 40 kg/m3

(or 0.5 vol.%) were realised in the samples (Figure 2, right). One sample was cast without
any fibers for reference. The air void content in all samples was estimated as ca. 1.5% per
mix volume.

Figure 2. Photograph of steel fibers Dramix 5D (left) and photograph during the sequential concrete
and fiber laying for orthotropic samples at the laboratory of the TU Dortmund (right).

In order to produce the samples, the concrete material was mechanically mixed in
a small laboratory concreting barrel without fibers. A portion was separated and kept
without fibers, then fibers were added in the rest of the mix and it was further mixed in
order to obtain a homogeneous spatial and orientational distribution of the fibers. This latter
material was then directly cast in prismatic moulds. In order to produce the samples with
orthotropically aligned fibers, the withheld plain concrete portion was cast sequentially in
layers, followed by a manual placement of the fibers in the desired alignment (Figure 2,
right). At intervals, the samples were compacted on a vibrating plate.

A photo of all prepared samples is shown in Figure 3. However, in this paper, we
will investigate and explain in detail the potential of the NDT methods using five selected
specimens as examples. These are three specimens with 40 kg/m3 fiber content, where
the fibers are distributed longitudinally, transversely as well as randomly. Furthermore,
the results of a sample with 80 kg/m3 fibers arranged longitudinally to the sample axis
and a sample without fibers are discussed. The samples with random fiber distribution,
and with fibers aligned parallel and transversely to the longitudinal sample axis are denoted
throughout the paper using the specifications *, |||, and —, respectively. The fiber dosage
is stated in the sample name as either 40 or 80 according to their amount of fibers in
kg/m3. The specimen preparation was performed in the concreting facilities of the Building
Research Lab at the TU Dortmund. All samples discussed in the following are colour coded
in Figure 3. This colour coding will be further used throughout the paper consistently in
the presentation of results.

Ultrasonic (US) measurements generally have to be performed on relatively large
specimens in order to allow undisturbed wave propagation. Hence, the US tests were
performed first on the largest available test specimens, which in our case where the prisms
with 300 mm length and 40 mm edge length. Subsequently, cylindrical sub-samples were
extracted from these prisms, which were then used for the investigations with X-ray CT and
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SIP. Table 1 summarizes the properties of all samples discussed in this paper. Again, it has
to be noted that the cylinders are all sub-samples of the corresponding prisms (Figure 3).

Table 1. Summary of the SFRC samples used in this study, their geometric properties, fiber dosages
and fiber inclinations relatie to the longitudinal sample axis. Cylinders are sub-samples of prisms, as
shown in Figure 3.

Sample
Fiber Dosage Length Width/Diameter Fiber Inclination

[kg/m3] [mm] [mm] [deg]

Q40—Prism 40 300 80 90
Q40 ||| Prism 40 300 80 0

Q40 B-40* Cylinder 40 150 50 random
Q40—Cylinder 40 150 50 90

Q40 ||| Cylinder 40 150 50 0
Q0F Cylinder 0 150 50 -

Q80 ||| Cylinder 80 150 50 0

Figure 3. Photograph of the cast prismatic specimens (following being cut halfway along their
length) and the extracted cylindrical sub-samples (left). The samples discussed in further detail are
color-coded. Close-up on a selection of cylindrical sub-samples (right).

2.2. Methods
2.2.1. X-ray Computed Tomography

The CT examinations were performed using a micro-CT system designed by BAM.
The system has a 225 kV microfocus X-ray tube and a flat detector with 2048 × 2048 pixels
(Figure 4). From the 2000 projection images, taken during a 360-degree rotation of the
sample, a volume data set with 1001 × 1001 × 1981 voxels (i.e., 3D-pixels) is generated in
the subsequent image reconstruction. During each CT scan, an entire specimen was imaged,
which, given the specimen size, resulted in a resolution (voxel size) of 80 μm. The X-ray CT
measurements were collected on all cylindrical specimens presented in Table 1.

Figure 4. Schematic of the X-ray CT measurement principle (left) and photograph of the used CT
system with SFRC sample placed on the rotating table (right).
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2.2.2. Spectral Induced Polarization

The resistivity measurements or, as typically referred to in geophysics, spectral induced
polarization (SIP) measurements were performed using a SIP-ZEL (Zentralinstitut für
Elektronik) device [25]. Electrical four-point measurements in Wenner configuration were
performed over a frequency range from 1 mHz to 45 kHz. A sample holder similar to
the one described in [26] was used, the only difference being that it was larger and could
accommodate cylindrical samples of 50 mm diameter and 150 mm length (Figure 5, right).
An alternating electrical current was introduced across the outer steel caps and the potential
decay across the inner ring wires was recorded. The measured electrical resistivities are
complex values and can either be expressed as spectra of amplitude and phase or real and
imaginary parts. In the following sections, both amplitude and phase of the resistivity
as well as real and imaginary parts of the conductivity of our samples will be presented
(Figure 5, left). As the drilling of the cylindrical sub-samples from the originally longer,
prismatic samples required water cooling, all samples were dried at 40 ◦C for 24 h prior
to the measurement. For the galvanic coupling between the electrodes and the sample in
the SIP sample holder, we used 1.5% agar–agar gel. The SIP data were measured on all
cylindrical samples given in Table 1.

Figure 5. SIP signal for a distinct frequency (top left). The applied voltage V causes a subsequent
current A signal, which is shifted in time. The amplitude ratio of the two signals is the resistivity
magnitude |ρ| (in Ωm due to geometrical considerations of sample diameter and length) and their
time shift is related to as phase angle Φ (in mrad or ◦) (bottom left). SIP 4-point measurement cell,
where the sample is placed in the middle and the electrodes are galvanically coupled with gel (right).

2.2.3. Ultrasound

An ultrasonic measuring system, consisting of a PC, a rectangular transmitter, a DAQ-
Pad (manufactured by NI) for data acquisition and two dry contact probes (manufactured
by ACS Group) for generation and reception of ultrasonic transverse waves was used. The
ultrasonic transmission pulse is emitted by the transmitter (T), passes through the test body
and is received at the receiver (R)s ( see Figure 6). The signal is then digitized using an
analogue-to-digital converter (A/D) and transferred to the PC via the USB interface. The
probes require no coupling agent and are pressed against the concrete surface of the test
specimens by spring force alone. The polarization of the ultrasonic wave in the concrete test
specimen can be altered by rotating the probes, as shown schematically for two polarization
states in Figure 6 (right). The probes have a centre frequency of fM = 50 kHz and are excited
with a bipolar square wave signal of upp = 300 V. The measurements were carried out on
all the prismatic specimens shown in Table 1. Each specimen is measured with different
angles of polarization (0◦, 45◦, 90◦, 180◦, 225◦ and 270◦). In particular, variations in the
signal spectra due to changes in the polarization of the ultrasonic waves were studied.
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Figure 6. Ultrasonic measuring system: block diagram (left), photo of the measurement set-up
(centre) and close-up, of the ultrasonic probes (right). In the close-up the polarization �P of the
transmitters is shown in red.

3. Results

3.1. X-ray Computed Tomography (CT)

Fiber identification and orientation analysis was completed using the program VGStu-
dioMAX 3.3 (Volume Graphics GmbH). The results of the analysis are presented in terms
of spherical coordinates (Figure 7, top left). As the fibers are oriented in all three spatial
directions, this representation is the most suitable. In our opinion, a cylindrical coordinate
system (using polar coordinates supplemented by a Cartesian coordinate for the height)
would have been better to represent the data layer by layer focussing then only on the fiber
orientation within one respective cylindrical section in 2D. In this study, though, we aim to
analyse all fiber orientations in one sample in 3D.

In the spherical coordinate system we use, orientations are characterized by angles Θ
and Φ. In the Cartesian coordinate system used for these measurements, the cylindrical
axis of the sample is denoted as the z-axis. The angle Θ represents the azimuthal angle in
the x-y plane from the x-axis, with 0 < Θ < 360◦. The angle Φ represents the polar angle
from the positive z-axis, with 0 < Φ < 180◦.

Figure 7 provides fiber renderings and orientation histograms for all five cylindrical
samples shown in Table 1. The orientation histograms are shown in the form of orthographic
projections, where the centre of the projection is the z-axis (i.e., the cylindrical axis). Thus,
these projections represent, effectively, the portion of the fiber orientation histogram plotted
on the upper half of the sphere shown in the upper left of Figure 7. Since the fibers are
considered to be symmetric about their lengths, it is assumed that differences between the
lower and upper halves of the histogram sphere are negligible, which has also been verified
visually during data analysis.

During fiber orientation analysis, the fibers were not individually identified, separated
and analysed. Rather, composite orientation information was calculated for all steel fiber
material in the specimens. This means that the resulting orientation measurements contain
not only orientation data related to the primary axis of the fibers, but also orientation data
related to the hooked ends of the fibers. Although this effect introduces a partial distortion
of the data, the hook-based effects are considered to be acceptable given the relatively small
size of the fiber hooks in comparison to the overall fiber dimensions.

The “Fiber Composite Analysis” module automatically scales the colour coding in the
polar colour plot to the deviations found from the orientation with the highest frequency.
Since there is no fibre material in sample Q0F, the module scales the colour coding to the
orientation values determined on dense aggregates. These aggregate related orientation
values are no longer visible in the samples containing fibres with the same parameter
setting. Therefore, the colour coding for Q0F was manually adjusted so that the colour scale
is comparable with the other polar plot representations. Clear differences in the histogram
characteristics can, for instance, be observed between the three samples Q40—, Q40|||
and Q40* in Figure 7.

3.2. Spectral Induced Polarization

The SIP data collected on all five cylindrical samples listed in Table 1 and the measured
real and imaginary electrical conductivities along with the amplitude and phase spectra
are plotted in Figure 8. Though all samples were measured in a dry state (meaning that
there is no significant pore fluid and electrical conductivity was not possible due to ion
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movement), we measured relatively low electrical resistivities between 10 and 800 Ohm*m
(Figure 8, left). Most of the samples, besides Q0F which does not contain steel fibers,
moreover showed distinct polarization behaviour with absolute phase values well above
20 mrad. As could be expected, the sample Q80 ||| showed, due to its high fiber content,
the lowest resistivity magnitude and highest polarizability. These characteristics were
less pronounced for the three samples with 40 kg/m3 fiber content. When comparing the
results of these latter three samples, Q40|||, where the steel fibers are oriented along the
sample axis (and along the electrically induced current flow within the SIP sample holder),
features the lowest electrical resistivity amplitude. For the sample Q40*, where the steel
fibers are randomly distributed, the electrical resistivity increases and for sample Q40—,
where steel fibers are oriented perpendicularly to the induced current flow, we measure the
highest resistivity values for a sample containing fibers. Furthermore, from their electrical
polarization behavior, these three samples can clearly be differentiated. The sample Q40|||
Cylinder is most polarizable, with up to −400 mrad. When the steel fibers are randomly
distributed (i.e., Q40* Cylinder), the electrical polarizability decreases to about −350 mrad
and when the fibers are perpendicular to the sample axis (and induced electrical field) (i.e.,
Q40—Cylinder), the polarizability becomes less than −50 mrad.

Figure 7. Spherical coordinate system , reproduced from Oesch et al. 2018 under the terms of the
Creative Commons Attribution 4.0 International License (https://creativecommons.org/licenses/
by/4.0/, accessed on 28 November 2021), (top left) ). Fiber renderings and orientation histograms
for sample Q0F Cylinder (top centre), Q80 ||| Cylinder (top right), Q40—Cylinder (bottom left),
Q40 ||| Cylinder (bottom centre), Q40* Cylinder (bottom right). Histogram radius: 0 < Φ < 90◦;
histogram circumference: 0 < Θ < 360◦.
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Figure 8. Spectral Induced Polarization spectra of steel fiber reinforced concrete samples Q80 |||
Cylinder, Q40 ||| Cylinder, Q40* Cylinder, Q40—Cylinder and Q0F Cylinder. Real and quadrature
parts of electrical conductivity (top) and resistivity amplitudes and phases (bottom).

Given that the concrete mix and the dosage of steel fibers within these three samples
was constant, we can assume that the observed differences in the electrical resistivity
behavior are due to the fiber orientation. Thus, we can observe, for instance, that the
position of the phase peak slightly shifts towards higher frequencies with increasing
amount of steel fibers tilted away from the direction of the induced electrical current flow
(which coincides with the long axis of the cylindrical samples).

3.3. Ultrasound

The greatest influence on the ultrasonic signals was expected from the specimen where
the steel fibres were oriented perpendicular to the sound propagation (specimen Q40—,
Figure 9 top). During the first measurement, the polarization of the ultrasonic waves is
0◦ and the fibre orientation is 90◦ (Figure 9, top left). The spectrum shows the centre
frequency of the probe at about 50 kHz and strong indications at about 42 kHz and 55 kHz.
In this figure, |S(f)| denotes the magnitude of the spectral density in arbitrary units (a.u.).
Then, the polarization of the ultrasonic waves was rotated by 90◦ from 0◦ (i.e., probe
polarization 90◦, fibre orientation 90◦, Figure 9, top right). Thus, the polarization of the
ultrasonic waves and the steel fibres are oriented parallel to each other. The magnitude
of the spectrum at about 50 kHz is lower and the higher frequency components are more
attenuated. In the Q40 ||| test specimen, the steel fibers are oriented in the direction of
sound propagation (Figure 9, bottom). By using a rotation of the polarization, changes in
the spectrum are also visible, but the influence on the test frequency and on the higher
frequency components is lower. While these measurements do suggest that fibre orientation
may have an influence on polarization-induced ultrasonic signal variations, the observed
correlations have a limited transferability. A more general validation would require a more
thorough measurement program.
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Figure 9. Probe polarization and fibre alignment (schematic), spectrum of the corresponding received
signals for the samples Q40—Prism (top) and Q40||| Prism (bottom).

4. Discussion

The X-ray CT results provide both a qualitative and a quantitative demonstration
of the variations in fiber orientation characteristics amongst the specimens. In Figure 7,
one can visually observe that nearly all fibers within specimen Q40—Cylinder are well
aligned with the x-axis of the sample (i.e., perpendicular to the cylindrical axis). This result
is confirmed by the concentrations of fiber orientations measured at (Φ, Θ) = (0◦, 90◦) and
(Φ, Θ) = (180◦, 90◦), which are the spherical coordinate points corresponding to alignment
along the x-axis. Similarly, Figure 7 indicates that the fibers in specimen Q40 ||| Cylinder
are well aligned with the z-axis of the specimen (i.e., the cylindrical axis). For specimen
Q40* Cylinder, a relatively random scattering of different fiber orientations can be observed
(Figure 7). These analysis results, thus, confirm the successfulness of the casting techniques
in producing the desired controlled fiber orientation characteristics and can be used as a
baseline of fiber orientation information, against which the SIP and ultrasonic measurement
results can be evaluated.

In principle, it is conceivable that the measurement results of the non-destructive test-
ing methods are influenced by systematically different (air) pore contents in the specimens
due to the manufacturing process and that the observed properties could be distorted
as a result. Therefore, the pore radius distributions and the air void contents of the five
specimens were determined and compared. Air voids were considered to be those with
pore diameters greater than 160 μm, twice the voxel size of the X-ray CT studies performed
here. Mercury intrusion porosimetry (MIP) was used as a reference method (compare
also [27,28]). For this purpose, 20–30 g of sample material was manually chipped off each
of the remnants of the prisms (after the cylinder samples had been taken), dried at 105 ◦C,
and examined by MIP. MIP is used to detect pore sizes down to approximately 3.6 nm.
Due to its underlying physics, however, only pore throat diameters can be determined
and the volume of wide pore areas (which can only be reached via narrow pore throats) is
attributed to the pore throats.

The pore throat diameter distributions are shown in Figure 10, the corresponding total
porosities in Table 2. The total porosities of all samples range between 12.14% and 15.19%,
but no systematic differences are observed: neither directly between the three samples with
40 kg/m3 fibre content, where the fibres were manually placed in different orientations,
nor with respect to the samples with 0 or 80 kg/m3 fibre content. Thus, it can be concluded
that the casting process had neither a systematic influence on the overall porosity nor on
the pore size distribution of the samples.

The MIP method is not suited, though, for the detection of larger pores, as they are
usually accessed via narrow pore throats. However, these might be assessed using X-ray
CT. To determine the pore content within the volume examined with CT, a low image
grey value threshold for pores is used. The boundary between pore (air) and material
(cement) is defined by the determined material surface. The ISO threshold value air/cement,
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automatically determined by the software from the histogram analysis, serves as the starting
value for the automatic surface detection with local threshold values. In the CT analysis,
however, only objects consisting of two or more adjacent voxels are recognized as pores
in order to exclude noise (“false pores”). Consequently, only pores with a diameter larger
than 160μm can be detected. The results are shown in Table 2. It is striking that the two
samples with longitudinally aligned fibers (Q80 ||| and Q40 |||) show approximately
the same and, compared to the other fiber reinforced samples, somewhat lower amount of
large pores. This could, however, be due to the better radiolucency of the fibers and the
associated reduction of artefacts that are incorrectly recognized as pores by the automatic
analysis software. In the sample without fibres, the amount of large pores is only slightly
lower. The results may, therefore, be not very reliable due to the interference caused by
the steel fibres. Strictly speaking, the pore content can only be reliably compared if the
fibre orientation is the same. Thus, it is not possible to deduce the effect of the casting
process on the volume of large pores using the measurement data listed here. However,
given that the total porosities measured using MIP did not vary strongly in relation to fiber
distribution or orientation characteristics, it appears unlikely that porosity variations had a
major influence on the results of the SIP and US investigations.

Table 2. Porosities determined by X-ray CT and MIP in vol.% and BET surface area in m2/g.

Sample
X-ray CT-Por. MIP-Por. MIP-Por.

BET Surface Area≥ 160μm ≥ 160μm ≥ 3.6 nm

Q 80 ||| 1.9 0.6 12.22 3.89
Q 40 ||| 1.8 0.5 15.19 5.05

Q 40* 3.6 0.4 13.25 4.43
Q 40— 3.4 0.8 12.14 3.44
Q 0F 1.5 0.6 12.98 4.20

Figure 10. Pore throat size distributions of all five samples determined with MIP.

The SIP measurements showed that our results support the findings of [16], which
showed that the main orientation of steel fibers in test specimens coincided with the
direction of the lowest resistivity. In the present study, we measured, however, not only the
resistivity, which has previously been evaluated by [16], but also the frequency dependency
of the complex resistivity by evaluating the polarization behavior of our samples. Our data
indicate that the phase spectra might be an even more sensitive quantity for measuring fiber
orientation than the amplitude spectra as the differences between samples with parallel
and perpendicular oriented steel fibers were even more pronounced. The works of [17,18]
both focus on the influence of fiber dosage (not their orientation) on the electrical resistivity
for samples prepared with random fiber distributions. The fibre dosage of our samples
(for instance, 0.5 vol% for Q40—, Q40||| and Q40*) is at the lower end of what the other
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working groups used and it is conceivable that by evaluating both resistivity amplitude
and phase, we could extract information about fibre orientation and content at the same
time.

The observed changes in the ultrasound signal are not very strong and experience
has shown that this can also be caused by changes in the coupling. The test specimens are
relatively small compared to the ultrasonic wavelength. Due to reflections of the ultrasonic
waves at the sides of the test specimen and the superposition of different wave modes,
the results are not clear. Thus, further ultrasonic measurements on larger specimens are
necessary to confirm these initial promising results. The measurement of steel fiber content
and/or orientation with ultrasonic dry contact probes would have the advantage that the
concrete surface does not have to be prepared for a measurement. Other influencing vari-
ables like the grading curve, the pore structure, cracks or variations in the moisture content
of the samples were not regarded in this study. All these parameters can significantly
influence the results and sensitivity of SIP or US measurements. Therefore, further research
is needed.

5. Conclusions

SFRC is still a relatively new building material, which holds great potential for inno-
vative use and design approaches for future concrete structures. The assessment of SFRC
properties, such as fiber orientation and dosage, is still difficult, often requiring coring and
elaborate lab analysis. Our study focusses on the effectiveness of alternative methods to
extract this information non-destructively.

Evaluating the electrical behavior of SFRC samples, we found that both the resistivity
magnitude and phase (i.e., the material’s capability to polarize) are sensitive to the main
fiber orientation. It is conceivable that when both are measured, fiber orientation and
content can be assessed. Likewise, for the measured samples we saw that the transmission
amplitude of ultrasonic shear waves is slightly diminished and that higher frequency
components are attenuated when the polarization of the wave is parallel to the fibers’
direction. However, the dimensions of the test specimens have the same order of magnitude
as the ultrasound wavelength itself. This results in reflections of the ultrasonic waves from
the test body sides and a superposition of different wave modes in the received signal,
making the interpretation of the results difficult. In addition, variations in probe coupling
have an influence on the received signals. For this reason, further ultrasonic measurements
are necessary, using a larger number of test specimens with bigger dimensions, to further
investigate these first indications of an influence of the fibres on the ultrasonic signals.

The X-ray CT analysis provided quantitative measurements of fiber orientation as well
as visualizations of actual fiber distributions within the specimens. These measurements
not only verified the successfulness of the specimen casting technique in producing spec-
imens with controlled fiber orientations. They also can serve as a quantitative basis for
assessing correlations between ultrasonic or SIP measurements and actual fiber conditions.
An analysis of the statistical correlation between the quantitative fiber orientation data
measured using X-ray CT and the phase variations measured using SIP could yield useful
mathematical relationships that could be utilized as a basis for expanding fiber orientation
assessment using SIP to further applications (such as measurement of larger components
or of different fiber types). Such a statistical analysis is the planned topic of the authors’
future work in this area.
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Abstract: Within the European framework, the passive house has become an essential constructive
solution in terms of building efficiency and CO2 reduction. However, the main approaches have been
focused on post-occupancy surveys, measurements of actual energy consumption, life-cycle analyses
in dynamic conditions, using simulation, and the estimation of the thermal comfort. Few studies
have assessed the in situ performance of the building fabric of passive houses. Hence, this paper
explores the applicability of non-destructive techniques—heat flux meter (HFM) and quantitative
infrared thermography (QIRT)—for assessing the gap between the predicted and actual thermal
transmittance of passive house façades under steady-state conditions in the Mediterranean climate.
Firstly, the suitability of in situ non-destructive techniques was checked in an experimental mock-up,
and, subsequently, a detached house was tested in the real built environment. The findings revealed
that both Non-Destructive Testing (NDT) techniques allow for the quantification of the gap between
the design and the actual façades U-value of a new passive house before its operational stage. QIRT
was faster than the HFM technique, although the latter was more accurate. The results will help
practitioners to choose the most appropriate method based on environmental conditions, execution
of the method, and data analysis.

Keywords: Nearly Zero Energy Buildings (NZEB); passive house (PH); heat flux meter
(HFM); quantitative infrared thermography (QIRT); building thermal performance; U-value;
Mediterranean climate

1. Introduction

Within the context of European regulation on energy efficiency and energy conservation, the passive
house (PH) concept has emerged as a global quality assurance standard [1–3]. Nearly Zero Energy
Buildings (NZEBs) have become an essential element in developed countries to achieve a reduction
in energy consumption and CO2 in the construction sector [4–6], using efficient systems of HVAC
(Heating, Ventilating, and Air-Conditioning) and increasing the thermal insulation of buildings [7].
Indeed, PH requires 80–90% less heating energy than conventional buildings to provide optimal
thermal comfort conditions, while the initial investment only represents an increase of 5–10% [8].
However, the main barriers for this type of construction are the high performance building materials
and the cost of adoption (training and certification) [9,10].

Some authors stated that a PH should be defined by six principles: (i) a high level of
thermal insulation and thermal capacity of opaque walls [3,5–7,11], (ii) minimization of thermal
bridges [3,5,11,12], (iii) high efficient windows [5,12], (iv) high levels of airtightness [3,5–7], (v) passive
solar gains [7,11,12], and (vi) efficient mechanical ventilation with heat recovery system [3,5–7].
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For this reason, researchers put their efforts on the assessment of the energy performance of PH
dwellings. The main approaches consisted of post-occupancy surveys, measurements of the actual
energy consumption, life-cycle analyses (LCA) in dynamic conditions, using simulation (i.e., EcoHestia,
Computation Fluid Dynamics (CFD) model, or EnergyPlus) [6,11], and the determination of the
thermal comfort by the PMV (Predicted Mean Vote) model according to ASHRAE 55 and EN
15,251 [4,5,7–9,11,13]. As regards the design parameters, recent studies were focused on building
performance optimization (BPO) through the implementation of meta-models (i.e., multiple linear
regression, support vector machines (SVM), and artificial neural networks (ANN)) [8]. Nevertheless,
a lack of systematic optimization methods for façades is still detected in the research field [8]. Besides
this, few studies assessed the in situ performance of the building fabric of PH dwellings in comparison
with the theoretical design [3,14–18]. Along this line, Johnston et al. [3] highlighted that most of in situ
tests were conducted on prefabricated timber frames or externally insulated thin-joint blockworks,
using heat flux meter (HFM) and qualitative infrared thermography (IRT) techniques. No references
were found for heavy multi-leaf walls and quantitative internal IRT.

The heat flux meter (HFM) method is widely used as a non-destructive method for measuring the
actual thermal transmittance of façades [19–25]. However, the literature review revealed that the HFM
average method is not frequently applied to verify compliance with technical specifications of projects
in façades with low U-value in PH on site.

It is challenging to obtain accurate results during in situ measuring of façades with low thermal
transmittance. Very few initiatives have conducted in situ measurements on façades with low U-values,
using the HFM average method. Furthermore, in most of these studies, the relative deviation of
measured U-values from theoretical values was significant. Asdrubali et al. [21] measured the actual
thermal transmittance of façades, with theoretical U-values ranging from 0.23 up to 0.33 W/m2·K.
Their results showed relative deviations of between 4 to 75%. Mandilaras et al. [26] obtained a
relative deviation between theoretical and measured U-values of 28% when they monitored, in situ,
a building envelope with theoretical thermal transmittance of 0.20 W/m2·K. Albatici et al. [27] and
Nardi et al. [28] used the HFM average method to validate results obtained by using the quantitative
infrared thermography technique. Researchers obtained relative deviations between U-values from
1 up to 6% and of 83%, respectively. Bros-Williamson et al. [29] calculated the actual U-value of two
façades with theoretical U-values of 0.10 and 0.23 W/m2·K. Results had relative deviations between
theoretical and measured U-values from 10 up to 65%. Finally, Samardzioska and Apostolska [30]
studied façades with a theoretical thermal transmittance of 0.22 W/m2·K, with relative deviations
between U-values from 3 up to 59%.

Infrared thermography (IRT) is a widely accepted NDT technique that allows users to inspect
entire wall areas [31]. The employment of thermographic inspection can be divided into qualitative and
quantitative studies [32–34]. In fact, Tejedor et al. [35] highlighted that most studies were qualitative,
to discover heterogeneities due to anomalies (moisture, thermal bridges, cracks, air leakages, etc.)
below the plaster [36–40] and to define the geometry of a masonry, among other purposes [41]. Besides
this, international standards (i.e., ISO 6781:1983 [42]), UNE EN 13187:1998 [43], ASTM E1311 [44],
ASTM E1862 [45], and guidelines (i.e., RESNET [32]) only recommend boundary conditions for the
use of qualitative IRT tests to carry out energy audits in buildings [33,46,47]. In the last decade,
few systematic attempts have emerged for developing accurate approaches related to the estimation
of in situ U-values of façades by quantitative IRT. Nevertheless, the studies tended to analyze the
convective and radiative heat-transfer processes of the wall from outside the building [27,28,48–56]
instead of inside the building [57–65]. Some researchers pointed out two main constraints in the use
of external thermography: (i) the tabulated value of the external convective heat transfer coefficient
is considered a precautionary value, since it is computed to estimate the heat loss during the design
stage of the building [51]; (ii) the calculated value of the convective heat-transfer coefficient based
on Jürge’s equation may present a greater variability due to wind characteristics (angle, intensity,
and direction) [66–70]; (iii) uncontrolled reflections indexes of surroundings may be given on the
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target [33,61]. As regards internal thermography, Madding et al. [71] proposed a numerical model
where the equation of the specific heat flux by radiation was linearized. Moreover, the convective
heat-transfer coefficient was focused on a dimensional approach that was reported in Earle’s study [72]
and Holman’s study [73]. According to Sham et al. [69], the calculation procedure with a dimensionless
approach is more accurate. Along this line, Bienvenido–Huertas et al. [74] carried out a comparative
analysis among different numerical models based on quantitative internal IRT in terms of radiative
heat flux: Madding [71], Fokaides et al. [57], and Tejedor et al. [61]. The results did not show significant
differences in the use of the three equations. For determining the influence of internal convective heat
transfer coefficients (hc) on the thermal characterization of building envelopes using QIRT, a cluster
analysis was drawn up. The study took into account 25 correlations of temperature differences and
20 correlations of dimensionless numbers. The outcomes demonstrated that the use of dimensionless
numbers for computing hc was the most efficient approach for the QIRT from inside the building.
Concerning the precision of the method, researchers obtained relative deviations between theoretical
and measured U-values from 10 to 60% for external thermography and from 2 to 12% for internal
thermography. Dall’O et al. [51] stated that the deviation between HFM and QIRT measured data
was greater for well-insulated walls, reaching >50%. As seen, the main benefit of internal QIRT is
that the practitioner can work under controllable test conditions, obtain a better precision, and avoid
unknown reflections of surroundings on the target. Hence, it might be interesting to observe whether
passive house façades can be evaluated by internal thermography and whether the results are similar
to HFM measurements.

Based on the outlined background, the aim of the paper was to assess the use of non-destructive
techniques (HFM and QIRT) for determining the gap between the predicted and actual thermal
transmittance of passive house façades in steady-state conditions. With this purpose, two measurement
campaigns were carried out. The first one was conducted on an experimental mock-up with controlled
climatic conditions (February 2017), to define good practices in the monitoring process for applying
the HFM average method and the quantitative internal IRT technique. The conclusions obtained from
this preliminary study were taken into account for the second measurement campaign in a detached
house under real environmental conditions (February 2019). This research will help practitioners to
select the most appropriate method for determining in situ the actual thermal transmittance of façades
with a low U-value.

This paper is organized as follows. Section 2 specifies the research methodology implemented in
this paper and describes the opaque walls to be assessed. Section 3 discusses the use of HFM and QIRT
to determine building thermal performance of façades with a high level of insulation. Finally, Section 4
highlights the major contributions of this research.

2. Materials and Methods

The research methodology is represented in Figure 1. Firstly, an experimental mock-up was
designed and constructed with prefabricated panels in February 2017, incorporating the passive-house
concept in the Mediterranean climate. The façade’s U-value was determined by using the heat flux
meter (HFM) and quantitative internal infrared thermography (QIRT) techniques under controlled
climatic conditions. Once the applicability of in situ NDT for walls with low U-value had been checked,
a passive house was built in 2018 and monitored in February 2019, to carry out a post-construction
evaluation of the façade before the operational stage. In both case studies, the in situ measured thermal
transmittance was computed following the methods reported in Gaspar et al. [75] and Tejedor et al. [61].
Furthermore, the two measurement campaigns took place during winter, to guarantee a thermal
gradient from 10 to 15 ◦C across the building envelopes. Subsequently, a comparative analysis between
theoretical and measured U-values was carried out, considering the coefficient of variation as the
common statistical parameter, to evaluate the dispersion of the measurements.
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Figure 1. Flowchart of the research methodology.

This section fully describes the measurement setup (Section 2.1), the measuring equipment
(Section 2.2), and both case studies (Section 2.3).

2.1. Measurement Setup

The measurement campaigns, which took place in the Mediterranean climate during February
2017 and February 2019, were conducted in an experimental mock-up and a detached house based on
the passive-house concept. To ensure the same operating conditions, HFM tests and quantitative IRT
tests were performed simultaneously, although with different test durations, depending on the method.

2.1.1. HFM Average Method

The HFM average method is a non-destructive method for measuring the thermal transmittance
of opaque, plane building elements perpendicular to the heat flow with no significant lateral heat
flow. It consists of monitoring the heat flux rate passing through the element (q) and the indoor (TIN)
and outdoor (TOUT) environmental temperatures [76]. The HFM standardized average method is
widely used. It is considered to estimate steady-state conditions well, by monitoring the heat-flow
rate and temperatures over an adequately extended duration. According to this method, defined in
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ISO 9869-1:2014 [76] and described in Gaspar et al. [75], the thermal transmittance and its combined
standard uncertainty (uc (U)) can be obtained by Equations (1) and (2):
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j=1 qj∑n
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2
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where q is the density of the heat-flow rate per unit area in [W/m2], TIN is the environmental indoor
temperature in [K], TOUT is the environmental outdoor temperature in [K], the index j enumerates
the individual measurements, u(q) is the uncertainty associated with the heat-flow-rate-measuring
equipment, u(TIN) is the uncertainty associated with the interior environmental temperature measuring
equipment, and u(TOUT) is the uncertainty associated with the exterior environmental temperature
measuring equipment.

The HFM average method is a standardized method described in ISO 9869-1:2014 [76].
This standard establishes that the duration of the test depends on the values obtained during the
course of the test. In this sense, the standard defines three conditions that must be met simultaneously
to end the monitoring process: (a) the test must have a minimum duration of 72 h or more, (b) the
thermal transmittance obtained when the test finalized must not differ more than 5% from the value
obtained 24 h before, and (c) the thermal transmittance obtained by analyzing data from the first time
period of INT(2·DT/3) days must not differ more than 5% from the value obtained from the data for the
last period of the same duration, where DT is the lasting of the test in days.

Moreover, the variability of results (random error e(%)) was estimated with a 95.4% confidence
level, according to Atsonios et al. [77]. The coefficient of variation of the resulting U-values obtained
following the HFM average method was calculated with Equations (3) and (4) [77,78]:

CVHFM[%] =

√∑n
i

(
U_HFM_mesi −U_HFM_mes

)2
n− 1

× 1

U_HFM_mes
× 100 (3)

e(%) = 2×CVHFM(%) (4)

where U_HFM_mesi is the value of thermal transmittance of the façade in the cycle i, U_HFM_mes is
the average of Um-values of the façade during n cycles, and n is the number of cycles (n = 3). According
to the ASTM C1155-95 Standard [78], the coefficient of variation is expected to be less than 10% for the
HFM average method.

2.1.2. Quantitative Internal IRT Method

In contrast to the HFM average method, quantitative internal IRT assumes that the façade is crossed
by one-dimensional horizontal specific heat flux (q) resulting from radiation (qr) and convection (qc)
processes under a stationary regime. According to the method extensively reported in Tejedor et al. [61],
the instantaneous and average measured U-values [W/m2·K] can be defined by Equations (5) and (6):
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Umesavg IRT
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where TIN and TOUT denote the inner and outer ambient air temperatures in [K], respectively, TREF
is the reflected ambient temperature in [K], TWALL represents the wall-surface temperature in [K],
εWALL refers to the wall surface emissivity, σ is the Stefan–Boltzmann’s constant with a value of
5.67 × 10−8 [W/m2·K4], λair is defined as the air thermal conductivity measured in [W/m·K], L is the
wall height seen from the internal side of the prefabricated wall in meters, and n is the total number of
thermograms. As regards Rayleigh (Ra) and Prandtl (Pr) numbers, they are dimensionless parameters
for a laminar flow assuming that the wall is a vertical plate. It should be pointed out that Pr is set
at 0.73 for dry air under atmospheric pressure and TIN = 20–25 ◦C, while the Rayleigh number is
computed by Equation (7).

Ra = Gr·Pr =
g·β·(TIN − TWALL)·L3

v2 ·Pr (7)

The parameters that define Ra are the following: the Grashof number (Gr), the gravitation
(g = 9.8 m/s2), the volumetric temperature expansion coefficient (β = 1/Tm where Tm is the average
value of TIN and TWALL), and the air viscosity (v 1.4·10−5 m2/s for TIN = 0–15 ◦C or v=1.5·10−5 m2/s for
TIN = 15–25 ◦C).

In terms of operating conditions, the recommendations defined by Tejedor et al. [61] should be
taken into account, to guarantee the implementation of the quantitative internal IRT method in the
mock-up and the detached house. Based on this, the measurements were performed in the early
morning (from 6 a.m. to 9 a.m.), to ensure the temperature difference through the wall and to avoid
the incident solar radiation as an external stimulus. For a thermal gradient between 7 and 16 ◦C,
Tejedor et al. [63] demonstrated that the variance of the measured thermal transmittance could be only
predicted by changes of TOUT. The parameters TIN, TREF, and TWALL often remain constant during the
monitoring process.

Finally, the variability of the results was assessed by calculating the standard deviation (SD)
and the coefficient of variation (CV) among the instantaneous measurements of each test for the wall
of the experimental mock-up W1 and the wall of the detached house W2 (Equations (8) and (9)).
Gaspar et al. [75] stated that the impact of CV was greater on walls with low U-values. Subsequently,
the 95% confidence intervals were also computed following Equation (10), to analyze whether there
was a relevant difference among Umes avg resulting from quantitative internal IRT.
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(8)
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CI(95%) = U± 1.96· σ√
n

(10)

2.1.3. Validation of Methods

To validate the implementation of both methods, all measurements were compared with the
theoretical thermal transmittance (also termed as nominal design data—Equation (11) in accordance
with previous studies [21,26–30,61,63,75,79]. In fact, Ficco et al. [23] defined four approaches to estimate
Ut and to check the QIRT results: (i) use data from historical analysis, (ii) calculate nominal design
data, (iii) determine the actual U-value through endoscopy, and (iv) collect in situ data by using a
standardized method (i.e., HFM). For this purpose, the Spanish Technical Building Code [80] and
European Standards such as UNE EN ISO 10456:2012 [81] and UNE EN ISO 6946:2012 [82] were
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considered. Therefore, the adjustment between theoretical and measured U-values can be expressed as
the absolute value of the relative difference between theoretical and measured U-values (Equation (12)):

Ut =
1
Rt

=
1

RSi +
∑n

i=1
Δxi
λi

+ RSe
(11)

ΔU/Ut (%) =
∣∣∣(Umes −Ut)/Ut

∣∣∣·100 (12)

where RT is the theoretical total thermal resistance [m2·K/W], Rsi and Rse refer to the interior and exterior
superficial resistance for horizontal heat flux (0.13 and 0.04 m2·K/W, respectively), Δxi is the thickness
of the layer in meters, λi is the thermal conductivity of the layer [W/(m·K)], Ut is the theoretical
thermal transmittance of the façade [W/m2·K], and Umes is the measured thermal transmittance of the
façade [W/m2·K].

2.2. Measuring Equipment

The technical specifications of the measuring equipment used for NDT tests are presented in Table 1.
For the HFM tests, the inner equipment layout included three heat flux meter plates (HFP01, Hukseflux)
with a thickness of 5.0 mm, a diameter of 80.0 mm, and a guard made of a ceramic–plastic composite,
with an inside air temperature sensor (107, Campbell Scientific Inc., Barcelona, Spain) consisting of a
thermistor encapsulated in epoxy-filled aluminum housing, both connected to an acquisition system
(CR850, Campbell Scientific Inc., Barcelona, Spain) consisting of measurement electronics encased
in a plastic shell with an integrated wiring panel with external power supply. The outer equipment
consisted of an air temperature sensor and its acquisition system (175T1, Instrumentos Testo, SA,
Barcelona, Spain). The optimal location of sensors was investigated with qualitative IRT, according to
the procedures reported in ISO 6781:2015 [42] and UNE EN 13187:1998 [43]. In this way, it was possible
to avoid unknown heterogeneities or disturbances (i.e., corners, the vicinity of junctions, direct solar
radiation, and the direct influence of a heating unit) [22,34,61,76]. The transducers were installed on
the internal side of the prefabricated panels, to achieve the most stable operating conditions before and
during the tests. Data loggers were configured to store the 30-minute averaged data in their memories,
considering a sampling frequency of 1 s and a total test duration of 7 days.

Table 1. Main technical specifications of the equipment.

Equipment Output Measuring Range Resolution Accuracy

Heat flux meter
plate q [W/m2]

±2000 W/m2

Sensitivity of HFM1 61.68 μV/(W/m2)
Sensitivity of HFM2 61.29 μV/(W/m2)
Sensitivity of HFM3 63.07 μV/(W/m2)

– ±5%

Inner air
temperature sensor TIN (K) −35 to +50 ◦C 0.1 ◦C ±0.5 ◦C

Inner acquisition
system Input ±5 Vdc at 0 to 40 ◦C – ±0.06% of reading

Infrared camera TWALL (K)
TREF (K)

Temperature: −20 to +120 ◦C
CFOV: 25◦ × 19◦; IFOV: 1.36 mrad

Spectral Range: 7.5–13 μm
Thermal sensitivity: <0.045 ◦C, at 30 ◦C
Sensor: FPA, uncooled microbolometer

320 × 240 pixels ±2 ◦C or
±2% reading

Outer air
temperature sensor TOUT (K) −35 to +55 ◦C 0.1 ◦C ±0.5 ◦C

HFM, heat flux meter; q, the element; TIN, the indoor environmental temperature; TWALL, the wall-surface temperature;
TREF, the reflected ambient temperature; TOUT, the outdoor environmental temperature.

Quantitative infrared data (instantaneous wall surface temperature–TWALL- and reflected ambient
temperature–TREF-) were recorded by using an IR camera (FLIR E60bx) and FLIR TOOLS+ Software [83].
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Hence, each IRT test involved the post-processing of a sequential video with 120 or 180 thermograms.
The wall surface emissivity (εWALL) was estimated at 0.88, for all walls, by means of aluminum crinkled
foil (0.20 m × 0.15 m). The IRT measurements were performed over a period of 2–3 h, with a data
acquisition interval of 1 min. For both NDTs, the inner and outer ambient air temperatures were
monitored by using the same integrated sensors (107, Campbell Scientific, Inc.; 175T1, Instrumentos
Testo SA). Notably, all the equipment was placed at 1.5 m above the ground floor, and the distance
between the IR camera and target was set at 1 m. According to Tejedor et al. [61], the height of the
walls is around of 2.5–3 m. Hence, a height of 1.5 m could be acceptable to obtain a mean value of the
ambient air temperature inside the building and to avoid unknown reflection indexes attributed to the
furniture or the ground. The instrumentation used is shown in Figure 2.

Figure 2. View of the measuring equipment used during the acquisition-of-data process.

2.3. Case Studies

The following procedure was devised to illustrate the applicability of in situ measurement
techniques to determine the thermal transmittance of highly insulated façades. Firstly, the experimental
mock-up (A = 12 m2) with controlled climatic conditions was erected in January 2017, in order to
determine good practices in the monitoring process of constructive solutions in the Mediterranean
climate (Figure 3). In this way, it was possible to test a specimen that could ensure four of the six
principles that define a passive house (PH): a high level of insulation, a minimum number of thermal
bridges, highly efficient windows, and a high level of airtightness. The façade construction system
consisted of a galvanized steel structure with prefabricated panels whose internal configuration
was (from outside to inside) as follows: mortar, lightweight concrete, polyisocyanurate insulation
(PIR), non-ventilated air cavity, lightweight concrete, and gypsum plaster. The main thermo-physical
parameters are reported in detail in Table 2. Once the mock-up was erected, installations and finishes
were carefully incorporated.

Table 2. Configuration and technical features of the experimental mock-up (from outside to inside).

N#
Material

Layer
Δxi
(m)

λi
[W/(m·K)]

Rt i
[(m2·K)/W]

L
(m)

Ut
[W/(m2·K)]

W1
Experimental

mock-up

1 Mortar 0.015 0.550 0.027

2.64 0.245

2 Lightweight concrete 0.060 0.160 0.375
3 PIR insulation 0.080 0.028 2.857
4 Non-ventilated air cavity 0.060 — 0.180
5 Lightweight concrete 0.070 0.160 0.438
6 Gypsum plaster 0.015 0.430 0.035

Δxi, thickness of the layer; λi, thermal conductivity of the layer; Rt I, theoretical thermal resistance of the layer;
L, height of the wall; Ut, theoretical thermal transmittance of the building façade.
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Figure 3. Experimental mock-up based on the passive house concept.

Having implemented the HFM and quantitative IRT as a tool of decision-making in terms of built
quality, and taking into account the conclusions of the preliminary study, the wall was reproduced
in the real built environment in February 2019 (Figure 4). The differences between specimens W1
(experimental mock-up) and W2 (detached house) were given by the thickness and the thermal
resistance of the material layers. The technical features are shown below (Table 3). The detached house
(A = 322 m2) was also characterized by high efficient doors (UD = 0.93 W/m2·K) and low-emissivity
triple-glazing windows (UW = 0.99 W/m2·K) that allowed us to achieve an air renovation <0.56 h−1.
As regards the building facilities, the mechanical ventilation was focused on a heat-recovery system
(model ComfoAir Q450, Zehnder) with an efficiency of 95%, and the indoor environmental conditions
were guaranteed by an aerothermal equipment of 6 kW (model HPSU, ROTEX).

Figure 4. Detached house based on the passive house concept.

Table 3. Configuration and technical features of the detached house (from outside to inside).

No.
Material

Layer
Δxi
(m)

λi
[W/(m·K)]

Rt i
[(m2·K)/W]

L
(m)

Ut
[W/(m2·K)]

W2
Detached

house

1 Mortar 0.015 0.550 0.027

2.50 0.233

2 Lightweight concrete (EVOin) 0.045 0.160 0.281
3 PIR insulation 0.080 0.028 2.857
4 Cavity (EPS + EVOin) 0.060 0.140 0.429
5 Lightweight concrete (EVOin) 0.080 0.160 0.500
6 Gypsum plaster 0.015 0.430 0.035

Δxi, thickness of the layer; λi, thermal conductivity of the layer; Rt i, theoretical thermal resistance of the layer; L,
height of the wall; Ut, theoretical thermal transmittance of the building façade.

3. Results

Two heavyweight walls with low U-value were monitored and evaluated in a stationary regime.
The comparative analysis of techniques took into account the following: (i) the theoretical U-value,
(ii) the U-value measured by the heat flux meter, (iii) the U-value measured by the quantitative internal
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infrared thermography, (iv) the test duration, and (v) the temperature gradient between inside and
outside the building. The following statistical parameters were also estimated: the average value of
thermal transmittance [W/(m2·K)], the standard deviation (SD) [W/(m2·K)], the coefficient of variation
(CV) (%) of the measurements, and the absolute value of the relative difference between theoretical
and measured U-values (%).

3.1. HFM Average Method

Both the experimental mock-up and the detached house were monitored for 168 h, obtaining
337 datasets of readings for each case. The experimental campaign of the building mock-up was
conducted with a heater, with an average air temperature difference much higher than 15 ◦C [79].
However, the experimental campaign of the detached house was performed under actual environmental
conditions, which ensured that the average temperature difference was greater than 10 ◦C [20,21]
(Figure 5). Hence, the temperature during process monitoring was not a significant factor that
influenced the results of the second case study. Measurement periods, as well as the average
temperatures differences, are detailed in Table 4.

Figure 5. Temperature data obtained from the process of monitoring for both (a) the experimental
mock-up and (b) the detached house.

Table 4. Measured U-values and their associated combined uncertainties, deviation between theoretical
and measured U-value, and coefficient of variation of the measured thermal transmittance in both the
experimental mock-up and the detached house, using the HFM average method.

Experimental Mock-Up Detached House

UmHFM ±
uc(U)

[W/m2·K]

∣∣∣∣ (Ut−Um)
Ut

∣∣∣∣
(%)

CV
(%)

UmHFM ±
uc(U)

[W/m2·K]

∣∣∣∣ (Ut−Um)
Ut

∣∣∣∣
(%)

CV
(%)

Number
of cycles

(duration)

1 (24 h) 0.246 ± 0.018 0.33 – 0.212 ± 0.018 8.84 –

2 (48 h) 0.244 ± 0.013 0.35 – 0.225 ± 0.014 3.47 –

3 (72 h) 0.248 ± 0.011 1.05 1.39 0.225 ± 0.012 3.06 6.80

4 (96 h) 0.246 ± 0.009 0.44 1.40 0.227 ± 0.010 2.37 1.15

5 (120 h) 0.249 ± 0.008 1.59 1.13 0.227 ± 0.009 2.33 0.84

6 (144 h) 0.250 ± 0.008 1.98 1.57 0.230 ± 0.008 1.13 1.43

7 (168 h) 0.251 ± 0.007 2.41 0.81 0.225 ± 0.008 3.09 2.02

Measurement period From 29 December 2016 to 4 January 2017 From 26 February 2019 to 4 March 2019

ΔT average (◦C) 19.7 10.8

The measured thermal transmittances and their related uncertainty were calculated in 7 consecutive
cycles of 24 h (Equations (1) and (2)), using accumulative data. Thus, the first cycle was calculated
with data obtained during the first 24 h tested, the second cycle with data from the first 48 h tested,
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and successively for each cycle, up to the seventh day. The results obtained are depicted in Figure 6
and detailed in Table 4, where Um-HFM ±U(C) is the measured thermal transmittance, using the HFM
average method and its associated uncertainty. It is noteworthy that uncertainties of measurement
decreased as the tests were extended and when the average air temperature difference increased,
which is in line with the results obtained by Asdrubali et al. [21] and Nardi et al. [28].

Figure 6. Measured U-values and their associated combined uncertainties in the experimental mock-up
and the detached house for the seven cycles of test duration, using the HFM average method.

The minimum test duration for the experimental mock-up and the detached house was 72 h,
in view of the fact that the second condition consisting of limiting the deviation between the U-value
obtained at the end of the test from the value obtained 24 h earlier to 5% was fulfilled (1.4% and 0.4%
respectively, as shown in Table 5), and that the third condition consisting of limiting the deviation
between the U-value obtained by analyzing data from an initial period from the value obtained from
data for the last period of the same duration to 5% was also fulfilled in both cases (2.3% and 1.5%,
respectively, as shown in Table 6). Then, the variability of the results was verified, in both cases,
through the coefficient of variation of the resulting U-values (Equations (3) and (4)). It was confirmed
that the test could be ended at 72 h in both cases, since the coefficients of variation were lower than
expected from 72 h of testing (Figure 7).

Table 5. Deviation of the U-value from the value obtained 24 h earlier, for both the experimental
mock-up and the detached house, using the HFM average method.

Number of Cycle
Evaluated

Related Cycles in the
Evaluation

Deviation in Um-HFM (%)

Experimental Mock-Up Detached House

3 (72 h) 3 vs. 2 1.4 0.4

4 (96 h) 4 vs. 3 −0.6 0.7

5 (120 h) 5 vs. 4 1.1 0.0

6 (144 h) 6 vs. 5 0.4 1.2

7 (168 h) 7 vs. 6 0.4 −2.0

151



Appl. Sci. 2020, 10, 8337

Table 6. Deviation of U-values between the initial and final analysis period for each test duration for
both the experimental mock-up and the detached house, using the HFM average method.

Experimental Mock-UP Detached House

Number of
Cycle

Evaluated

Duration of the
Analysis Period

(Days)
Analysis Period

Um-HFM
[W/m2·K]

Deviation of Um-HFM
between Periods of

Analysis (%)

Um-HFM
[W/m2·K]

Deviation of Um-HFM

between Periods of
Analysis (%)

3 (72 h) 2
Initial test period 2.34

2.3
2.34

1.5
Final test period 2.40 2.37

4 (96 h) 2
Initial test period 2.34

0.8
2.34

0.6
Final test period 2.33 2.35

5 (120 h) 3
Initial test period 2.36

0.3
2.35

1.1
Final test period 2.37 2.37

6 (144 h) 4
Initial test period 2.33

2.4
2.34

1.7
Final test period 2.39 2.38

7 (168 h) 4
Initial test period 2.33

2.2
2.34

2.0
Final test period 2.39 2.39

Figure 7. Coefficient of variation of both the experimental mock-up and the detached house, using the
HFM average method.

The measured thermal transmittance in both the experimental mock-up and the detached house
was closely adjusted to the theoretical transmittance value, with absolute values of relative differences
of less than 5%. However, it can be observed that the measured U-value of the experimental mock-up
fit better with the theoretical U-value (1.05%) than the one of the detached house (3.06%) (Table 4).
This difference in fitting could be due to two situations. Firstly, the theoretical thermal transmittance
of the experimental mock-up was greater than that of the detached house. Secondly, conditions for
conducting in situ tests were more optimal during the monitoring process of the experimental mock-up
than those of the detached house. Consequently, the average temperature difference between indoor
and outdoor environments was almost 9 ◦C greater during the testing process of the experimental
mock-up than that of the detached house.

3.2. Quantitative Internal IRT Method

Previous studies have demonstrated that highly insulated walls (U-value < 0.400 W/m2·K) and
low heat capacity per unit of area (~200 kJ/m2·K) might be more difficult to evaluate [63]. However,
prefabricated panels based on the passive house concept had not been assessed by means of quantitative
internal IRT. As seen in Section 2.3, the external opaque walls of the detached house were designed
practically equal to the building envelopes of the experimental mock-up. In fact, the theoretical thermal
transmittances were 0.245 and 0.233 W/m2·K, respectively. Concerning post-construction evaluation
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by thermography, the results revealed that the gap between the design nominal data and the real
thermal performance was found to be 5% in both case studies (Table 7 and Figure 8). Hence, the
proposed façade-building system of the mock-up fulfilled the expected thermal behavior in the real
built environment. Despite this, a greater fluctuation of the measured thermal transmittance was
observed for the detached house (Figure 8).

Table 7. Measured U-values, deviation between theoretical and measured U-value, and coefficient of
variation of the measurements in the experimental mock-up and the detached house, using internal
quantitative infrared thermography (QIRT).

Parameters Experimental Mock-Up Detached House

Ut [W/m2·K] 0.245 0.233
Umes_IRT [W/m2·K] 0.257 0.245

Test duration (hours) 2 2
ΔT Range (◦C) 8.2–10.4 13.17–15.76
SD [W/m2·K] 0.021 0.024

CV (%) 8.06 9.69
ΔUIRT/Ut (%) 4.90 5.15

Figure 8. In situ measured thermal transmittance over time for W1 and W2 and comparison with
theoretical values.

From the analysis of variability, it can be extrapolated that standard deviations were slightly
similar (0.021 W/m2·K for W1 and 0.024 W/m2·K for W2) and the coefficients of variation (CV) were
less than 10%. However, the plot of confidence intervals at 95% for IRT measurements (Figure 9) shows
some differences between W1 and W2. It should be noted that a box plot indicates if a statistical datum
is normally distributed (the median of the data is located in the middle of the box, and the quartiles are
symmetric) or skewed. (the median of the data is closer to the bottom or to the top of the box, and the
distribution of instantaneous measurements is asymmetric). In the case of the experimental mock-up,
the minimum and maximum U-values were 0.202 and 0.324 W/m2·K (including outliers). A positive
skew was also observed, since most of the instantaneous measurements fell in the upper quartile.
As regards the three outliers (18, 2, and 27), they corresponded to three instantaneous measurements
that were numerically distant from the other observations. Despite being outside of the whiskers of the
box plot, these outliers would not affect the results because 121 data points are obtained for each test.
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In the case of the detached house, the minimum and maximum U-values were similar to W1 (0.198
and 0.320 W/m2·K, respectively). Nevertheless, the box of W2 had a wider interquartile range (IQR),
and the distribution of the data was negatively skewed because the measurements were concentrated
in the lower quartile. Taking into account that the internal assembly of the specimens was slightly
similar, the spread of the data could be attributed to changes in the temperature gradient between
inside and outside the building.

Figure 9. Confidence intervals at 95% for quantitative IRT measurements.

4. Discussion

The results of this research revealed that in situ measurement techniques can be useful to assess
the build quality of a new passive house before its operational stage. Indeed, they allow us to quantify
the gap between the design or modeling and the actual work. However, it is a proof of concept
for both non-invasive techniques, and, consequently, further research is required. For the first time,
thermography was implemented in a quantitative way, to determine the in situ thermal transmittance
of passive house façades. Previous studies demonstrated that the optimal ΔT of quantitative IRT ranged
between 7 and 10 ◦C for conventional heavy multi-leaf walls (U > 0.362 W/m2·K) [63]. In the current
research, the above statement could also be assumed. Besides this, this technique is characterized to be
faster than HFM, since the IRT test only takes 2 h. In contrast, HFM offers better results for PH façades
in terms of accuracy and dispersion of the instantaneous measurements. The deviation between
theoretical and measured U-values was found to be 1.05% (W1) and 3.06% (W2) for the HFM, compared
to ~5% for QIRT. The coefficient of variation ranged from 1.39 (W1) to 6.80 (W2) for HFM, while the
values for the thermographic analysis were found to be 8.06% (W1) and 9.69% (W2). Notably, the good
HFM results of the experimental mock-up could be attributed to the high temperature gradient (~19 ◦C)
that was achieved during the measurement campaign.

Determining the actual thermal transmittance of low U-value façades when weather conditions
are favorable and temperature differences between the inner and outer environments are greater than
10 ◦C requires a minimum test duration of 72 h, using the HFM average method, and 2 h of using
the QIRT method. The first condition implies that practitioners should check the short-term weather
forecast before starting the test. The second condition represents a limitation in the period of time
in which the test can be performed, especially when the HFM method is used. In the Mediterranean
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climate, due to the need to obtain large temperature differences between environments, the test should
be scheduled for the coldest months (normally from October to April).

In terms of execution of the method, the practitioner should have experience in conducting
measurement campaigns in the real built environment. In both methods, the tests should be performed
on northern façades and preferably in the early morning, with a low wind speed (<1 m/s), since wind
and incident solar radiation are adopted as external thermal stimuli that could alter convective factors
or lead to a time lag of a few hours [61,75]. Despite this, some differences between HFM and QIRT
were highlighted. The installation of the equipment for the HFM monitoring process may be easier
for professionals to carry out by following the ISO recommendations. However, a prior inspection,
with the help of qualitative IRT, is needed to detect the ideal location of heat-flow meters. In addition,
HFM could be considered more invasive. To guarantee proper thermal contact between the transducer
and the wall, a layer of thermal interface material (with a thickness of less than 0.01 m) should be
applied. As regards the installation of equipment for the QIRT, the monitoring process requires
practitioners with specific training to calibrate the IR camera in accordance with the target and to
achieve a reliable sequential video recorded during the test. Parameters such as the emissivity of the
wall or the reflected ambient temperature can be adjusted during post-processing with the specific
software, but the wall area or the distance between the IR camera and the specimen cannot be changed
later. Furthermore, the practitioner should follow some recommendations: (i) avoid measuring near
corners since heated adjacent walls could impact on the results; (ii) pay attention to internal climatic
conditions, because some air current peaks can lead to a non-homogeneity of heat flux and temperature
on the wall; and (iii) leave the wall free of furniture, to remove uncontrolled reflection indexes.

In terms of data analysis, the HFM average method can be performed by using tools readily
available to technicians, such as a simple spreadsheet. In contrast, advanced tools are required for data
processing when the QIRT method is used. The technician needs to assess the 120 thermal images with
the specific software (i.e., FLIR TOOLS+) and transfer the readings of wall parameters (TWALL, TREF,
and εWALL) to a spreadsheet, where the numerical model is computed, taking into account measured
environmental parameters, among other aspects. Nevertheless, some soft skills are common to both
NDTs: (i) thermophysical knowledge about building materials (with or without anomalies), especially
to implement the method or to interpret thermograms; and (ii) knowledge of data processing and
statistical treatment for the visualization of results.

5. Conclusions

Passive construction is expected to increase due to European environmental regulations and the
sensibility of police makers related to building energy consumption. For this reason, the use of NDT as
a diagnosis tool could be essential to verify the compliance with design technical specifications. Along
this line, the main contribution of this research is the analysis of the applicability of non-destructive
techniques for the post-construction evaluation of thermal transmittance of passive house façades in
steady-state conditions.

According to the literature review, the heat flux meter method is a non-destructive technique
standardized by ISO 9869-1:2014 [76]. Currently its use in PH is not very widespread, even in the
Mediterranean climate. Indeed, the literature review showed that some constraints of applying the
HFM average method can arise when the practitioner wants to verify the compliance with technical
specifications of projects in façades with low U-value. One of the main constraints is the high deviations
obtained between the measured and its corresponding theoretical U-value, as can be seen in previous
studies. According to Ficco et al. [23] and Nardi et al. [28], these deviations are more pronounced when
climatic conditions are not stable during the monitoring process. Another constraint is the fact that
some testing parameters for the monitoring process are not fully specified for measuring façades with
low U-value by the Standard ISO 9869-1:2014 [76], such as temperature difference between indoor and
outdoor environment and the test duration. Concerning the quantitative IRT, a significant reduction of
the prices of IR cameras [33] led the researchers to put their efforts in the development of accurate
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approaches related to the thermal characterization of building envelopes. Nevertheless, a gap still
exists in the implementation of QIRT in passive houses.

In the current research, the assessment of an experimental mock-up with controlled climatic
conditions allowed to check the possible suitability of the NDT in highly insulated walls and to
define good practices for a detached house based on PH concept under real environmental conditions.
Based on the analysis of results and the respective discussion, this study demonstrated that the HFM
average method and quantitative internal IRT can be executed successfully for determining the in
situ U-value of passive house façades. Despite this, neither one of the NDTs was implemented in
warmer climates or conducted in summer. Hence, the applicability of the HFM average method and
the quantitative internal thermography has not been demonstrated under these mentioned boundary
conditions, and, consequently, further research is needed. Furthermore, the practitioner should choose
the method, depending on test duration, thermal gradient, experience in measurement campaigns,
and knowledge in data analysis.
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Abstract: To date, the destructive extraction and analysis of drilling cores is the main possibility
to obtain depth information about damaging water ingress in building floors. The time- and cost-
intensive procedure constitutes an additional burden for building insurances that already list piped
water damage as their largest item. With its high sensitivity for water, a ground-penetrating radar
(GPR) could provide important support to approach this problem in a non-destructive way. In this
research, we study the influence of moisture damage on GPR signals at different floor constructions.
For this purpose, a modular specimen with interchangeable layers is developed to vary the screed
and insulation material, as well as the respective layer thickness. The obtained data set is then
used to investigate suitable signal features to classify three scenarios: dry, damaged insulation, and
damaged screed. It was found that analyzing statistical distributions of A-scan features inside one
B-scan allows for accurate classification on unknown floor constructions. Combining the features
with multivariate data analysis and machine learning was the key to achieve satisfying results. The
developed method provides a basis for upcoming validations on real damage cases.

Keywords: non-destructive testing; ground-penetrating radar; signal features; material moisture;
classification; machine learning; moisture measurements; building floors; civil engineering

1. Introduction

More than half of the building insurance claims in Germany (53%) are caused by piped
water damage, which entailed costs of over 3 billion Euro in 2019 alone [1]. One reason
for this, apart from generally ageing pipe systems, is that water leakage often remains
unrecognized until signs of degradation become noticeable. At that point the extent of
damage is already critical, which underlines the demand of an accurate determination and
localization of water ingress.

Neutron probes [2] are already successfully applied on building floors to localize the
source of damage and to identify affected areas. The radiated fast neutrons lose most
of their kinetic energy when colliding with low-mass atoms. This is especially true for
hydrogen. As a result, the fast neutrons are transformed into slow (thermal) neutrons,
which are then detected by a counter tube inside the probe. Given that, the method is highly
sensitive to moisture, however it cannot distinguish between chemically bound or fluid
water. Therefore, a calibration must be done by the destructive extraction of drilling cores.
These cores are also the only possibility to obtain additional information about the depth of
moisture penetration. This is a time- and cost-intensive procedure, especially for building
floors, where knowledge about the affected layer is essential to plan and perform efficient
renovations. Here, ground-penetrating radar (GPR) can serve as a suitable addition to the
neutron probe in order to classify common moisture damages in layered building floors in
a non-destructive way.

Appl. Sci. 2021, 11, 8820. https://doi.org/10.3390/app11198820 https://www.mdpi.com/journal/applsci161
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The sensitivity of GPR for water has already been proven in many publications,
especially in geophysics [3,4]. However, in civil engineering (CE), GPR is also increasingly
being applied for non-destructive moisture measurements on building materials like
asphalt, concrete, and screed [5–10]. Here, various methods have already been established.
However, their adequate use and suitability highly depends on the particular case. Due
to numerous possible uncertainties, like the given structure, installed materials, and layer
thicknesses, interpreting GPR results is not straightforward and requires the expertise of
trained personnel. These uncertainties often influence the same signal features that are
used for moisture measurements (see Section 1.1). Here, relying on only one feature, as it is
done in most of the related publications [11], can lead to high uncertainty.

In contrast, this work pursues the strategy of combining different features, which
allows the use of multivariate data analysis. It aims to achieve an automated classification
of three scenarios: (1) the dry state, (2) damaged insulation, and (3) a damaged screed,
all of them on unknown floor constructions. This is accomplished by a machine learning
approach trained with novel radargram features that consider the spatial continuity of the
present damage. The features are extracted from an experimentally measured data set,
including varying materials and layer thicknesses. Before discussing the methodology in
Section 2, a short introduction to moisture measurements with GPR is given.

1.1. Moisture Measurement with GPR

Besides the mostly negligible conductivity and magnetic permeability, the electric per-
mittivity ε is the governing material parameter for moisture measurements with GPR [12,13].
This gets particularly clear by comparing ε for dry concrete and water. Whereas the for-
mer lies between 2 to 9 [14], the latter shows values around 81. This difference causes a
significant rise for wet concrete (between 10 to 20), which influences various propagation
characteristics of the electromagnetic (EM) waves. By analyzing specific time-, amplitude-,
or frequency-based features of the received signals, these water-related influences become
measurable. A detailed review of those features typically used for moisture measurement
with GPR in CE is presented in [11]. However, a short overview is given in the following.
First, the velocity v of an EM wave is directly related to ε. For non-magnetic conditions,
as it is usually the case in building materials, it can simply be calculated as follows [14,15]:

v =
c√
ε
=

2D
T

, (1)

where c is the velocity of EM waves in free space, and T the two-way travel time in a
material with the thickness D. Comparing the dry state of a material, sent and reflected
pulses are received later for rising moisture content. Furthermore, the intensities and thus
the measured amplitudes are reduced due to higher attenuations, caused by generally in-
creased conductivity and more frequently occurring scattering events on water-filled pores.
Filled pores also lead to Rayleigh scattering [16], which is one way to explain the observable
shift of the received signals to lower frequencies for higher moisture content. Another
explanation is given with the presence of dielectric dispersion, presented in the popular
models of Debye [17] and Cole–Cole [18]. It describes the rising imaginary part of ε and
the resulting absorption of higher-frequency components close to the relaxation frequency,
which is 10 GHz to 20 GHz for free water [15,19], but can be smaller for porous materials.
Another important characteristic of EM waves is the occurrence of reflection and transmis-
sion on material boundaries with different permittivities. With ε1 and ε2 of two mediums,
an EM wave travelling from medium 1 to medium 2 is reflected by the amount of the
reflection coefficient r ∈ [−1, 1], which is calculated as follows [20]:

r =
√

ε1 −√
ε2√

ε1 +
√

ε2
(2)

.
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Therefore, the amplitude of a reflection wave (RW) is highly influenced by the bound-
ary’s permittivity contrast, from which it originates. Figure 1 shows this simplified ray-
based principle with an exemplary screed plate above air, forming such a permittivity
contrast. It also presents the usually performed collection of multiple reflection signals (A-
scans) along a survey line, whereas the offset between the transmitter (T) and receiver (R)
stays constant (common-offset configuration). The recorded A-scans can then be combined
in a radargram (B-scan) that offers the opportunity to visualize spatial deviations caused
by inhomogeneities, like the presence of reinforcements or water-damaged areas.

Sa
m

pl
es

A scan

Number of A-scans

B scan

DW

RW

T R

screed

air = 1

RW
DW

Survey

Amplitude

Figure 1. Principle of GPR. Multiple A-scans collected along a survey line form a B-scan.

The most dominant wave-type in an A-scan is the direct wave (DW), which travels
the shortest path between T and R and is therefore recorded first. As shown, it is a
superposition of an air and a ground wave and is generally used as a time reference for the
following RW, since the moment of emitting the pulse (time zero) is unknown [21].

Typical signals and their respective features measured on layered floor constructions
are discussed in Section 2.5.

2. Materials and Methods

Figure 2 shows the general procedure of the work presented in this section. After in-
troducing the designed modular test specimen in Section 2.1, the conducted experiments
to obtain a dataset of three damage scenarios are discussed in the Sections 2.1–2.4. In
Section 2.5, various features are extracted to train and test different classifiers, which are
shown in Section 2.6.

Modular test specimen Insulation damage
84 x 2 measurements

Dry
84 x 2 measurements

Screed damage
84 x 2 measurements

Dataset
504 measurements Feature extraction Classififcation

training and test

2.1 2.1 – 2.4 2.5 2.6

Figure 2. Schematic of the work steps presented in Section 2 divided by their respective subsections.

2.1. Modular Test Specimen

To study multiple different floor constructions, we designed a modular specimen
(Figure 3), in which the screed and insulation layer can be exchanged in various ways
according to the requirements of the experiment. The inner dimensions of 84 cm length,
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84 cm width, and 30 cm height ensure sufficient space for the individual square-shaped
parts with an edge length of 80 cm. Table 1 shows the variations of the chosen materials and
their thicknesses that are believed to cover most floor setups in practice. Polyethylene (PE)
foil is used to create a moisture barrier above and below the insulation. The influence of
the laminate flooring and the concrete base layer on the presented classification method is
considered to be negligible compared to the screed and insulation layer. Therefore, and with
regard to the experimental effort, the flooring and base layer remained unchanged for the
entire test series.

The cement and anhydrite screed were both chosen with the popular compressive
strength C25 and the consistency class F5. The production process was carried out as
instructed by the manufacturer. To guarantee efficient handling of the 60 kg to 100 kg heavy
specimens, threaded sleeves were embedded in each corner. This allowed the temporary
use of ring bolts to lift the plates.

The amount of different materials and thicknesses (Table 1) allows for the simulation
of 84 different floor constructions for each of the three scenarios (252 setups in total).
The experimental implementation of water damage in the insulation and screed layer is
described in the following sections.

Figure 3. Modular test specimen with screed, insulation, and concrete base layer.

Table 1. Used materials and layer thicknesses for the screed (top) and insulation layer (bottom).

Material Thickness D [cm] Density [g·cm−3] Porosity * [%]

Cement screed (CT) 5, 6, 7 1.92 20.76
Anhydrite screed (CA) 5, 6, 2.05 27.18

Expanded polysterene (EP) 2, 5, 7, 10 0.027 -
Extruded polysterene (XP) 2, 5, 7, 10 0.037 -
Glass wool (GW) 2, 6, 10 0.061 -
Perlites (PS) 2, 6, 10 0.092 -

* Measured with mercury intrusion porosimetry.

2.2. Water Damage in Insulation Layer

To evaluate the resulting damage of added water, HIH-5030 humidity sensors were
embedded in the insulation material, as shown in Figure 4. For EP, XP, and GW, this was
accomplished with drilling holes of 3 cm diameter and depths varying from 50% to 75% of
the respective insulation thickness. Top sealing was attained with waterproof tape. For the
fine-grained PS, drilling holes were not necessary because the sensors could be placed easily.
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Figure 4. Evaluation of the resulting insulation damage through the use of embedded humidity sensors.

After adding equal amounts of water in all four sides of the setup, the moisture could
spread for at least 12 hours to ensure stable conditions. In practical investigations, a thresh-
old of 80% relative humidity is often considered as an adequate reason for renovations,
since it provides optimum growth conditions for mould [22]. Following that, a setup
was labeled as “damaged” only if all three sensors S3 to S5 exceeded this critical value.
Thereafter, the measurement procedure, which is discussed in Section 2.4, was conducted
for each of the six screeds.

2.3. Water Damage in Screed Layer

The quantification of screed moisture was carried out using the direct Darr method [23],
which captures the loss of water by weighing samples before and after an oven-drying
procedure. With the wet sample weight Ww and the dry sample weight Wd, the dry basis
moisture content Md is calculated as follows:

Md =
Ww − Wd

Wd
(3)

.
Moisture content above 4 weight percent (wt%) and 0.5 wt% were valued as dam-

age for cement and anhydrite screed, respectively. Due to preliminary investigations of
the screed’s hydration process, Wd was already known for each sample. Consequently,
the sample’s moisture content could be obtained by measuring Ww only. With 1.7 wt% to
2.3 wt% for CT and around 0.1 wt% for CA, these were rather low before simulating the
damage. Therefore, we first flooded each sample by submersing them in water for 30 min
(CT) or 10 min (CA). The moisture could then spread and evaporate for at least 2 days
before the actual damage was induced. In consideration of practical screed damage that
usually occurs after flooding from above, we then constantly poured water on top of the
plates for 10 min. Besides continually weighing the samples, additional nuclear magnetic
resonance (NMR) measurements were performed with the MOUSE [24,25] to obtain depth-
resolved moisture distribution during the described saturation process. Figure 5 presents
the exemplary NMR results with their respective water content measured on the 5 cm thick
CT and CA screed.

Compared to CA, the CT screed shows an unbalanced water ingress for the sample’s
top and bottom side after the submersion. We explain this with a lower porosity of CT,
not allowing the air in the bottom to be displaced towards the upper areas. The porosity
also allows the water to spread more in CA after two days of rest. Nevertheless, sprinkling
the samples resulted in quite a similar moisture distribution for both screed types with
sufficiently high moisture content to be labeled as damage. After that, the screed was
measured with all 14 insulation setups.

165



Appl. Sci. 2021, 11, 8820

Figure 5. NMR measurements showing the depth-resolved moisture distribution during the satura-
tion process of the 5 cm CT (left) and CA (right) screed.

2.4. Hardware and Measurement Procedure

The GPR measurements were carried out with the SIR 20 from GSSI and a 2 GHz
antenna pair (bandwidth 1 GHz to 3 GHz) in common-offset configuration. As shown
in Figure 6, the ground-coupled antenna pair is moved along two defined 40 cm survey
lines that run from quadrant IV to I (1) and along the insulation joint (2). These joints were
present for EP, XP, and GW, though not for the fine-grained PS. With 250 scans/meter, each
survey line includes 100 A-scans to form one B-scan. An A-scan contains 512 samples
covering a 11 ns time window.

Furthermore, each floor construction was investigated with a Troxler neutron probe
placed in the setup center. To reduce the influence of individual deviations, 10 successive
measurements with a respective time interval of 15 seconds were averaged.

R
2 GHz SIR 20T

In
su

la
tio

n
jo

in
t

1
2

40 cm

Figure 6. Measurement procedure with 40 cm long radar survey lines 1 and 2. The neutron probe is
placed in the center of the construction.

2.5. Feature Extraction
2.5.1. A-Scan Features

As discussed in Section 1.1 previously, there are several signal features enabling the
measurement of water with GPR. Before presenting the ones chosen in this work, it is
important to understand the typical signal shapes that occur on layered floor constructions.
Figure 7 gives an exemplary A-scan showing three prominent amplitude peaks and their
respective origin in the setup. Since the direct wave (ADW) partly travels through the
superficial ground, it is influenced by the underlying nearest materials, here by the floor
cover and the screed. The first reflection arises from the border between screed and insula-
tion and is mostly recognized in the second dominant amplitude peak ARW1. After that,
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ARW2 shows the second reflection’s amplitude, originating from the insulation-concrete
interface below.

Am
pl
itu

de

Time

Figure 7. Exemplary A-scan with three prominent amplitudes influenced by present material interfaces.

All described reflection waves can interfere, especially for dry or thin layers, where
resulting higher velocities or short traveling paths impede a clear separation in time. This
is also why quantitative statements about actual water content cannot be reliable for such
layered floor constructions. However, classifying the investigated scenarios is still possible
and will be performed with the following signal features:

• Feature F1: ADW - Amplitude of direct wave [6–8]
• Feature F2: ARW2 - Amplitude of second reflection [6–8]
• Feature F3: fRW2 - Dominant frequency of second reflection (STFT) [26]
• Feature F4: ARW1/ADW - Ratio between the amplitudes of first reflection and direct

wave [9]
• Feature F5: fRW1/ fDW - Ratio between the dominant frequencies of first reflection

and direct wave

The presented signal features cover all relevant signal parts, with insulation damage
mostly influencing the second and first reflection and screed damage causing variations in
the first reflection and the direct wave. However, the same features are also influenced by
underlying layer thicknesses and different material types. Therefore, another preprocess-
ing step is needed to overcome these construction-specific dependencies, which will be
achieved by the B-scan features presented in the following section.

2.5.2. B-Scan Features

To achieve a damage classification independent of the underlying floor construction,
we calculate the following scalar statistical values for each 1 × 100 A-scan feature vector
�F1 to �F5, each including the respective feature elements F1 to F5 for all 100 A-Scans within
one B-scan.

• Feature FA: Standard deviation of �F1

• Feature FB: Standard deviation of �F2

• Feature FC: Span of �F3

• Feature FD: Standard deviation of �F4

• Feature FE: Span of �F5

These measures for statistical distributions along a recorded survey line are motivated
by the assumption that water damage often shows inhomogeneous deviations inside the
respective B-scan. Such deviations can also be suitable to evaluate the spatial continuity of
present damage. Both findings were generally recognized during our studies and will be
discussed in the results Section 3. For the lower resolved frequency features, the span is
expected to achieve better variance compared to the standard deviation, which works well
on amplitude features with a higher resolution and range of values.

Figure 8 summarizes the discussed processing steps including the extraction of A-scan
feature vectors out of B-scans and the following reduction to scalar B-scan features. The val-
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ues shown for FA to FE are derived from the depicted A-scan feature plots (normalized by
their means). They do not represent the actual values that were used for classification, since
those were standardized with the StandardScaler function from the Scikit-Learn library. It
does a mean removal for all features and scales them to unit variance, which is usually
required by the classifiers discussed in Section 2.6. Regarding the magnitudes of amplitude,
time, and frequency values, which are widely apart from each other, this step is necessary to
avoid a baseless and unwanted dominance of certain features during the training process.

Figure 8. Processing steps to extract A- and B-scan features.

2.5.3. Feature Selection

The choice of this specific A- and B-scan feature set was made based on the achieved
scores using the univariate feature selection method SelectKBest from the Scikit-Learn
library in Python [27]. Using the f_classif scoring function, it estimates the degree of linear
dependency between random variables (here, the features and damage scenario) by using
the F-test. The five features presented before performed best in a set of 22 potential features
including amplitude, time, and frequency values/ratios of each relevant reflection type in
Figure 7. To avoid the use of insufficient input variables, which would impede efficient
computation, only these five features were used to train the classifiers (next section), and
all others were discarded. The respective scores of the chosen feature set will be shown in
Section 3.2.

2.6. Classification of Damage Scenarios

With 84 different floor constructions for each of the three scenarios and two survey
lines measured, a data set of 504 B-scans was produced, from which the features mentioned
above were extracted. With this data, we trained the following four classifiers in standard
configuration (default parameters only), which are all included in the Scikit-Learn library.
The default parameters can be found in the respective documentation (e.g., default kernel
of SVM: radial basis function):

• Multinomial logistic regression (MLR)
• Random forest (RF)
• Support vector machine (SVM)
• Artificial neural network (ANN)

The ANN consisted of two hidden layers with five neurons each (according to the num-
ber of features). To get a statistical comparability of the accuracies achieved, a k = 20-fold
cross-validation was applied for all classifiers using the cross_val_score function from
Scikit-Learn. Here, the parameter cv (cross-validation generator) was defined with Shuf-
fleSplit(n_splits = 20, test_size = 0.2, random_state = 0) which produces 20 random splits of
training and test data sets with a size of 80% and 20%, respectively. All classifiers were
cross-validated with the same set of splits, which includes 20 consecutive training and test
procedures for each classifier. The results were then statistically evaluated (mean and stan-
dard deviation) and are shown in Section 3.2. However, before discussing the classification,
an impression of the collected data shall be given with exemplary measurement results
from the experiments.
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3. Results

3.1. Measurements at Modular Specimen

Figures 9 and 10 show the measurement results of all three scenarios at one respective
floor construction. The first covers the configuration of a 7 cm CT screed combined
with a 10 cm EPS insulation. The B-scans on top also contain text information about the
underlying moisture states of screed and insulation, as well as the performed neutron
probe measurement. All exemplary radar results were collected along survey line 1 (see
Figure 6).

Figure 9. Measurements at a 7 cm CT and 10 cm EPS floor construction for the scenarios: (a) Dry,
(b) damage insulation, and (c) damage screed. The bottom (d–f) shows the respective A-scan vector
plots for each B-scan (top).

According to the general assumption mentioned in Section 2.5.2, the dry measurement
in (a) has a homogeneous reflection pattern, whereas the two damage scenarios in (b) and
(c) present clear deviations at specific time-spans. For the insulation damage in (b), we
see amplitude changes in the second (RW2) and third (RW3) reflection around 2.5 ns to
3 ns, which come from the affected layer. Water added to EPS usually gathers inside the
insulation joints, and from there, it slowly penetrates the material. Therefore, the areas of
higher attenuation were located horizontally around the survey line’s center, where the
joint is crossed. These deviations become even clearer by considering the respective A-scan
feature vector plots below each B-scan. Compared to the relatively flat lines for the dry
measurement in (d), F2 (ARW2) particularly shows significant variations in (e), which is also
captured by an increased standard deviation (FB). These deviations are not immediately
recognizable in the B-scan, since the third reflection RW3 shows a more significant variance.
Insulation of 10 cm thickness usually developed two reflections, whereby the latter and
therefore third reflection was not covered by the used feature set. However, due to their
interference, RW2 also experienced a change in amplitude and is therefore suitable for
recognizing damage. Since the neutron probe is more sensitive to moisture closer to its
radiation source, a small amount of water inside the insulation is not sufficient to cause a
significant increase.

In the case of screed damage in (c), the water induces deviations which appear in
earlier time-spans, like in the direct wave DW or the first reflection RW1. As shown in
Figure 5, all screed samples were poured from above, which is why the DW experiences a
significant drop in its amplitude compared to other scenarios. ADW is especially sensitive to
superficial material properties and is therefore an appropriate feature to recognize flooding
damage. In this case, F4 being the ratio of ARW1 and ADW shows a high dynamic in (f).
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This is also because an unexpected reflection occurs at around 1.4 ns right after the direct
wave, which was not present in other scenarios. The reason could be a steep water gradient
providing a strong permittivity contrast and therefore a new reflector. This assumption is
supported by the highest NMR amplitude measured for the 7 cm CT among all screeds,
which was around 90 at the sample’s surface. The other screeds had values of around
60 and did not show an extra reflection (compare Figure 10). Here, the new reflection
at around 1.4 ns is interpreted as RW1, whereby the former RW1, originating from the
screed bottom, is then seen as RW2. After a decrease of ARW1 between A-scans 50 and 65, it
completely disappears between 70 and 80, causing a shift in reflection-counting. This leads
to dominant jumps for F2 and F4, which cause an increased standard deviation and support
the feature’s sensitivity for water-induced deviations. The neutron probe is also capable of
recognizing the increased moisture content with a difference of 4 digits compared to the
dry measurement.

Figure 10 gives another example of a 5 cm CA screed and 6 cm GW floor construction.
As before, the dry scenario in (a) shows a flat reflection pattern compared to notable
deviations in the second reflection caused by a damaged insulation (b). Like with EPS,
the water tended to accumulate in the joints between the GW plates and was slowly
absorbed by the material. In this case, it formed a stronger permittivity contrast on the
insulation’s bottom, which resulted in an increased reflection amplitude in the survey line’s
center (see Equation (2)). This gets especially clear by considering Figure 11, in which
parts of the GW insulation (measured by survey line 1) are shown. As all three plates were
flipped by 90 degrees, the bottom edge belongs to the insulation joint between quadrants
IV and I. The fact that only the first and lowest plate 1 shows marks of water ingress at this
specific edge underlines the explanation of a strong permittivity contrast, which forms a
thin reflector above the concrete plate. In this case, the neutron probe measures a slight
increase due to an overall lower depth of the setup.

Figure 10. Measurements at an 7 cm CA and 6 cm GW floor construction for the scenarios: (a) dry,
(b) damage insulation and (c) damage screed. The bottom (d–f) shows the respective A-scan vector
plots for each B-scan (top).

Another interesting difference to the example before can be seen in the damaged screed
scenario (c), which is even more representative for the whole measured data set. Like with
all other screeds (except the 7 cm CT) the induced moisture damages appear comparatively
homogeneous and do not show the expected deviations. This can be explained by an
evenly distributed moisture gradient throughout the whole sample. The most dominant
influence is the overall reduced amplitude for DW, RW1, and RW2, which becomes clear by
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comparing the dry scenario. However, it is not a clear indication for water without this prior
knowledge. Nevertheless, by considering the values of FA, FD and FE in (f), small increases
can be registered, which might be sufficient to recognize the damage by trained classifiers.
The validity of this statement shall be reviewed in the following section. Again, the screed
damage is more visible for the neutron probe than moisture in the insulation layer.

1 2 3 3
2
1

6 cm0 cm – 2 cm 2 cm – 4 cm 4 cm – 6 cm

Figure 11. Water ingress (dark dyeing) in the 6 cm GW insulation. The pictures show the respective
bottom of each used insulation plate (40 cm × 40 cm × 2 cm) in quadrant IV.

3.2. Damage Scenario Classification

Table 2 shows the achieved mean accuracies with the standard deviation of all trained
classifiers mentioned in Section 2.6. By using the features presented in Section 2.5, all
algorithms were capable of correctly recognizing 84.3% to 88.3% of the considered damage
scenarios, without further knowledge about the underlying material or layer thickness.
With regard to the broad variations considered in this data set, these accuracies are quite
satisfying. To provide a better understanding of the presented results, Figure 12 shows
confusion matrices containing each used classifier for the individual layer thicknesses of
insulation and screed.

For a perfect classification with 100% accuracy, all confusion matrix cells (entries)
except the main diagonal would be zero, which means that every scenario would have
been classified correctly. Knowing that, the highest deviation of that perfect case gets
immediately visible in Figure 12, which lies in the mid column of the top left matrix. It
shows that more than half of the measured scenarios with a damaged insulation of 2 cm
thickness were classified as dry. This can be explained by the low amount of water (around
0.5 L), that was necessary to cause relative humidities above 80%. Especially for GW and PS,
the inserted water was absorbed by the outer edges and did not penetrate into measured
areas. As a reference, Figure 13 again shows the flipped GW plate after the measurement
with no signs of water ingress on the bottom edge (insulation joint between quadrant IV
and I). Due to the significant number of unaffected B-scans, the classification results in
Table 2 also show the accuracies for the excluded 2 cm insulation. All classifiers achieved a
higher score and comparable standard deviations.

Table 2. Statistical comparison (k = 20-fold cross-validation) of the achieved accuracies for all
trained classifiers.

Classifier
Accuracy (%) Accuracy * (%)

Mean Std Mean Std

MLR 86.4 3.0 89,7 3.1
RF 88.3 3.7 92.2 2.6
SVM 84.3 3.3 86.6 3.9
ANN 88.2 3.6 93.5 2.5

* Cases with insulation depth of D = 2 cm excluded.
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Ins. D = 2 cm ^ Dry ^ Dmg. 
Insulation

^ Dmg. 
Screed Ins. D = 5 cm ^ Dry ^ Dmg. 

Insulation
^ Dmg. 
Screed

100,0% 0,0% 0,0% 100,0% 0,0% 0,0% MLR
100,0% 0,0% 0,0% 95,8% 4,2% 0,0% RF
100,0% 0,0% 0,0% 100,0% 0,0% 0,0% SVM
97,9% 2,1% 0,0% 100,0% 0,0% 0,0% ANN
55,3% 38,3% 6,4% 0,0% 100,0% 0,0%

53,2% 44,7% 2,1% 4,2% 95,8% 0,0%

59,6% 34,0% 6,4% 0,0% 100,0% 0,0%
44,7% 48,9% 6,4% 0,0% 100,0% 0,0%
12,5% 0,0% 87,5% 8,3% 0,0% 91,7%

6,3% 0,0% 93,8% 4,2% 0,0% 95,8%

16,7% 0,0% 83,3% 16,7% 0,0% 83,3%

2,1% 0,0% 97,9% 0,0% 0,0% 100,0%

Ins. D = 6 cm ^ Dry ^ Dmg. 
Insulation

^ Dmg. 
Screed Ins. D = 7 cm ^ Dry ^ Dmg. 

Insulation
^ Dmg. 
Screed

91,3% 8,7% 0,0% 78,3% 17,4% 4,3%

87,0% 8,7% 4,3% 91,3% 8,7% 0,0%

95,7% 4,3% 0,0% 87,0% 13,0% 0,0%

78,3% 21,7% 0,0% 78,3% 21,7% 0,0%

29,2% 70,8% 0,0% 0,0% 100,0% 0,0%

37,5% 62,5% 0,0% 4,3% 95,7% 0,0%

29,2% 70,8% 0,0% 0,0% 100,0% 0,0%

8,3% 91,7% 0,0% 8,3% 91,7% 0,0%

12,5% 4,2% 83,3% 8,3% 0,0% 91,7%

8,3% 0,0% 91,7% 4,2% 0,0% 95,8%

12,5% 4,2% 83,3% 8,3% 0,0% 91,7%

0,0% 0,0% 100,0% 0,0% 0,0% 100,0%

Ins. D = 10 cm ^ Dry ^ Dmg. 
Insulation

^ Dmg. 
Screed  Scr. D = 5 cm ^ Dry ^ Dmg. 

Insulation
^ Dmg. 
Screed

100,0% 0,0% 0,0% 91,1% 8,9% 0,0%

100,0% 0,0% 0,0% 96,4% 3,6% 0,0%

100,0% 0,0% 0,0% 92,9% 7,1% 0,0%

95,8% 0,0% 0,0% 85,7% 14,3% 0,0%

12,5% 87,5% 0,0% 23,2% 75,0% 1,8%

6,3% 93,8% 0,0% 35,7% 62,5% 1,8%

8,3% 91,7% 0,0% 25,0% 73,2% 1,8%

2,1% 97,9% 0,0% 19,6% 78,6% 1,8%

10,4% 0,0% 89,6% 23,2% 0,0% 76,8%

6,3% 0,0% 93,8% 16,1% 0,0% 83,9%

14,6% 0,0% 85,4% 23,2% 0,0% 76,8%

4,2% 0,0% 95,8% 5,4% 0,0% 94,6%

 Scr. D = 6 cm ^ Dry ^ Dmg. 
Insulation

^ Dmg. 
Screed  Scr. D = 7 cm ^ Dry ^ Dmg. 

Insulation
^ Dmg. 
Screed

100,0% 0,0% 0,0% 96,4% 1,8% 1,8%

100,0% 0,0% 0,0% 92,9% 5,4% 1,8%

100,0% 0,0% 0,0% 100,0% 0,0% 0,0%

96,3% 1,9% 1,9% 92,9% 7,1% 0,0%

27,3% 72,7% 0,0% 20,0% 76,4% 3,6%

20,0% 80,0% 0,0% 14,5% 85,5% 0,0%

23,6% 76,4% 0,0% 21,8% 74,5% 3,6%

10,9% 87,3% 1,8% 12,7% 85,5% 1,8%

0,0% 0,0% 100,0% 8,9% 1,8% 89,3%

0,0% 0,0% 100,0% 1,8% 0,0% 98,2%

0,0% 0,0% 100,0% 19,6% 1,8% 78,6%

0,0% 0,0% 100,0% 0,0% 0,0% 100,0%

ALL ^ Dry ^ Dmg. 
Insulation

^ Dmg. 
Screed

95,8% 3,6% 0,6%

96,4% 3,0% 0,6%

97,6% 2,4% 0,0%

91,6% 7,8% 0,6%

23,5% 74,7% 1,8%

23,5% 75,9% 0,6%

23,5% 74,7% 1,8%

14,5% 83,7% 1,8%

10,7% 0,6% 88,7%

6,0% 0,0% 94,0%

14,3% 0,6% 85,1%

1,8% 0,0% 98,2%

Dry

Dmg. 
Insulation

Dmg. 
Screed

Dmg. 
Screed

Dry

Dmg. 
Insulation

Dmg. 
Screed

Dmg. 
Insulation

Dry

Dmg. 
Insulation

Dmg. 
Screed

Dry

Dry

Dmg. 
Insulation

Dmg. 
Screed

Dry Dry

Dmg. 
Insulation

Dmg. 
Insulation

Dmg. 
Screed

Dmg. 
Screed

Dry Dry

Dmg. 
Insulation

Dmg. 
Insulation

Dmg. 
Screed

Dmg. 
Screed

Figure 12. Combined confusion matrices for the individual insulation (green) and screed (gray) thicknesses considered in
the experiment. The classifier’s accuracies within one cell are presented in the same order as in Table 2. Rows and columns
include the actual and the predicted (^) scenario, respectively. The blue confusion matrix summarizes the overall accuracies
for each scenario.
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1 2 cm
0 cm – 2 cm

1

Figure 13. Water ingress (dark dyeing) in the 2 cm GW insulation. The picture shows the bottom of
the used insulation plate (40 cm × 40 cm × 2 cm) in quadrant IV.

Additionally, for insulations of 6 cm thickness which only included GW and PS,
the respective confusion matrix contains 8.3% to 37.5% false-negatives for damaged insula-
tions. Since the GW of 6 cm already showed a measurable influence in Figures 10 and 11,
the wrongly classified scenarios are located in the PS data set. In fact, survey line 1 for
PS of 6 cm thickness presents a smooth reflection pattern, which is exemplarily shown in
Figure 14b). Unfortunately, the structure of PS did not allow referencing pictures like for
GW; however, the similarity between dry and damaged insulation suggests that no water
penetrated in the measured area.

Figure 14. Measurements at a 6 cm CT and 6 cm PS floor construction for the scenarios: (a) dry,
(b) damaged insulation, and (c) damaged screed. The bottom (d–f) shows the respective A-scan
vector plots for each B-scan (top).

In general, most of the wrong classifications are false-negatives, which are represented
by entries left of the main diagonals. Besides the mentioned reasons for damaged insula-
tions, the damaged screed scenario also shows around 5% to 20% of measurements that
were classified as dry in nearly every confusion matrix. With regard to the mostly homoge-
neous reflection patterns shown in Figures 10 and 14, these results are rather satisfying. It
shows that even the slight deviations in FA, FD and FE, as discussed in the previous section,
are mostly sufficient to recognize the considered screed damages.

Overall, the four used classifiers achieved similar accuracies in all matrix entries.
Only the damaged screed scenario reveals a more significant trend with a comparatively
poorly-performing SVM, while ANN shows the best results.
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Looking at the achieved scores of each extracted feature can give a better insight
into the data’s structure and their decisive components. Table 3 points out FB as the
best-performing feature, followed by FC and FA.

Table 3. Achieved scores of the applied B-scan features.

Feature Origin in A-Scan Score

FA ADW 0.61
FB ARW2 1.0
FC fRW2 0.95
FD ARW1/ADW 0.48
FE fRW1/ fDW 0.41

The reasons for these scores become clearer by considering the selected scatter plots in
Figure 15 with standardized values. Combining the best-performing, RW2-related features
FB and FC shows a good separation of the damaged insulation scenario with a broad
distribution of possible values. However, due to the discussed appearance of smooth
reflection patterns, the damaged screed is mostly indistinguishable from the dry scenario.
In this case, features regarding DW and RW1 are obviously more decisive, which can be
seen by a better separation in the middle and left scatter plot. However, the separation is not
that clear as for the damaged insulation with FB and FC, which explains the comparatively
lower scores. The blue outliers belong to the 7 cm CT screed shown in Figure 9, where the
extra reflector caused an unusually strong deviation in FD.

Figure 15. Scatter plots showing the feature combination of FB & FC (left), FB & FD (middle) and FD

& FE (right).

4. Discussion

The results show that the proposed method regarding the horizontal distribution of
specific A-scan features in one B-scan is suitable to classify moisture damages in unknown
floor constructions. In a data set of 504 B-scans covering 252 different experimental setups,
84.3% to 88.3% of the scenario’s dry, damaged insulation, and damaged screed were
recognized correctly by the trained classifiers. A closer investigation of the produced
false-negatives often revealed the measurement of undamaged areas which underlines the
method’s sensitivity and suggest even higher accuracies. In particular, the combination
of amplitude and frequency features covering all relevant reflections in the GPR signal
contributed to the successful results. Therefore, this study generally proposes an enhanced
use of multivariate data analysis when performing moisture measurements with GPR.

The presented method also worked well as a supporting procedure for the neutron
probe. In particular, moisture inside the insulation layer was mostly undetected by the sole
use of the radiation measurement, whereas GPR achieved a satisfying sensitivity.

Since the data set only contained laboratory measurements under controlled con-
ditions, the method still needs to be validated in practical on-site investigations of real
damage cases. Here, unknown parameters like an unstable layer thickness or obstructive
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floor heating pipes could lead to misinterpretations which might produce an increased
number of false-positive classifications. Upcoming works by the authors will address
these questions. If satisfying accuracies can be achieved, the method will be capable of
significantly reducing the need for destructive drilling cores to classify underlying damage
scenarios, and therefore cut the costs of renovations.

Further, potential optimizations could be investigated regarding the classifiers’ con-
figurations, since only default parameters have been used so far. In addition, the use of
deep learning (ANN) to automatically extract novel, relevant features out of radargrams
(b-scans as input parameter) can be examined with the obtained dataset.
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The following abbreviations are used in this manuscript:

ANN Artificial neural network
CA Anhydrite
CE Civil engineering
CT Cement
DAQ Data acquisition
GPR Ground penetrating radar
DW Direct Wave
EM Electromagnetic
EP Expanded polysterene
GW Glass wool
MLR Multinomial logistic regression
NMR Nuclear magnetic resonance
PS Perlites
R Receiver
RF Random forest
RW Reflection Wave
STFT Short-time Fourier transform
SVM Support vector machine
T Transmitter
XP Extruded polysterene
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Abstract: In this study, we introduce a novel method using longitudinal sound to detect underground
soil voids to inspect underwater bed property in terms of effective bulk modulus and effective
density of the material properties. The model was simulated in terms of layered material within a
monostatic detection configuration. The numerical model demonstrates the feasibility of detecting
an underground air void with a spatial resolution of about 0.5 λ and can differentiate a soil firmness
of about 5%. The proposed technique can overcome limitations imposed by conventional techniques
that use spacing-consuming sonar devices and suffer from low penetration depth and leakage of the
transverse sound wave propagating in an underground fluid environment.

Keywords: ultrasonic elastography; underground detection; soil inspection; underwater acoustics

1. Introduction

According to the US Geological Survey in 2014, the average cost of karst collapses
in the United States over the past 15 years is more than $300 million per year. The subsi-
dence from sinkhole collapse is especially highest in Florida, Texas, Alabama, Missouri,
Kentucky, Tennessee, and Pennsylvania. It is impossible to know when a catastrophic
sinkhole collapse occurs. However, it is possible to predict the occurrence of such likely
events. Sinkholes in karst terrain occur naturally and from anthropogenic activity, e.g.,
groundwater development, oil and gas drilling, surface loading, and urban expansion into
previously undeveloped sinkhole-prone areas and drought or precipitation extremes [1,2].
Most states with substantial damage attributed to karst sinkholes have public resources
documenting sinkholes and sinkhole density locations, except for Texas [3].

Hence, the appropriate geophysical methods to provide subsurface information are
crucial for the migration of catastrophic disasters due to subsidence or sinkholes. Non-
instructive tests or non-destructive (NDT) such as ground-penetrating radar (GPR) [4,5],
spectral analysis of surface waves (SASW) [6,7], multi-channel analysis of surface waves
(MASW) [8,9], and micro-tremor array measurement (MAM) [10,11] are useful methodolo-
gies to detect underground voids. They can provide 2D or 3D subsurface stiffness profiles
from the measurements at the ground surface. Each method has advantages and limitations.
For example, GPR can identify layering sites, but it cannot resolve material properties.
However, seismic methods SASW and MASW can resolve layer thickness and stiffness
of materials. These methods can be inserted into boreholes and can be used to measure
subsurface characteristics from the inside of a borehole. Accurate voids detection can be
appreciable. However, the softening process that occurs before the air voids formation was
not usually involved in the checklist for inspection. The density and mechanical properties

Appl. Sci. 2021, 11, 146. https://dx.doi.org/10.3390/app11010146 https://www.mdpi.com/journal/applsci177



Appl. Sci. 2021, 11, 146

undergo a clear decrease when the soil became soft. Unfortunately, those methods are
limited to provide more in-depth engineering information, such as soil type, strength,
stability, and so on [12].

Furthermore, these techniques do not resolve subsurface layering in the presence of
certain anomalies. Impedance contrasts, moisture, and cavities can affect different tests in
different ways. Ultrasonic techniques have been recently used to study the underwater
distribution in soil [13] and soil properties. Recently pulsed velocity ultrasound has been
used to detect hard objects in farmland [14]. However, most of these techniques require
close contact of the transducer with the soil.

Therefore, it is necessary to find an appropriate non-contact method for mapping
subsurface voids and monitoring the soil’s healthy in terms of mechanical properties
and density while providing material properties through the evaluation of geophysical
methods. Electromagnetic and seismic monitoring systems are the most commonly used
techniques to detect voids on land. To overcome the limitations in these methods, such as
compactness, low penetrate depth, and leakage of the transverse sound wave propagating
in underground fluid, we introduce a recently developed elastographic mapping technique.
The effective bulk modulus and effective density detection (EBME) [15] have been applied
to underground soil health monitoring and void detection in a compact monostatic setup.

2. Numerical Experiment Design

As Figure 1 shows, the typical underground is formatted in layers structure modeled
as ambient air, soil layer with and without voids, and an underlying rock layer. The
basic principle of the model employed in this work involves using low-frequency acoustic
waves to detect the soil’s effective density. It is based on the amplitude ratio of the
reflected wave between the soil layer and the underlying layer due to acoustic impedance
mismatch. The effective density can be presented in terms of an absolute value or a relative
scale estimated from the recently invented non-invasive imaging technique: effective
bulk modulus elastography (EBME) [15,16]. The previous studies used this technique to
distinguish different materials such as hard and soft materials and similar tissue phantoms
in terms of effective bulk modulus and effective density [15]. The application of EBME
showed that the unique technique could differentiate the various regions of 3D printed
plastic differing in density due to the air porosity introduced during the printing process
under various conditions of printing. One of the fabricated samples had five density zones
varying from 100% to 60%, which is similar to the varying packing density of porosity in
soil due to environmental conditions. The effective density imaging technique remotely
evaluated the absolute elastic values of the various regions with a maximum 6% error
in absolute density values [17]. The technique can be applied to the underlying layers
using acoustic radiation force to estimate the effective density in both lateral and axial
directions [17]. This work motivated us to use this technique to study the void formation
and the packing density in soil using a remote and rapid scanning technique applied to
characterize other material systems.
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Figure 1. Material model of the layers used for simulations.

2.1. Effective Bulk Modulus and Effective Density Calculation

Effective bulk modulus and Effective density in scanned imaging were calculated
as [15]:
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In the above equations, pe, p0, and p1 are, respectively, the highest amplitude of the
source pulse from the probe, the reflection of the wavefront back from the front interface of
the sample layer, and the second echo back from the interface between the target sample
layer and next material layer separately. pe was the maximum amplitude value of the
emission source. It was set in the software to 1 μPa on the absolute scale. p0 and p1 were
the maximum absolute values of the detected reflection signal amplitudes obtained from
the probe’s upper surface. The values were averaged from the ten linear distributed arrays
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on the probe line laterally. c is indicated the sound velocity from the time of flight in the
sample layer at the measured location, described as c = 2d/(t1 − t0), where t1 and t0, are
the first peak of the first and second echoes. d is the thickness of the target layer. Effective
density ρ is calculated from ρ = Z/c, where Z is the acoustic impedance of the sample at
the scanned location. The baseline impedance value was referred to in the previous layer is
Z0 = ρ0c0.

For the multiple layers of various materials:

pk =
Zn

Z0
(pe − sig(Z1 − Z0)|p0|)·

(
k

∏
i=2

ti−1,i

)
rk−1,k

(
k

∏
i=1

ti,i−1

)
, k = 1, 2, · · · , n. (3)

where the transmission and the reflection coefficients are ti−1,i = (2Zn)/(Zn−1 + Zn) and
rk−1,k = (Zn − Zn−1)/(Zn + Zn−1) the reflection coefficient at the interface between layer
(n − 1) and n. The reflection coefficient of the interface between the last layer and ambient
material is expressed as rk−1,0 = (Z0 − Zn−1)/(Zn−1 + Z0). n numbers of Zn values are
obtained by solving n numbers of Equation (2) for the n numbers of layers in the samples.
The effective density values are expressed as ρn = Znc−1

n .

2.2. Numerical Modeling

The numerical simulations were performed using COMSOL Multiphysics. The geom-
etry was designed in two-dimension to reduce computational time. The whole detected
region was eight meters in length and 4 m wide, including a 1.5 m layer of air thickness
between the probe and soil. We also consider 2 m of the rocky layer under the thick layer
of soil. The physical properties of the regular soil layer were defined as c = 800 m/s and
ρ = 2000 kg/m3, the rock layer was presumed to have c = 2000 m/s and ρ = 3000 kg/m3.
The room temperature speed of sound in the air was considered to be c = 342 m/s and
density as ρ = 1.225 kg/m3. The physical properties of air and rock layers were provided
by the built-in materials library in COMSOL Multiphysics software. The parameters related
to soil properties were used from the literature [18,19]. The soft-soil was defined to exhibit
a 5% reduction in the speed of sound and its density compared to regular soil. We also
considered that the softer soil had a 5% decrease in the speed of sound and density from the
soft soil. The time-dependent wave equation was simulated with a general pulse form with
its pulse function expressed as sin(ω0t)e− f0(t−3T0)

2
, where ω0 was the angular frequency

of the pulse at the operating frequency f0 (2000 Hz), and T0 = 1/ f0 is the time period. t
was the time interval over which the event was simulated. The time window used for the
estimation of the wave propagation was 480T0.

Each of the simulated model illustrated in Figure 2 shows the geometrical configura-
tion used in this study, which were considered to be 2.05 m tall (in the vertical direction)
and 1 m wide (in the horizontal direction). The top probe was 0.05 m-thick and 0.5 m-wide.
The rest of the 2 m region was generally separated into three major zones. From top to
bottom, the air ambient layer was 0.15 m thick. The major soil zone thickness was 1.6 m,
which had a 0.25 m rock layer under it. For the cases of soft soil, softer soil, and air void
existing in Figure 2B–D, the center of the anomalous regions located at the center of the
soil layer. Figure 2B,C, show that the soft soil and softer soil regions were 0.8 m wide and
0.5 m thick. In Figure 2D, the air void was a circle with 0.05 m in diameter.

180



Appl. Sci. 2021, 11, 146

Figure 2. Sound wave propagation through air, soil and rocky layers in four different cases. The
red and blue color scale indicated the positive and negative amplitude of the sound wave pressure.
Case (A): healthy soil. Case (B): healthy soil with 5% properties reduction for the soft soil region.
Case (C): healthy soil with a softer soil region with 5% lower values compared to the soft soil in (B).
(D): healthy soil with a small internal air void. The size of the air void is smaller than the sound
wavelength.
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3. Results and Discussion

A finite element analysis-based numerical simulation was performed to simulate the
feasibility of using effective density detection in determining soil voids and the overall
density of the porous soil. The simulation was used to visualize the transient sound wave
propagation in the four soil with different conditions. As Figure 2 shows, the models of the
initial study were categorized into healthy soil (A), soil with a region of soft soil Figure 2B,
soil with a region of softer soil Figure 2C, and healthy soil with an internal small air gap
(of about 0.5 λ in size) Figure 2D. In the axial propagation of the wave in the detection
setup, the low-frequency sound wave pulse has a small amplitude reflection at the interface
between Air and soil layers. In the soil layers, the sound wave propagation was delayed in
the case of Figure 2B,C comparing with healthy soil (A). Moreover, in the case of Figure 2D,
the small air void caused a scattering effect on the propagating wave without any clear
temporal delay. The sound wave was reflected back into the transducer with a larger
amplitude at the interface between the soil layer and the rock layer under it. The reflected
wave propagated in the opposite direction of the wave emission direction. The backward
trip of the wave undergoes another temporal delay in the case of Figure 2B,C, and once
scattering effect in case (D). By measuring the reflected signal pressure over a roundtrip
propagation of the wave, a significant difference was found between the four cases, as
shown in Figure 3.

Figure 3. (A) Temporal reflected signal collected at the surface of the probe in all four
cases mentioned in Figure 2. “No cavity” was the healthy soil condition in case (A). “One
cavity” indicated the soil with a small air void in case (D). “Soft soil” was the case (B),
which has a soft soil zone in the soil layer, which has similar properties. “Softer soil” was
the case (C), which has a soft soil zone in the soil layer which has dissimilar properties.
The time window width was 6 ms. The wave completed a roundtrip in the simulated
model in the calculated time length. (B) was the zoomed-in view between 0.4 ms and
1.8 ms. (C) was the zoomed-in view between 2 ms and 4 ms. (D) was the zoomed-in view
between 4.125 ms and 5 ms.
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In Figure 3, Figure 3A shows the entire range of the temporal response of the prop-
agating wave. Figure 3B–D shows the zoomed-in response from the various temporal
regions plotted in Figure 3A. Figure 3B shows that the echoes from the two reflections can
be expected from the interface between the air and soil and its second roundtrip envelope.
Figure 3C depicts the zoomed-in time window, and the propagation of the wave occurs
within the soil layer’s internal region. No reflection pulse can be observed from the healthy
soil line. The first and third echo on the green line occurred from the front and back inter-
face between softer soil and healthy soil. The second and fourth pulses were the second
roundtrip of the first and third reflection that occurred inside the softer soil cavity. The
only two visible reflections on the soft soil were the echo from the two mismatch interface
around the anomalous zone and occurred along the direction of the propagating wave.
The red line has two lower amplitude echoes occurring from the air cavity’s front and back
interface on the wave propagation direction. In Figure 3D, there were three major reflection
envelopes on each line. The first echo was reflected from the rocky layer’s front interface,
and the second echo was from the back boundary of the rock layer. The third reflection
envelope occurred from the back surface and underwent a roundtrip internally within the
rocky layer.

Figure 3A showed the temporal measurement of the reflected sound wave at the probe
surface regarding the normalized sound pressure for all the four proposed cases. Before
2 ms, the sound wave has experienced the same media, and the first two echo were reflected
at the interface between air and soil layers due to acoustic impedance mismatch. Between
2 ms and 4 ms, the temporal signal’s zoomed-in view shows the reflections from the soft
soil, softer soil, and air void in case Figure 3B–D compared to the normal soil (“No cavity”).
The larger echo amplitude in case Figure 3C was due to the larger difference between
the density and speed of sound properties in softer soil and healthy soil. The difference
between the density and speed of sound in soft soil in case (Figure 3B) and healthy soil
is smaller comparing with case Figure 3C (softer soil), which led to a smaller amplitude
reflected echoes. The red dotted trace showed the two small symmetric reflection envelopes
from the air void, as shown in Figure 3D. The air void’s axial size could be estimated from
the temporal distance between the highest peak of the two small symmetric reflection
envelopes.

Figure 3D shows the signal between 4.125 ms and 5 ms, which indicated the reflected
wave from the interface between the soil and rock layers. As the sound wave in the four
cases experiences different soil conditions during the two roundtrip propagation, the
reflection from the interface between the soil and rock layers shows a clear time difference
between the cases. Comparing Figure 3A, which is for healthy soil, and Figure 3D with
one small air void, the reflected wave does not have any time delay for the arrival pulse.
The attenuated amplitude of the signal in case Figure 3D was affected by the scattering
due to the small air void. Due to slightly lower density and speed of sound in the soil’s
temperate region, the reflected wave in the case, Figure 3B, had a small amount of time
delay compared to the healthy soil. When the decreased density and sound velocity values
occurred more in the soft soil zone, the time delay between the soil with and without the
soft region was larger, as illustrated in Figure 3C.

From the temporal waveform in terms of pressure, as shown in Figure 3, the calculated
relative density and effective bulk modulus values in healthy soil were normalized to 1.
In the case of Figure 3B, the effective bulk modulus decreased to 0.923, and the effective
density value of the soil layer reduced to 0.984. In the case of C, the effective bulk modulus
decreased to 0.907, and the effective density value of the soil layer was lowered to 0.962.
In the case of D, the effective bulk modulus decreased to 0.985, and the effective density
value of the soil went down to 0.985. As the listed equations indicated, the amount of
reflection time delay back from the rock layer provides a larger effect on the estimated
effective bulk modulus and density values than the echo amplitude difference since sound
speed is a square term in the equation. However, in Figure 3D, since the rock layer interface
echo does not have a clear time delay in the measurement, the effective bulk modulus
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and effective density value decreased linearly by a small amount based on a decrease of
the echo amplitude due to the scattering effect. In the numerical simulation, the defined
media was not dispersive. In reality, the dispersion [20,21] may be introduced by the
nonuniform soil status. In a highly dispersive medium, the frequency components in a
broadband acoustic pulse have different speed of sound (phase velocity). This dispersion
would elongate the pulse width and modify the velocity of the acoustic pulses. For an
accurate estimation of the effective bulk modulus and effective density values, the single
frequency component phase velocity should be considered and used in place of the speed
of sound value from the pulse envelope.

Unlike the existing seismic methods of soil void detecting techniques, EBME uses a
monostatic low-frequency sound wave to estimate the effective bulk modulus and effective
density over the entire soil layer’s depth in the effective area as large as the sound probe
beyond the long-wavelength limit. The technique can monitor the soil’s health in terms of
relative content of air, water (effective elasticity), and foreign objects (Appendix A). The
significant advantage of the EBME void detection is the requirement of compact equipment
set up on the ground. Almost all the existing sonic soil void detecting techniques use a
bistatic setup. To place the emission source and receiver on the ground required more space.
Some techniques require either sound wave emission source array or detector array on the
ground, which the preparation is time-consuming. In addition, the alignment of the array
is important to obtain accurate results. The non-flat ground condition would introduce non-
negligible uncertainty to the detection. Since the EBME technique uses a high penetrating
low-frequency sound wave, the probe is not necessary to contact the ground. The air layer
between the probe surface and soil does not decrease the signal-to-noise ratio a lot. In this
way, the limitation from the non-flat ground surface condition could be overcome. A sound
wave array system would be preferred as it provides a 2D surface scan. Using EBME, the 2D
surface scan could be carried out through a raster scan since it is independent of the ground
surface condition and does not require any contact with the ground surface. Most seismic
methods apply transversal mode sound wave or radiational stress, which approaches a
limitation of wave propagation in the fluid such as underground water. Since most fluids
do not have a shear modulus to transmit transverse mode vibration, the existing seismic
methods have difficulty determining the underground structure and properties once the
underground water layer exists. The EBME technique uses longitudinal mode wave, which
can propagate in both solid and fluid media to overcome the limitation of the underground
fluid propagation issue compared to existing seismic methods. Ground-penetrating radar
is another non-destructive method in soil void detection. The radar emitted an MHz
microwave into the soil and collecting reflection. Since the electromagnetic wave has a
shorter wavelength, the resolution of ground penetrating radar is usually appreciable.
However, the increased resolution by small wavelength introduces large noise as a tradeoff.
The wavelength of the low-frequency EBME technique can minimize noise since it is
employing a long-wavelength sound. Instead of using a long-wavelength sound wave to
detect the comparable size of soil void, the EBME technique uses a relatively scaled effective
bulk modulus and effective density to estimate the volume fraction of the void inside the
soil by using a rapid non-contact raster scan. Once the porous soil’s target area was
determined, a higher frequency sound wave detector [22], acoustic lens/collimator [23–26],
or electromagnetic radar could be applied in the region to find detailed information of the
specific voids for further interest. This work showed the initial feasibility of underground
acoustic detection. Real experiments will be further performed as future works in the lab
scaled-down condition and further in real condition with the influence factors studies such
as vegetation on the ground surface and unknown solid objects in the soil layer.

4. Conclusions

This study proposed a novel method to detect underground soil voids and monitor
the soil healthy in terms of effective bulk modulus and effective density demonstrated
by numerical simulation. The technique can detect about 0.5 λ size air void in soil and
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5% reduction in soil density due to the decrease in the measured effective bulk modulus
and density compared to a healthy reference soil. The proposed technique would pro-
vide better penetration depth than electromagnetic methods, more compactness than the
multi-detectors array systems, and better resolution than conventional sonic techniques.
Compared to surface wave and shear wave techniques, this study’s novel method can
overcome the limitation of non-guided propagation of the transverse wave in underground
water or other fluid.
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Appendix A

Figure A1. (A–D) Various time points of an additional case with steel block embedded into the soil
layer, which could be clearly recognized. (E) Time of flight signal of the case.
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Wybrzeże Wyspiańskiego 27, 50-370 Wroclaw, Poland; anna.hola@pwr.edu.pl
* Correspondence: lukasz.sadowski@pwr.edu.pl

Received: 28 August 2020; Accepted: 29 September 2020; Published: 2 October 2020

Abstract: The paper presents the results of the verification of the neural method for assessing the
humidity of saline brick walls. The method was previously developed by the authors and can
be useful for the nondestructive assessment of the humidity of walls in historic buildings when
destructive intervention during testing is not possible due to conservation restrictions. However,
before being implemented in construction practice, this method requires validation by verification
on other historic buildings, which to date has not been done. The paper presents the results of such
verification, which has never been carried out before, and thus extends the scope of knowledge
related to the issue. For experimental verification of the artificial neural network (ANN), the results
of moisture tests of two selected historic buildings, other than those used for ANN learning and
testing processes, were used. An artificial unidirectional multilayer neural network with backward
error propagation and the algorithm for learning conjugate gradient (CG) was found to be useful for
this purpose. The obtained satisfactory value of the linear correlation coefficient R of 0.807 and low
average absolute error |Δf| of 1.16% confirms this statement. The values of average relative error |RE|
of 19.02%, which were obtained in this research, were not very high for an in-situ study. Moreover,
the relative error values |RE|were mostly in the range of 15% to 25%.

Keywords: historic buildings; brick walls; nondestructive testing; artificial neural networks

1. Introduction

The problem of excessive moisture in brick walls usually concerns old buildings that have been
used for several dozen years or more [1–6]. A special group of such old buildings concerns those
that are included in the register of monuments and those that are subjected to special conservation
protection. The building owners’ duties include their proper maintenance and preservation; however,
all works interfering with the historic tissue require prior permission from conservation authorities [7].

In the objects in question, the reason for excessive moisture is most often the lack of moisture
insulation, the effect of which is the direct contact of the wall with the ground. Due to this, the water
molecules contained in the ground—along with the salts dissolved in them—gradually penetrate into
the wall’s components, in turn moisturizing and salting it. The level of dampness and salinity of
walls in such buildings usually significantly exceeds the permissible levels determined on the basis of
classifications commonly accepted in technical literature [2–6], which are presented in Figure 1.
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Figure 1. Classification of the moisture (a) and salinity (b) of brick walls (based on [8–14]).

The effect of long-term excessive moisture and salinity in a wall is its susceptibility to frost
destruction over time and the falling off of plaster. This is followed by the chipping of brick and mortar
fragments, which gradually reduces the wall’s cross-section and decreases its strength.

In order to stop the above-mentioned destructive processes, it is first of all necessary to perform
tests aimed at determining the amount and causes of the moisture. Of all the known methods for testing
the humidity of brick walls, the most reliable results are obtained when using the destructive direct
gravimetric method [11]. It allows the moisture value to be determined on the surface of the tested
partition, as well as in its thickness. When using it, however, it is necessary to collect in-situ samples of
material for laboratory tests. In the case of historic buildings, masonry sampling for moisture testing is
only possible to a very limited extent. Paper [12] highlights the fact that destructive methods are not
suitable for historical buildings of great architectural significance and also that nondestructive testing
methods play an important role in the diagnostics of these buildings.

Of the nondestructive methods, electrical methods such as the dielectric, resistance, and microwave
methods are considered to be very useful and are commonly used for testing brick wall moisture [15–18].
When conducting tests using these methods, it is not the humidity that is directly measured but
instead a different physical feature of the wall. The value of this feature is affected by the water that is
contained in the wall. Therefore, in the dielectric method the phenomenon of changing the dielectric
constant of the tested material due to moisture is used; in the resistance method the change in material
resistance depends on the amount of water it contains; while in the microwave method the attenuation
of microwaves passing through moist material is measured.

The measurement result when using these methods is the unnamed parameter X. Therefore, in
order to determine the moisture value, it is necessary to scale the apparatus on the tested object and
determine the correlation relationship Um-X, in which Um usually means mass humidity. For this
purpose, a specified number of moist masonry samples should be taken, and their mass humidity
should be determined using the gravimetric method. The obtained humidity values should then be
correlated with the corresponding readings of the meter that was used for the testing. A lack of consent
of conservator services for taking samples often results in the skipping of the scaling procedure, and
instead the results of scaling that were conducted by the apparatus manufacturer are being used. It is
usually made on the basis of testing moist masonry samples that contain water without soluble salts,
whereas in moist brick masonry, walls of existing objects such salts are present. As was shown in [19],
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their content significantly affects the results of tests that were obtained using electrical methods and
also causes the overstatement of the estimated humidity value when compared to the actual value. In
order to eliminate troublesome scaling of the apparatus on the examined object, it was proposed to
use the possibilities offered by artificial intelligence. Nowadays, artificial intelligence is extensively
used when predicting humidity values in various parts of buildings made of brick. The authors of
works [20–22] recently determined the compressive strength of brick–mortar masonry based on neural
networks, neuro-fuzzy inference systems, and nondestructive tests. The authors of work [23] employed
support vector machines, neural networks, and Gaussian Naïve Bayes techniques for the evaluation of
damage in a turn-of-the-century, six-story building with timber frames and masonry walls. The authors
of work [24] used mobile deep learning for damage detection of historic masonry buildings. Another
attempt to classify the damage of masonry historic structures based on convolutional neural networks
and still images was presented in [25]. Convolutional neural networks were also used in [26,27] for the
prediction and metamodeling of the hygrothermal behavior and performance of building components.
In [28], a method based on numerical experiments for the identification of the thermal resistance of
exterior walls of buildings was presented. However, there is still a lack of research that aims to use
artificial neural networks and nondestructive methods to assess the humidity of saline brick walls in
historic buildings.

This is why the authors of this publication, based on experimental research and numerical analysis,
have developed a nondestructive neural method of assessing the humidity of saline brick walls in
historic buildings, which is described in detail in [29]. This method is based on the use of artificial
neural networks that are learned and tested on a data set built for this purpose. However, this method
requires validation by verification on other historic buildings. This has not been done before and
can be seen to be necessary before implementing it in construction practice. This issue is currently
the subject of research, and the purpose of this work is to present the first results of such verification
carried out on two historic buildings selected for this purpose. As mentioned before, such verification
has not been done to date and is therefore a new contribution to the knowledge related to the issue.

2. Description of the Previously Developed Nondestructive Method for Assessing the Humidity
of Saline Brick Walls in Historical Buildings

As described in [29], data collection was obtained on the basis of research of in-situ brick walls of
several selected historic buildings from various historical periods from the 14th to 19th centuries. The
tests were carried out in several hundred places. The data set, which is fully available in [29], therefore
included several hundred sets of test results, each of which consists of six parameters. Two basic
dimensionless parameters, XD and XM, describing the moisture of the wall, were determined using
nondestructive, dielectric (Gann Hydromette Uni 2 meter with an active ball probe) and microwave
(Trotec T 600 meter) methods. The use of the resistance method for testing was abandoned because its
use in historic buildings is practically impossible due to the need to drill small holes in a wall for the
proper application of the measuring head, which conservation services often do not agree to. The three
auxiliary parameters A, C, and S, describing the molar concentration of nitrate, chloride, and sulphate
salts harmful to the wall, were determined using the semi-quantitative method. However, the sixth
parameter, Um, describing the actual mass moisture of the wall, and which is needed to teach artificial
neural networks, was determined using the gravimetric method with the use of a laboratory dryer. As
a result of numerical analysis, the type and structure of neural networks were selected, as shown in
Figure 2.

189



Appl. Sci. 2020, 10, 6926

Figure 2. Structure of the artificial neural network used in [29].

Figure 3 shows the relationship between the real mass humidity Um obtained by the gravimetric
method and the Umc humidity that was identified using an artificial neural network with the structure
shown in Figure 2. Figure 3a shows this relationship in the learning process, while Figure 3b shows this
relationship in the testing process. Figure 3a shows that the network correctly maps learning data and
accurately identifies test data. This is demonstrated by the location of the points along the regression
line, which corresponds to the ideal mapping, as well as the high values of the linear correlation
coefficient R, which are 0.919 and 0.928, respectively, for the learning and testing process.

Figure 3. The relationship between the mass humidity, obtained using the gravimetric method, and
humidity, which was identified by the network for the process of: (a) learning and (b) testing (based on
the results presented in [29]).

The obtained satisfactory learning and testing results of the above-mentioned network indicate
the possibility of a wider use of the developed method of the noninvasive assessment of the humidity
of saline brick walls. This method seems to be very useful, especially in the case of historical buildings,
where destructive interference during humidity and salinity tests should be kept to a minimum due to
conservation restrictions [30–33].
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3. Test Results Used to Verify the ANN Model

In order to carry out the experimental verification of the aforementioned artificial neural network,
in-situ brick wall moisture tests were carried out on two historic buildings erected at the end of the
19th century, for which full ceramic brick and lime mortar were used. The research was carried out in
autumn during cloudy days with no wind, sun, or rain. The outside air humidity was around 75% and
the temperature was about 16 ◦C. The indoor relative humidity was 85% ± 5% and the air temperature
was 18 ◦C ± 3 ◦C.

Figures 4 and 5 present photos from the examined objects. In turn, the characteristics of the objects
are given in Table 1. In the case of both buildings, traces of moisture are clearly visible on their walls,
and the height of the capillary water fringe reaches over 100 cm above the ground level.

Figure 4. Photographs of selected fragments of a former farm building in Katy Wroclawskie.

Figure 5. Pictures of selected fragments of the Redemptorist monastery in Wroclaw.
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Table 1. Characteristics of the facilities where the tests were conducted for the purpose of verifying the
artificial neural network.

Description of the Object

OBJECT NO. 1

Name, location post-farm building,
Katy Wroclawskie, Poland

Date of construction end of the nineteenth century

Description of the object

� erected on a rectangular plan with dimensions of 55.0 m × 10.0 m
� the building has no basement, has two floors above ground, and a barren

attic covered by a steep gable roof
� served as an economic function for farm buildings; currently has a

residential and service function

Place of measurement
� brick basement walls
� wall thickness in the range of 51 cm to 64 cm

OBJECT NO. 2

Name, location Redemptorist monastery,
Wroclaw, Poland

Date of construction end of the nineteenth century

Description of the object

� erected on a rectangular plan with dimensions of 27.0 m × ~17.0 m
� basement, two floors above ground, and a usable attic covered with a steep

gable roof

Place of measurement
� brick walls of the basement—external and internal
� wall thickness in the range of 55 cm to 75 cm

Table 2 contains a set of data consisting of 15 sets of results, which were obtained on the basis of the
tests of the historic buildings described above. Sets 1 to 7 were obtained from the post-farm building
in Katy Wroclawskie and sets 8 to 15 from the monastery building in Wroclaw. As with previous
studies [29], each set of results included two dimensionless parameters XD and XM, determined
nondestructively using the dielectric (with the use of the Gann Hydromette Uni 2 meter with an
active ball probe) and microwave (with the use of the Trotec T 600 meter) methods, respectively; three
parameters A, C, and S, describing the molar concentrations of nitrate, chloride, and sulfate salts in
walls, determined using the semi-quantitative method; as well as the Um parameter obtained using the
gravimetric method (with the use of a laboratory dryer), describing the actual mass humidity of the
wall (in%). The samples were dried at a temperature of + 105 ◦C ± 1 ◦C.
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Table 2. Test results of sets prepared for experimental verification of the artificial neural network.

Data set
no.
[-]

Height of the
Measuring
Point above

Ground/Floor
Level [cm]

Indication
of the

Dielectric
Meter
XD [-]

Indication
of the

Microwave
Meter
XM [-]

Salt
Concentration

in the Wall
A [%]

Salt
Concentration

in the Wall
C [%]

Salt
Concentration

in the Wall
S [%]

Real Mass
Humidity of

the Wall
Um [%]

1 100 135.00 58.40 0.04 0.20 0.10 8.32

2 50 137.10 68.30 0.45 0.50 0.01 9.75

3 15 130.00 72.50 0.50 0.20 0.30 6.87

4 100 89.70 47.20 0.35 1.20 0.25 4.57

5 100 89.30 35.80 0.02 0.20 0.00 5.50

6 15 39.80 30.60 0.03 0.40 0.00 3.00

7 10 133.60 73.40 0.50 0.45 0.50 7.21

8 10 134.00 23.10 0.29 0.35 0.50 6.18

9 50 104.00 35.70 0.22 0.45 0.05 4.00

10 100 78.00 39.60 0.42 0.30 0.00 4.95

11 50 87.60 31.00 0.03 0.30 0.01 4.17

12 100 129.90 49.60 0.03 0.20 0.03 7.14

13 100 34.60 24.10 0.10 0.25 0.03 2.01

14 50 100.24 39.50 0.23 0.33 0.16 5.09

15 10 111.06 51.16 0.27 0.44 0.21 6.43

Table 3 summarizes selected statistical characteristics of the obtained test results.

Table 3. List of selected statistical characteristics of parameters.

Name and Symbol of the Characteristic
Parameter Symbol

XD [-] XM [-] A [%] C [%] S [%] Um [%]

Average value xi 34.60 23.10 0.02 0.20 0.00 2.01

Maximum value xmax 137.10 73.40 0.50 1.20 0.50 9.75

Minimum value xmin 102.26 45.33 0.23 0.38 0.14 5.68

Standard deviation Sx 32.15 16.12 0.18 0.24 0.17 1.97

4. Verification of the Artificial Neural Network

The results of the experimental verification of an unidirectional multilayer neural network (with
back error propagation, the conjugate gradient algorithm (CG), and the number of hidden layer neurons
equal to 3), which was previously taught and tested based on the results of the research presented
in [29], are presented below. A total of 15 result sets were accepted for verification. This network
generated a mass humidity value Umc at each point. These values were compared with the actual Um

values obtained experimentally using the gravimetric method.
Figure 6 shows the relationship between Um humidity obtained on the basis of gravimetric tests

and Umc humidity identified by the network for the experimental verification process. The obtained
results show that the artificial neural network correctly mapped the verification data. This is evidenced
by the location of points along the regression line, which correspond to the ideal mapping, and also the
satisfactory value of the linear correlation coefficient R equal to 0.807.
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Figure 6. Relationship between Um mass humidity obtained on the basis of gravimetric tests and Umc

humidity identified by the neural network for experimental verification.

Table 4 presents a comparative comparison of the Um and Umc humidity values determined using
the gravimetric method and by means of the artificial neural network, respectively.

The results of the experimental verification presented in Table 3 indicate the correct identification
of validation data. This is evidenced by the low average absolute error |Δf| value of 1.16% and the
average relative error |RE| of 19.02% (not very high for an in-situ study). It is also worth noting that the
average Umc humidity value of 5.59% identified by the ANN is close to the Um humidity value of 5.68%
obtained by means of a test using the gravimetric method. According to the authors, the obtained
results can be considered satisfactory.

Table 4. Comparative list of selected Um and Umc humidity values determined using the gravimetric
method and artificial neural network, respectively.

Designation of Measuring Points

Moisture Content
Obtained during Tests
Using the Gravimetric

Method

Moisture Content
Identified by the

ANN

Absolute
Error

Relative
Error

Um Umc |Δf| |RE|

% % % %

1 8.32 10.49 2.17 20.71

2 9.75 7.77 1.98 25.46

3 6.87 5.25 1.62 30.82

4 4.57 5.67 1.10 19.40

5 5.50 4.72 0.78 16.42

6 3.00 2.67 0.33 12.53

7 7.21 5.68 1.53 26.93

8 6.18 5.34 0.84 15.80

9 4.00 4.04 0.04 0.87

10 4.95 4.93 0.02 0.31

11 4.17 3.25 0.92 28.25

12 7.14 10.41 3.27 31.43

13 2.01 2.45 0.44 18.03

14 5.09 5.16 1.01 17.38

15 6.43 5.95 1.29 21.01

Mean value 5.68 5.59 1.16 19.02
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Figure 7 presents the relative error histogram |RE| of Um mass humidity obtained using the
gravimetric method, as well as the Umc humidity identified by means of an artificial neural network
for experimental verification. The figure also shows that the relative error values |RE| are mostly in the
range of 15% to 25%, which indicates a satisfactory distribution of the obtained results.

Figure 7. Relative error histogram |RE| of Um mass humidity obtained using the gravimetric method, as
well as Umc humidity identified by means of an artificial neural network for experimental verification
(red curve shows the perfect fit for the normal distribution of the relative error).

5. Conclusions

Based on the research and analysis carried out to verify the neural method of assessing the humidity
of saline brick walls, which was previously developed by the authors, the following conclusions can
be drawn:

- It was shown that it is possible to reliably assess the humidity of a saline brick wall using an
artificial neural network with a properly selected structure and learning algorithm on the basis of
parameters assessed using the nondestructive dielectric and microwave methods.

- An artificial unidirectional multilayer neural network with backward error propagation and the
algorithm for learning conjugate gradient (CG) is predisposed for this purpose. The obtained
satisfactory value of the linear correlation coefficient R of 0.807 confirms this statement.

- The correct identification of validation data was evidenced by the low average absolute error |Δf|
value of 1.16% and the average relative error |RE| of 19.02% (not very high for an in-situ study).
Moreover, the relative error values |RE|were mostly in the range of 15% to 25%.

- The average Umc humidity value of 5.59% identified by the ANN was very close to the Um

humidity value of 5.68% obtained by means of a test using the gravimetric method.

Further verification work is currently underway. This paper presents the results obtained to date,
which are based on the results of testing two buildings. Ultimately, the group of buildings that will be
used for verification purposes will be more numerous.
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Abstract: Building inspection systems are essential to optimise building maintenance. In the context
of developing a global building inspection system, the lack of an expeditious tool to identify defects
and their urgency of repair was detected. This study intends to propose an atlas of defects applicable
to several types of building elements/materials, simplifying issues associated with the diagnosis of
building pathology. A database was devised using previously developed components of the global
inspection system: the classification list of defects and the urgency of repair parameters. Such a
database was structured using several pages, each one with tables organised according to types of
defects, building elements/materials and levels of urgency of repair (five-level scale—0–4). The atlas
of defects has 38 pages in total, each for a different type of defect. The levels of urgency of repair
are illustrated with photographs and described with concise classification criteria. Not all levels
of urgency of repair apply to all defect–building element/material combinations; levels 1, 2 and 3
are those most often considered. The proposed atlas of defects is an innovative approach, useful to
assist surveyors during technical inspections of buildings, whose concept may be adapted to other
inspection systems.

Keywords: building defects; building diagnosis; building envelope; building inspection system;
urgency of repair

1. Introduction

1.1. Background, Problem and Purpose

The built environment has a central position in the pathway to achieve a sustainable
development [1]. Several issues may be key in this context, such as urban and spatial planning,
energy use, greening, material selection, design strategies, thermal comfort and indoor air quality.
Additionally, building maintenance has a relevant role. Maintenance strategies, if well planned,
prolong the service life of buildings, hence contributing to their constant reuse, reducing the need for
new buildings and decreasing construction and demolition waste. A global reduction of consumption
of resources is thus possible through effective building maintenance.

Building maintenance plans should include a combination of proactive (preventive or predictive)
and reactive strategies [2]. Nevertheless, proactive strategies are preferred, as reactive maintenance
tends to result from more severe damage to buildings, thus involving higher costs. Although predictive
proactive strategies are those that depend the most on building inspection, to assess the real state of
building elements, all strategies benefit from building inspections in some way [3,4]. In this context,
inspection results are paramount, as they are used to determine the type and boundaries of repair
actions, thus influencing the efficiency of those actions and global costs. To make inspection procedures
as unbiased as possible, they have to be systematised in order to increase objectivity and improve
the diagnosis results. That is the role of building inspection systems. If such systems are adopted,
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procedures are standardised, the collection of information is organised, the technical language is
homogenised, communication is improved, inspection activities become more agile and the whole
process becomes less dependent on the surveyors’ knowledge and experience [5]. First and foremost,
the inspection results will be more reliable.

The architecture of building inspection systems should include methods to quantify the severity
of degradation and the urgency of repair of building elements, as they are associated with maintenance
optimisation [6–8]. The quantification of the degree of deterioration of building elements allows
prioritising interventions [9] to comply with functional requirements at a minimal cost [10].

While systematising the knowledge on building pathology, a research team from Instituto Superior
Técnico (IST), University of Lisbon (UL), developed a set of expert inspection systems, each one
referring to a specific type of building element/material. These systems include classification lists
of defects, their causes, diagnosis methods and repair techniques, as well as correlation matrices
between defects and the other items. However, building inspections are not usually focused on a
single type of building element/material, considering the building as a whole instead. So, surveyors
would have to use different inspection systems to assess the real condition of different types of
building elements/materials. To pragmatically tackle this issue, a global building inspection system is
under development at IST–UL based on the individual inspection systems (Table 1). The harmonised
classification lists of the global system, referring to defects, their causes, diagnosis methods and repair
techniques, have already been published [11–14]. Additionally, each type of defect, in each type
of building element/material, is given specific parameters to determine its urgency of repair [11].
Within this context, the main research question emerged: how can an expeditious tool to identify
defects and their urgency of repair be achieved?

This study intends to propose an atlas of defects applicable to several types of non-structural
building elements/materials, trying to clarify complex issues associated with the analysis of building
pathology. The elements of the global building inspection system already developed are the basis of
this research—the harmonised classification list of defects and the criteria to determine the urgency of
repair [11]. The proposed atlas is expected to assist building surveyors during technical inspections,
whether occasional or periodic.

A brief review of quick tools to assess building pathology is carried out. Then, the materials and
methods to develop the atlas of defects are described. Next, the results are presented, showing excerpts
of the atlas of defects, which are then discussed in Section 4.

1.2. Expeditious Tools to Assess Building Pathology

Investigating building pathology is a complex process involving the observation of anomalous
occurrences, deciding whether they are defects and determining their causes and origin. It may
comprise elaborate discovery procedures, involving several in situ non-destructive and destructive
diagnosis methods or even laboratory tests on collected samples.

Focusing on the observation of building elements to detect defects, the inspection may be aided
by some simple tools. Some of these, like binoculars or the zoom of a camera, help to get a closer
look at building elements and decide whether a phenomenon is worth recording or just a temporary
observation hindrance (e.g., an obstacle or the reflection from another building). Other tools provide
basic data on building elements and detected defects, like a tape measure, which adds dimensional
information to observations, or a spirit level, which immediately confirms the orthogonality of edges
and surfaces. Additionally, portable and light comparison tools developed explicitly for inspection
procedures are swift diagnosis methods that can be easily carried out in every inspection site and do
not require advanced knowledge or a sophisticated apparatus [15]. Crack width rulers [16–18] and
colour systems’ samples [19–21] are two examples of such tools widely used, both using comparison
as an operation principle.
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Table 1. Expert inspection systems developed at Instituto Superior Técnico (IST), University of Lisbon
(UL), which were the basis of the global inspection system.

References Building Elements/Materials
Validation

Sample

[22,23]
roofs

external claddings of pitched roofs (ECPR) 207 surfaces
164 buildings

[24–26] flat roofs (FL) 105 surfaces
105 buildings

[27,28] façade elements door and window frames (DWF) 295 frames
96 buildings

[29,30]

façade claddings

wall renders (WR) 150 surfaces
55 buildings

[31,32] external thermal insulation composite
systems (ETICS)

146 façades
14 buildings

[33,34] painted façades (PF) 105 façades
41 buildings

[35,36] architectural concrete surfaces (ACS) 110 surfaces
53 buildings

[37–39]
façade claddings and floorings

adhesive ceramic tiling (ACT) 88 surfaces
46 buildings

[40,41] natural stone claddings (NSC) 128 surfaces
59 buildings

[42,43]

floorings

wood floorings (WF) 98 floorings
35 buildings

[44] epoxy resin industrial floor coatings (ERIFC) 29 floorings
23 buildings

[45,46] vinyl and linoleum floorings (VLF) 101 floorings
6 buildings

Using crack width rulers, the surveyor is provided with a small transparent rectangle with a set of
printed lines ordered from thinnest to thickest [16]. Each line is identified by its thickness, allowing the
easy determination of the width of a crack throughout its length. In other words, graphical data are
complemented with quantitative data, providing a user-friendly instrument [17,18].

Colour system’s samples are a set of cards manufactured in a resistant paper and printed with
solid colours in order to be compared with those of building elements observed on-site. Each solid
colour is identified with a code according to the predetermined colour system, such as the natural
colour system [19] or the Munsell colour system [20,21]. The use of colour samples allows comparing
(i) the observed colour with that of the beginning of the service life of the building element and (ii) the
observed colour in different areas of a building element or building. Once more, graphical information,
complemented with coded information, allows a more accurate diagnosis methodology.

Additionally, standards EN ISO 4628-4:2016 [47] and EN ISO 4628-2:2016 [48] propose comparison
methods to evaluate the degradation of paint and varnish coatings, namely the assessment of the
degree of cracking and blistering, respectively. These standards provide pictorial criteria, allowing
surveyors to match the visual characteristics of detected defects with those of the standard, referring to
the size, quantity and density of cracking and blistering. In these situations, the assessment of coatings
is also enhanced by the use of graphical information.

The advantages of the mentioned easy-to-use, graphical and informative tools to aid inspection
procedures raise interest in an analogous tool to help to observe defects and systematise their diagnosis.
Such a tool, proposed in this study as an “atlas of defects”, would be an image-based scale to ascertain
the type of detected defect and assess its urgency of repair, complemented with essential written
criteria difficult to express through photographs.

Several scales are widely used in various fields of science, for instance, to measure [9] wind force
(Beaufort scale), the intensity of tornadoes (Fujita–Pearson scale), hurricane winds (Saffir–Simpson
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hurricane wind scale), earthquakes (modified Mercalli intensity scale), the magnitude of earthquakes
(Richter scale), mineral hardness (Mohs scale of mineral hardness), the likelihood of developing pressure
ulcers (Norton scale) and the state of a person’s consciousness (Glasgow coma scale). Psychometric
scales are used in questionnaires, like the visual analogue scale (VAS) or the Likert scale. One of the
main differences between scales is the ability to use measurable data (e.g., Richter scale) or only to
consider features of phenomena (Mohs scale), sometimes with considerable levels of subjectivity.

Likewise, in the context of building inspection, several scales have been proposed to measure the
degradation of building elements. Each scale is associated with a specific study or inspection system.
Some of the most relevant are described next, in a non-exhaustive perspective.

The study of a Markov decision model for rationalising building maintenance [49] makes use of a
six-point scale to determine the state of a building component during an inspection. This ordinal scale
goes from 1 to 6, whose condition states are described as excellent (1), good (2), reasonable (3), moderate
(4), bad (5) and very bad (6). Each condition is further described with some general characteristics,
which are used for direct assignment of a condition state. The set of conditions is used to associate
actions with the transition between condition states to estimate and optimise maintenance costs.

The “Méthode d’Évaluation de scenarios de Dégradation probables d’Investissements
Correspondants” (MEDIC) was developed for the “Energy Performance, Indoor environment Quality,
Retrofit” (EPIQR) system [50–52]. The MEDIC consists of using four codes (a, b, c and d) to describe
the deterioration state of building elements. Code a corresponds to an element in good condition
and code d to an element that needs replacement. This method is based on curves of probability of
deterioration determined for each type of building element. The surveyor directly assigns a code to the
building element, and then, using the predetermined curves, the probability of transition to another
deterioration state may be better estimated [50].

Allehaux and Tessier [53] developed a methodology to evaluate the obsolescence of office
buildings. This method was prepared to audit all current building services expected in office buildings.
For each predetermined obsolescence criterion and object, three ratings may be attributed according to
descriptive parameters. Ratings A, B and C correspond to good, medium and poor or not sufficient
condition state, respectively.

The National Aeronautics and Space Administration (NASA) developed a maintenance guide for
facilities [54]. The proposed maintenance model includes three sets of metrics: the system condition
index (SCI), the facility condition index (FCI) and the deferred maintenance cost estimate. Condition
assessment ratings support the definition of SCI and FCI. A five-tier condition rating system is used,
namely excellent (5), good (4), fair (3), poor (2), and bad (1). When a system does not exist, rating 0
is attributed.

Rodrigues et al. [55] developed a visual survey methodology to assess the defects of the building
envelope of social housing. Within this methodology, an evaluation scale was proposed, composed
of eight degradation levels with specific parameters for each level according to the building element,
taking the intensity, extent and location of damages into account. Level 10 is the most favourable
degradation level, referring to an exceptional condition, not requiring any intervention, just planned
maintenance actions for conservation purposes. Level 3 is the most severe degradation level, referring
to an unacceptable condition, which is unsuitable for rehabilitation and requiring replacement.
The survey methodology includes a step of aggregation of results for each type of building element.
That aggregation considers the same scale, attributing a global degradation level according to the
relative frequencies of degradation levels of each inspected building element.

Elhakeem and Hegazy [56] proposed using the severity of various deficiencies, defined by the
surveyor on a scale from 0 to 100, to compute the overall deterioration index. That index also considers
a weight attributed to each type of deficiency. The deterioration index is used to generate repair
scenarios to optimise maintenance decisions, taking costs into account.

Morgado et al. [57,58] proposed methodologies to implement maintenance planning in pitched and
flat roofs. Those methodologies encompass the establishment of intervention priorities for maintenance
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actions. In these studies, priorities are determined by the combination of four criteria: environmental
aggressiveness of the surroundings, the extent of the defect, the level of deterioration of the building
elements, and the severity of the defect. The last two criteria use two different scales, both for direct
assignment. The degradation condition of the building elements is rated according to a four-level scale,
ranging from 0 to 3, with the following definitions: no visible degradation (0), superficial degradation
(1), moderate degradation (2) and generalised degradation (3). To determine the severity of the defects,
a five-levels scale is used, from grades A to E, where A refers to “negative influence on the aesthetical
aspect” and E to “risk to the safety of users”. The combination of the different criteria is computed
using weights and multiplying factors to determine a quantifiable intervention priority.

The condition assessment method developed by the US Army Corps of Engineers [59] establishes
two main types of assessment: detailed distress surveys and direct condition ratings. These methods
are intended to be used in different scenarios, the latter being faster to use and the former more
meticulous. While in detailed distress surveys the surveyor identifies each type of defect detected in a
building component, when using direct condition ratings, the surveyor evaluates each component in
more general terms. To measure the degradation in detailed distress surveys, each detected defect is
classified according to severity levels (low, medium and high), whose criteria are defined for each type
of defect in each type of building component. With direct condition ratings, the surveyor assesses each
component according to a set of general rating criteria. Three main ratings are defined: green, amber
and red, from little to serious serviceability loss due to degradation. Each rating is further subdivided
into three categories: high (+), low (−) and middle. Both methodologies are used to compute condition
indexes at different levels: component-section, building component, system and building.

Severity ratings of defects are also used in research about a decision-making process to select
façade materials minimising potential defects at the design stage [60]. In this situation, severity ratings
are used to determine the criticality of defects according to a five-point scale, where the seriousness of
defects is assessed. These severity ratings are as follows: extremely minor (1), minor (2), moderate (3),
major (4) and extremely major (5). Another scale determines the frequency rating of defects.

Bortolini and Forcada [61] developed a building inspection system for evaluating the technical
performance of existing buildings. The third step of that system includes the assessment of the severity
of defects using a severity rating associated with the effects of defects and with their urgency of repair.
Three levels of severity are determined according to general criteria: severity 1 refers to low impact,
severity 2 to moderate impact and severity 3 to severe impact. The assessment results are used to
support maintenance recommendations.

The set of individual expert inspection systems developed by the authors’ research team at IST–UL
includes, in each detailed file of defects, the classification parameters to determine the severity/repair
urgency level of each detected defect. These parameters are used to rate defects from level 0 to level 2.
Level 0 corresponds to the need for immediate intervention, level 1 to the need for intervention in the
medium term, and level 2 to the need for monitoring the progression of the defect. When the set of
individual inspection systems was used to develop the global inspection system, where the atlas of
defects was included, the three levels were adapted to a five-level scale, considering implicit gravity
differences between different building elements/materials, i.e., the effects of defects may be aggravated
by the characteristics of some materials. Furthermore, the global inspection system was developed in
conjunction with service life prediction models for the same scope of building elements/materials [62].
Those models already included a methodology to determine the severity of degradation of building
elements. For this reason, in the global building inspection system, the rating of defects was restricted
to the urgency of repair [11].

At IST-UL, a research team has been developing service life prediction methodologies for
elements/materials of the building envelope [62]. Those methodologies start by determining the
following: the weighted severity of degradation of building elements (%) according to the area of
the building element affected by each defect; that defect’s multiplying factor as a function of its
condition (from 0 to 4); and the type of defect’s weighting coefficient, which corresponds to the relative
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importance of each defect. The obtained severity of degradation is then placed on a discrete scale that
qualitatively defines the degradation level. So, two different scales are used: (i) one to determine the
detected defects’ multiplying factor according to its condition, varying from 0 to 4, where 0 correspond
to very slight degradation and 4 to severe degradation; and (ii) another to define the building elements’
degradation level, varying from no visible degradation (level A) to generalised degradation (level E),
matching percentages of severity of degradation.

Ruiz et al. [9] studied the optimal metric for condition rating scales. This study tested a
representative group of experts on how they would classify 33 different cases of building pathology
in building elements through direct assignment, according to a proposed scale with 11 levels of
severity. The statistical analysis of the answers allowed determining that the proposed scale needed
improvement since only a 32% probability of correct classification of the phenomena was achieved.
Using a clustering algorithm, a five-level scale was determined to provide the lowest standard deviation
of the global error. IST–UL’s global inspection system also proposes five levels of urgency of repair.
Additionally, Ruiz et al. [9] conclude that a catalogue of images of building elements with reference
values of severity would be a valuable contribution to classify building pathology, increasing the
accuracy of assigning levels of severity of degradation. The proposed atlas of defects is the realisation
of such a catalogue.

Table 2 summarises the mentioned scales used to measure the degradation of building elements.
The scales’ measure, levels and type of use are highlighted.

Table 2. Examples of scales used to measure the degradation of building elements.

Reference Measure Levels Use

[49] state of a building component 1–6 (excellent to very bad) direct assignment

[50] deterioration state of elements a, b, c and d
(from the least to the most severe) direct assignment

[53] obsolescence criteria ratings for
elements of office buildings

A, B and C
(from good to poor or not sufficient) algorithm

[54] condition assessment ratings of
building systems

5, 4, 3, 2 and 1
(from excellent to bad) direct assignment

[55] level of severity of degradation
of building elements

3–10
(8 levels, from the most to the least

severe)
algorithm

[56] inspected severity of deficiencies 0–100
(from the least to the most severe) direct assignment

[57,58] degradation condition of
building elements

0, 1, 2 and 3
(from not visible to

generalised degradation)
direct assignment

[57,58] severity of defects A, B, C, D and E
(from the least to the most severe) direct assignment

[59] distress severity (detailed
distress survey) low, medium or high algorithm

[59] direct rating of serviceability
problems due to degradation

from Green (+) to Red (-)
(9 levels, from the least to the

most severe)
direct assignment

[60] severity rating (seriousness)
of defects

1, 2, 3, 4 and 5
(from extremely minor to

extremely major)
direct assignment

[61] severity rating of defects (effects
and urgency of repair)

1, 2 and 3
(from low to severe impact) direct assignment

[8,11,14,16,18,
19,21,25,27,29–

31]

severity/repair urgency level
of defects

0, 1 and 2
(from the most to the least severe) algorithm

[62] defects’ condition 0, 1, 2, 3 and 4
(from the least to the most severe) algorithm

[62] severity of degradation of
building elements

A, B, C, D and E
(from the least to the most severe) algorithm

[9] severity of degradation of
building elements

0, 1, 2, 3 and 4
(from the least to the most severe) direct assignment
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2. Materials and Methods

Considering the objective of creating a catalogue to ease matching building degradation phenomena
with defects in a classification list and with a level of urgency of repair, a database was devised for
reference during fieldwork. Previously developed components of the global building inspection system
were used, namely the classification list of defects [11] and the detailed files of defects, where the
urgency of repair was characterised.

First, the structure of such a database was designed. The atlas of defects has several pages, each
corresponding to a defect listed in the classification of defects of the global building inspection system.
Each page is arranged as a table with columns corresponding to types of building elements/materials
and rows to levels of urgency of repair. The number of columns varies according to the field of
application specified in the detailed file of the defect (Figure 1). The levels of urgency of repair are also
established in the files of defects (Figure 1), varying from 0 to 4, where level 0 is the most urgent and
level 4 the least urgent. So, the table has five rows. In each cell of each page’s table, an exemplifying
photograph and a concise description are available, establishing the criteria to identify a defect in a
type of building element/material with a specific level of urgency of repair.

 

Figure 1. Excerpt of the detailed file of defect “A-B4 Blistering/bulging” showing the fields “field of
application” and “urgency of repair”.

The levels of urgency of repair are defined as follows [11]:

• 0: imminent danger, contingency measures needed;

205



Appl. Sci. 2020, 10, 5879

• 1: need for immediate intervention;
• 2: need for intervention in the short-term;
• 3: need for intervention in the long-term;
• 4: no urgent need, assess in the next inspection.

During fieldwork, the surveyor attributes a level of urgency of repair to each detected defect
based on the application of algorithms. In other words, each level of urgency of repair corresponds
to a set of conditions determined for each type of building defect according to the type of building
element/material.

With the structure of the atlas of defects laid down (Figure 2), all the pages were filled with
graphical and descriptive contents. The photographic content of the atlas of defects was collected from
the authors’ research team, mainly from inspection campaigns, or taken specifically to fill the atlas
of defects.

 

Figure 2. Structure of the atlas of defects.

3. Results

Figures 3 and 4 show excerpts of the atlas of defects of the global building inspection system.
Figure 3 partially shows the page of defect “A-A3 Dirt and accumulation of debris” with columns
corresponding to external claddings of pitched roofs, door and window frames, and wall renders.
Figure 4 shows a part of the page of defect “A-C2 Oriented cracking on the current surface”, presenting
the columns for adhesive ceramic tiling, natural stone claddings and architectural concrete surfaces.
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Figure 3. Excerpt of the atlas of defects: page of defect “A-A3 Dirt and accumulation of debris” with
columns corresponding to three different types of building elements/materials.
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Figure 4. Excerpt of the atlas of defects: page of defect “A-C2 Oriented cracking on the current surface”
with columns corresponding to three different types of building elements/materials.

Figures 3 and 4 show that not all levels of urgency of repair apply to a type of defect in every
type of building element/material. For instance, in Figure 3, for external claddings of pitched roofs,
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only levels 2, 3 and 4 are defined. In the same figure, for door and window frames, only levels 2 and 3
are determined. This is associated with the effects of a defect in different building elements/materials.
In these cases, “dirt and accumulation of debris” (A-A3) in claddings of pitched roofs or in door and
window frames is considered to only result in interventions in the short term in the most urgent
cases, as this defect does not usually raise safety concerns. In pitched roofs, lighter cases of dirt and
accumulation of debris are even considered to only require monitoring in subsequent inspections
(level 4).

However, in the case of “Oriented cracking on the current surface” (A-C2) on natural stone
claddings, defects may go from levels 0 to 2 of urgency of repair (Figure 4). The occurrence of cracks on
natural stone claddings is considered to endanger users and passers-by in severe situations, requiring
contingency measures (level 0).

Considering the number of types of defects (38) included in the corresponding classification list
and the (varying) number of building elements/materials each one applies to, the atlas of defects has a
total of 179 columns (combination defect–building element/material). Of the latter, 94% are filled in the
row corresponding to level 2 of urgency of repair, while only 1% are filled in the row corresponding to
level 4. The row of level 0 is also sparsely filled, with only 13% of columns filled. Levels 1, 2 and 3 are
those more often defined for defect–building element/material combinations, with rows filled in more
than 50% of columns.

Additionally, out of the 23 defect–building element/material combinations that are defined in
level 0, 14 (61%) refer to defects occurring in natural stone claddings. The possibility of detachment of
a stone slab from a façade is regarded as a menace to the safety of passers-by due to its weight, thus
increasing the prospective level of urgency of repair of defects on natural stone claddings.

Observing the descriptive contents of Figures 3 and 4, different types of criteria may be
distinguished. Some refer to the simultaneous occurrence of other defects (e.g., leakage), some
to the context of the defect (e.g., the aesthetical value of affected areas), some to the characteristics of
the defect (e.g., extent) and others to the effects of the defect (e.g., safety issues). Many criteria are not
identifiable through exemplificative photographs. It is the case of the phenomenon’s conditions to
progress, aesthetical value of the affected areas, safety risks for passers-by and percentage quantification
of the affected area.

A phenomenon’s conditions to progress can only be conclusively analysed on-site. Data like
temperature, relative humidity, aggressiveness of the environment and maintenance means, among
others, should be taken into account. They may be recorded for off-site assessment, but at least one
visit to the site under inspection is required. Some signs of this type of data may be identified in
photographs, but they generally go beyond the visual information (e.g., a cloudy photograph may
not correspond to low temperatures). Therefore, non-visual information should be taken into account
while reading the atlas of defects (e.g., Figure 3, level 2 of “A-A3 Dirt and accumulation of debris” in
external claddings of pitched roofs).

The aesthetical value of the affected areas is generally determined by the importance of the façade,
roof or flooring in the context of the building. Typically, in current buildings, the front façade has high
aesthetical value due to being adjacent to a public street and encompassing the main entrance to the
building, while side and rear façades normally have medium and low aesthetical value, respectively.
Since the photographs that illustrate the atlas of defects tend to focus on the pathological phenomena,
the aesthetical value of the building elements where they are detected is not obvious. This is the case
in the pictures illustrating the column of wall renders in Figure 3. If the case of “Dirt and accumulation
of debris” (A-A3), illustrating level 3 of urgency of repair in wall renders, occurred on the front façade
of the building, it would then be considered of level 1, thus requiring immediate intervention, instead
of intervention in the long-term.

As for safety risks for passers-by, the criteria to determine the urgency of repair of some defects in
some building elements/materials may refer to slippery floorings, risk of stumbling or the possibility
of elements detaching and falling from façade claddings (as proposed by the system of evaluation
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of façades of Ruiz et al. [63]). These occurrences are not usually evident in photographs, being
identified through a tactile assessment or depending on the height of the phenomenon. For instance,
the possibility of a ceramic tile falling from a façade is associated with different safety risks according
to the height of the defect: risks are lower immediately above the floor than at 10 m high. Still, that
height is not usually understandable in photographs centred on defects. So, the unclear expression of
safety risks needs to be considered while referring to the atlas of defects. This is the case in the picture
illustrating the occurrence of “Oriented cracking on the current surface” (A-C2) on a natural stone
cladding with level 0 of urgency of repair (Figure 4).

The percentage quantification of the affected area is a characteristic of the defect that depends
not only on its extent but also on the extent of the whole surface. Although it is possible to estimate
the absolute area affected by the defect, whether using on-site measurements or reference elements in
the photograph (like tiles or windows with known size), the whole surface where the defect occurs is
not usually visible in defect-centred photographs. For that reason, pictures like those illustrating the
column of wall renders in Figure 3 do not provide all the information needed to determine the urgency
of repair of situations of “Dirt and accumulation of debris” (A-A3).

In short, the usefulness of the atlas of defects depends on the inseparable combination of
exemplifying photographs with descriptive criteria.

Moreover, it should be stressed that the same defect may manifest itself in different ways, even
in the same type of building element/material (e.g., different fungi). In its current state, the atlas of
defects is not an exhaustive catalogue of all possible forms of defects.

4. Discussion

Considering the excerpts of the atlas of defects presented in Figures 3 and 4, cases of defects
“A-A3 Dirt and accumulation of debris” and “A-C2 Oriented cracking on the current surface” may be
analysed and classified in terms of urgency of repair.

Figure 5 shows three different window frames affected by “Dirt and accumulation of debris”
(A-A3). The window frames in Figure 5a,b are of anodised aluminium and the one in Figure 5c of
reinforced concrete. To determine the urgency of repair of each window frame, the criteria determined
in the atlas of defects should be analysed, starting at the most urgent level of repair, which is level 2,
for door and window frames (Figure 3). In Figure 5, none of the observed debris has high chemical
aggressiveness. In terms of aesthetical value, the window in Figure 5b is located on a front façade, thus
having high aesthetical value. The observance of this criterion alone makes this a case of level 2 of
urgency of repair, even though only a white spot of paint is observed in the window frame. As for the
incorrect operation of moveable leaves, Figure 5b,c show fixed windows, but Figure 5a shows a sliding
window, where the accumulation of debris next to the sliding guides probably hinders the movement
of the leaves and prevents them from shutting completely. So, the case in Figure 5a is also of level 2 of
urgency of repair. This case also shows obstruction of the drainage holes of the window frame, which
reinforces the need for intervention in the short-term (level 2). The case in Figure 5c does not match
any of the criteria stated for level 2 and thus is considered a situation with level 3 of urgency of repair.
It is interesting to conclude that both cases in Figure 5a,b have the same level of urgency of repair while
being so different, with the debris of Figure 5a appearing to be much more worrying. If considered in
the classification parameters, the aesthetical value of the affected areas may be very influential.
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(a) (b) (c) 

Figure 5. Cases of defect “A-A3 Dirt and accumulation of debris” in window frames: (a) accumulation
of debris affecting the operation of moveable leaves and obstructing drainage holes; (b) dirt in a window
frame on a front façade; (c) dirt in a window frame on a rear façade.

Accumulation of debris is also a factor considered by Fernandes et al. [64] to determine the
degradation level of window frames. The accumulation of debris is considered to have a low impact on
the overall degradation condition of window frames, thus being associated with a weighting coefficient
of 0.1. Furthermore, whether this defect affects sealings, fittings or framework materials and coatings,
it is always rated as level 1 of defect condition (from 0 to 4, from the least to the most severe), even if
the accumulation of debris affects more than 20% of the component. An assessment of the defect’s
effects is taken into account, considering that corrective cleaning operations can eliminate this defect
and regular cleaning may prevent its reoccurrence. Still, Fernandes et al.’s [64] approach does not
invalidate the urgency of repair approach, as the low impact of a defect’s effects in terms of degradation
does not contradict the importance of eliminating such defect, even more so when the defect may
cause other damages in the future.

Figure 6 presents six cases (a–f) of “A-A3 Dirt and accumulation of debris” on wall renders.
Two cases per building are shown: Figure 6a,b occur in the same building, Figure 6d,e occur in another
building and Figure 6c,d occur in yet another building. For wall renders, defect A-A3 is classified from
levels 1 to 3 of repair urgency (Figure 3). As for window frames, to assign a level of urgency of repair
to each case in Figure 6, they must be analysed in light of the criteria determined for each level, starting
from the most urgent one. So, if the affected areas are of high aesthetical value, level 1 applies, which
is the case in Figure 6a,f. Then, situations with an affected area larger than 65% of the surface and
high probability of repetition of the phenomenon are also considered as level 1 of urgency of repair.
Figure 6d observes these criteria, with about 77% of the surface affected by the accumulation of dirt
associated with a thermophoresis phenomenon and no measures implemented to stop the defect from
progressing. If the affected areas are of medium aesthetical value and larger than 20% of the rendered
surface, they should be classified within level 2 of urgency of repair. Figure 6c,e occur on side façades,
thus having medium aesthetical value, but only the affected area of Figure 6e represents more than
20% of the rendered surface (about 58%). So, Figure 6e requires intervention in the short-term (level 2).
The remaining situations, i.e., Figure 6b,c, are of level 3 of urgency of repair, as their characteristics do
not match any of the parameters defined for levels 1 and 2.

Summing up, the urgency of repair of cases in Figure 6 is as follows:

• Figure 6a: level 1;
• Figure 6b: level 3;
• Figure 6c: level 3;
• Figure 6d: level 1;
• Figure 6e: level 2;
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• Figure 6f: level 1.

 
(a) (b) (c) 

  

(d) (e) (f) 

Figure 6. Cases of defect “A-A3 Dirt and accumulation of debris” on wall renders: (a) dirt below
windowsills on a front façade, (b) dirt on a rear façade, (c) dirt on a side façade, (d) dirt on a rear façade,
(e) dirt on a side façade, (f) dirt on a front façade.

Once again, the criterion associated with the aesthetical value of the affected areas is decisive.
For instance, Figure 6c,f have identical characteristics, but the importance of Figure 6f, showing the
front façade, which is adjacent to the public street and forms a uniform set of façades that frames that
street, determines that, when prioritising the repairs, this case should be repaired first.

The analysis of van Hees et al. [65] of the damage of old mortars systematises the factors affecting
the mortars’ degradation processes. Of those, some may be highlighted for affecting the development
of “Dirt and accumulation of debris” (A-A3) in the cases shown in Figure 6. In terms of environmental
factors, the moisture supply and the air pollution impact all the mentioned cases. Furthermore,
the moisture supply, in these cases, is associated with rain runoff and surface water. In Figure 6c,f,
the effect of rainwater runoff is more evident as no coping/capping stone/flashing is observed on the
top of the rendered surfaces. As wet–dry cycles occur successively, different types of dirt particles tend
to accumulate on the wet surface of the rendered façade [66]. So, a design factor is also associated with
these cases of degradation (detailing of the building) [65]. On the other hand, in Figure 6a, the differential
washing effect of rainwater affects the façade below windowsills. When rainwater reaches a façade,
the water flow over the surface carries dirt particles, washing them off. Some areas of the façade
are not affected by this phenomenon and keep accumulating dirt [66]. Moreover, in Figure 6d,e, dirt
accumulates on areas where water condensation occurs. This is called a thermophoresis phenomenon,
which is associated with poor thermal insulation conditions [67]. Additionally, the lack of maintenance
and the properties of the mortar system may affect the degradation processes in Figure 6. The porosity
of materials may also affect the accumulation of dirt on the façades [65].
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Looking now at instances of defect “A-C2 Oriented cracking on the current surface”, Figure 7
shows four situations of oriented cracking on architectural concrete surfaces. Analysing the criteria to
define the urgency of repair, in Figure 4, the main classification parameter is the average crack width.
Although a crack width ruler was not used in the photographs in Figure 7, due to the elevated position
and consequent lack of access to the cracks within the façades, other elements may be considered
as size references, such as bug holes, fastening marks or panel/casting joints. Two criteria have to
be met to include an oriented cracking phenomenon in architectural concrete surfaces in the level 1
set (need for immediate intervention): (i) the average crack width must be 0.8 mm or wider, and (ii)
the defect must have conditions to progress. Considering that the exposure conditions of all cases in
Figure 7 remain unchanged, all cases meet the second criterion. As for the crack width, Figure 7a,b
show clearly wider cracks than Figure 7c,d. Therefore, the former should be accounted for as level 1 of
urgency of repair. A-C2 occurrences in architectural concrete surfaces belong to level 2 of urgency
of repair when the average crack width is greater than 0.2 mm (and thinner than 0.8 mm). Careful
analysis of Figure 7c,d allows discovering some differences between them, the most important being
that the crack in Figure 7c is better defined throughout its length, while the crack in Figure 7d almost
disappears in some places. Although the analysis of the threshold is not very precise and is more
comparative in nature, given the provided data, Figure 7c should be rated as level 2 and Figure 7d as
level 3 of urgency of repair.

  
(a) (b) 

 

(c) (d) 

Figure 7. Cases of defect “A-C2 Oriented cracking on the current surface” in architectural
concrete surfaces.
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Figure 7a–d all show different cases of defect “A-C2 Oriented cracking on the current surface” in
architectural concrete surfaces. As the explanation would be the same for all, only a general explanation
was provided.

The National Precast Concrete Association [68] also suggests thresholds to classify the width of
cracks on architectural concrete. Three types of cracks are proposed—fine, medium and wide—with
the following width ranges (original values are provided in inches): fine cracks are less than 0.25
mm wide, medium cracks are between 0.25 mm and 1.01 mm wide and wide cracks are more than
1.01 mm wide. This classification is only slightly different from that proposed in Figure 4, not changing
significantly the assessment of cracking phenomena in Figure 7.

In Figure 8, three different cases of “Oriented cracking on the current surface” (A-C2) on adhesive
ceramic tiling are observed. These cases may be rated according to the levels of urgency of repair
defined in the atlas of defects (Figure 4); for adhesive ceramic tiling, only levels 2 and 3 are set for
defect A-C2. Oriented cracking occurrences may be of level 2 of urgency of repair if one out of two
conditions is observed: (i) simultaneous occurrence of leakage; or (ii) average crack width of 0.5 mm
or greater. All the other occurrences are accounted for as level 3. Again, no crack width ruler was
used to measure the cracks in Figure 8, but the size of movement joints and other elements in the
pictures may be used as a reference. Figure 8c shows almost imperceptible and very thin cracks.
This occurrence does not meet any level 2 criteria, thus being classified as level 3 of urgency of repair.
As for Figure 8a,b, Figure 8a appears to show wider cracking, but both cases present cracks wider than
0.5 mm. Additionally, Figure 8a also shows signs of leakage through the crack.

 
(a) 

  
(b) (c) 

Figure 8. Cases of defect “A-C2 Oriented cracking on the current surface” in adhesive ceramic tiling.
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Figure 8a–c all show different cases of defect “A-C2 Oriented cracking on the current surface”
in adhesive ceramic tiling. As the explanation would be the same for all, only a general explanation
was provided.

Cracking phenomena in adhesive ceramic tiling are analysed by Gaspar [69]. They may be
caused by expansion and shrinkage phenomena affecting the bedding material and, consequently,
the tile–mortar interface. The different coefficients of expansion of materials used in the substrate
cause shear and tensile stresses that may cause failure. This may be the case in Figure 8a. Additionally,
the significant width of the crack may cause water seepage, resulting in subsequent damage.

The exercise of attributing an urgency-of-repair level to each case in Figures 5–8 may be extended to
using other scales for comparison purposes. The methodological approach of Ruiz et al. [9], optimising
the metric of a condition rating scale, justifies adopting that scale in this comparative analysis. The scale
proposed by Ruiz et al. [9] establishes five grades of severity of degradation of building elements
for direct assignment, namely null (0), mild (1), moderate (2), high (3) and extreme (4). Transposing
the definition of each severity grade of building elements to building defects, the results in Table 3
are obtained. To compare the grades attributed using the scale of the atlas of defects and the one
proposed by Ruiz et al. [9], a third scale is necessary, unifying the descendant direction of urgency of
repair/severity of degradation. In the unified scale, the most urgent/severe level is level I, as opposed
to level V, which is the least urgent/severe. The unified grades equivalent to the urgency-of-repair
grade and the severity grade are shown between brackets in each column of Table 3.

Table 3. Comparison of urgency-of-repair levels with grades of severity.

Cases of Defects
Urgency of Repair
(Atlas of Defects) 1

Severity Grade
(Ruiz et al. [9]) 2

Comparison Using a
Unified Scale 3

Figure 5
a 2 (III) 3 (II) one level difference
b 2 (III) 1 (IV) one level difference
c 3 (IV) 2 (III) one level difference

Figure 6

a 1 (II) 1 (IV) two levels difference
b 3 (IV) 2 (III) one level difference
c 3 (IV) 1 (IV) match
d 1 (II) 2 (III) one level difference
e 2 (III) 2 (III) match
f 1 (II) 1 (IV) two levels difference

Figure 7

a 1 (II) 3 (II) match
b 1 (II) 2 (III) one level difference
c 2 (III) 1 (IV) one level difference
d 3 (IV) 1 (IV) match

Figure 8
a 2 (III) 3 (II) one level difference
b 2 (III) 2 (III) match
c 3 (IV) 1 (IV) match

1 0: imminent danger, contingency measures needed; 1: need for immediate intervention; 2: need for intervention in
the short term; 3: need for intervention in the long term; 4: no urgent need, assess in the next inspection. 2 0: null
severity; 1: mild severity; 2: moderate severity; 3: high severity; 4: extreme severity [9]. 3 A unified scale was used
for comparison purposes, ranging from I to V, where level I is the most urgent/severe and level V is the least.

The last column of Table 3 analyses the difference and correspondence between grades. Levels
I and V are not identified in either scales. Only four grades (out of 16) are a match in both scales,
with no common denominator, as two are in level IV, one in level III and one in level II. Two cases
show more marked differences between grades according to different scales: Figure 6a,f. In both cases,
the aesthetical value of the façades determined the classification of defects in level 1 of urgency of
repair. So, when confronted with a scale that only assesses the degradation conditions, disregarding
other contextual limitations, the severity of these cases is relieved, as only mild signs of “Dirt and
accumulation of debris” (A-A3) are observed. This comparison highlights the conceptual differences
between urgency of repair and severity of degradation [11].
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5. Conclusions

Considering the question that resulted in the presented research (how can an expeditious tool to
identify defects and their urgency of repair be achieved?), this paper has demonstrated that it is possible
to develop a catalogue of defects for the non-structural building envelope, taking into account (i) a
well-defined classification of defects; (ii) a predetermined scope of building elements/materials; and
(iii) a scale of urgency-of-repair levels, whose classification is determined by specific criteria. The atlas
of defects combines visual and descriptive contents, aiming at a simple identification approach, easy to
use during fieldwork.

The proposed atlas of defects may be used by surveyors during technical inspections. Furthermore,
occasional surveyors, like architects and engineers, may also benefit from a tool like the atlas of defects
when performing building assessments. Technical building inspections are used in several situations,
like within maintenance plans, before deciding on retrofitting or rebuilding options, at the design stage
(retrofitting) and to assess insurance claims. Additionally, researchers may use the proposed tool.

The use of such an atlas of defects is expected to help achieve a more reliable diagnosis of building
defects, with a more accurate and intuitive identification of the type of defects and their level of urgency
of repair. In turn, that improved reliability should improve the effectiveness of maintenance and repair
actions, thus prolonging the service life of building elements at lower costs.

The atlas of defects that is proposed was developed within a global building inspection system,
but, with the presented methodology, other atlases may be developed within different systems, given
the basic materials and, most importantly, a well-defined scope and classification systems (of defects
and urgency of repair or others). Although the proposed atlas is focused on non-structural building
elements, its layout may be extrapolated to structural building elements.

To the best of the authors’ knowledge, there is no such catalogue of building defects and respective
urgency of repair in the literature. Furthermore, the need for the proposed atlas of defects has been
identified by previous research [9].

In the future, the atlas of defects may be improved with further photographs representing a wider
variety of significant situations within the same type of defect and building element/material.

Furthermore, the whole building inspection system will be computerised, including the atlas of
defects. That step will provide an advantage in terms of developing a building pathology database,
which may be useful in the context of maintenance plans and research. The visual aid of the atlas of
defects represents an advantage in terms of swiftness of identification and characterisation. Moreover,
the criteria to determine the urgency of repair may be included in algorithms, and the user of the
computerised inspection system may only need to answer some simple questions.
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Abstract: This paper aims to present the effect of specific operational factors (temperature and
humidity) on the selected mechanical properties of a conveyor belt. The tests were conducted in a
climatic chamber, simulating the effect of both minus and plus temperatures −30 ◦C to 80 ◦C (243 K to
353 K) at specific humidity, and in a thermal shock chamber where a varying number of ageing cycles
was applied for a specific range of thermal shocks. Six different tests in the climatic chamber and
four different tests in a thermal shock chamber were conducted. The results of the climatic chamber
tests demonstrate that many strength parameters have undesired values at a temperature of 10 ◦C
(283 K) and 80 ◦C (353 K) at a relative humidity of 80%. Interestingly, the results revealed that tensile
strength, tensile modulus and yield strength are higher at below 0 ◦C temperature than at above 0 ◦C
temperature. For example, comparing the temperature −30 ◦C (243 K) and +30 ◦C (303 K) obtained
a difference of tensile modulus of nearly 10%, and comparing the temperature −30 ◦C (243 K) and
+10 ◦C (283 K) the differences were 22%.

Keywords: conveyor belt; climatic factors; thermal shocks; mechanical properties

1. Introduction

The use of primitive versions of conveyor belts by manufacturers dates back to the 19th century.
For the purpose of carrying coal, ores and other products, Thomas Robins invented a conveyor belt in
1892. The Swedish company Sandvik invented and started producing steel conveyor belts in 1901.
Conveyor belts, invented by Richard Sutcliffe in 1905, were used in coal mines and revolutionized
the entire mining industry. Henry Ford introduced assembly lines at his factory in 1913 that used
conveyor belts. Mail volumes in the postal system were snowballing, and postal operators had to deal
with this situation by installing automatic sorting machines. The first semiautomatic sorting system
was installed in the USA in 1957. This Letter Sorting Machine was made of an upper and lower section,
a set of five sorting keyboards and a conveyor belt. That was the first usage of a conveyor belt in an
automatic postal processing system.

The issue of testing the properties of materials, and thus the conveyor belts (and components
of conveyor belts [1–5]) in varying weather conditions and under different loads is not new [6–10].
The conveyor belts are exposed to different factors such as changes in temperature, humidity or air
pressure during their service life [9,11–13]. Several authors have examined how these factors affect
the properties of the materials forming the conveyor belts. Bocko et al. [14], in their article, presented
numerical analyses using the component testing of conveyor belts and information about complex
materials. Their article contains a definition of methods used for the calibration of materials defined by
the user and the building of numerical models. The material tests included the determination of the
mechanical properties of plies of rubber cover, textile reinforcements, and plies of textile with adjacent
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rubber. Goltsev and Markochev [15] described the analysis of fatigue testing methods. In their article,
these authors compared the conventional testing methods for fatigue cracking resistance with tests
of constant amplitude of stress intensity factor. For the analysis of belt–bulk material interactions
and the conveyor belts’ engineering design, the determination of pressure distribution is crucial.
This was the objective of the study by Liu, Pang, and Lodewijks [16]. They developed and verified a
theoretical model for predicting the distribution of pressure on conveyor belts. An essential process in
the transport industry is impact loading, because this causes wear and failure in important components.
Conveyor belts are critically important because of their usage in virtually every industry in which
quantities of goods must be moved over short or long distances. Molnar et al. [17] investigated the
effects of impact loading to the surface of a rubber conveyor belt and the stress levels inside the material.
They tested the impact of loading things onto the conveyor belt, but this was only a partial test in an
ideal atmospheric condition.

Another problem with conveyor belts is ageing. The rubbers of conveyor belts used during transport
age, because during their operation they are exposed to the aggressive characteristics of the external
environment. Significant changes caused by the ageing process appear on the surface of the conveyor
belts, primarily due to immediate contact with the transported cargo or due to contact with the ambient
air. Nedbal et al. [18] used mechanical and dielectric spectroscopy to determine the physical properties
of rubbers used for conveyor belts. One way to assess changes is to test the internal structure of the
conveyor belt. Barburski [12], in his analysis, which was dedicated to the measurement of the primary
parameters that characterize the internal structure of the fabric of conveyor belts, points out that the weave
(heat treatment at 160 ◦C (433.15 K) for 5, 10 and 15 min) affects the degree of the changes in conveyor
belts during exposure to high temperatures. Petrikova’s paper [19] presented another numerical and
experimental study dedicated to the behavior of the conveyor belt, in which the temperature dependence
of the dynamic and tribological behaviors of the belt were investigated.

In summary, none of the authors above tested conveyor belts under changing temperature
and humidity conditions. This paper aims to present the effect of these specific operational factors
(temperature and humidity) on selected strength parameters of the conveyor belts that comprise the
main element of the sorting line in a Slovakian central sorting center. The tests were conducted in a
climatic chamber, simulating the effect of both temperatures both above and below 0 ◦C at specific
humidity, and in a thermal shock chamber where a varying number of ageing cycles was applied for a
specific range of thermal shocks.

Another important reason for the implementing this test is that the authors see practical benefits.
Automated sorting systems currently play a significant role in the environment of postal and logistical
businesses. The reason for this is an increase in the volume of shipments originating in e-commerce
needing to be processed and delivered to the addressee within a set timeframe. The reliability of
sorting systems does not depend only on the selection of the correct sorting program, but also on the
construction and functionality of individual technical components of the whole system. In this context,
this study examines the effect of various environmental effects (temperature, humidity, pressure, etc.)
on a critical part of the sorting system; specifically, the conveyor belt. The test results (which enable
the search for dependencies between changes in the mechanical attributes of the belt and changes
in atmospheric conditions) are significant in terms of the effective usage and operation of a device
in two respects. Firstly, with respect to the organization of activities and the definition of processes
within the facility itself. This is mainly related to the setting, for example, of the speed of the conveyor
belt during loading, offloading and further handling of shipments relative to the number, weight and
frequency of shipments on the belt. Together with other tested attributes, this significantly affects the
lifespan and maintenance of the belt, as well as the overall sorting system. Secondly, with respect to
the management of costs related to ensuring regular operation and maintenance, but also in terms
of additional costs that can be incurred by the operator due to failures of the conveyor belt. These
include not only the costs of repairing the damaged or a non-functional belt, or the procurement of
replacement belts, but also the significant financial burden occurring due to the non-functionality of
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the device itself, i.e., the inability to perform sorting and routing of shipments in an automated manner.
In this case, manual sorting takes place, which is time-consuming and prone to error, as well as various
discrepancies related to human error. In addition to the financial burden related to manual labor, there
are also costs related to missing the deadline for transportation, especially in time-warranted shipments,
or the costs of damage caused by loss of or damage to the shipment, or its content. The functionality
of the conveyor belt (maintaining its mechanical properties or anticipating changes under changing
atmospheric conditions) and of course the whole sorting device, is an essential part of guaranteeing
the reliability of the whole distribution process.

In many companies, the operation of a conveyor belt is significantly affected by the temperature
and humidity of the hall in which the conveyor belt is mounted, as well as by the conveyor’s exposure
to variations in temperature. In the studied case, a specific fragment of a conveyor was operated at
various temperatures. At parcel loading and unloading, the conveyor belt was operated within a
temperature range from −16 ◦C (257 K) to +30 ◦C (303 K), with a mean temperature of 11 ◦C (284 K),
and the relative humidity (RH) ranging between 20% and 80%. These conditions are connected with,
e.g., season changes.

2. Research Methodology

2.1. Experimental Material

The sorting line, the main element of which is the conveyor belt, is presented in Figure 1. The intended
environmental conditions for the operation of the conveyor belt is a temperature range from 0 to +40 ◦C
(273 K–313 K) and RH ranging from 20% to 80%), with no condensation.

  
(a) (b) 

Figure 1. (a) Sample sorting line; (b) fragment of the conveyor belt in the sorting line.

The parts of the sorting line should not be exposed to corrosive gases, organic solvents or any
other chemicals. The weather conditions for the first year of sorting line operations were: average
temperature: 11 ◦C (284 K); minimum temperature: −16 ◦C (257 K); maximum temperature: 30 ◦C
(303 K); and RH: 20–80%.

The material specifications of the conveyor belt are presented in Tables 1 and 2. The information
applies at approximately 20 ◦C (293 K). The tested conveyor belt consists of two fabric plies made from
polyester (Figure 2). The topside is made from Flexam polyvinyl chloride (PVC), and the bottom side is
made from fabric. The conveyor belt was produced by Ammeraal Beltech Company (Heerhugowaard,
The Netherlands) [20]. The shape and dimensions of the tested specimens are shown in Figure 3.

Table 1. The characteristics of the conveyor belt (based on [20]).

Type of Elements Material Characteristic of Materials Others

Fabric tension layer polyester stable 2-ply
Topside Flexam PVC smooth green

Bottom side fabric low friction

223



Appl. Sci. 2020, 10, 4201

Table 2. Technical belt data (based on [20]).

Characteristic Value

Hardness topside (DIN 53505) 80A Shore
Force at 1% elongation break (ISO 21181) 10.0 N/mm

Belt thickness (internal AB method KV.002) 2.30 mm
Weight (internal AB method KV.004) 2.50 kg/m2

Thickness of top cover 0.70 mm
Temperature range −15 to 80 ◦C (258 K–353 K)

Temperature range short −15 to 100 ◦C (258 K–373 K)

Figure 2. Structure of the tested conveyor belt.

 

 
(a) (b) 

Figure 3. Test samples: (a) view of a real sample; (b) shape and dimensions of a sample (in mm).

2.2. Testing Specimens

The test samples were exposed to different operational conditions in a climatic chamber SH-661
(product of ESPEC, Klimatest, Poland [21]) and in a thermal shock chamber STE 11 (product of ESPEC,
Klimatest, Poland [21]). Detailed information on sample exposure and denotations of test variants in
given operational conditions are listed in Tables 3 and 4. A photograph of the screen showing a tested
cycle is shown in Figure 4. The residence time at the temperature below 0 ◦C was 15 min, and the
residence time in the warm chamber at the temperature above 0 ◦C was 15 min.

Six different tests were carried out in the climatic chamber and four different tests were carried out
in the thermal shock chamber. One batch of samples was used as a reference batch and was not exposed
to ageing (operational) factors. Each batch of samples subjected to tests contained 10–11 pieces.
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Table 3. Sample exposure data—climatic chamber.

Test Variant Temperature Relative Humidity Time

KKA-30-20 −30 ◦C (243 K) 20% 2 weeks
KKA-20-20 −20 ◦C (293 K) 20% 2 weeks
KKB-10-80 +10 ◦C (283 K) 80% 2 weeks
KKB-30-80 +30 ◦C (303 K) 80% 2 weeks
KKB-80-80 +80 ◦C (353 K) 80% 2 weeks
KKC-30-50 +30 ◦C (303 K) 50% 2 weeks

Table 4. Sample exposure data—thermal shock chamber.

Test Variant Temperature Number of Cycles

KSZ A −20 ◦C/+60 ◦C 600

KSZ B −20 ◦C/+60 ◦C 1200

KSZ C −20 ◦C/+60 ◦C 1800

KSZ D
−20 ◦C/+60 ◦C 1800
−40 ◦C/+60 ◦C 500

 

Figure 4. Photograph of the thermal shock chamber screen showing a test cycle.

Following curing in the chambers, the samples were subjected to exposure under ambient conditions
(temperature 20 ± 2 ◦C (293 ± 2 K), humidity 38–40%) for 24 h. After that, they were subjected to strength
tests on a ZWICK/ROELL Z150 testing machine in compliance with the standard DIN EN 10002-1 [22].
The tests were conducted using the following parameters: tensile modulus testing rate, 60 MPa/s; yield
strength testing rate, 60 MPa/s; and testing rate, 0.008 MPa/s. To perform strength tests, the prepared
samples were mounted in helical-wedge chucks of the testing machine [23]. The fixed joints were then
subjected to tensile strength testing until their failure. The STATISTICA software (Timberlake Consultants,
Ltd., Warsaw, Poland) was used for preparing adequate statistical results.

3. Results

The following strength test results were evaluated: E—tensile modulus in MPa, Rp 0.5—yield
strength in MPa, Rm—maximum tensile strength in MPa, Fm—maximum tensile force in N, Agt—overall
elongation at the maximum tensile force in %. For each test, 10–11 repetitions were carried out. To calculate
the arithmetic mean of the obtained results, the extreme results were rejected in some variants.

3.1. Reference Specimens

The results obtained for the reference specimens, i.e., the samples that were not subjected to
changing climatic ageing factors, like temperature and humidity, are listed in Table 5 and Figure 5.
Values that were significantly different from the other results were rejected.
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Table 5. Results for mechanical properties (DIN EN 10002-1) of reference samples.

Results E (MPa) Rp 0.5 (MPa) Rm (MPa) Fm (N) Agt (%)

Mean 427 16 54.74 2833.27 22.26
Standard deviation 13.6 0 1.17 67.55 0.46

Figure 5. Force versus elongation of conveyor belt samples.

The results of the reference samples will act as a point of reference for the results of the samples
subjected to various climatic factors: temperature and humidity.

3.2. Samples Exposed to the Climatic Chamber

The mean results for the studied mechanical properties of the samples subjected to various
temperatures and RH values are given in Table 6, while the force versus elongation results for some of
these samples are given in Figure 6.

Table 6. Results for mechanical properties (DIN EN 10002-1)—climatic chamber (mean values).

Test Variant E (MPa) Rp 0.5 (MPa) Rm (MPa) Fm (N) Agt (%)

KKA-30-20 498 15.3 54.0 2710.4 21.42
KKA-20-20 475 15.5 54.6 2761.1 21.55
KKB-10-80 386 13.2 45.4 2340.0 21.28
KKB-30-80 452 15.1 55.0 2738.3 21.22
KKB-80-80 334 16.8 44.7 2238.6 21.30
KKC-30-50 438 14.0 51.0 2557.8 21.21
KKA-30-20 498 15.3 54.0 2710.4 21.42

Figure 6. Force versus elongation of conveyor belt samples, KKA-20-20.

The previous results reveal that the mechanical properties are quite similar, independently of the
test conditions.
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3.3. Specimens Exposed to the Thermal Shock Chamber

The results of strength tests (mean value) for the samples subjected to thermal shock testing are
given in Table 7. The results of force versus elongation are given in Figure 7.

Table 7. Results for mechanical properties (DIN EN 10002-1)—thermal shock chamber (mean values).

Test Variant E (MPa) Rp 0.5 (MPa) Rm (MPa) Fm (N) Agt (korr.)

KSZ A, 600 cycles 394 18.1 54.0 2722.5 22.01
KSZ B, 1200 cycles 376 17.2 52.6 2645.9 21.81
KSZ C, 1800 cycles 394 15.9 51.9 2625.9 21.71

KSZ D, 1800 + 500 cycles 406 14.5 51.7 2638.2 21.49

Figure 7. Force versus elongation of conveyor belt samples, KSZ B, 1200 cycles.

The previous results reveal that the mechanical properties are quite similar, independently of the
test conditions.

3.4. SEM Analysis Results

The results of SEM analysis for the selected specimens are presented in Figures 8–12. The characteristics
of reference samples are presented in the SEM images (Figure 8). The topside is the characteristic view
of the Flexam PVC surface (Figure 8a). The bottom side is fabric (Figure 8b), and the cross-section of
the conveyor belt sample with two fabric tension layers is presented in Figure 8c.

   
(a) (b) (c) 

Figure 8. SEM images of: (a) topside of Flexam PVC surface; (b) bottom side of fabric surface; (c) cross-
section of a reference sample.

The plain weave of polyester fabric can be noticed in Figure 8. In the plain weave, each warp
thread is interwoven and intersects with each weft thread, and thus the fabric is tightly bound and
rigid. This is crucial information, because the characteristics of the used fabric (the direction of and
the position of the fibers) dramatically affects the strength of the composite materials—in this case,
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the conveyor belt. Such information regarding the type of the polyester fabric weave was not provided
by the producer in the characteristics of the conveyor belt.

The SEM images presented in Figures 9–11 show the cross-section and bottom side of the samples
of the materials of the selected variants subjected to exposure to various temperatures and values of
humidity. The destruction of some of the external weft of the fabric can be observed in the bottom
side materials in the presented variants. The cross-section presents the weave of the polyester fabric
and also the Flexam PVC material. The failure of the polyester material (Figure 10a) can be noticed.
Much more destruction of the bottom side of samples subjected to the climatic chamber can be noticed
compared with the reference samples.

  
(a) (b) 

Figure 9. SEM images of: (a) cross-section, (b) bottom side of material samples for KKA 30-20 test variant.

  
(a) (b) 

Figure 10. SEM images of: (a) cross-section, (b) bottom side of material samples for KKA 30-80 test variant.

  
(a) (b) 

Figure 11. SEM images of: (a) cross-section; (b) bottom side of material samples for KKA 80-80 test variant.
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The SEM images of the cross-section after the failure of the material samples subjected to the
thermal shock chamber tests (Figure 12) exhibit much more failure (fiber failure) than the samples
subjected to the climatic chamber exposure. The thermal shock affects the failure much more than the
climatic conditions. The thermal shock causes more catastrophic failure.

  
(a) (b) 

  
(c) (d) 

Figure 12. SEM images view of cross-section after the failure of material samples subjected to the
thermal shock chamber tests: (a) KSZA; (b) KSZB; (c) KSZC and (d) KSZD.

3.5. Views after the Failure

Views of the samples after tensile strength testing are shown in Figures 13 and 14. It can be observed
that the failure shown in Figure 13 is almost the same for all the tested samples (except 80-80).

 

Figure 13. KKA-20-20 sample after tensile strength testing.

Only the samples exposed to the temperature of 80 ◦C (353 K) and RH of 80% (Figure 14) have a
slightly different type of failure (a failure point and a sample shape) compared to that observed in the
samples subjected to other ageing variants.

It can be presumed that further studies should be conducted in this direction (lengthwise direction),
even though the conveyor belt tape is not subjected to operation at temperatures exceeding 30 ◦C
(303 K).
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Figure 14. KKB-80-80 sample after tensile strength testing.

4. Comparison of Results and Discussion

4.1. Specimens Exposed in the Climatic Chamber

The test results for the samples exposed to different conditions in the climatic chamber are given
in Figure 15.

The results of tensile modulus for samples subjected to ageing under different climatic conditions
demonstrate that the highest tensile modulus can be observed for the samples exposed to a temperature
set to −30◦C (303 K) (KKA-30-20). In the case of samples exposed to a temperature of −20 ◦C (253 K)
(KKA-20-20) for 14 days, E decreased by about 5%. It can be observed that below 0 ◦C temperatures in
the Celsius scale have no negative effects on the tensile modulus compared to the tensile modulus of
the reference samples.

The lowest E was recorded for the samples subjected to ageing at a temperature of 80 ◦C (353 K)
and a RH of 80% (KKA-80-80): 334 MPa. A higher value of E was obtained for the samples subjected to
exposure to the same RH, but at a lower temperature set to 10 ◦C (283 K) (KKA-10-80). In the case
of KKA-10-80, the value of E was 85% of the value of module E of the samples exposed to a higher
temperature (KKA-30-80).

It can also be observed that for two cases of ageing at the same temperature of 30 ◦C (303 K),
but at two different RH values: 80% and 50%, the tensile modulus differed by 3%.
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Figure 15. Mechanical parameters of samples tested in the climatic chamber.
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Summing up the tensile modulus results, it can be observed that:

• higher values of E were obtained for exposure at below 0 ◦C temperature in the Celsius scale
(decreasing values of the minus temperature does not have a negative effect on tensile modulus),

• among the tested variants, ageing produces the least desired results at a temperature of 80 ◦C
(353 K) and at an RH of 80%;

• an increase in the above 0 ◦C temperature in the Celsius scale leads to a decrease in tensile modulus,
• a decrease in humidity with the temperature remaining the same leads to a slight decrease in E

(KKB-30-80 and KKC 30-50),
• in most cases, the reference samples have a lower E, ranging between 3% and 10%, than samples

tested in the climatic chamber, except for two ageing variants—KKB-10-80 and KKB-80-80—where
E was lower by 10% and 22% than the reference sample, respectively.

Examining the effect of ageing conditions on tensile strength of the tested conveyor belt samples,
it was observed that:

• the highest tensile strength was obtained for three ageing cases, two of them involving exposure
at a below 0 ◦C temperature in the Celsius scale,

• the lowest tensile strength was obtained for samples exposed at a temperature of 80 ◦C (353 K)
and an RH of 80% (KKA-80-80),

• decreasing humidity and maintaining the ageing temperature unchanged (KKC-30-50) leads to a
7% decrease in the tensile strength compared to exposing at a humidity of 80% (KKB-30-80),

• in the majority of cases, the tensile strength is lower compared to the tensile strength of the
reference samples; in the three cases KKA-20-30, KKA-20-20 (exposing at minus temperature) and
KKB-30-80, the obtained tensile strength had the same value. It can be observed that temperature
below 0 ◦C in the Celsius scale does not have a negative effect on the tensile strength compared to
the tensile strength of the reference samples, but it is difficult to determine the effect of temperature
or humidity on strength unanimously. The coefficient of correlation (ρ) between the strength and
the temperature is ρ = −0.58 while that between strength and humidity is ρ = −0.66, which can
indicate that humidity has a higher effect on the belt’s tensile strength than temperature.

• the results for the negative temperature can be explained by the fact that lowering the temperature
results in a more exponential behavior of the glassy-brittle state, such as increased stiffness and
reduced deformability. A low temperature (above 0 ◦C) contributes to the fact that polymers
behave like vitrified glass bodies with high stiffness, which have already been damaged by a slight
deformation and exhibit resilience characteristics, and in particular the presence of reversible
deformations, most often increasing proportionally to the increase in stress. The results of this
study confirm that the Young’s modulus of polymeric plastics is significantly higher at low
temperatures compared to room temperature [24–27].

As for yield strength (Figure 15), it can be observed that the reference samples (except one case,
KKB-80-80) have a higher yield strength Rp0,5. The lowest yield strength was obtained for exposure at
a temperature of 10 ◦C (303 K) and a humidity of 80% (KKA-10-80). Therefore, it can be concluded
that exposure under these conditions leads to decreased yield strength, thereby decreasing the plastic
properties of the belt. In addition, it was observed that the parameter Agt, i.e., total elongation at the
highest tensile force, has similar values for the tested variants of ageing.

Most polymers have low humidity, but there are exceptions. Increased humidity causes the
consumption of raw material during processing and exposes the producer to losses. Some polymeric
materials absorb water or moisture from the air. An increase in the water content of the material
increases the impact strength and elasticity but reduces the strength. However, it should be remembered
that the absorption of water is also associated with increasing the volume of the material, and thus the
dimensions of the elements, which may lead to incompatibility of construction dimensions, adversely
affecting the work of the element. It can be seen (Figure 15) that an increase in humidity causes a
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decrease or increase in some mechanical parameters, but this is a more complex phenomenon, as it is
also associated with the seasoning temperature.

Comparing the results of tensile modulus and tensile strength of the samples exposed to the
constant humidity of 80% and at different temperatures—10 ◦C (283 K), 30 ◦C (303 K), 80 ◦C (353 K)
(Figure 16)—it can be observed that the highest tensile strength was obtained for exposure at a humidity
of 80% and at a temperature of 30 ◦C (303 K). When both lower and higher temperatures are applied,
the tensile strength significantly decreases by 15% and by 26%, respectively.
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Figure 16. Tensile modulus and tensile strength of samples exposed to selected ageing variants.

Some statistical results (correlation coefficient) of the tensile modulus for the samples subjected
to ageing in different climatic conditions and for reference samples are presented in Table 8. In the
analysis, the Pearson correlation coefficient was used. Some information regarding the correlation
coefficient was presented in [28].

Table 8. The correlation coefficient of the tensile modulus obtained in various ageing variants and in
the reference condition (for significance coefficient p < 0.05).

Variable Reference KKA-30-20 KKA-20-20 KKB-10-80 KKB-30-80 KKB-80-80 KKC-30-50

Reference 1.0000 −0.6423 −0.0329 0.4513 0.5976 −0.5896 −0.7129
KKA-30-20 −0.6423 1.0000 −0.0915 0.1918 −0.6037 −0.0610 0.7848
KKA-20-20 −0.0329 −0.0915 1.0000 −0.0631 −0.1835 −0.4503 0.0010
KKB-10-80 0.4543 0.1918 −0.0631 1.0000 0.5345 −0.7128 0.2988
KKB-30-80 0.5976 −0.6037 −0.1835 0.5345 1.0000 −0.1406 −0.1600
KKB-80-80 −0.5896 −0.0610 −0.4503 −0.7128 −0.1406 1.0000 0.0941
KKC-30-50 −0.7129 0.7848 0.0010 0.2988 −0.1600 0.0941 1.0000

Based on the correlation of the coefficient results presented in Table 8, the following observations
can be made:

• comparing the results of the tensile modulus for the samples subjected to ageing under different
climatic conditions and for reference samples, in the majority of cases, a correlation between the
value of tensile modulus and the ageing conditions (considering both temperature and humidity)
could not be observed,

• in some cases, a correlation (both positive and negative) was observed, but the correlation is not
strong. For example, the negative correlation of the tensile modulus for the samples KKB-10-80 and
KKB-80-80 subjected to ageing at the same relative humidity (80%), but at different temperatures
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(10 ◦C (283 K) and 80 ◦C (353 K)); the correlation coefficient here was −0.7128, indicating the
negative influence of the higher temperature on the value of the tensile modulus. This means
that an increase in the temperature leads to a decrease in the tensile modulus in the case of high
humidity (80%).

The obtained results indicate that in most comparisons between variants of ageing, a correlation
between the tensile modulus results in the various test variants was not observed. In some cases,
a correlation was observed, but it was not strong.

The statistical results of the tensile strength for the samples subjected to ageing in different climatic
conditions and for the reference samples are presented in Table 9.

Table 9. The correlation coefficient of the tensile strength obtained under various ageing variants and
in the reference condition (for significance coefficient p < 0.05).

Variable Reference KKA-30-20 KKA-20-20 KKB-10-80 KKB-30-80 KKB-80-80 KKC-30-50

Reference 1.0000 0.3303 0.3102 0.7420 0.1880 −0.7522 0.5233
KKA-30-20 0.3303 1.0000 0.6964 0.4763 −0.2325 −0.2274 0.0000
KKA-20-20 0.3102 0.6964 1.0000 0.6423 −0.2495 −0.6713 −0.1515
KKB-10-80 0.7420 0.4763 0.6423 1.0000 −0.4603 −0.6924 −0.1561
KKB-30-80 0.1880 −0.2325 −0.2495 −0.4603 1.0000 −0.2115 0.9190
KKB-80-80 −0.7522 −0.2274 −0.6713 −0.6924 −0.2115 1.0000 −0.3596
KKC-30-50 0.5233 0.0000 −0.1515 −0.1561 0.9190 −0.3596 1.0000

The following observations can be made based on the statistical results presented in Table 9:

• a strong positive correlation (the correlation coefficient is 0.9190) was observed for KKB-30-80
and KKC-30-50, where the samples were exposed to the same temperature (30 ◦C-303 K), but in
different humidities (50% and 80%).

• a correlation between the value of tensile strength and the ageing conditions (considering both
temperature and humidity) in the majority of variants of ageing in different climatic conditions
cannot be observed.

4.2. Samples Exposed in the Thermal Shock Chamber

A comparison of the results obtained for the samples tested in the thermal shock chamber with
the application of a varying number of cycles is shown in Figure 17.
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Figure 17. Strength parameters of samples exposed in the thermal shock chamber.
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The results (Figure 17) demonstrate that the tensile modulus is similar in the majority of the tested
cases. Only when the samples were exposed to 1200 cycles, did this lead to the lowest value of E
being achieved, amounting to 367 MPa, which is 90% of the highest tensile modulus obtained for
variant IV (1800 cycles and 500 cycles). In other cases, the difference is about 3%. It can, therefore,
be observed that the number of curing cycles does not affect the tensile modulus of the tested
materials. Nonetheless, compared to the reference samples (i.e., those that were not exposed to varying
temperature), the exposure to thermal shock led to a decrease in E by 8%, 14%, 8% and 5%, respectively.
In other words, the test samples exposed to thermal shock had lower properties (tensile modulus)
compared to the reference samples.

Analyzing the results, it can also be observed that the tensile strength results do not differ much
in terms of the number of curing cycles of the samples in the thermal shock chamber. The maximum
tensile strength is 54 MPa, and the lowest is 51.7 MPa, which is a difference of over 4%. However,
one can see that tensile strength tends to decrease with the increasing number of curing cycles of
the samples in the thermal shock chamber, particularly when compared to the tensile strength of
the reference samples. It was observed that the tensile strength of the reference samples was higher
than that of the samples exposed to thermal shocks. Although the differences were not significant,
the above-mentioned trend could be observed.

Concerning the yield strength, a trend can be observed whereby the yield strength decreases with
increasing numbers of cycles of the samples exposed in the thermal shock chamber. The difference
between the highest and the lowest yield strength is 3.6 MPa, which amounts to almost 20% of the
maximum value. The highest yield strength, 18.1 MPa, was obtained for the ageing of the samples
in the climatic chamber for 600 cycles (−20 ◦C/+60 ◦C) (253–333 K), while the lowest was obtained
for KSZ D (1800 + 500 cycles). Comparing these results with those of the reference samples, it can
be observed that the yield strength of the samples exposed to a reduced number of cycles was lower,
while the yield strength of the test samples is lower than that of the reference samples with increasing
numbers of cycles.

The correlation coefficient results of the tensile modulus for the samples subjected to ageing under
different thermal shock conditions and for reference samples are presented in Table 10, and in Table 11
the results refer to the tensile strength.

Table 10. The correlation coefficient of tensile modulus obtained in various ageing variants under
thermal shock conditions and in the reference condition (for significance coefficient p < 0.05).

Variable Reference KSZ A KSZ B KSZ C KSZ D

Reference 1.0000 −0.8365 −0.9888 −0.5745 −0.8802
KSZ A −0.8365 1.0000 0.9089 0.0439 0.5942
KSZ B −0.9888 0.9089 1.0000 0.4487 0.8329
KSZ C −0.5745 0.0439 0.4487 1.0000 0.6383
KSZ D −0.8802 0.5942 0.8329 0.6383 1.0000

Table 11. The correlation coefficient of tensile strength obtained in various ageing variants under
thermal shock conditions and in the reference condition (for significance coefficient p < 0.05).

Variable Reference KSZ A KSZ B KSZ C KSZ D

Reference 1.0000 −0.4861 −0.7497 0.0655 −0.2703
KSZ A −0.4861 1.0000 0.6259 0.4191 −0.5748
KSZ B −0.7497 0.6259 1.0000 −0.3298 0.0326
KSZ C 0.0655 0.4191 −0.3298 1.0000 −0.7440
KSZ D −0.2703 −0.5748 0.0326 −0.7440 1.0000
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The following observations can be made based on the statistical results presented in Table 10:

• in comparison to the correlation between the value of tensile modulus in the thermal shock
conditions and the reference variant, the strongest correlation can be seen in the case of KSZ B;
in this case, a strong negative correlation (the correlation coefficient is 0.9888) was observed for
KSZ B and the reference variant. This means that an increase in the number of cycles (1200 cycle
variant of thermal shock) leads to a decrease in the tensile modulus,

• in the majority of variants of ageing under the tested thermal shock conditions, the correlation or
strong correlation between the value of the tensile modulus and the thermal shock conditions
cannot be observed, although in some cases, some correlation (albeit not strong) can be seen;
for example, this case is presented in the variant KSZ A and KSZ B (the correlation coefficient
is 0.9089).

The correlation or strong correlation between the value of the tensile strength and the thermal
shock condition cannot be observed in the majority of ageing variants in the tested thermal shock
conditions based on the correlation coefficient results of presented in Table 11.

Temperature, humidity and thermal shock are some of the factors that degrade polymer materials.
Degradation, as defined, is a process of structural change that can be the result of physical or chemical
changes occurring in polymer materials under the influence of the long-term action of various external
factors. It should be noted, however, that in some cases, in the first phase of degradation, the degradation
agent improves specific properties of the material, especially mechanical strength. This is done by
additional cross-linking of the material structure under the influence of, for example, heat. It is only
during the further action of degradation factors that the properties deteriorate due to various processes,
e.g., excessive cross-linking or molecular weight reduction.

5. Conclusions

A comparison of the experimental results for the samples subjected to various ageing conditions
reveals different relationships regarding the climatic chamber and the thermal shock chamber results,
as well as different strength parameters.

The results indicate that:

1. at various values of temperature and humidity, the observed relationships were different from
those observed for the reference samples.

2. many strength parameters were undesirable with respect to the required values (in the tested
variants) at temperatures of 10 ◦C (282 K) and 80 ◦C (353 K) at a humidity of 80%.

3. tensile strength, tensile modulus and yield strength (and other variables) were higher at below 0 ◦C
temperatures than at above 0 ◦C temperatures in the Celsius scale. It can, therefore, be concluded
that below 0 ◦C temperatures do not have a negative effect on the mechanical properties of
the conveyor belt samples. However, it is difficult to unequivocally determine the effects of
temperature and humidity with respect to the reference samples, although temperature can have
a more significant effect than humidity.

4. thermal shocks affect some of the mechanical properties of the conveyor belt; for example, some
mechanical properties of the tested materials decreased with the increasing number of cycles.
A trend could be observed in which the mechanical properties decrease with increasing exposure
time of the samples to thermal shock. The observed trend of an increase in the tensile modulus
can lead to lower elastic deformation of the tested conveyor, which can be reflected in changes in
its dimensions, affecting the operation of the conveyor belt throughout the entire line, and also
with respect to other devices.

5. the SEM analysis of the cross-section and surface of the bottom side of the fabric indicates that
thermal shock affects the failure much more than climatic conditions.
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In summary, thermal shock had a more significant effect on the mechanical properties of the
samples than temperature and humidity combined. It is worth emphasizing the known fact that a
temperature below 0 ◦C does not lead to a decrease in the mechanical properties of the conveyor belt.

It is recommended that further studies be conducted to determine the effect of higher ranges of
factors such as changes in temperature and humidity and thermal shock.

The resulting research could serve as input and impetus for further research and subsequent
innovations of the material composition of belts used in similar conditions, such as halls of distribution
or logistical centers. The presented research results will also help the users of test belts to regulate
atmospheric conditions in a suitable way on their own premises on which conveyor belts are installed,
in order to achieve the optimum functionality and lifespan of the conveyor belt.
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Featured Application: Exploring step-heating thermography algorithms applied to solar loading

thermography.

Abstract: This work investigates solar loading thermography applications using active thermography
algorithms. It is shown that active thermography methods, such as step-heating thermography,
present good correlation with a solar loading setup. Solar loading thermography is an approach that
has recently gained scientific attention and is advantageous because it is particularly easy to set up
and can measure large-scale objects, as the sun is the primary heat source. This work also introduces
the concept of using a pyranometer as a reference for the evaluation algorithms by providing a direct
solar irradiance measurement. Furthermore, a recently introduced method of estimating thermal
effusivity is evaluated on ambient-derived thermograms.

Keywords: solar loading thermography; step-heating thermography; active thermography; thermal
effusivity; linear effusivity fit; infrastructure; NDT

1. Introduction

Solar loading thermography has gained recent scientific attention [1–4] and shows the
potential to become a proven non-destructive testing (NDT) method for large-scale outdoor
structures and infrastructure. As natural heat sources are inherently erratic (affected by
cloud coverage, wind gusts and ambient temperature fluctuations), evaluation algorithms
must be reviewed on a case-by-case basis. The range of evaluation algorithms discussed in
this work is constrained to conventional active thermography approaches, namely, lock-in
thermography (LIT) [5], step-heating thermography (SHT) [6] and linear effusivity fit
(LEF) [7]. Each of these may be used to determine thermal material properties, in this case,
the thermal effusivity of an excited object. Thermal effusivity is a measure of how strongly
a material exchanges heat with its surroundings: higher effusivity means a slower response
to heat input, whereas lower effusivity means a quicker response. Thermal effusivity is
also the main reason why different materials feel cold or hot to the touch, despite being at
the same temperature initially.

Determining thermal effusivity using solar loading lock-in thermography was shown
in our previous work [1], but empirical calibration was needed to do so. In this work,
we propose an alternative approach using a pyranometer to measure the insolation (solar
irradiance) directly. This allows the experimenter to directly assess the irradiation shape
and amplitude at each point in time, which, in turn, allows the creation of analogies to
conventional, laboratory-scale active thermography methods.

Appl. Sci. 2021, 11, 7456. https://doi.org/10.3390/app11167456 https://www.mdpi.com/journal/applsci239
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2. Materials and Methods

This work used a pyranometer to measure insolation. The model used was an “LP
PYRA 03” from Delta Ohm (Padua, Italy), This model is a second-class pyranometer, which
means that it satisfies the ISO 9060 Second-class accuracy class definition. It is connected to
the measurement card consisting of the ADS1256 ADC, which has sufficient accuracy and
resolution to digitize the signal generated by the pyranometer appropriately.

A custom data acquisition platform was developed, powered by a rechargeable battery
and consisting of an embedded Linux single board computer (RaspberryPi 3B) and the
FLIR Boson 640 in USB Video (UVC) mode. The FLIR long wave infrared (LWIR) thermal
imaging camera, which can directly send raw image data over USB, was used in all further
processing. This camera is sensitive between 7.5 μm and 13.5 μm.

The camera was calibrated once within the approximated expected temperature
range using a large-aperture blackbody source (Mikron M345X4). All thermograms were
corrected using a two-point calibration scheme based on a radiometric calibration. All
algorithms and figures were created using the free software “GNU Octave” and commercial
software “MATLAB”.

3. Theoretical Framework

Solar loading lock-in thermography does not use artificial heat sources, such as heat
lamps; its only heat processes are naturally occurring. These consist of the following: heat
transfer within the structure (conduction); heat transfer with the surrounding air, which is
free to move (convection); and heat transfer via radiation (solar irradiation, radiative heat
loss). The fourth heat process, evaporative cooling, was not included in this study.

To estimate thermal material properties, the value of the heat flux input is needed.
Therefore, a direct measurement of the insolation was conducted using a pyranometer.

As described in our previous work [1], the infrared camera was set up in a station-
ary position to capture a set of thermal images regularly spaced in time. These images
represented a 2D temperature field that was assumed to capture the surface temperature
of a structure after radiance calibration with a blackbody source. Effects such as emis-
sivity/reflectivity can be corrected to improve absolute measuring accuracy for a given
surface. These kinds of corrections were not performed in the scope of this work but are
hypothesized to further increase measurement accuracy in future research [1].

The pyranometer was fixed horizontally, effectively measuring global horizontal
irradiation (GHI). As different captured structures faced different angles, a correction from
GHI to the respective vertical angle surfaces was conducted. This correction was performed
via a two-step process:

1. Calculate the theoretical values for direct horizontal irradiation (DHI) and direct
vertical irradiation (DVI) at the angle of interest.

2. Correct the pyranometer GHI data using the factor DVI/DHI.

The correction can be found in Figure 1.
Both DHI and DVI can be determined using the air mass coefficient method [8], where

DVI must be calculated for each angle of interest (e.g., 180◦ = facing south, 225◦ = facing
south west).

For horizontally oriented surfaces, no correction to the pyranometer data was neces-
sary, as they were recorded horizontally.
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Figure 1. Correction of GHI to GVI on a 200◦ facing angle. Note that the theoretical values for DHI
and DVI were calculated according to [8] and were used to correct the measured GHI data to infer
the irradiance on the vertical standing wall structures (GVI).

After correction of the irradiation value, multiple approaches from active thermogra-
phy to determine thermal material properties were evaluated:

1. Determining thermal effusivity b via step-heating thermography approach [6];
2. Determining thermal effusivity b via linear effusivity fit approach [7];
3. Determining surface heat capacity cS [9].

The results of these three methods are discussed in the next section.

3.1. SHT Approach

According to [6], the temperature rise of thermally thick sample is given by

ΔT = 2
.
q·
√

t
π·λcPρ

(1)

where
.
q is the step heating irradiation in

[
W/m2], t the irradiation time, λ the heat conduc-

tivity in [W/mK], cP the specific heat in [J/kg] and ρ the density of the material in
[
kg/m3].

Considering the thermal effusivity, which is given by:

b =
√

λcPρ (2)

The formula can be rewritten as:

b =
2

.
q

ΔT
·
√

t
π

(3)

This formula calculates the thermal effusivity in a step-heating context on thermally
thick materials (materials where the thermal wave can properly develop and travel without
reflecting). Generally, thermally thick materials have a thickness d 
 μ, where μ is the
thermal diffusion length in [m]. The thermal diffusion length is given by:

μ =

√
2λ

ρcP·ω (4)
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where ω is the angular frequency of the incident thermal wave in
[
s−1].

In this work, the angular frequency of the step-heating pulse was determined using
ω = π/t. In practice, objects with a thickness of d > 1.5μ show negligible error when
considered thermally thick [6]. This cutoff value of 1.5μ is not universally applicable and
was only used in this context because it generated reasonable results. In other setups with
different excitation conditions and materials, other values distinguishing thermally thick
from thermally thin materials may be necessary.

3.2. Surface Heat Capacity (SHC) Approach

Contrary to thermally thick materials, thermal “thinness” can be assumed when
d < 0.5μ. Again, the same restrictions as above apply to this empirically generated value.

When measuring a thermally thin object, thermal effusivity is not a valid material
property to determine, because the formulas calculating it consider the material to be fully
extended as a half space (infinitely thermally thick). Instead, surface heat capacity cS in[
J/
(
m2K

)]
can be calculated and used to determine one of three values (ρ, cP or d) when

the other two are either known or assumed.
The surface heat capacity is defined as the ratio of the radiant exposure q in

[
J/m2]

and the resulting temperature difference ΔT:

cS =
q

ΔT
(5)

The radiant exposure of a step is the product of the heat flux density
.
q and the

corresponding effective time t and leads to:

cS = t·
.
q

ΔT
(6)

In thermally thin materials, the surface heat capacity can be derived from the volu-
metric heat capacity s, as thermally thin materials act as if the heat spreads instantly in the
direction of their thickness. In this case, cS can also be determined via:

cS =

s︷︸︸︷
ρcP ·d (7)

This allows the determination of ρ, cP or d if both other values are either known
or assumed.

3.3. LEF Approach

The linear effusivity fit is a method introduced by Suchan and Hendorfer [7], using
the Laplace transform to transform both the irradiation pulse and the temperature response
from the surface into the frequency domain to determine the thermal effusivity by fitting
a linear function to the quotient of the transformed data. It can be briefly described as a
four-step process:

1. Transform both irradiation pulse q(t) and surface temperature T(t) using the dis-
crete Laplace transform into the complex frequency domain to obtain q(s) and T(s),
respectively. Note that s denotes the complex Laplace operator value.

2. Calculate the quotient of the aforementioned signals:

Z(s) =
T(s)
q(s)

(8)

3. Thermal effusivity is given by:

Z(s) =
1

b·√s
(9)
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Plotting Z(s) over
(√

s
)−1 results in a linear relationship: Z(s)/

√
s = b−1, the slope

m of this function being b−1.

4. A linear fit using Z(s) over
(√

s
)−1 is performed and the slope of this fit is inverted

to obtain
b = 1/mFit (10)

The linear fit is necessary to suppress noise and high-frequency content in the resulting
transformed values, but in theory, two points from Z(s) could be used to determine b.

This approach was employed in a region of interest-based context, where a single
region of interest (ROI) was given as a mean value time vector to the algorithm to calculate
the material properties of the whole ROI. Further, it was conducted on a pixel basis, where
the LEF method was performed on each pixel to obtain an “effusivity image”.

3.4. Albedo Factor and Surface Emissivity

Figure 2 shows that the heating step had an amplitude of ∼320 W/m2 for horizontal
surfaces and ∼300 W/m2 for vertical surfaces at 200◦. These values represent the total
amount of incident radiation. However, as every surface absorbed only a part of the
incoming energy (called the emissivity factor), this irradiation was only absorbed by
blackbodies. As incident radiation energy (sunlight) is primarily visual and near infrared
(NIR) energy [10], the factor used in this work to refer to the amount of reflected sunlight
was albedo α, and the term describing the energy factor absorbed (and emitted) in the
LWIR range was determined as emissivity ε.

Figure 2. Correction of GHI to GVI as before, zoomed in to show the relevant part of the dataset
containing step heating.

As the albedo of white plaster is approximately ∼0.65 [11], the actual absorbed energy
is 35% of the total incident irradiation. On grey surfaces, the albedo is ∼0.55 [11], which
results in an energy absorption of 45%. The albedo of grey pavement is ∼0.60 [11].

As common building materials such as plaster and concrete are considered to have high
emissivity (≥0.95) in the LWIR range [12] p. 316, an emissivity correction for the LWIR camera
was not performed. Instead, the factors researched imposed an albedo correction first.

For Table 1 and all corrected figures, the albedo correction was performed using the
aforementioned values.

The scene in Figure 3 shows the composition of a common street with houses, garages,
trees, a car and a paved road. Due to this composition, not all of the four selected regions
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of interest are perpendicular to the optical axis of the thermography camera. For further
inspections, it was necessary to perform a projective transformation from the observed
angle to a plane that is perpendicular to the optical axis. For the creation of the transforma-
tion matrix, two assumptions were made. First, it was assumed that the observed ROIs
were flat surfaces, and second, the two building walls and the garage sidewall in particular
had a rectangular shape. For each ROI, the four edge points of the studied object were
selected and registered to a rectangular geometry with the aspect ratio of the observed
object [13]. The projective mapping was carried out with MATLAB, using the “image
processing toolbox”. Figure 4 shows a typical thermogram of the scene, with an overview
over the ROIs chosen.

Figure 3. Optical overview over the scene.

Table 1. Overview of the different estimations. Note this table corrects for the albedo factor of the different image parts.
† The reference values are taken from [14–16] ‡ as the concrete road lay horizontally. GHI is the excitation intensity
(see Figure 2).

Temperature Excitation
Intensity

Surface Heat
Capacity

Effusivity

Difference Gradient SHT LEF Reference †

Region of interest K K/min W/m2 kJ/
(

Km2
)

J/
(

Km2√s
)

(1) Wall left 7 0.6 300 6 324 1024 490–780
(2) Wall right 5 0.4 300 14 454 1061 490–780

(3) Concrete road 4 0.3 320 ‡ 27 2132 1971 1730–2120
(4) Garage 3 0.25 300 19 1362 1581 1100–1400
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Figure 4. Typical thermogram of the scene with the selected ROIs of the experiment. ROI 1 is the left
building wall, ROI 2 the right building wall, ROI 3 is the paved road, and ROI 4 the garage sidewall.

4. Results and Discussion

The experiment site was set up by measuring two building walls, a concrete-paved
road and a garage sidewall. The general setup of the scene can be observed in Figure 3.
The pyranometer data are shown in Figure 1 and constitute an excerpt from a much
larger dataset, which was acquired over multiple days. However, for this work, the
aforementioned algorithms required only a small portion of the whole dataset. Figure 2
shows the data section that is used in this work.

Figure 2 shows the relevant section from 15:00 h to 15:45 h with approximate step
heating, generated by variation in cloud coverage. The blue curve (GHI) shows the
irradiance incident to all horizontal surfaces in the scene, in this case, predominantly the
paved road (ROI 3). The orange curve (GVI) was calculated from the GHI data to represent
the incident irradiance on all 200◦ facing vertical structures, such as the two building
sidewalls (ROI 1 and ROI 2) and the garage wall (ROI 4) shown in Figure 3. This explains
the difference between the excitation intensities in Table 1.

Figure 5 was generated using a pixel-wise subtraction of the last image in the heating
phase with the first image thereof. Note the uneven heating on the building on the right
due to shadows being cast by the roof onto the wall below. This difference image was the
basis for both the SHT effusivity estimation and SHC images below.

Figure 5. Difference image: last image in the heating phase subtracted by the first image thereof.
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Figure 6 shows the uncorrected thermal effusivity. The shown image assumes a
heat flux of 320 W/m2 for all surfaces, but the real heat flux (albedo correction) must be
estimated on a case-by-case basis to obtain correct estimates of thermal effusivity.

Figure 6. Effusivity image resulting from the SHT approach.

Figure 7 shows the uncorrected heat capacity, neglecting the albedo factor of the
objects in the scene. The real surface heat capacity was reduced by a factor of (1 − α).

Figure 7. Surface heat capacity image.

The LEF algorithm was performed on each pixel of Figure 8 separately. Note that as
before, no albedo correction was performed on this image, and each pixel was assumed to
have absorbed the full incident irradiation.
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Figure 8. Linear effusivity fit image.

Note that this effusivity image (see Figure 8) differs from the image generated by the
SHT effusivity estimation method (see Figure 6). This is, in part, because the underlying
algorithm to determine surface effusivity by LEF was noise sensitive [7], and reducing
noise by averaging a whole ROI delivered more reasonable values.

Table 1 summarizes the results of the different methods for the observed ROIs.
The garage wall consisted of hollow concrete blocks covered with a layer of gypsum.

The two building walls consisted of an unknown type of insulating gypsum covering a
conventional building insulation material, such as mineral wool or polystyrene.

Separating ROIs and correcting the trapezoidal distortion generated by the camera
viewing each ROI surface from an angle helped to improve the visual clarity of the image.
The results with separation and perspective correction are shown in Figures 9–12. Especially
noteworthy are the following distinctive features:

• Wave-like structure in ROI 1—possible remnant of the insulation installation;
• Hot spot in the top middle of the garage (ROI 4);
• Apparent recognition of the floor in ROI 2.

Figure 9. Perspective-corrected difference images.
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Figure 10. Perspective- and albedo-corrected SHT effusivity images.

Figure 11. Perspective- and albedo-corrected LEF effusivity images.
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Figure 12. Perspective- and albedo-corrected surface heat capacity images.

5. Conclusions and Further Work

This study demonstrated that the methods used by laboratory-scale active thermogra-
phy can be evaluated on solar loading thermograms. Depending on location conditions,
such as weather and cloud coverage, both strong and weak resemblances to different
testing methodologies, such as lock-in or step-heating thermography, can be observed.
In general, signal-to-noise ratio is satisfactory in a solar loaded context, but the erratic
excitation conditions, such as fluctuating irradiation and changing wind speeds, hamper
the accuracy of the previously established assumptions made by the evaluation algorithms.

It was found that ideally, the experimental setup should record the region of interest
perpendicularly in the first place. As this is not feasible in every experiment, separating
ROIs from the whole image and correcting the perspective error can improve the apparent
contrast and enhance visual clarity on the images.

Further work should evaluate how to take into account the given environmental
conditions to better fit a specific test cast. For example, manual shading of a particular
ROI may generate a step-heating scenario in strong sunlit conditions without the need for
specific cloud coverage. Wind speed and ambient temperature could also be measured and
evaluated to calculate the heat flow of the specific structures at all points in the experiment.
However, specific algorithms and methods must be devised to correct the influences of
these unpredictable factors.
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Abstract: We have developed porTable 950 keV/3.95 MeV X-band (9.3 GHz) electron linear accelera-
tor (LINAC)-based X-ray sources and conducted onsite prestressed concrete (PC) bridge inspection
in the last 10 years. A T-shaped PC girder bridge with a thickness of 200–400 mm and a box-shaped
PC girder bridge with a thickness of 200–800 mm were tested. X-ray transmission images of flaws
such as thinning, fray, and disconnection caused by corrosion of PC wires and unfilled grout were
observed. A three-dimensional structural analysis was performed to estimate the reduction in the
yield stress of the bridge. In this study, we attempted to evaluate the unfilled grout quantitatively
because it is the main flaw that results in water filling and corrosion. In the measured X-ray images,
we obtained gray values, which correspond to the X-ray attenuation coefficients of filled/unfilled
grouts, PC wires (steel) in a sheath, and concrete. Then, we compared the ratio of the gray values of
the filled/unfilled grouts and PC wires to determine the stage of the unfilled grout. We examined
this quantitative evaluation using the data obtained from a real T-shaped PC girder bridge and
model samples to simulate thick box-shaped PC girder bridges. We obtained a clear quantitative
difference in the ratios for unfilled and filled grouts, which coincided with our visual perception. We
synthesized the experience and data and proposed a quantitative analysis for evaluating the unfilled
grout for subsequent steps such as structural analysis and destructive evaluation by boring surveys.

Keywords: onsite X-ray bridge inspection; 950 keV/3.95 MeV X-ray sources; PC bridge; unfilled
grout; quantitative evaluation of stage of unfilled grout

1. Introduction

Many concrete structures are facing aging problems. Most social infrastructure com-
ponents, including bridges and tunnels, were built during the rapid economic boom of the
1960s. Since then, the aging and degradation effects have gradually proceeded. Thus, the
need for maintenance of these structures is growing exponentially. Due to the legendary
growth boom that started after WWII, 16% of the overall concrete social infrastructure
was over 50 years old in 2011. The lifespan of these structures is generally 50 years [1].
Only 10 years later, in 2021, this ratio has reached 42% and will increase to 63% by 2031, as
shown in Figure 1. The number and rate of growth of aging structures are astounding, and
this constitutes a critical problem for our society.
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Figure 1. Changes in the ratio of overaged concrete structures in Japan by decade.

Any major malfunction in these infrastructures may have a profound influence on
our industrial system and social life. It is very costly to rebuild anything that seems to
have been damaged. Only if proper management is carried out can the lifespans of these
structures be extended. Even though deterioration has already proceeded, appropriate
assessment and management are necessary to ensure their safety. After the accident
caused by the fall of a concrete ceiling at a Japanese highway tunnel in 2012, the Japanese
government approved a law to maintain and manage such infrastructure every five years
in order to secure their continuous and long-term use. However, it is difficult to determine
the state of deterioration to prevent a collapse during maintenance. According to the
governmental law, the current inspections are mainly carried out by visual inspection,
hammer-sounding inspection, and palpation. The surface condition is observed visually,
and the wall surface is evaluated by knocking on it with a special hammer to examine
the concrete lifting and peeling. Palpation is mainly used to detect loose bolts and nuts.
Only superficial conditions can be confirmed by these methods. Damage, degradation,
and deterioration proceed continuously, not only outside but also inside the structure.
How the inner structure is damaged, especially the metal rods on which the strength and
load of the whole structure rely to a large extent, remains unknown from outside. An
appropriate evaluation technology for structural integrity is necessary for the assessment
of deep inside degradation. Figure 2 shows the number of bridges built per year and the
percentage by structure in Japan. From 1950 to 1960, the number of newly constructed
bridges increased significantly each year. During the economic boom, most bridges were
built with prestressed concrete (PC) [2].

 
Figure 2. Bridges built in Japan by year (MLIT is the Ministry of Lands, Infrastructure, Transportation,
and Tourism).

The PC bridge technology was first applied in construction in 1951 in Japan and
subsequently became widespread owing to its ability to meet the high strength required by
the design standard at a low construction cost. However, as the scale of bridges expanded,
these structures became more complicated [3]. The technology was relatively new, and
knowledge had not yet accumulated. As these bridges aged, degradation damage caused
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by the environment, corrosion, and rupture appeared in the late 1980s and 1990s. These
problems are occurring now and will continue in the future, leading to critical situations,
as shown in Figure 3. To demonstrate the inspection method, it is necessary to explain
the types of concrete bridges while underlining the primary inspection target, namely,
PC bridges.

 
(a)                        (b)                         (c) 

Figure 3. Degraded and collapsed bridges. (a) Cross section of PC sheaths (b) Concrete surface crack
(c) collapse [4].

As shown in Figure 4, there are several types of PC bridges. T-shaped PC girder
bridges have cast-in-place concrete beams with designed sections on both sides of the
beams. The beams are more profound than the deck sections of their cross sections. Thus,
it is called a T-shaped PC girder bridge. Box-shaped PC girder bridges are bridges in which
the main beams comprise girders in the shape of a hollow box, which is typically rectangular
in a cross section. This type is typical of highways and other elevated structures. As it is
cost-effective and superior in strength, it can be a precast offsite to assure quality. Slab
bridges are monolithic and consist of simple flat concrete slabs with twisted or roughened
reinforcing rods concentrated in the lower portion at both ends of the slab. Regardless of
its type, a bridge relies on the built-in prestressed steel reinforcement.

 
(a) T-shape type  

 
(b) Box type 

 
(c) Slab type 

Figure 4. Types of PC bridges. (a) T-shape girder type; (b) box-shape girder type; (c) Slab type.
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Reinforcements are generally distributed and fixed at the two ends of the concrete
bridge, as shown in Figure 5. Steel reinforcements are generally placed inside a hollow
sleeve, called a sheath. The reinforcements are fixed inside the sheath using a material
called grout, as shown in Figure 6. The grout inside a sheath may suffer from damage
because it is a material different from concrete and is filled into the sheath afterward.
Several factors may cause grout failure, such as construction negligence and neutralization
with CO2, as the grout consists of alkali. In addition, water, moisture, and salt invasion
are the other main reasons for failure. Rainwater invades the PC sheath from the edge.
The situation of filled and unfilled grout in two types of PC is schematically depicted in
Figure 7. If there is unfilled grout, a large amount of water remains. Then, it gradually
induces corrosion, thinning, and cracking of the PC sheath and wires. The water exudes
from the corroded sheath to the surface of the concrete. Thinning, fray, and disconnection
of PC wires occur, which leads to a significant reduction in mechanical strength. The
unfilled grout itself is a longitudinal discontinuity of the mechanical stiffness. Therefore, it
becomes a reason for cracks in the nearby concrete, even at an early stage of use. Finally,
rainwater and humidity invade the concrete from the surface.

Unfilled grout of the tendons of PC bridges can cause corrosion and, consequently,
provoke significant prestress losses, which, in turn, can induce cracking and excessive
deflections during service of the PC bridge girder [5–9].

 

Figure 5. Reinforcement distribution within a structure.

 

Figure 6. Side cross-section of a sheath inside a PC structure.
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(a) Cross-section of the sheath (b) Cut surface 

Figure 7. (a) Schematic of the cross-section of a sheath; (b) cut surface of a sheath.

2. Review of Existing Methods

There are several nondestructive evaluation (NDE) methods for detecting poor con-
struction, such as unfilled grout in the PC sheath, and degradation, such as thinning and
disconnection of PC wires. RADAR [10], ultrasonic testing [11], magnetic testing [12], and
200–400 kV X-ray tubes [13] are shown in Figure 8. RADAR can detect and visualize 3D
iron structures up to 300 mm thick, but the reconstructed image is distorted by a few mil-
liseconds. Ultrasonic testing is available up to 200 mm in thickness, but it is difficult to use
to reconstruct the shape of an iron structure. Magnetic testing can detect the disconnection
of iron rods or wires up to 300 mm in thickness. With a 400 kV X-ray tube, transmitted
images of the PC sheath, wires, rods, and grout can be obtained up to 400 mm in thickness,
but it takes approximately 1 h.

Compared with the above existing methods, we explain and emphasize the advantage
of our method using 950 keV/3.95 MeV X-ray sources [14–16]. With them, clear detection
and visualization with 1 mm resolution of PC iron structures and grout filling at a depth of
400–1000 mm are possible within minutes.

(a) 

Figure 8. Cont.
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(b) 

 
(c) 

 
(d) 

Figure 8. Other inspection methods for the inner structure of bridges. (a) RADAR (1.6–3 GHz) [10];
(b) ultrasonic testing (50 kHz) [11]; (c) magnetic testing [12]; (d) X-ray tubes (200–400 keV) [13].

3. Proposed Methodology

3.1. 950 keV/3.95 MeV X-ray Sources

We used an X-band (9.3 GHz) LINAC-based 950 keV/3.95 MeV X-ray source to inspect
the actual bridge [14–16]. These systems are shown in Figure 9a,b, respectively.

 
(a) 950 keV (b) 3.95 MeV 

Figure 9. Portable X-band LINAC-based X-ray sources. The systems are composed of three units:
X-ray head, magnetron, and power units. (a) 950 keV; (b) 3.95 MeV.
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The electrons are accelerated up to 950 keV by radio frequency (RF) fields in the first
source. We also adopted a side-coupled standing-wave-type accelerating structure. The
electrons are injected into the tungsten target, which generates bremsstrahlung X-rays. A
tungsten collimator makes the generated X-rays to the shape of a cone with an opening
angle of 17◦. The X-ray intensity is 50 mSv/min at 1 m for a full magnetron RF power of
250 kW. The system consists of a 50 kg X-ray head, a 50 kg magnetron box, and a stationary
unit of an electric power source and water chiller. The X-ray head and the magnetron box
are portable. Because a flexible waveguide connects them, only the position and angle of
the X-ray head can be finely tuned. We optimized the design based on the X-ray intensity,
compactness, and weight. The parameters of the 950 keV X-ray source are listed in Table 1.
We placed an X-ray detector on the opposite side of the object to detect the transmitted
X-rays. We used a flat panel detector (FPD) of a 0.4 thick GOS scintillator, with 16′′ × 16′′
detector size and 200 μm pixels.

Table 1. Specifications of X-ray sources.

950 keV 3.95 MeV

Operating Frequency 9.3 GHz 9.3 GHz
Beam Energy 950 keV 3.95 MeV
Beam Current 130 mA 100 mA

Electron Gun Voltage 20 kV 20 kV
Electron Gun Current 300 mA 300 mA

Pulse Width 2.5 μs 4 μs
Pulse Frequency 330 pps 200 pps

RF Power 250 kW 1.5 MW

The 3.95 MeV system appears in Figure 9b. This system consists of a 62 kg X-ray head
with a target collimator of 80 kg, a magnetron box weighing 62 kg, electric power sources
at 116 kg, and a water-cooling system weighing 30 kg. The X-ray head and magnetron box
are portable, and the position and angle of the former are finely tuned. The X-ray intensity
of the system was 2 Gy/min at 1 m.

The calculated attenuation in concrete for the X-rays from the 950 keV/3.95 MeV
sources are shown in Figure 10. The results indicate that concrete with thicknesses up to
400 mm and 800 mm can be penetrated by the 950 keV/3.95 MeV sources, respectively.

 
Figure 10. Calculated results of attenuation of the X-rays in concrete from the 950 keV/3.95 MeV
X-ray sources.

Figure 11 depicts the procedure of X-ray inspection, flaw evaluation, and structural
analysis. Poor construction of unfilled grout in PC sheaths, early degradation such as
rainwater intrusion, and finally serious degradation of thinning and disconnection of PC
wires are detected with a spatial resolution of 1 mm within minutes by X-ray transmission
imaging inspection. The iron components of PC, such as wires, can be clearly seen with a
good contrast to concrete. Thinning and disconnection were observed with a spatial resolu-
tion of 1 mm. Measured flaws such as unfilled grout and thinning/disconnection are input
to the structural analysis described in References [16,17]. Thus, the initial poor construction
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of unfilled grout and serious thinning and disconnection of PC wires are diagnosed, and
their effect on the lack and degradation of strength is quantitatively evaluated by structural
analysis. Finally, maintenance, repair, and reconstruction were planned.

 
Figure 11. Procedure of X-ray inspection, flaw evaluation, and structural analysis.

3.2. Radiation Safety Control

We complied with the law (including the Law Concerning Prevention from Radiation
Hazards due to Radioisotopes) and regulations (Regulations on Prevention of Ionizing
Radiation Hazards) [18] when we used the 950 keV/3.95 MeV X-ray sources outside for
onsite bridge inspection in Japan. According to the law, an electron beam source below
1 MeV is not defined as an accelerator. Thus, we complied with these regulations. The
950 keV X-ray source was registered at the local agency of labor supervision. Following the
regulations, the source was usually operated in a radiation-controlled area with a radiation
safety system. The use of sources outside the controlled area was also allowed. In this case,
we temporally set a restricted area at the measurement site and put sufficient shielding
around the source and object to suppress the air dose rate below 1.3 mSv/3 months.
Moreover, we set the facility boundary at 250 μSv/month temporally. An amendment of
the law allowing the use of less than 4 MeV accelerators for onsite bridge inspection was
approved in Japan in 2005. After we received the governmental registration as a radiation
source, we submitted permission for its use outside the radiation-controlled area. Finally,
we performed onsite inspections under the same regulations for the 950 keV case.

4. Experimental Results

4.1. WEB Part of T-Shape PC Girder Bridge

X-ray transmission images for a typical T-shaped PC girder bridge were acquired
onsite, as shown in Figure 12a. The portable X-ray source box and magnetron box were
lifted and finely positioned to the WEB part of the T-shaped PC girder bridge. The electric
power source and water chiller are installed in a special vehicle with a 20 kVA electric diesel
generator. The X-ray FPD was attached to the opposite side of the WEB part with respect to
the X-ray source. Based on visual inspection, the WEB part indicated by the lines became
the target ((b)). We found large surface concrete cracks and an exuded white Ca water stain.
The inspection region of the PC wires, shown in (b), was examined using an X-ray source.
Figure 12c shows the surface cracks and the stain and X-ray transmitted images at the two
flaws. In the two X-ray images, we observed declined PC sheaths, where PC wires and
grout were inserted, and vertical/horizontal reinforcing rods. In the upper and lower cases,
the lower halves beneath the PC wires appear dark/black and bright/white, respectively.
In particular, it was speculated that the grout was unfilled and as a result, rainwater was
retained in (c). Then, the PC sheath was corroded, and water exuded from the corroded
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cracks of the sheath to the surface via cracks in the concrete. The obtained X-ray images
were attached to the design drawing, as shown in Figure 12d. The inner situation of the PC
sheaths in a rather wide region was then visualized.

 
(a) Inspection site (b) Inspection region 

 
(c) Failed and survived grout on X-ray images 

 
(d) Overall situation comprising several images. 

Figure 12. Photographs of onsite inspection and measured X-ray images by 950 keV X-ray source for
a T-shape PC girder bridge. (a) Way of inspection; (b) inspection region; (c) filled and unfilled grouts
in the X-ray images; (d) overall situation composed by several images.

We then evaluated the stage of unfilled grout in the PC sheath by gray value plotting,
using the ratio of the gray values of unfilled grout and PC wires from the measured X-ray
images. Here, we needed to consider and calibrate the uniformity of the background X-ray
intensity distribution.

The X-rays used were emitted from a point with diameter of 2 mm at the W target and
collimated by 17◦ by the W collimator. Therefore, the X-ray intensity at the FPD had an
axisymmetric distribution. As the radius increased, the intensity decreased. As shown in
Figure 13, if the source releases the X-ray beam in parallel, the dose is equally received by
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the detector at every location. The beam distribution is uniform. However, the X-rays from
our point-source have a cone shape and radial intensity distribution at the FPD, as shown
on the right-hand side of the figure.

Figure 13. Parallel beam vs. cone beam in the dose regarding location.

A typical X-ray image is shown in Figure 14. This was acquired from a 200 mm-thick
WEB part of the T-shaped PC girder bridge using the 950 keV X-ray source. The PC sheath,
wires, and other rods are observed. The definition of the gray value is shown in Figure 15.
In this measurement, the black and white parts correspond to highly and slightly X-ray-
attenuated parts, respectively. According to the X-ray attenuation coefficient, PC wires
appear very dark while grout in the PC sheath and concrete appears bright. The locations
of typical materials such as PC wires, rods, concrete, and filled/unfilled grouts are shown
in Figure 14.

 

Figure 14. Typical X-ray image of circular shape at the FPD screen and intensity profile evaluating line.

Figure 15. Gray value from low to high and typical materials.
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Then, we checked the background X-ray intensity distribution on the line segment,
as indicated in Figure 14. Here, we used an 8-bit system so that the full scale corresponds
to 256. Darkness, or a lower gray value near the corners, is a result of an ununiformly
distributed X-ray dose. The effect must be considered when the evaluation is based on
gray values. The gray value of the line segment, where only concrete exists (see Figure 14),
is plotted in Figure 16. An 8th-degree polynomial fitting curve was added to the original
profile. At that stage, the relative background X-ray intensity distribution was obtained.
These data were utilized to compensate for the gray values of unfilled grout and PC wires
to obtain their ratio, which is the proposed index for the stage of unfilled grout.

 
Figure 16. Gray value profile and the polynomial fitting along the line segment in Figure 14 as the
background X-ray intensity distribution.

Schematic gray value profiles of the filled and unfilled grout cases are shown in
Figure 17a. In fact, these lie on the background of the X-ray point source, as shown in
(b). In this measurement by the X-ray FPD, heavy and light materials appear dark and
gray, respectively. The gray values of the dark and gray parts correspond to the low and
high gray values, respectively. We needed to evaluate the background X-ray intensity
distribution first and subtract it from the measured data. We tried to represent the gray
value at the plateau, Gw, for PC wires, as shown in (a). The boundary to the grout area
appeared to be less dark and its gray value, Gw_few, became lower because only a few wires
were located. There was gradation in the region of the filled grout as the effective thickness
changes (see (a)). Thus, the medium gray value was selected for the filled grout as Ggrout.
The gray value at the high/bright peak was regarded as Gno_grout. The ratio, K, of the gray
values at filled/unfilled grout and PC wires was calculated for several situations as

K f w =
Ggrout

Gw
for filled grout and many wires.

Then,

Kuw =
Gno_grout

Gw
for unfilled grout and many wires,

K f w f =
Ggrout

Gw_ f ew
for filled grout and few wires,

Kuw f =
Gno_grout

Gw_ f ew
for unfilled grout and few wires, (1)

Ku f =
Gno_grout

Ggrout
for unfilled and filled grouts. (2)
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Because Gw is lower than Ggrout and Gno_grout, both Kuw and Kfw must be higher than 1.
Kuw at the unfilled grout must also be higher than Kfw at the filled grout, as explained above.

(a) Correlation between filled/unfilled grouts and
gray value profiles 

(b) Profiles on the
background

Figure 17. Schematic drawing of the correlation between filled/unfilled grouts and gray value
profiles. (a) Typical gray value profiles for filled and unfilled grout cases; (b) The profiles lie on the
intensity background due to point source X-rays.

The inner contents of the image in Figure 14 are explained in Figure 18. The grout
appears wholly unfilled in the broken line frame. The bright blank indicates the vacancy at
this location, leading to a high dose at the FPD, which reveals a grout flaw. In comparison,
the dark straight region above the broken line frame indicates the existence of PC wires,
which remarkably attenuate X-rays. To make a quantitative evaluation, it was necessary to
establish a method based on sufficient numerical tools. Gray value evaluation of the raw
images was expected to be effective on this occasion.

Figure 18. X-ray Image acquired from 200 mm thick WEB of the T-shape PC girder bridge and
explanation of the inner structure.

Figure 19 shows the gray value profile plotted along the line segment that crosses the
PC sheath transversely. The diameter and thickness of the PC sheath tube were ~38 mm
and ~1 mm, respectively. Approximately 15 PC wires of ~7 mm in diameter were installed
in a sheath. Each wire can be recognized almost entirely. The magnified profile of the gray
value across the PC sheath is shown in Figure 19. We can clearly observe the locations
of the PC wires and grout in the concrete. The dark and bright/white parts of the PC
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wires and grout correspond to the lower and upper gray value peaks, respectively. This
quantitative result is consistent with our visual recognition of the original X-ray image.
That is, the bright/white part beneath the PC wires appears as a fully unfilled grout. This is
supported by gray value analysis. Thus, this case can be evaluated as a fully unfilled grout.

Figure 19. Gray value profile of the line segment in Figure 18.

Next, we proposed a quantitative index of the stage of the unfilled grout. The gray
value profile along the line segment across the PC sheath and nearby reinforcing rods (see
Figure 20) was obtained, as shown in Figure 21. Regions of “A” and “B” correspond to
the PC wires and unfilled grout, respectively. A few wires are seen less to be dark in the
region between them, as depicted in Figure 17a. Additionally, two lower peaks attributed
to the two rods can be clearly observed as “C” and “D”. Because this profile contains an
ununiform background distribution of irradiating X-rays, it has to be compensated by
using the data shown in Figure 16. The compensated profile is shown in Figure 22. We used
these compensated profiles for the gray value analysis to evaluate the filled and unfilled
grouts quantitatively.

 

Figure 20. Gray value profile analyzing line.
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Figure 21. Original gray value profile of the yellow line in Figure 17.

 
Figure 22. Compensated profile of Figure 20 by subtracting the ununiform background due to the
X-ray point source.

Line segments for gray value analysis are indicated in Figure 23 in this X-ray image of
the 200 mm thick WEB of the T-shaped PC girder bridge by the 950 keV X-ray source. The
gray-value profiles are shown in Figure 24.

 
(a) Left (b) Center (c) Right 

Figure 23. Line segments for gray value analysis for unfilled grout in the X-ray image of 200 mm
thick WEB of the T-shape PC girder bridge by the 950 keV X-ray source.
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(a) Left 

 
(b) Center 

 
(c) Right 

Figure 24. Gray value profiles of (a) Left; (b) Center; (c) Right in Figure 22.

By identifying the sheath range within the gray value profile, gray values could be
obtained. The evaluated values are summarized in Table 2. As predicted above, the average
ratio of K is clearly higher than 1 and is approximately 1.4.

Table 2. Gray values and K ratios for 200 mm PC, 950 keV and unfilled grout.

Location Gw Gno_grout Kfw (Gno_grout/Gw)

Left 148 210 1.42
Center 167 232 1.39
Right 152 214 1.41

Average 156 228 1.41

Moreover, we plotted another set of gray values for the unfilled grout. Figure 25 shows
the original image of the same WEB part (200 mm-thick T-shaped PC girder bridge) taken
by the 950 keV source. The inspection location is different from that shown in Figure 23, as
exhibited in Figure 12d. Line segments for gray value analysis are also indicated in the figure.
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(a) Left (b) Center (c) Right 

Figure 25. X-ray image of unfilled grout in a 200 mm thick T-shape PC girder bridge taken by the 950
keV source. (a) Left; (b) center; (c) right. Line segments for gray value analysis are also indicated.

The gray value distributions on the line segments in Figure 25 are shown in Figure 26.
Table 3 lists the gray values and K ratios. The average ratio of Kuw is approximately 1.5.
Meanwhile, Kuw_few is lower at ~1.1 This is because the parts of many and a few wires look
dark and less dark, that is, Gw_few > Gw.

 
(a) Left 

 
(b) Center 

 
(c) Right 

Figure 26. Gray value profiles of Figure 25. (a) Left; (b) center; (c) right.
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Table 3. Gray values and K ratios for Figure 26. 200 mm by 950 keV, grout is not filled.

Location Gw Gw_few Gno_grout Kuw (Gno_grout/Gw) Kuwf (Gno_grout/Gw_few)

Left 103 157 170 1.65 1.08
Center 140 200 211 1.51 1.06
Right 139 190 201 1.44 1.06

Average 127 182 194 1.53 1.07

After looking into the unfilled sample, we proceeded to the filled grout case. Figure 27
shows an image taken from the same WEB part (200 mm-thick T-shaped PC girder bridge)
by the 950 keV source. The lower half of the PC sheath appears to be dark compared to
that in Figures 23 and 25. Line segments for plotting the gray values are also observed.

 
(a) Left (b) Center (c) Right 

Figure 27. X-ray images of filled grout for 200 mm thick PC bridge taken by the 950 keV source.
(a) Left; (b) center; (c) right. Line segments for gray value analysis are also indicated.

In the same way, the profiles were plotted as shown in Figure 28, and the K ratios are
calculated in Table 4. The average ratio of Kfw is ~1.3, which is lower than the Knw of ~1.4
and ~1.5 indicated in Tables 2 and 3. If we used the gray value at the wire boundary, Gw_few,
the ratio of Kfw_few became rather low at ~1.1. Again, the gray value at the wire boundary
does not appear appropriate for the evaluation of unfilled and filled grouts.

 
(a) Left 

 
(b) Center 

Figure 28. Cont.
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(c) Right 

Figure 28. Gray value profiles of (a) left; (b) center; (c) right in Figure 27 for 200 mm thick T-shape
PC girder bridge by 950 keV.

Table 4. Gray values and K ratios of Figure 28 for 200 mm thick T-shape PC girder bridge by 950 keV.
The grout is filled.

Location Gw Gw_few Ggrout Kfw (Gno_grout/Gw) Kfwf (Gno_grout/Gw_few)

Left 115 141 150 1.30 1.06
Center 135 152 175 1.30 1.15
Right 110 134 147 1.34 1.10

Average 120 142 157 1.31 1.10

4.2. Model Samples of 750 mm Thickness for Box-Shape PC Girder Bridge

Now, we explain the similar filled/unfilled grout analysis for the side WEB of a
box-shaped PC girder bridge using the 3.95 MeV X-ray source. Because the PC concrete
thickness is far greater than 400 mm, we needed to use the 3.95 MeV X-ray source here.
Real bridge inspection continued, and the obtained results are currently under evaluation.
Hence, the results of the preparatory experiments modeling the real situation are introduced
in this paper.

The target was a 750 mm thick PC WEB wall. We constructed model samples using
pieces cut from real old bridges. The 750 mm thick assemblies are located between the
3.95 MeV X-ray source and the X-ray FPD detector, as shown in Figure 29a. The photograph
is shown in (b). The PC wire used for insertion is shown in (c).

 
(a) Experimental configuration 

Figure 29. Cont.
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(b) Photograph 

(c) PC wire for insertion 

Figure 29. Experimental configuration (a) and photograph (b) for modeling the 750 mm thick side
WEB wall of a box-shape PC girder bridge with the 3.95 MeV X-ray source and FPD. (c) PC wire
for insertion.

For better image quality, multiple X-ray shots should be averaged into a single image.
As shown in Figure 29, the 750 mm-thick assembly is irradiated by the 3.95 MeV X-ray
source. Figure 30 shows the X-ray images for 1, 25, 50, and 100 shots, where one shot
means 10 s exposure, and their averages are taken for each image to smooth the image [19].
When the exposure time is short and the transmitted X-ray intensity is weak, the image
appears spotty and the gray value profile becomes noisy. If the exposure time is increased,
the profile is expected to be smoother. Such a denoising effect by stacking 1, 25, 50,
and 100 X-ray shots is clear, as shown in Figure 31. The noise attributed to the lack of
X-ray intensity is remarkably reduced for many stacking shots. Because the concrete is
significantly thick, the intensity of the transmitted X-ray becomes attenuated. Therefore,
stacking using appropriate shots is necessary for an accurate quantitative analysis of filled
and unfilled grouts based on their gray value difference.

Now, X-ray images taken by the 3.95 MeV source for the model samples of a box-
shaped PC girder bridge were analyzed. The inner contents of the samples are shown in
Figure 32. Two declined sheaths can be observed. In this case, only a few wires are inserted
into the remaining grout in the upper sheath 1, and many wires are located in the lower
sheath 2. The gray value profiles were evaluated on the indicated line segments. Gray
value profiles and analysis were performed, as shown in Figure 33. A few wires are clearly
recognized by the small negative peak in the figure. The calculated values are listed in
Table 5. Because there were only a few wires in sheath 2, only Kuw_few and Kfw_few were
evaluated. Additionally, Kuwf was calculated.
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Figure 30. Measured X-ray images for 1 (a), 25 (b), 50 (c) and 100 shots (d). Gray value analysis lines
are also indicated.

Figure 31. Denoising effects by stacking 1, 25, 50, and 100 X-ray shots.

Table 5. Gray value numbers and K ratios of Figure 33. 750 mm by 3.95 MeV, grout is not filled.

Location Gw_few Gno_grout Ggrout Kuwf Kfwf Kuf

Left 66 98 76 1.48 1.15 1.29
Right 92 108 92 1.17 1.00 1.17

Average 79 103 84 1.33 1.08 1.23
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(a) Left (b) Right 

Figure 32. X-ray images of the model sample for a 750 mm-thick PC bridge taken by the 3.95 MeV
source. The grout is partially filled. Wires are inserted. (a) Left; (b) Right.

(a) Left 

 
(b) Right 

Figure 33. Gray value profiles of Figure 32. (a) Left; (b) Right.

We then analyzed an additional case for the 750 mm thick concrete of a box-shaped
PC girder bridge. We prepared three sheaths, 1, 2, and 3, at the same horizontal level, as
shown in Figure 34. In the lower half of sheath 1, several wires were inserted, whereas
the upper half was vacant. The grout is filled only in the lower half of sheath 2, and a few
wires are placed on it. Sheath 3 is completely empty. First, we carried out a horizontal shot
in (a). In this case, only sheath 1, which is the nearest to the X-ray source, could be clearly
recognized. We could also observe a few wires in sheath 2 at the wire grout boundary in
the X-ray image. Next, the downward shot was reduced to shift the images vertically at
the FPD, as shown in (b). The three sheaths were still partially overlapped at their edges.
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(a) Horizontal irradiation shot 

 
(b) Declined downward shot 

Figure 34. Photograph and X-ray image by 3.95 MeV X-ray source for 750 mm thick model sample
for box-shape PC girder bridge. There are three sheaths. (a) Horizontal shot. The three sheaths are
overlapped and only Sheath 1 can be seen. (b) Declined downward X-ray shot to shift the three
sheaths at the FPD.
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Because the three sheaths partially overlap at each edge, treatment of the regions and
gray values was complicated for the gray value analysis in the declined shot case. Thus
far, the inner structures were also rather complicated. Therefore, we also adopted a 16-bit
system with a full scale of 65,536 to upgrade the resolution of the analysis. Thus, the gray
value profile analysis was performed only for sheath 1 in the horizontal shot case, as shown
in Figures 35 and 36. We could also observe a few wires in sheath 2 near the wire grout
boundary of the sheath 1 image in Figure 35. Therefore, we did not use the gray value at
the boundary as Gw_few and only calculated Knw. Knw became ~1.2 as given in Table 6.

(a) Left (b) Right 

Figure 35. X-ray images of a 750 mm-thick PC bridge taken by the 3.95 MeV source. The grout is not
filled. (a) Left; (b) right.

 
(a) Left 

 
(b) Right 

Figure 36. Gray value profiles of Figure 35. (a) Left; (b) right.
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Table 6. Gray value numbers and K ratios of Figure 36. 750 mm by 3.95 MeV, grout is not filled.

Location Gw Gno_grout Kuw

Left 4250 4950 1.16
Right 4050 4750 1.17

Average 4150 4850 1.17

5. Discussion

Table 7 summarizes the K ratios obtained thus far. In the case of the T-shape PC girder
bridge of 200 mm thickness and 950 keV X-ray source, the K ratio, Knw, for unfilled grout is
in the range 1.4–1.5, while Kfw is approximately 1.3 for filled grout. Knw for the case of the
750 mm thick model samples for a box-shape PC girder bridge and the 3.95 MeV system
becomes ~1.2. The ratio between the unfilled and filled grouts was calculated using the
averaged Kuw of cases 1 and 2 and Kfw of cases 3, as presented in the table. In all cases,
the difference of the values is at least 10%. It is still early to declare standard values to
indicate the status of grout. Further accumulation and verification of tests and data are
necessary. However, this analysis is expected to be important for evaluating the grout
situation quantitively during the next steps of structural analysis or destructive inspection.

Table 7. Overall K ratio summary in different conditions.

Case Thickness X-ray Source Avg. Kuw Avg. Kfw Avg. Kuwf Avg. Kfwf Avg. Kuf PC Type

1 200 950 keV 1.41
1.12

T-shape
2 200 950 keV 1.53 1.07 T-shape
3 200 950 keV 1.31 1.10 T-shape
4 750 3.95 MeV 1.33 1.08 1.23 Box
5 750 3.95 MeV 1.17 Box

6. Conclusions

We attempted a quantitative evaluation of the stage of unfilled grout in PC bridges
using porTable 950 keV/3.95 MeV X-ray sources. We obtained the gray value profiles from
the measured X-ray transmitted images and calculated the ratios of the gray values of the
PC wires and grout. In this measurement, iron PC wires, filled grout, concrete, and unfilled
grout appeared to be black, very dark, dark, and bright, respectively. As the image was
darker, the gray value decreased in this analysis. It is possible that the stage of unfilled
grout could be quantitatively evaluated as the gray value ratio between the PC wires and
grout part by stacking more experiences and data. If the stage looks rather unfilled, further
detailed inspection, such as destructive evaluation by boring surveys, for instance, should
be performed. This method is applicable to a wide range of scenarios and supports the
overall strength evaluation of bridges for safety maintenance [17]. Actual on-site inspection
of PC highway bridges and analysis of the results are underway. We proposed a guideline
for X-ray inspection using 950 keV/3.95 MeV X-ray sources accompanied by visual and
hammering-sound screenings, structural analysis, final repair, and/or reinforcement, as
described in Figure 37. The purpose is to extend the lifespan of PC bridges worldwide. An
academic and industrial consortium, which included the authors, successfully performed
the 3.95 MeV X-ray inspection and evaluation of grout filling for a box-shaped PC girder
highway-bridge in Japan in 2020. Detailed results will be presented in the near future.
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Figure 37. Proposed guideline for X-ray inspection using 950 keV/3.95 MeV X-ray sources accompanied
with visual and hammering-sound screenings, structural analysis, final repair, and/or reinforcement.

Author Contributions: All authors made equal contributions to all the aspects of the paper. All
authors have read and agreed to the published version of the manuscript.

Funding: This research was partially funded by Cross-ministerial Innovation Promotion Program—
Infrastructure Maintenance Renovation and Management-(2015–2019), Cabinet Office of Japan.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Japan Ministry of Land, Infrastructure, Transport and Tourism. Status Quo of Social Infrastructure Inspection and Maintenance.
Available online: https://www.mlit.go.jp/sogoseisaku/maintenance/02research/02_01.html (accessed on 30 March 2021).

2. Japan Prestressed Concrete Contractors Associate. Design of PC Bridges, 5th ed.; Japan Prestressed Concrete Contractors Associate:
Tokyo, Japan, 2019; Volume 1, pp. 15–25.
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Abstract: Accurate information on the actual thermal transmittance of walls is vital to select appro-
priate energy-saving measures in existing buildings to meet the commitments of the European Green
Deal. To obtain accurate results using the heat flow meter (HFM) method, good thermal contact
must be made between the heat flow meter plate and the wall surface. This paper aimed to assess
the influence of the non-perfect thermal contact of heat flow meter plates on the accuracy of in situ
measurement of the façades’ U-value when a film was applied to avoid damage to the wall surface.
Given the fact that to avoid harm to the wall surface, the laying of a film is a usual procedure in the
installation of equipment during the building’s operational stage. The findings show that deviations
between measured U-values when an HFM was installed directly on the wall surface and when an
HFM was installed with a PVC film were found to differ significantly from the theoretical effect of
including a PVC film during the monitoring process.

Keywords: non-destructive test; monitoring; housing; buildings; façade; thermal transmittance;
HFM method

1. Introduction

Efficiency in terms of energy and resources is required by the European Green Deal
when building and renovating the European building stock [1] for achieving the European
Union’s energy efficiency targets [2]. To meet the 2050 long-term climate and energy targets,
97% of the residential building stock, which is responsible for around 36% of CO2 emissions
in the European Union [3], needs to be upgraded to become highly energy efficient and
obtain the Energy Performance Certificate (EPC) label A [4]. This high percentage is
due partly to the average age of European residential building stock: more than 80% of
residential buildings are over 25 years old (Table 1) and, therefore, most of them were built
without thermal regulation. Construction is considered the sector with the most potential
for energy saving. Buildings represent 40% of the energy used in the European Union [5].
Almost 26% of Europe’s total final energy consumption is used in residential buildings [6].
Space heating represents a large amount of energy consumption in the housing sector [7,8]
and, therefore, has a significant capacity for energy saving.

Table 1. Distribution of residential floor space by year of construction in the European Union 27,
Switzerland and Norway [9].

Region
Floor Space
Distribution

Average Age of Residential Floor Space

Pre 1960 1961–1990 1991–2010

North and West 50% 42% 39% 19%
Central and East 14% 35% 48% 17%

South 36% 37% 49% 14%
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According to the IEA EBC Annex 71-project [10], measuring the actual energy per-
formances discloses a notable gap between actual and expected energy performances of
buildings. The actual thermal behaviour of building envelopes could contribute to this en-
ergy performance gap in buildings. Deviations between the predicted and actual behaviour
of envelopes are related to aspects of the design and construction stages [11]. Moreover,
assumptions about energy efficiency improvements resulting from building refurbishment
are not always met [12,13]. Consequently, accurate in situ measurements of the actual
U-value of façades are necessary.

The thermal performance of building façades is a fundamental parameter that should
be evaluated to obtain an accurate energy diagnosis of buildings [14–21]. Successful
decision-making during energy renovation processes of existing buildings requires precise
characterization of thermal properties of building components [22,23]. Classifying the
opaque part of the façades is essential to precisely analyse the thermal performance of
façades in the housing sector.

In recent years, the thermal behaviour of the materials that compose façades had
been studied in depth by several authors such as Laaroussi et al. [24] measuring the ther-
mal properties of brick materials, Kuman and Suman [25] or Björk and Enochsson [26]
measuring the properties of thermal insulation materials. However, when analysing the
thermal transmittance of walls, assumed U-values have been a meaningful source of error
in estimations of energy savings and carbon emissions [27]. Evidence suggests that assump-
tions concerning heat loss from a dwelling pre-retrofit and post-retrofit are not correct [12].
Therefore, accurate on-site measurements are required to provide information on the actual
thermal transmittance of façades. To effectively quantify the actual performance of build-
ings, optimized on-site measurements combined with dynamic data analysis techniques
are needed [28].

Several methods can be used for the in situ measurement of U-value of existing
buildings’ façades [29,30]. One of the most common is the heat flow meter method,
standardised by ISO 9869-1:2014 [31]. This method obtains the thermal transmittance
by measuring the heat flow rate that passes through a wall and the inside and outside
environmental temperatures. However, difficulties can arise in on-site measurements of
walls U-value in the existing building stock, leading to inaccuracies [32]. These difficulties
can be classified into three groups, according to the IEA EBC Annex 58-project [33]: errors
related to the measurement accuracy, errors related to the analysis of data and errors
related to the boundary conditions of the in situ measurement. Difficulties related to the
measurement accuracy include factors like reading and calibration of heat flow meters and
temperature sensors and had been deeply analysed by authors such as Ficco et al. [17],
Trethowen [34] and Meng et al. [35]. Difficulties related to the analysis of data were recently
analysed in depth [32,36–39]. Difficulties related to the boundary conditions include factors
as an imbalance of the heat flow, edge heat loss and accuracy on the position of sensors,
which were highly analysed by Peng and Wu [32], Meng et al. [35], Cesaratto et al. [40],
Ahmad et al. [41] and Guattari et al. [42]. Delving into boundary monitoring conditions,
the factor of contact between the wall surface and the heat flow meter was analysed by
simulations but has not been analysed in experimental tests [40], so as for the present study
focuses on this aspect.

The IEA EBC Annex 58-project [33] and authors such as Cesaratto et al. [40],
Tadeu et al. [43] and Gori and Elwell [44] highlight the importance of ensuring good ther-
mal contact between the heat flow meter plate and the wall to be measured to obtain
accurate results. However, conducting HFM in situ measurements during the operational
stage of dwellings is challenging due to the need for avoiding damage to wall surfaces.
In this sense, the usual practice is placing a PVC film to preserve the wall surface [27,45].

Considering all the aspects aforementioned, the study aimed to analyse the influence
of the non-perfect thermal contact of heat flow meter plates on the accuracy of in situ
measurement of the façades’ U-value when a film was applied to avoid damage to the
wall surface, as a usual equipment installation procedure during the building’s operational
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stage. This research provides valuable additional evidence on the accuracy of in situ
monitoring of the actual U-value of existing buildings’ façades and will therefore assist
practitioners in pre-retrofit diagnosis.

The method used to analyse the influence of the non-perfect thermal contact of heat
flow meter plates on the accuracy of in situ measurement of the façades’ U-value is
explained in the second section following this introduction. The third section presents the
results. Finally, the discussion and conclusions are given in the fourth section.

2. Materials and Methods

2.1. Methodology

The method for assessing the impact of the heat flow meter thermal non-perfect
contact on the accuracy of in situ measurement of walls U-value consists of three steps
(Figure 1):

• First, two façades with a range of theoretical thermal transmittance values
were selected.

• Second, in situ measurements of walls’ U-value were conducted with two heat flow
meters. One heat flow meter was installed by applying a layer of interface material
between the heat flow meter and the wall surface, and the other heat flow meter
was installed by applying a PVC film between the layer of interface material and the
wall surface. During the monitoring process, recommendations on apparatus and
environmental conditions were considered [31]. Then, data were analysed using the
dynamic method.

• Third, the variability of results was analysed by comparing the differences between
the measured thermal transmittances obtained from the two heat flow meters with
the theoretical effect of including a PVC film during the monitoring process, for the
two case studies.

1 Selection of case studies

2 In situ measurements of 
walls' U-value

3 Analysis of variability of results

HFM installed directly on the wall

HFM installed with a PVC film 
between the sensor and the wall surface

Figure 1. Research methodology.

2.2. Case Studies

To analyse the implications of using a protective film during the installation process
of heat flow meters on the accuracy of in situ measurements of the façades’ thermal
transmittance, two brick masonry walls with varying theoretical thermal transmittances
were selected as case studies (Case studies 1 and 2).

Case study 1 was built in 1960 and according to Gaspar et al. [46] can be defined
as a single-skin wall with no air cavity or insulation. This case study is located between
an interior habitable zone and an interior non-habitable zone. Case study 2 was built in
2005, it is a double-skin façade with internal insulation but no air cavities finished with
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continuous covering [46]. This case study is located between an indoor habitable zone and
an outdoor zone.

The theoretical total thermal resistance (RT) of the two multilayer walls can be calcu-
lated as follows [47]:

RT

(
m2·K

W

)
=

1
Ut

= Rsi + R1 + R2 + . . . + RN + Rse (1)

where Ut is the theoretical thermal transmittance of the wall, Rsi and Rse are the internal and
external superficial resistance values (0.13 m2·K/W and 0.04 m2·K/W, respectively [47])
and R1 + R2 + . . . . + RN are the design thermal resistance values for layers from 1 to N.

To calculate the design thermal resistance (R) of a uniform layer, the following expres-
sion was used:

R
(

m2·K
W

)
=

d
λ

(2)

where d is the thickness of the layer and λ is its design thermal conductivity.
Design data to calculate the designed thermal transmittance was obtained from the

buildings’ executive projects and reports. This information was corroborated by the
facility managers of the buildings. Subsequently, the thickness of the wall was measured
on-site. The theoretical U-values of the two case studies were determined according to
Equations (1) and (2), following guidelines of ISO 6949:2007 [47] and the Spanish Technical
Building Code’s Catalogue of Building Elements [48]. Even though the theoretical U-values
were not absolutely certain were taken as reference values. Table 2 provides a summary of
the thickness, thermal conductivity and thermal resistance of each layer and the theoretical
thermal transmittance for the case studies.

Table 2. Composition of the case studies.

Case Study No. Layer
Material Layer

(Inside-Outside)
Thickness (m)

Thermal
Conductivity

(W/m·K)

Thermal
Resistance
(m2·K/W)

Total
Thickness

(m)

Theoretical
U-Value

(W/m2·K)

Case study 1

0.13

0.12 2.20
1 Mortar plaster 0.01 0.570 0.018

2 Hollow brick wall 0.10 0.160

3 Mortar plaster 0.01 0.570 0.018

0.13

Case study 2

0.13

0.34 0.36

1 Mortar plaster 0.02 1.300 0.015

2 Hollow brick wall 0.10 0.160

3 Polyurethane
insulation 0.06 0.028 2.143

4 Perforated brick wall 0.14 0.210

5 Single-layer mortar
plaster 0.02 0.340 0.059

0.04

2.3. In Situ Measurement of Façades’ Thermal Transmittance

This section specifies the instrumentation and data collection process and the subse-
quent analysis of data.

2.3.1. Instrumentation

Proper instrumentation was carefully selected for the in situ measurement of the actual
thermal transmittance of the walls. The apparatus consisted of an internal acquisition
system, to which two heat flow plates and an internal environmental temperature sensor
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were connected, and an external environmental temperature sensor with its acquisition
system. Table 3 summarises the main specifications and a priori accuracy of the calibrated
instrumentation.

Table 3. Main specifications of the instrumentation.

Type of Equipment Model and Manufacturer Range A Priori Accuracy

Heat flow meter plates HFP01, Hukseflux ±2000 W/m2 ±5%

Inside environmental
temperature sensor T107, Campbell Scientific, Inc. −35◦ to +50 ◦C ±0.5 ◦C

Inside acquisition system CR850, Campbell Scientific, Inc. Input ±5 Vdc ±0.06% of reading

Outside environmental
temperature sensor and its

acquisition system
175T1, Instrumentos Testo, SA −35◦ to +50 ◦C ±0.5 ◦C

The monitoring process was designed following ISO guidelines [31]. Taking into
account the considerations of Asdrubali et al. [14], Evangelisti et al. [16], Ahmad et al. [41],
Tejedor et al. [49,50], Barreira et al. [51] and Nardi et al. [52], the placement of equipment
was examined with an infrared thermographic camera (FLIR E60bx Infrared Camera).
Proximity to defects, joints and borders of the wall, direct solar radiation and direct impact
of heating or cooling devices were avoided, as recommended by Guattari et al. [42] and
Evangelisti et al. [53].

The two heat flow meter plates were placed on the inner side of the wall due to
it is the location where the temperature was most stable. Proper thermal contact was
ensured between the entire area of one heat flow meter plate and the wall surface by
carefully applying a layer of thermal interface material. The other heat flow meter plate
was meticulously installed by applying a film between the layer of thermal interface
material and the wall (Figure 2), which is usual procedure to protect the wall surface, as
described in Section 1.

 

Figure 2. View of two heat flow meter plates, without and with a film between the layer of thermal
interface material and the wall surface.

During the experimental campaign, climatic conditions were observed. The monitor-
ing process took into consideration that the internal environmental temperature always
exceeded the external environmental temperature, ensuring a stable heat flow direction.
Alternating this flow direction could lead to inaccurate measurements, as described by
Tadeu et al. [43], and could greatly influence the minimum test duration and the variability
of the results [39]. Data were sampled every 1 s and recorded every 30-min averaged data
in both dataloggers.
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Data obtained from process monitoring is depicted in Figure 3, where Tin is the inside
environmental temperature, Tout is the outside environmental temperature, qNF is the heat
flow measured with a heat flow meter plate installed with direct contact on the wall surface
and qF is the heat flow measured with a heat flow meter plate installed by applying a PVC
film between the layer of thermal interface material and the wall surface. The experimental
campaign of Case study 1 was conducted from 10–17 June 2016 (from 12:00 a.m. to 12:00
a.m.) and of Case study 2 from 24–30 October 2016 (from 12:30 p.m. to 12:30 p.m.).

 

Figure 3. Indoor temperature (Tin), outdoor temperature (Tout), heat flow measured with an heat
flow meter (HFM) installed with a layer of thermal interface material directly on the wall surface
(qNF) and heat flow measured with an HFM installed with a PVC film between the layer of thermal
interface material and the wall surface (qF) for (a) Case study 1 and (b) Case study 2.

2.3.2. Data Analysis

The measured thermal transmittance was determined according to the standard-
ised dynamic method described by ISO 9869-1:2014 [31] and extensively detailed in
Gaspar et al. [54]. To apply the dynamic analysis, a spreadsheet was programmed fol-
lowing the recommendations of Gaspar et al. [54]. The best estimate of the thermal trans-
mittance was obtained for each cycle of 24 h. A confidence interval of 95% was adopted in
the study to evaluate the quality of the thermal transmittance estimation results [31,55].

The duration of the test was evaluated considering the requirements established in the
ISO 9869-1:2014 standard [31,56]. The three requirements are summarised in the following
equations (Equations (3)–(5)):

DT (days) ≥ 3 (3)∣∣∣∣Umi − Umi−1

Umi−1
× 100

∣∣∣∣ ≤ 5% (4)
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∣∣∣∣∣∣∣
Um

INT(2× DT
3 )

i=1 − Um
DT
i=DT−INT(2× DT

3 )+1

Um
DT
i=DT−INT(2× DT

3 )+1

× 100

∣∣∣∣∣∣∣ ≤ 5% (5)

where DT is the length of the test in days, Um is the measured U-value of the wall, index i
indicates the number of the cycle and INT is the integer part.

2.4. Analysis of Variability of Results

The introduction of a PVC film during the monitoring process changes the theoretical
U-value of the wall due to its inherent thermal resistance plus the thermal contact resistance
between the film and the wall surface. The theoretical maximum thermal resistance
associated with the inclusion of a PVC film is estimated according to Equations (1) and (2),
as follows:

R f ilm_max

(
m2·K

W

)
= 0.0005 +

15·10−6

0.12
= 6.25·10−4 (6)

where the thermal contact resistance is usually between 0.000005 to 0.00005 m2·K/W
according to Çengel and Ghajar [57], the thickness of the film is usually between 7 × 10−6

to 15 × 10−6 m, the thermal conductivity of the material is between 0.12 to 0.25 W/m·K
and Rfilm_max is the maximum thermal resistance associated to the inclusion of a PVC film,
considering the most insulation case of the film inclusion.

The theoretical effect of the inclusion of a PVC film on the thermal transmittance is
calculated according to Equation (1) for the two case studies and shown in Table 4. The de-
viations between the theoretical thermal transmittance (NF) and the thermal transmittance
when using a PVC film during the installation of the heat flow meter (F) are practically
imperceptible values, 0.14% in Case study 1 and 0.02% in Case study 2.

Table 4. Theoretical impact of the inclusion of a PVC film on the thermal transmittance in the two
case studies.

Case Study
Theoretical U-Value

NF (W/m2·K)
Theoretical U-Value F

(W/m2·K)
Deviation between

U-Values(%)

Case study 1 2.20 2.19 0.14
Case study 2 0.36 0.36 0.02

To assess the use of a protective film during the installation of heat flow meters, two
values of the measured thermal transmittance were calculated for each case study. The first
value was obtained using a heat flow meter plate installed with a layer of thermal interface
material directly on the wall surface (UmNF) and the second value was obtained using a
heat flow meter plate installed with a PVC film between the layer of thermal interface
material and the wall (UmF). To check the adjustment between both measured U-values,
the absolute value of the relative difference between measured U-values were calculated
using the following expression:

Absolute value o f the relative di f f erence Um NF − Um F(%) =

∣∣∣∣ (Um NF − Um F)

Um NF
× 100

∣∣∣∣ (7)

where UmNF is the measured U-value of the wall using the dynamic method using an HFM
installed without film and UmF is the measured U-value of the wall using the dynamic
method using an HFM installed with a PVC film between the layer of thermal interface
material and the wall.

The variability of results was analysed by comparing the relative difference between
the measured thermal transmittances obtained according to Equation (7), with the theoreti-
cal effect of including a PVC during the monitoring process shown in Table 4.
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3. Results

The data acquisition process was conducted following the indications in Section 2,
with a sampling duration of 168 h in Case study 1 (337 readings) and of 144 h in Case study
2 (289 readings). Two measured thermal transmittances and its confidence interval were
calculated, for 24-h test cycles using the dynamic method in the two case studies [54]. One
value was calculated using data from the heat flow meter plate installed with a layer of
thermal interface material directly on the wall surface and the other value was calculated
using data from the heat flow meter installed with a PVC film between the layer of thermal
interface material and the wall.

The minimum test duration was checked considering the ISO standard [31]. The first
requirement is that the sampling duration must be an integer of 24 h and at least 72 h
(Equation (3)). Consequently, the second and third requirements were verified from the
third day onwards. The second requirement for test completion is that the value of thermal
transmittance obtained at the end of the sampling duration shall not deviate more than
5% from the value obtained 24 h before (Equation (4)). In accordance with this condition,
in Case studies 1 and 2 the test could be ended after 72 h, as the requirement was met for
all cycles with both HFM installation methods. The last requirement for ending the test is
that the U-value obtained by analysing data from the first 2/3 of the sampling duration
shall not deviate more than 5% from the value obtained from the data for the last period of
the same length (Equation (5)). According to this condition, in Case study 1 the monitoring
process could be ended in 96 h using an HFM installed directly on the wall surface and
in 120 h when an HFM was used with a PVC film between the layer of thermal interface
material and the wall surface. In Case study 2, the test could be stopped at 72 h when the
heat flow meter was installed directly on the wall surface and in 120 h when the heat flow
meter was installed with a PVC film between the layer of thermal interface material and
the wall surface. The minimum test duration when using an HFM installed directly on the
wall surface was found to be shorter than when using an HFM installed with a PVC film
between the layer of thermal interface material and the wall surface.

The results of the measured thermal transmittance for the two case studies are shown
in Table 5 and depicted in Figure 4, where Um-Dyn ± I95% is the measured U-value using the
dynamic method, HFMNF indicates the use of a heat flow meter plate installed with a layer
of thermal interface material directly on the wall surface and HFMF indicates the use of a
heat flow meter installed with a PVC film between the layer of thermal interface material
and the wall.

Table 5. Measured thermal transmittance values using the dynamic method in 24-h cycles, using
an HFM installed with a layer of thermal interface material directly on the wall surface (HFMNF)
and an HFM installed with a PVC film between the layer of thermal interface material and the wall
surface (HFMF).

Duration of the
Test (h)

Case Study 1 Case Study 2

Um-Dyn ± I95% (W/m2·K) Um-Dyn ± I95% (W/m2·K)

HFMNF HFMF HFMNF HFMF

24 h 2.19 ± 0.12 2.03 ± 0.10 0.34 ± 0.02 0.27 ± 0.02
48 h 2.21 ± 0.10 1.62 ± 0.05 0.35 ± 0.01 0.28 ± 0.01
72 h 2.25 ± 0.09 1.64 ± 0.05 0.35 ± 0.01 0.27 ± 0.01
96 h 2.24 ± 0.06 1.69 ± 0.03 0.34 ± 0.01 0.27 ± 0.01

120 h 2.24 ± 0.05 1.70 ± 0.03 0.35 ± 0.01 0.28 ± 0.01
144 h 2.23 ± 0.04 1.70 ± 0.02 0.35 ± 0.01 0.28 ± 0.01
168 h 2.24 ± 0.04 1.70 ± 0.02 - -
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Figure 4. Theoretical and measured thermal transmittance values, (1) using an HFM installed with a layer of thermal
interface material directly on the wall surface (NF) and, (2) an HFM installed with a PVC film between the layer of thermal
interface material and the wall surface (F) for (a) Case study 1 and (b) Case study 2.

As tests lengthened, the confidence intervals were reduced. These findings are aligned
with those analysed in the existing literature, in which the length of the test that was too
short led to greater confidence intervals [14,37].

Deviations between the two measured thermal transmittance values were calculated
following Equation (7), using an HFM installed with a layer of thermal interface material
directly on the wall surface and an HFM installed with a PVC film between the layer
of thermal interface material and the wall surface. These relative differences between
measured U-values using both heat flow meters for the two case studies are depicted in
Figure 5 and summarised in Table 6.

Table 6. Influence of using a PVC film between the layer of thermal interface material and the wall
surface on the in situ measurement of the thermal transmittance in the two case studies.

Duration of the Test (h)
|

(UqNF−UqF)
UqNF

| (%)

Case Study 1 Case Study 2

24 h 7.27 20.17
48 h 26.81 20.01
72 h 27.27 20.70
96 h 24.33 21.74

120 h 23.94 20.13
144 h 23.91 19.09
168 h 23.96 -
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Figure 5. Deviation between the measured thermal transmittances for the two case studies, using an
HFM installed with a layer of thermal interface material directly on the wall surface and an HFM
installed with a PVC film between the layer of thermal interface material and the wall surface.

4. Discussion and Conclusions

This research assesses the influence of the heat flow meter plate non-perfect thermal
contact on the accuracy of the in situ measurement of walls’ thermal transmittance using
the standardised heat flow meter method. The assessment considers usual practices in the
installation of heat flow meters, consisting of the application of a PVC film to avoid damage
to the wall in occupied buildings, in two case studies with different theoretical thermal
transmittance values. The experimental campaign was designed to isolate measurement
errors related to non-perfect thermal contact from those related to the measurement accu-
racy and the analysis of data. In situ measurements were conducted in the same conditions
and equipment, with two heat flow meters: one was carefully installed with a layer of
thermal interface material directly on the wall surface and the other was carefully installed
by applying a film between the thermal interface material and the wall. Data were analysed
in 24-h periods using the dynamic method. Finally, the variability of results was analysed
by comparing the deviation between the measured thermal transmittances obtained from
the two heat flow meters with the theoretical effect of including a PVC film during the
monitoring process.

Test completion results indicate that the minimum duration of experimental cam-
paigns was influenced by the installation of the heat flow meter plate. Generally, when
the heat flow meter was installed by applying a PVC film between the thermal inter-
face material and the wall to protect its surface, the minimum duration of the test was
longer than when the heat flow meter was directly installed on the wall surface without a
PVC film. In Case study 1, the test lasted 24 h more and in Case study 2, the test lasted
48 h more.

The findings show that the use of a PVC film hinders the installation of sensors,
worsening the thermal contact between sensor and wall. Relative differences between
the measured U-values were found to be greater than the expected by the theoretical
calculation and also by the ISO standard quantification in both case studies. Deviations
between the two measured thermal transmittance values, using an HFM installed with
a layer of thermal interface material directly on the wall surface and an HFM installed
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with a PVC film between the layer of thermal interface material and the wall surface, were
found to be significantly different than those expected resulting from the calculation of the
theoretical effect of including a PVC during the monitoring process summarised in Table 4.
In the theoretical estimation, the use of a PVC film between the layer of thermal interface
material and the wall surface had an expected deviation of 0.14% in Case study 1 and 0.02%
in Case study 2. However, in the experimental tests results from the third cycle onwards
showed that for Case study 1, the relative differences were around 24% to 27%, and in Case
study 2 around 19% to 21%. On the other hand, random variations caused by a non-perfect
thermal contact between the sensors and the surface are quantified by 5% according to ISO
9869-1:2014 [31]. The experimental results also differ significantly from those quantified by
ISO standard [31]. These considerable differences between the expected differences and
the measured ones might be due to collateral effects when installing an HFM with a PVC
film between the layer of thermal interface material and the wall surface that hampers
a good thermal contact, as Li et al. [27] suggested. Including a PVC film to protect the
wall may complicate the sensor installation process and consequently, the quality of the
thermal contact might be hampered. Additionally, the theoretical calculation of including
a PVC film on the thermal transmittance does not consider random variations in the
thermal contact of the HFM with the surface of the wall tested. Moreover, extending the
duration of the test did not seem to reduce the differences between the measured U-values.
Therefore, it is highly recommended to avoid the use of a PVC film between the layer of
thermal interface material and the wall surface in the in situ measurement of the thermal
transmittance of existing buildings’ façades when accurate results are required.

This research could be useful for practitioners when they conduct energy audits.
It was found that when HFMs were installed with a PVC film between the layer of thermal
interface material and the wall surface, the measured thermal transmittance was around 19
to 27% lower than when HFMs were installed with a layer of thermal interface material
directly on the wall surface. Therefore, depending on the installation of heat flow meter
plates, technical staff could take into account these possible deviations in the in situ
measurement of the façades’ actual thermal transmittance during building’s operational
stage and, consequently, propose appropriate energy retrofitting strategies.
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Abbreviations

d thickness of a layer [m]
HFM NF heat flow meter plate installed without a film between the sensor and the wall surface
HFM F heat flow meter plate installed with a film between the sensor and the wall surface
I confidence interval [%]
q NF heat flux using a heat flow meter plate installed without a film between the sensor

and the wall surface [W/m2]
q F heat flux using a heat flow meter plate installed with a film between the sensor

and the wall surface [W/m2]
R theoretical thermal resistance of a uniform layer [m2·K/W]
RT theoretical total thermal resistance of an element [m2·K/W]
Tin internal environmental temperature [◦C]
Tout external environmental temperature [◦C]
Um-Dyn measured thermal transmittance using the dynamic calculation method [W/m2·K]
Ut theoretical thermal transmittance [W/m2·K]
λ design thermal conductivity of a material [W/m·K]
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Abstract: This paper deals with the application of non-destructive geophysical techniques of
investigation in the urban environment of the city of Nicosia (Cyprus). The main aim of the research
was, in the frame of the Eleftheria Square redesign project, to image subsurface properties in order to
reduce the impact of hazards on the old buildings (therefore preserving the cultural heritage of the
place), and on the new infrastructure under construction. Since 2008, electrical resistivity tomography
(ERT), ground penetrating radar (GPR) and induced electromagnetic method (EMI) were employed
during the different phases of the project to provide an understanding of geological stratigraphy,
the detection of buried objects (archaeological structures and underground utilities) and the solution
of unexpected events (such as water infiltration in the course of works). The geophysical results
proved the efficiency of the adopted methods, adding scientific value to the knowledge of the studied
area. The new gathered information helped the public administration technicians to plan direct and
targeted interventions and to modify the original design of the project according to the discovery of
archaeological findings.

Keywords: applied geophysics; urban geophysics; Eleftheria Square; ERT; probability-based ERT
inversion (PERTI) method; GPR; EMI

1. Introduction

Applied geophysics, through the employment of different methodologies, represents a useful
tool to map subsurface features in a non-invasive way, and up to date, successful documented
researches in rural settings dealing with different research objectives are available in the literature.
Geological investigations for characterizing faults [1–3], landslides [4,5], paleo-morphologies [6,7],
litho-stratigraphies [8,9], acquifers [10], sinkoles [11,12], and seepage detection [13] are generally carried
out through electrical resistivity tomography (ERT) [1–3,5,7,9], ground penetrating radar (GPR) [8,10],
seismic [2,4–6], magnetic [14–17] and gravity [18] methods. Archae-geophysical prospections are
particularly common in applications for the detection of buried structures, tombs, and channels through
the application of electromagnetic methods [19,20], magnetometry [21], ERTs [22,23], GPR [24,25]
or the combination of them. The diagnostics and the monitoring of buildings in architectural and
engineering surveys are often reached by implementing linear variable displacement transducer [26],
sonic tomography [27], infrared thermography [27–29] and GPR [30–32] because of the high resolution
of results.

In contrast, the geophysical exploration in urban environments for different purposes is currently in
constant development. The consistent noise, the low signal-to-noise ratio, the reduced spaces to operate
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in, and the presence of paved surfaces, asphalt or complex layers disturbed by anthropological buried
shallow artifacts and metallic structures represent a problematic difficulty in geophysical prospections
that can significantly influence data quality. The rising interest of those aspects are evidenced by the
inclusion of the matter in ad-hoc sessions of international workshops and conferences [33–36] and by
the increment of special issues of international journals aiming to provide an enrichment of showcases
for urban geophysics [37–39]. Nevertheless, some applications can be found in current literature,
providing information on cavity individuation [40], geological mapping [41,42], archaeological
investigations [43–45] and underground pipe detection [46,47].

In this work, ground-sensing prospections were used to characterize the subsurface in the areas
involved in the redesign project of Eleftheria Square (Nicosia, Cyprus) (Figure 1).

 
Figure 1. Location of Nicosia on a Google Earth™ satellite image (2020) of Cyprus (a), the historical
center of Nicosia (Cyprus) with the indication of the three gates, Eleftheria Square and the surrounding
area, the Green Line (the border line that separates the island and the city in two parts) and the main
Ledras Street (b) and an ancient map enhancing the Venetian walls [48] (c).

The activities lasted more than ten years, from 2008 until today; the geophysical studies were
an integral part of the project and here we report the various steps. The action was performed in the
framework of a collaboration between University of Molise and the Nicosia Master Plan and was partly
supported by the Ministry of Foreign Affairs. In particular, the research was in the frame of a scientific
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archaeological mission that had not only the function of scientific study but also represented a valuable
tool for intercultural dialogue and development policies in the host country. The archeo-geophysical
surveys performed at Famagusta Gate, Castellionissa Hall, Phafos Gate, the monumental complex
of the Bedestan and Plateia Di Marche are within this project [49,50]. The choice of Eleftheria Square
as a study case is justified by the majesty and prestige of the construction project. In addition, as it
provided for a distortion of the original setting with an enormous impact on its soils, the landscape
and the urban system, there was the real need to acquire information before direct interventions.

In this case, a careful evaluation of the best method to implement to solve a particular problem
was carried out and the ERT, GPR and induced electromagnetic (EMI) techniques were used in this
contest. Sometimes investigations were conducted in an emergency situation by providing quick
answers directly on the investigation site for problem solving.

According to the architectural work being planned, the surveys were organized during the
executive phases of the intervention with the following aims:

• Evaluation of the potential risk of presence of archaeological remains, and consequently their
hazard of destruction, at Eleftheria Square (Survey 1 in Figure 2) and Solomon Square (Survey 2
in Figure 2) in 2008, before the beginning of the construction of the new structure.

• Delineation of the geological stratigraphy of the soil proving the absence of cavities or
archaeological structures in function of the construction of the underground car parking along
Amirou Avenue in 2009 (Survey 3 in Figure 2).

• Detection of underground utilities with the aim to facilitate technicians’ work during excavation
and avoid unexpected damages to city supplies along Amirou Avenue in 2017 (Survey 4 in
Figure 2).

• Comprehension of the reason for an abundant flow of water that occurred inside the new
underground electrical substation positioned under the new Eleftheria Square during excavations
at the intersection of Evagorou Avenue and Omirou Avenue in 2009 (Survey 5 in Figure 2).
The most reliable hypothesis of the cause of this phenomenon was thought to be the failure of
water pipes south of Evagorou Avenue.

From a scientific point of view, we wanted to show, through the chosen case study, the efficiency of
this type of investigation in very disturbed environments such as an urban context where stratigraphies
are often disturbed by recent or ancient buried anthropogenic elements. In particular, for ERT data
processing, this was the opportunity to test the probability-based ERT inversion (PERTI) method [51],
applied here for the first time to model near-surface urban geoelectrical data. The algorithm was
developed contextually with needs that the case study presented, having, among its main features,
a good filter capacity and the possibility of performing real-time inversion directly in the field,
thus allowing for fast modifications of the survey plan to better focus on the expected targets [51].

In the following sections, a brief description of the case study and its cultural value is given, then the
methodological approach to the research is explained and the results are reported and discussed.
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Figure 2. Google Earth™ satellite images (2008, 2011, 2020) of Eleftheria Square and surrounding areas
(a–c) and location of geophysical surveys (d).

2. Case Study

Nicosia has been the capital of Cyprus since the 10th century. During the Middle Ages, walls larger
than the actual fortification were built to protect the city. The engineer Giulio Savorgnano designed the
Venetian walls that subsist today during the Venetian period (1489–1570) for defense from Ottoman
attacks. They have a circular shape containing eleven pentagonal bastions and incorporate specific
innovative military architecture (Figure 1). The fortification had three gates known today as Famagusta
Gate, Paphos Gate and Kerynia Gate (Figure 1a). At the end of the 19th century, the city began to
expand towards the southwest direction outside of the walls and new openings were realized by
constructing bridges over the moat connecting the old town with the surrounding areas. The main
square of Eleftheria Square today is located at the site of one of the first openings that was created
on the walls towards the end of the 19th century in order to facilitate the direct connection of the
old city with the newly developed areas around the walls (Figure 3). In 1882, a bridge in wood was
built but later it was substituted with an in-filled solid bridge with stone walls. In 1930 during the
English regime, the passage was widened while demolishing part of the bastion of the Venetian walls.
The square has been a timeless gathering place for citizens linked to important historical moments of
the country and the major celebrations of the capital city.

In 1974, the Turks invaded the island, occupying the 37% of it. The so-called “Green Line”
(Figure 1a) separates the island in two parts; crossing the city of Nicosia actually represents today
the unique divided capital in Europe. Due to this division, the historic city center suffered from
depopulation, significant physical decay, loss of commercial activities and employment, and high
concentration of social problems [52,53]. Since April 2003, it was possible to cross the Green Line and
move between the two regions. In 2008, the first passage was unlocked inside the historical center of
the capital through Ledra Street (Figure 1a).

In 1979, a significant agreement was reached between the Turkish and Cypriot community in
order to prepare a bi-communal master plan with the aim to improve current and future living
conditions for all residents of Nicosia. The Nicosia Master Plan was put under the auspices and the

294



Appl. Sci. 2020, 10, 4296

financial backing of the United Nations Development Programme (UNDP), incorporating the following
objectives [53,54]:

• Social rehabilitation of old residential quarters, community development and population increase;
• Economic revitalization and increase of employment activities;
• Restoration of monuments and buildings, preserving culture heritage and increasing the potential

tourism attraction;
• Overall urban planning for a harmonic and balanced development of different sectors of the

historic center.

 

Figure 3. Photographs of Eleftheria Square (Metaxa Square) in 1945 (Photo captured by J. Arthur Dixon)
(a,b), 1957 (Photo captured by Felix Giaxis) (c), 1950 (d) and 1969 (e).

Thus, in the last decades the town has witnessed the growth of projects focusing on restoring
historic buildings, preserving cultural heritage, and calling for new constructions in the periphery
and along the historic fortification walls. An example is testified by the renovation of Elefteria
Square, an important link between the old town and the modern city outside the walls. In 2005,
an architectural competition assigned the project to Zaha Hadid Architects, an architectural office of
international reputation, that proposed a modern solution which was blending the Venetian walls,
the ditch and the limits between the two parts of the city [55] (Figure 4). The project, directed by Christos
Passas, transformed the moat into a green park in combination with the restored Venetian walls,
offering recreational facilities, spaces to be used for sport and cultural activities, and art exhibitions,
while the upper part became the central core with a modern pedestrianized plaza. The eastern Solomon
square was also restored with a new bus station (today completed) and a car park, which is currently
under implementation under Omirou Avenue.

 

Figure 4. Eleftheria Square project: photographs of the work in progress captured in December 2019.
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3. Methodological Approach, Data Acquisition and Processing

As a premise to the methodological approach used, it should be noted that the project of Eleftheria
Square is a long-term plan that began in 2005 with its design and, today, its implementation is still
ongoing. Furthermore, during the years the geophysical support was needed for the various purposes
previously introduced, which cannot be separated from a case-by-case evaluation of the methodology
to be adopted. Thus, the following workflow was considered:

• Analysis of the needs of the investigation in collaboration with the technicians involved
in the project, taking into consideration the typology of searched targets (archaeological
remains, underground utilities, geological layers, cavities, water), their supposed depth (from
centimeters to tens of meters), their constitutive material (stones, landfills, metal, plastic, fluids),
their physical properties (density, conductivity, susceptibility) and their geometry (punctual
targets, stretched objects, layers).

• Evaluation of the geological stratigraphy of the area. It is composed by anthropogenic soils
and fluvial deposits of different thickness overlying deep marl and sandy marl of the Nicosia
Formation [56].

• Evaluation of the environmental noise of the study area considering the presence of metals,
buried iron grids, anthropic buried artifacts and the occurrence of recent mechanical interventions.

• Analysis of the typology of surfaces on which to operate (asphalt, concrete, paved areas, land)
and the spaces available to work in.

• Consideration of the differences in the operating principles and the applicability of the various
geophysical survey techniques, taking into account the previous points.

• Choice of the proper method that is suitable for solving the goal of the research. ERT, EMI and GPR
were preferred over other methods. ERT, although having slower acquisition times and a small
invasiveness due to the insertion of electrodes in the surfaces, was applied during surveys 1, 2 and
3 in order to obtain a good compromise between depth of investigation and resolution of results,
features not achievable with EMI, GPR, seismic, magnetic and gravity methods. In addition,
the presence of metals, energy lines and buried grids under paved surfaces during surveys 1
and 2 excluded the use of the expeditious technique such as the magnetic method and the GPR
that have an extreme sensitivity to these environmental noises. GPR was used during survey 4
and 5 with the aim to produce high-resolution maps of shallow targets such as buried pipelines.
Other methods, in this urban context, would not have led to a proper representation of them.
EMI prospections were applied during survey 5 as they are very suitable for the identification of
high conductivity bodies in a fast way as required by the research question.

• Choice of the geophysical instruments to use during data acquisition. ERT was carried out using a
multi-electrode resistivity meter, the A3000E (M.A.E. s.r.l., Frosolone, Italy). GPR was implemented
through an IDS Georadar (IDS GeoRadar s.r.l., Pisa, Italy), equipped with a multi-frequency
TRMF antenna (200–600 MHz), and a MALA X3M Ramac Georadar (Guideline Geo AB, Skolgatan,
Sweden), equipped with a shielded 500 MHz antenna frequency. EMI prospections were conducted
utilizing the GSSI Profiler EMP-400 [57].

• Definition of the parameters of acquisition taking into consideration the required depth of
investigation and the resolution required by the research question. For ERT, profiles had different
lengths, taking into account the available spaces in the different survey areas and the electrode
spacing was in any case set to 1.2 m. Regarding archaeological prospections, the selected electrode
spacing has been considered proper to reach supposed large deep walls. A dipole-dipole (DD)
configuration was used. For GPR investigation in both cases, all radar reflections were recorded
digitally in the field as 16-bit data, 512 (for IDS) and 628 (for MALA) samples per radar scan at
25 scan s−1 for IDS (1 scan approximately corresponds to 0.025 m) and 24 scan s-1 for MALA
(1 scan approximately corresponds to 0.024 m). Half meter equally spaced GPR profiles were
acquired in grids adapted to the available areas. EMI measurements were collected in stationary
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(point-to-point) mode using frequencies in the range 5–16 kHz with vertically oriented dipoles.
The investigation area was covered by profiles spaced 0.5 m inserted in a regular grid.

• Choice of the techniques of data processing for the selected methodologies:

- For ERT, the measured apparent resistivity datasets were processed in order to remove
dragging effects that are typical of DD array and model the survey targets converting the
values in real electrical resistivity values displayed as a function of depth below surface.
To this end, a probability tomography approach has been applied for imaging the sources
of anomalies into the analyzed grounds. The theory was first stated for the self-potential
method [58], and then adapted to the resistivity method [59–61]. The primary approach,
even if capable of distinguishing resistivity highs and lows in the field datasets considering
a reference background resistivity, precluded the estimate of the intrinsic resistivities of
the source bodies. The method was successfully used to delineate the geometry of the
self-potential sources in the central volcanic area of Vesuvius (Naples, Italy) [62], to imaging
through the resistivity method buried archaeological structures in the archeological site
of Pompei (Naples, Italy) [63], at the Castle of Zena (Carpeneto Piacentino, Italy) [64],
the prehistoric sites of Checua (Cundinamarca, Colombia) [65] and Grotta Reali (Rocchetta a
Volturno, Italy) [66], the Archaeological Park of Aeclanum [67] and for fault detection in a
site on the Matese Mountain (Italy) [3]. Successively, a data-adaptive probability-based ERT
inversion (PERTI) method [51] was directly derived from the principles of the probability
tomography in order to estimate the true resistivities. From a probabilistic point of view,
the algorithm, being a non-linear approach, identifies, inside the set of possible solutions the
most probable one, compatibly with the dataset acquisition scheme. The main features of
the PERTI method, as reported in [51] are: (i) unnecessity of a priori information; (ii) full,
unconstrained adaptability to any kind of dataset, including the case of non-flat topography;
(iii) drastic reduction of computing time of even two orders of magnitude, with respect to the
previous methods in complex 3D cases using the same computer; (iv) real-time inversion
directly in the field, thus allowing for fast modifications of the survey plan to better focus the
expected targets; (v) full independence from data acquisition techniques and spatial regularity,
(vi) possibility to be used as an optimum starting model in standard iterative inversion
processes in order to speed up convergence. As the PERTI method does not require a priori
information and iterative processes, the computation of the route mean square (RMS) error
between measured and modelled apparent resistivity values is useless. In fact, the resulting
RMS error, whatever it is, can be lowered within the PERTI scheme. Many applications
of the PERTI approach in near surface prospections are available in literature for solving
archaeological research questions [49,68–71], for defining faults in Crete [72] and for imaging
of the near-surface structure of the Solfatara crater, Campi Flegrei (Naples, Italy) [73].
In [49,51,68,72] the PERTI routine was tested using well-known commercial software of
inversion of geoelectrical data and the comparison put in evidence for the coherence between
the obtained results and the better filter capacity and great versatility of the PERTI algorithm.
Here, for the first time, the method is applied to process field datasets acquired in urban
environments, as its main features fit perfectly with the needs of the case study presented.

- For GPR, as the interpretation of each section can lead to underestimation or overestimation of
the reflected signals and makes it not easy to identify the effect of lateral bodies present in the
subsoil, all sections were processed together using standard methodological approaches in
order to obtain 2D horizontal maps at a different range of depth (GPR-SLICE 7.0 software) [74].
Data were converted by subtracting out the dc-drift (wobble) in the data, and at the same time
adding a gain with time of 20. A time-zero correction was determined to designate the starting
point of the wave and the center frequency of the antenna was matched. Then the bandpass
filter and the background removal were respectively applied to reduce noise from oscillating
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components that had a regular frequency cycle in the frequency domain and to remove
striation noises that occurred at the same time. Processed radargrams were subsequently
corrected with an automatic gain function applied to each trace based on the difference
between the mean amplitude of the signal in the time window and the maximum amplitude
of the trace. Thus, horizontal sections (time slices) were processed considering the whole
dataset. Data were gridded using the inverse distance algorithm, which includes a search of
all data within a fixed radius of 0.75 m of the desired point to be interpolated on the grid and
a smoothing factor of two. Grid cell size was set to 0.01 m to produce high resolution images.

- For EMI, during data elaboration the measured values of conductivity were transformed in
values of resistivity and visualized in 2D maps through a contouring software.

4. Results

4.1. Survey 1

In 2008, five ERT profiles, 36 m long, were conducted at Eleftheria Square with the aim to cross out
possible remains of ancient walls and traces of portion of D’Avila Bastion (Figure 5). It clearly appears
to have an asymmetrical shape, with the uncertainty that they were destroyed during the construction
of the openings in the circuit at the beginning of the 19th century. The distance between the close
profiles 2–4 was 1 m. The maximum reached depth was about 12 m at the center of the sections.

At 1 m in depth at the northeastern side of ERT 1 and ERT 5, two resistivity highs (about 300 Ohm
m), vertically elongated, were detected (Figure 6a,d). They are precisely located were the portion of
Venetian walls should be as pointed out with yellow dots in Figure 7a.

ERT profiles 2–5 highlight coupled medium resistive spots (about 100 Ohm) spaced 4 m; the location
is reported with blue circles in Figure 6b–d. They were interpreted as the walls of the bastion.
The conductive zones between them can be associated with the soil filling the fortress. In ERT 1 and
ERT 5, the section of the ditch is represented by low resistivity values from the surface until a maximum
depth of 8 m. It rests on a resistive layer, the probable deep bedrock.

 
Figure 5. Google Earth™ satellite images (2008) with the indication of gaps in Venetian wall (in blue)
research subjects of Surveys 1 and 2.
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Figure 6. Eleftheria Square: ERT profiles 1–5 (a–d) and the modelled horizontal resistivity map relative
to 1.2 m in depth (e).

Figure 6e shows a horizontal resistivity map in which the resistivity highs are located on a technical
plan of the area. In order to better highlight the medium resistive spots, the limits of color scale have
been slightly modified.

An archaeological excavation performed in 2009 proved the existence of the Venetian walls in the
point indicated at the end of ERT 5 and the bastion was entirely brought to light in the exact points
indicated by geophysical prospections (Figures 6 and 7a). The ditch was also partially excavated.
Subsequently, the original project of the new square needed to be modified, maintaining a distance
of 3 m between the new construction and the northwestern side of the bastion as regulated by the
International Charter for the Conservation of Monuments and Sites. The new construction is now
completed, and it incorporates the ancient bastion (Figure 7b).

 
Figure 7. Eleftheria Square: Location of ERT profiles 1–5 and geophysical anomalies on a Google
Earth™ satellite images (2011) after archaeological excavations at Eleftheria Square (a) and a picture of
the excavated ancient bastion inserted in the new square (b).
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4.2. Survey 2

Survey 2 was carried in 2008 and concerned Solomos Square, where the city’s bus station is, at the
intersection of Rigenis Street and Omirou Avenue (Figures 2 and 8a). Here, the presence of buried walls
and archaeological remains were the target of the investigation. Five ERT profiles (6–10) with different
lengths where acquired. ERT profiles 7–9 (Figure 8d–f), located at the center of the square, clearly put
forth evidence of the filling of the ditch and the deep resistive substratum. With the exception of rare
near-surface high-resistivity nuclei probably due to modern alteration, the unique dishomogeneities
that can be attributable to ancient walls are the high-resistive features located at the right side of
ERT profiles 6 and 10 (yellow dots in Figure 8a,c,f). In 2010, the square was remodeled, and direct
archaeological excavations were not performed to verify geophysical results.

 
Figure 8. Solomon Square: location of ERT profiles 6–10 (a), data acquisition (b) and geophysical
results (c–f).

4.3. Surveys 3–4

In 2009, twelve ERT profiles were carried out along Omirou Avenue with the aim of imaging the
stratigraphy of the soil and to verify the presence of archaeological structures into the subsoil (ERT
profiles 11–22 in Figure 9). As the planning of the survey was influenced by the necessity to ensure
the traffic of cars, two main fragmented lines of investigation were conducted (blue and red lines in
Figure 9). Profiles had variable lengths and the depth reached for all was 10 m. Figure 10 shows two
tridimensional perspective views of the imaged ERT profiles. In general, a uniform stratigraphy is
detected and characterized by materials with low resistivity values. In some cases, an increase of
resistivity can be attested at about 8 m in depth. High resistivity features that can be associated to huge
empty cavities were not detected, as well as it was not possible to distinguish small cavities filled up
with loose conductive sediments.
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Figure 9. Omirou Avenue: location of ERT profiles 11–22. Blue and red lines indicate the two main
fragmented lines of investigation.

 
Figure 10. Omirou Avenue: 3D perspective views of ERT profiles 11–16 (a) and 17-22 (b).
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Resistivity features with well-defined shapes similar to the ones that were detected on the ERT
profiles of surveys 1 and 2 are not attested here, such as to hypothesize the presence of archaeological
remains under the road plane. However, isolated shallow high resistivity values were highlighted in
each section (marked with black arrows in Figure 10) that can suggest the existence of nuclei with a
non-vanishing probability to find ancient remains. Noteworthy are the two high resistive nuclei that
repeat on the ERT profiles 13, 14, 19 and 20, which seem to be on the same route.

In 2017, before the removal of the asphalt layer from the road, a GPR survey was performed.
Figure 11a displays two examples of radargrams in which punctual targets, probable manholes,
and horizontal discontinuities are marked with coloured arrows. The same marks are reported on
the horizontal slice relative to the time window 10–15 ns, the one that better enhances the presence of
targets into the subsoil (Figure 11b). The map shows the presence of different linear high amplitude
values of the electromagnetic signal that probably refer to pipes buried into the shallow ground.
Particularly evident is the presence of a high amplitude feature flanking the south side of the road
attributable to the underground sewer pipes (with dotted lines in Figure 11b). Furthermore, the map
clearly highlights the presence of manholes indicated with crosses in Figure 11b.

 
Figure 11. Omirou Avenue: two examples of radargrams (a) and GPR slice relative to the time
window 10–15 ns. (b) Dotted lines and crosses indicate respectively underground pipes and manholes;
the colored arrows mark the same anomalies on radargrams and slice.

4.4. Survey 5

In 2019, an unexpected problem occurred during the works: inside the underground substation
where electrical cables arranged in six plastic pipes converge, water began to flow in a very abundant
cascade directly from the pipes. To try to find out the cause, an excavation trench was carried out
south of the cabin (Figure 12a), partially bringing to light the cables that were embedded inside a layer
of reinforced concrete. The action was not conclusive as the leak could not be detected. The most
reliable hypothesis of the origin of the water was the breakdown of the sewage pipes detected by
the GPR in 2017 that pass to the center of the road junction, but no evidence was identified by direct
verification. To this point, GPR and EMI investigations were performed in the very few spaces available
(Figure 12b).

The resistivity maps obtained from the EMI survey allowed for locating the most probable wet
areas. Figure 13 shows all the horizontal maps relating to the frequencies from 16 kHz to 5 kHz. At the
edge of the sidewalk there is a conductive band that at lower frequencies (which give us information
at greater depths) gradually flags and highlights the retaining wall of the underground rooms in
the square. The slice that showed the highest conductivity is that related to the 11 kHz frequency
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(Figure 14b). The maps relative to lower frequencies put in evidence of a decreasing of the conductive
values and highlight the resistive piles of reinforcement.

 
Figure 12. Corner between Evagorou Avenue and Omirou Avenue: the excavated trench (a), GPR and
EMI data acquisition (b).

As expected, the GPR survey was not a solution in wet areas because the water completely absorbed
the electromagnetic signal (Figure 14a). However, the buried electric cabin was precisely reported
on the map and two nuclei with high amplitude of the electromagnetic signals, possible manholes,
were detected.

A targeted excavation verification at that point confirmed the presence of conspicuous water into
the soil. Although the origin of the water has not been identified, the investigation has averted the
southern origin of the leak as hypothesized before the investigation. The most probable theory is
that the problem should originate to the west of the trench where the pipeline of the city aqueduct is
located. The issue is still being analyzed through inexpensive and non-invasive solutions.
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Figure 13. EMI resistivity maps relative to the frequencies in the range 16–5 kHz.
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Figure 14. GPR slice relative to the time window 14–18 ns (a), EMI resistivity map relative to the
frequency of 11 kHz (b).

5. Conclusions

This paper concerned the contribution of non-destructive investigations within the redesigning
project of Eleftheria Square and its cultural value protection according to its important role in the life
of the city of Nicosia.

As a premise which forms an integral part of the discussion of the reported results, it is important
to emphasize that the unique limitation of the methodological approach used in this work is in the
general principle of geophysical diagnostics as it is an indirect methodology aimed at the spatial
definition of anomalies present in the subsoil. Only a direct verification in the field can give certainty
of the nature of the buried objects and in the case of ancient finds can define their age and the real
archaeological value of the anomalies found. On the contrary, the strength of preventive investigations
is the non-invasiveness of the survey, the speed of data acquisition and the possibility of being able
guide direct investigations in a targeted and precise manner.

The Elephteria Square redesign project is an important case study for its majesty and prestige
and for the historical and cultural context within which it is inserted. The activities lasted more than
ten years, from 2008 until today, and the geophysical researches were an integral part of the project.
Geophysical research combined with this type of initiative is important as it can be easily replicated in
one of the many historical centers scattered around Cyprus or in other parts of the world interested in
changes in new urban planning that can have an impact on modern and ancient structures.

The obtained results provided a precise answer to the research questions. In particular,
the evaluation of the potential archaeological risk at Eleftheria Square and Solomon Square in
2008, before the beginning of the construction of the new structure, was successfully reached through
the application of ERTs: the highs of resistivity interpreted as buried archaeological constructions
were proved to be, after excavation, part of the Venetian wall and portions of D’Avila Bastion. Such a
result allowed for preserving pieces of the local culture, avoiding its destruction. Furthermore,
once discovered, they were inserted within the new complex of the square, adopting a modification to
the project in order to highlight the archaeological findings.

The ERT surveys along Amirou Avenue in 2009 have permitted to delineate the geological
stratigraphy of the soils, clarifying the absence of huge empty cavities and suggesting the existence of
near surface resistive nuclei that probably can be attributable to ancient remains.
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Regarding the methodological approach used to process electrical resistivity datasets,
the data-adaptive probability-based ERT inversion (PERTI) method was proven to be appropriate
for urban measurements because of its ability to remove dragging effects due to the dipole-dipole
configuration used and to filter, sometimes, very noisy raw data. In general, within the first application
of the probability tomography in urban settings, a good performance in drawing sections is proved.

The GPR surveys, using standard technique of data acquisition and processing, along Amirou
Avenue in 2017 allowed the precise detection of underground utilities facilitating the technicians
during works of excavation and avoiding unexpected damages to city supplies.

Finally, GPR and EMI investigations were carried out in order to understand the reason for an
abundant flow of water that occurred inside the new underground electrical substation positioned
under the new Eleftheria Square during excavations at the intersection of Evagorou Avenue and
Omirou Avenue in 2009. As expected, the GPR survey was not able to overcome the limit of the
presence of water but it was useful to report the precise location of the buried electric cabin on the map.
The resistivity maps obtained from the EMI survey allowed the precise locating of the most probable
wet areas. A targeted excavation verification at that point confirmed the presence of conspicuous water
into the soil, averting the southern origin of the leak as hypothesized before the investigation.

In general, the geophysical results proved the efficiency of the adopted methods, adding scientific
value to the status of knowledge of the subject area of study. In some cases, the verification of
the supposed buried features was proved by excavation and a perfect correspondence between the
geophysical previsions and the structures found in the subsoil was attested. In addition, the presented
research supported the actions of the technicians involved in each phase of the project and often,
in emergency, the results were provided in real time to resolve the problems encountered. A result of
all the various urban activities is, in fact, the collaboration between geophysicists and urban decision
makers, which should be encouraged in cases similar to that presented for an optimal city management.
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