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1. Introduction

We are in the midst of the fourth industrial revolution, a time of change and innovation.
The limitations to independent studies have been shown, and a multidisciplinary conver-
gence that transcends the boundaries of academic disciplines has become indispensable.
Biotechnology and sports engineering are especially intimately connected, and when they
advance together, they may significantly improve the quality of human life.

The aim of this Special Issue is to share the latest research trends in biotechnology
and sports engineering that explore future directions for development. In total, 40 papers
were submitted, and 16 papers covering various topics of interest were accepted (i.e., a 40%
acceptance rate). Here, a brief introduction to the research topics and related works is given.

2. Integration of Biotechnology and Sports Engineering

Biotechnology covers a wide range of topics that make use of living organisms and
subcellular components, but its biggest concern is human health. The first paper by Chang
et al. [1] presented therapeutic strategies for amputees with lower back pain associated
with a lack of neural control of movement. The intramuscular characteristics of the lumbar
muscle at rest were analyzed using a myotonometer with age-matched lower limb amputees
and controls. Lee et al. [2] provided a valuable reference for the pathophysiology and
treatment of bone diseases. This study used the commonly used method of dual-energy
X-ray absorptiometry to measure the difference in Korean subjects’ bone mineral density
and content based on age and gender.

Today’s frontiers in biotechnology include cellular and molecular systems which
are incredibly complicated, making their investigation more difficult. Two studies on
biomedical visualization suggested novel approaches to detect biomolecules. It is important
to distinguish between different cellular types in diagnosis and treatment given their
significant impact on therapeutic approach and prognosis. Hyun et al. [3] compared
three different center point localization methods using the time-lapsed images of cellular
dynamics. They found that modified active contours with denoising significantly reduced
localization errors. To precisely detect biomolecules, Lee et al. [4] built micro/nano-scale
structures composed of silver (Ag). Their ring patterned fabrication method showed
enhanced intensity that can be applied to surface-enhanced Raman spectroscopy studies.

The goal of computer-aided surgery is to supplement human limitations in surgery,
improve the consistency of surgical procedures, and achieve higher quality surgical op-
erations while reducing the time they take. Choi et al. [5] proposed a unique registration
process for the use of image-guided surgical navigation systems. Their strategy was to
optimize the registration point cloud by applying specialized augmentation and creation
steps. The new protocol exhibited improved registration accuracy in all conditions when
compared with the conventional method.

Biosensors in the field of human movement study provide the advantage of detecting
and interpreting the motor signals of the central nervous system. In two studies, surface
electromyography was used in a non-invasive manner to measure the magnitudes and
patterns of muscle activity. Park et al. [6] designed a unique balancing handle as a symmetric
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upper extremity training method, which allowed the quantitative evaluation of physical
function and monitoring of rehabilitation therapy outcomes. Cho et al. [7] proposed
logarithmic parameters to assess the potential endurance times in low-effort tasks.

Strut chordae (SC) that sustain the tunnel-shaped mitral valve (MV) have distinctive
structures and functions in the inflow and outflow tracts of the heart. To better understand
the complicated MV structures and implant design, Hong et al. [8] simulated how changes
to the SC insertion position affect MV function and dynamics. The stress distributions
and the leaflet coaptations over the whole cardiac cycle were compared, and the best
design was evaluated.

Studies regarding physical recovery programs, such as fatigue recovery and muscle
reparation from sports injuries, are being actively developed. Kim et al. [9] evaluated the
potency of a deep-sea water thalassotherapy (DSWTT)-based exercise program on fatigue
and muscle rehabilitation, with findings indicating a considerable effect on muscle recovery
in particular. Park et al. [10] reported the relationship between cold-water immersion
(CWI) and antioxidant enzyme activation in elite Taekwondo athletes. Blood tests revealed
the increase in antioxidant enzyme concentration in the experimental group. Finding the
right exercise intensity is just as important in preventing sports injuries and obtaining
exercise benefits. To help individuals find/achieve the appropriate exercise intensity, Wu
et al. [11] presented a novel machine-learning-based method that combined the advantages
of absolute and relative intensity methods. A user’s static body data and questionnaire
survey could predict personalized exercise targets.

Today’s sports are combined with diverse engineering technologies (e.g., finite element
analysis (FEA) and internet of things (IoT)) in order to promote athletic ability, player safety,
and fan engagement. FEA is a fundamental technique for reducing development costs and
times. Fraccaroli and Concli [12] created a precise virtual model of ski mountaineering that
used sports mechanics to simulate the behavior of actual materials. Taekwondo electronic
protection devices have IoT features that automatically detect the strength of an attack and
judge its validity using an advanced sensor attached to the protective equipment. Park
et al. [13] investigated athletes’ acceptance intention of electronic devices in Taekwondo
matches using a predictive model. Their model revealed better means to regulate the sensi-
tivity of these devices and facilitated the application of engineering technologies in sports.

Clinical exercise physiology is a field that examines how physical activity and exercise
affect both short-term and long-term bodily responses. Lee et al. [14] used accumulated
measurement data from local sports centers to investigate relevant physical factors in sports
events. Physical fitness measurements from 16,645 subjects were used to calculate the
relative weights of each factor (muscular power, muscular endurance, power, coordination
capability, agility, flexibility, cardiorespiratory endurance, and balance) in four sports
categories. Hyun and Jeon [15] studied the effects of 12 weeks of Pilates on pregnant
women with regard to body composition, lipid metabolism, pelvic stabilization, and muscle
damage. The results demonstrated that mat Pilates is a safe and effective form of exercise
for pregnant women. Muscle strength is associated with health outcomes and can be a good
indicator for the diagnosis of metabolic status. The 16-year cohort study of Jeon et al. [16]’s
with 2538 participants verified that lower relative hand grip and back muscle strength are
associated with a high risk of future metabolic abnormality.

3. Present Findings and Future Pathways

The first Special Issue entitled “Biotechnology and Sports Engineering” has success-
fully brought together the contributions of authors and peer reviewers across different
disciplines. Knowledge building is not just a matter of linearly adding to previous informa-
tion but making more synergistic and complementary effects. The continuous exchange
of knowledge between disciplines must be made to facilitate the advancement of human
health and wellbeing.

Funding: This research received no external funding.
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Featured Application: This study can assist in forming a basis for the therapeutic strategies for

the prevention and treatment of low back pain in amputees.

Abstract: Lower limb amputees (LLAs) have a high incidence of low back pain (LBP), and identifying
the potential risk factors in this group is key for LBP prevention. This study analyzed the intramuscu-
lar properties of the resting lumbar muscle in thirteen unilateral LLAs and age-matched controls to
predict the onset of LBP. To measure the lumbar intramuscular properties, resting erector spinae mus-
cles located in the upper and lower lumbar regions were examined using a handheld myotonometer.
The dynamic stiffness, oscillation frequency, and logarithmic decrement were measured. In our
results, the stiffness and frequency of the upper lumbar region were greater in the amputee group
than in the control, whereas the decrement did not differ between the two groups. Additionally, the
measured values in the lower lumbar region showed no significant difference. Within each group, all
three factors increased at the upper lumbar region. In the LLAs, the frequency and stiffness values of
the upper lumbar on the non-amputated side were significantly higher than those on the amputated
side. These results indicate that the upper lumbar muscles of the amputees were less flexible than
that of the control. This study can help in providing therapeutic strategies treating LBP in amputees.

Keywords: lower limb amputation; low back pain; lumbar intramuscular properties; myotonometry

1. Introduction

Low back pain (LBP) is a common musculoskeletal disorder among lower limb am-
putees (LLAs), where 52% of LLAs experienced persistent, severe LBP and had a greater
prevalence of LBP (52–89%) than that of the non-amputees [1–3]. Identification of potential
risk factors in people at high risk for LBP is critical for disease prevention and management.

Abnormal lumbar muscle activity is one of the factors affecting the LBP of LLAs.
Factors contributing to left-right asymmetry include static asymmetry (i.e., leg length
discrepancy, LLD) and dynamic asymmetry (i.e., asymmetrical trunk-pelvic movement)
(Figure 1) [4–6].

With respect to static asymmetry, LLAs generally use prosthetic legs for walking
after amputation, which are intentionally shortened to facilitate the toe clearance of the
prosthesis. Many previous studies have reported the use of short prosthetic legs by
LLAs [4,7], and that a LLD greater than 30 mm can affect the lumbo-pelvic kinematics [8].

When the length of the prosthesis is shortened, the pelvic inclination on the prosthetic
side is lowered [8], and when exposed to this static asymmetry for a long time, the pros-
thetic pelvic muscle is stretched and the contralateral lumbar muscle is shortened. This
characteristic causes asymmetry of the lumbar muscles, resulting in structural problems
such as changes in the curvature of the spine (i.e., scoliosis) [9–11].

Dynamic asymmetry is also closely related to the amputee’s gait, as LLAs excessively
recruit the trunk to advance the prosthesis when walking. These characteristics increase
the lateral flexion and axial rotation of the trunk towards the prosthetic leg and increase the

Appl. Sci. 2021, 11, 9122. https://doi.org/10.3390/app11199122 https://www.mdpi.com/journal/applsci5
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activity of the global trunk muscle [5]. Excessive muscle activity and trunk-pelvis motion
during walking increase the spinal load, and exposure to repetitive walking increases the
risk of LBP [12]. A previous study reported that the trunk muscle force and spinal load in
the non-amputated side (NAS) increased by 10–40% and 17–95%, respectively, compared
with those in the amputated side (AS), which changed the recruitment pattern of trunk
muscles [13].

Figure 1. Schematic of static and dynamic contributing factors associated with lumbar muscle
imbalance in patients with unilateral transfemoral amputation.

Lumbar muscle activity patterns during LLA’s walking are similar to those in patients
with LBP [14,15]. In healthy individuals, the erector spinae muscle relaxes during the
double limb support and swing phases, but in patients with LBP, the activity of the erector
spinae muscle is increased throughout the entire gait cycle [15–17]. The activity of erector
spinae muscle in patients with chronic low back pain (CLBP) is 8 to 48% higher than in
healthy individuals [14]. This is closely related to the guarding mechanisms that protect
the spine from pain.

However, LLAs increase the activity of the erector spinae as a functional strategy
for gait propulsion, not due to LBP [12]. In preparing the trunk for movement of the
prosthetic leg, it is necessary to provide stability to the lumbar region, which increases the
muscle activity of the trunk. As a result, the activity of the erector spinae muscle increases
throughout the gait cycle, and the recruitment pattern of the trunk muscles may change,
similar to that in patients with LBP.

As mentioned above, the asymmetry of pelvic inclination caused by LLD or trunk-
pelvis asymmetry movement due to abnormal gait changes the onset or recruitment
pattern of the back muscles, causing overall lumbar muscle imbalance. Abnormal patterns

6
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or excessive activation of muscles can lead to musculoskeletal problems in the long term.
Therefore, it is of utmost importance to identify potential risk factors to prevent them.

Many studies have been conducted to analyze the properties of muscles in relation to
LBP. In particular, analyzing the properties of resting lumbar muscles is useful to identify
potential risk factors for back pain [18], and analyzing the stiffness of resting lumbar
muscles enables the analysis of inherent skeletal muscle properties in a state where central
nervous system (CNS) activation is excluded [19].

To identify the lumbar muscle properties, the stiffness is mainly analyzed. High
muscle stiffness means high muscle tone, and prolonged exposure to these situations is
interpreted as a high risk of muscle fatigue or LBP [20].

In previous studies, authors reported increased lumbar muscle tone in patients with
CLBP and a 20% greater stiffness of the erector spinae muscles at rest, as compared to that
in patients without LBP [21]. High stiffness of the spinal muscles indicates hypertonia due
to chronic mechanical overload with or without an inflammatory response [22]. A high
muscle stiffness value is a valid factor for predicting the occurrence of LBP, and relevant
evidence has mainly been studied in patients with ankylosing spondylitis [23]. However,
studies in LLAs with high prevalence of LBP are rare.

Intramuscular properties are measured using a variety of methods such as diagnostic
ultrasound, magnetic resonance elastography, ultrasonic shear-wave elastography, and
electromyography [24]. Although these methods can provide high reliability and quantified
data, their high cost and operational complexity can make them difficult to use in simple
clinical practice.

Several recent studies have investigated intramuscular properties using a handheld
myotonometer. It is a non-invasive device that can quantify stiffness, frequency, and decre-
ment of myofascial tissue, and real-time quantitative measurement of myofascial stiffness
can support diagnostics and patient-driven interventions. Studies using a myotonometer
were conducted in patients with ankylosing spondylitis [23,25], Parkinson’s disease [26],
and stroke [27], and the reliability was confirmed with an intraclass correlation coefficient
of 0.80 or greater [28].

As mentioned above, most previous studies related to LBP in LLAs have focused
on the kinematic changes such as trunk and lumbo-pelvic movement asymmetry [5,6] as
well as variations in the trunk-pelvis coordination during walking [14]. Although some
studies have reported asymmetry of lumbar muscle activity using surface electromyogra-
phy [29], to the best of the authors’ knowledge, there are few studies on the changes in the
intramuscular properties of lumbar muscles in LLAs. Understanding the biomechanical
characteristics (i.e., the intramuscular properties) of groups with a high prevalence of LBP
will help prevent disease and provide adequate treatment by identifying the potential risk
factors.

Therefore, this study aims to compare the biomechanical properties of lumbar muscles
using a handheld myotonometer in LLAs and healthy controls. The results of this study
will be utilized as basic data for establishing rehabilitation strategies for amputees with
LBP.

2. Methods

2.1. Participants

Thirteen LLAs and thirteen age matched controls participated in this study. The
general characteristics of participants are shown in Table 1.

7
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Table 1. General characteristics of the participants (n = 26).

Amputated Level (n)
Amputee Group (n = 13) Control Group (n = 13) t-Value

TFA (10)/TTA (3) NA NA

Amputated side (n) Right (5)/Left (8) NA NA

Prosthesis use (years) 4.5 ± 1.1 * NA NA

Prosthesis use time per day (hours) 9.2 ± 1.8 NA NA

Age (years) 43.2 ± 9.9 42.5 ± 5.5 0.221

Weight (kg) 70.5 ± 6.2 73.1 ± 4.7 −1.196

Height (m) 1.71 ± 4.13 1.75 ± 0.06 −1.800

BMI (kg/m2) 23.6 ± 2.1 24.0 ± 1.9 −0.581

* Value is presented as mean ± standard deviation; TFA, transfemoral amputation; TTA, transtibial amputation; BMI, body mass index;
NA, not applicable.

As a result of verifying the subjects’ homogeneity using the independent sample t-test,
there was no statistically significant difference between the groups in age, weight, height,
and BMI (p > 0.05).

The inclusion criteria for amputees were as follows: male patients with unilateral
transfemoral and transtibial amputation due to post traumatic injury; patients with no
history of neurological symptoms except phantom and stump pains; patients without
problems in daily activities (i.e., walking) and ability to walk without assistive devices; and
patients without medication or physical therapy due to LBP within 3 months. In addition,
the control group (CG) was selected from healthy individuals without any medications
and history of LBP in the past 3 months.

In particular, those with pre-existing spinal pathology or chronic LBP prior to trau-
matic amputation, coexistence of spinal trauma that occurred at the time of traumatic injury,
those with persistent LBP for 3 months or more due to the possibility of fatty degeneration
of the spinal muscles [30], and those with a BMI greater than 30 kg/m2 were excluded
from this study to improve the reliability of quantification of intramuscular properties [31].

The purpose of the study was explained to all participants and informed consent was
obtained. The study was conducted with the approval of the Research Ethics Committee of
the Rehabilitation Engineering Research Institute (RERI-IRB-190114-1).

2.2. Instruments

Lumbar intramuscular properties were measured using a MyotonPro® (Myoton AS,
Tallinn, Estonia); it is an objective and reliable non-invasive measurement device that can
quantitatively evaluate the biomechanical properties of soft tissues such as muscles and
tendons [23,28]. Figure 2 shows the actual experimental status and extracted data using
MyotonPro®.

Figure 2. Myotonometer used in the experiment (a) and the extracted signal characteristics (b).
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The MyotonPro® provides a controlled pre-load of 0.18 N for initial compression of
the subcutaneous tissue and imposes an additional 15 ms impulse of mechanical force
of 0.40 N to induce a damped or decaying natural oscillation of the tissue [32]. The peak
acceleration (αmax) of the natural oscillation is estimated using an accelerometer. The first
integral of the acceleration signal extracts velocity and the second integral extracts the
displacement. The MyotonPro® quantifies dynamic stiffness (S), as defined in Equation (1)

S =
mαmax

Δl
(1)

where m is the mass of the probe of 18 g (0.18 N), αmax is the maximum amplitude of the
oscillation in the acceleration signal, and Δl is the amplitude of the displacement signal
after the end of the impulse time. The MyotonPro® can measure tissue stiffness within a
subcutaneous depth of 2 cm [23].

2.3. Measured Variables

The measured variables include the dynamic stiffness (N/m), oscillation frequency
(Hz), and logarithmic decrement. Dynamic stiffness (i.e., tone) is an intramuscular property
defined as the resistance to deformation that occurs when external force is applied. Oscilla-
tion frequency (i.e., resting tension) refers to the intrinsic muscle tension in the absence of
spontaneous muscle contraction.

Logarithmic decrement (i.e., elasticity) is measured as the damping ratio of the signal
of acceleration as the tissue recovers after deformation. A decrease in the logarithmic
decrement value indicates an increase in tissue elasticity and a decrease in tissue plastic-
ity [18,25,32].

2.4. Experimental Procedure

Subjects were placed in a prone position on an examination table with the skin of
the lumbar area exposed, and their arms were placed next to the torso for a comfortable
posture.

To measure the lumbar intramuscular properties, we selected four sites around the
spine: the upper (i.e., T12–L1) and lower lumbar regions (i.e., L4–L5) as shown in Figure 1.
The upper lumbar region includes the erector spinae muscles, which corresponds to
the inflection point of the thoracolumbar curvature, where high loads and rotational
forces occur [33]. The lower lumbar region contains the multifidus muscles, which play
a key role in maintaining stability of the spine [34]. Lumbar measurement levels were
initially approximated in the uppermost part of the iliac crests, then the specific levels were
identified the L4–L5 and T12–L1 spinous processes, and bilateral measurement sites were
marked on the left and right extensor muscle bulk prominences (Figure 3) [18].

Figure 3. A photograph of the measurement using a myotonometer (a) and a schematic of the
selection criteria for the four measurement sites of the lumbar (b).
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Before measuring, the subjects held a relaxed position without muscle contraction for
10 min. The stiffness of the resting lumbar fascia is known to increase after 10 min from its
initial state and is also a fundamental intrinsic property of the fascia [18]. After rest, the
lumbar intramuscular properties of the subjects were measured while they held their breath
for 5 s at the end of the inspiratory phase to minimize the effect of the intra-abdominal
pressure [35]. All MyotonPro® measurements were conducted by the same skilled physical
therapist to minimize measurement errors.

2.5. Statistical Analysis

Statistical analysis was performed using the Statistical Package for the Social Sciences,
Statistics version 20 (IBM Corp., Armonk, NY, USA). The mean and standard deviation of
all data were calculated, and the normality of the data was verified using the Kolmogorov–
Smirnov test.

Within each group, the differences in the intramuscular properties between the right
and left of the spine and between the upper and lower lumbar regions were compared using
a paired t-test. In addition, the difference between the two groups in the three conditions
(i.e., the AS, NAS, and CG) were compared using analysis of variance (ANOVA). Tukey’s
multiple comparison test was used for post-hoc analysis, and the statistical significance for
all tests was set at p < 0.05.

3. Results

3.1. Differences in Lumbar Intramuscular Properties of the AS (or Right) and NAS (or Left)

Table 2 shows the differences in lumbar intramuscular properties of AS and NAS
within the amputee group.

Table 2. Comparison of lumbar intramuscular properties between AS and NAS sides in the amputee
group.

Lumbar Part
Amputee Group (n = 13)

SE t-Value
AS NAS

Stiffness
(N/m)

Upper 303.2 ± 51.3 § 329.1 ± 51.2 8.57 −3.026 *

Lower 225.9 ± 51.2 237.6 ± 61.3 8.73 −1.348

SE 16.89 17.92 - -

t value 4.579 *** 5.105 *** - -

Frequency
(Hz)

Upper 16.5 ± 1.9 17.4 ± 1.5 0.30 −2.704 *

Lower 14.0 ± 1.4 14.1 ± 1.5 0.33 −0.503

SE 0.60 0.58 - -

t value 4.318 *** 5.590 *** - -

Decrement
(Ratio)

Upper 1.25 ± 0.24 1.17 ± 0.17 0.06 1.379

Lower 1.15 ± 0.23 1.13 ± 0.23 0.04 0.496

SE 0.06 0.06 - -

t value 1.881 0.744 - -
AS, amputated side; NAS, non-amputated side; SE, standard error; § mean ± standard deviation; * p < 0.05,
*** p < 0.001.

Mean values of stiffness and frequency were greater in NAS than in the AS for both
upper and lower lumbar regions; the upper and lower lumbar stiffness increased by
8.6% and 5.2%, and the upper and lower lumbar frequency increased by 5% and 1.2%,
respectively (statistical significance was only in the upper lumbar). The decrement values
were less in the NAS than in the AS in both upper and lower lumbar regions (decreased by
6.2% and 1.6%, respectively); however, there was no significant difference.
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Table 3 shows the differences in intramuscular properties of the right and left sides
within the CG.

Table 3. Comparison of lumbar intramuscular properties between the right and left sides in the
control group.

Lumbar Part
Control Group (n = 13)

SE t Value
Right Left

Stiffness
(N/m)

Upper 282.1 ± 38.7 § 281.6 ± 39.3 5.14 0.169

Lower 225.6 ± 47.1 227.2 ± 41.2 3.02 0.130

SE 8.55 9.68 - -

t value 6.375 *** 5.580 *** - -

Frequency
(Hz)

Upper 15.3 ± 1.3 15.8 ± 1.3 0.29 −1.807

Lower 14.0 ± 1.5 14.3 ± 1.6 0.11 −2.432 *

SE 0.39 0.41 - -

t value 3.124 ** 3.023 * - -

Decrement
(Ratio)

Upper 1.29 ± 0.34 1.13 ± 0.25 0.04 4.487 ***

Lower 1.02 ± 0.20 1.00 ± 0.16 0.03 0.506

SE 0.07 0.04 - -

t value 3.921 ** 3.010 * - -
SE, standard error; § mean ± standard deviation; * p < 0.05, ** p < 0.01, *** p < 0.001.

The right and left stiffness values were not significantly different in either upper
or lower lumbar regions. Frequency values were greater on the left side for both upper
and lower lumbar regions (increased by 3.4% and 2.0%, respectively); however, statistical
significance was found only in the lower lumbar region. Conversely, decrement values
were greater on the right side in both upper and lower lumbar regions, with 12.4% and
1.5% increase, respectively (statistical significance was only in the upper lumbar region).

3.2. Differences in the Lumbar Intramuscular Properties of the Upper and Lower Regions

Table 2 shows the differences in the lumbar intramuscular properties of the upper and
lower regions within the amputee group. Mean values of stiffness and frequency were
greater in upper than in the lower lumbar region for both AS and NAS. In the upper region,
the stiffness of the AS and NAS increased by 25.5% and 27.8%, and the frequency increased
by 15.6% and 18.6%, respectively, all statistically significant. The decrement value was
greater in the upper than in the lower lumbar region in both AS and NAS (increased by
8.3% and 3.7%, respectively); however, there was no significant difference.

Table 3 shows the differences in lumbar intramuscular properties of the upper and
lower regions within the CG.

The stiffness and frequency values were greater on the upper lumbar region for both
the right and left sides; in the upper region, the stiffness of the AS and NAS increased by
19.3% and 19.2%, and the frequency increased by 8% and 9.2%, respectively, all statistically
significant. In addition, decrement values were greater in the upper region in both the right
and left sides (21% and 11.1% increase, respectively) and there was a statistical significance.

3.3. Differences in Lumbar Intramuscular Properties between Amputees and the Control Group

Table 4 shows the differences in lumbar intramuscular properties for the three condi-
tions (i.e., AS, NAS, CG), and the presented CG values are the mean values of the right and
left sides.
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Table 4. Comparison of lumbar muscle properties in AS, NAS, and CG.

Lumbar Part
Lower Limb Amputees

CG (C) F Value Tukey HSD
AS (A) NAS (B)

Stiffness
(N/m)

Upper 303.2 ± 51.3 § 329.1 ± 51.2 281.9 ± 38.0 3.291 * B>C

Lower 225.9 ± 51.2 237.6 ± 61.3 226.4 ± 43.6 0.192 NS

Frequency
(Hz)

Upper 16.5 ± 1.9 17.4 ± 1.5 15.5 ± 1.2 4.455 * B>C

Lower 14.0 ± 1.4 14.1 ± 1.5 14.2 ± 1.6 0.082 NS

Decrement
(Ratio)

Upper 1.25 ± 0.24 1.17 ± 0.17 1.21 ± 0.29 0.336 NS

Lower 1.15 ± 0.23 1.13 ± 0.23 1.01 ± 0.18 1.184 NS

AS, amputated side; NAS, non-amputated side; CG, control group; § mean ± standard deviation; * p < 0.05; NS, no significance.

In the upper lumbar region, the stiffness of the AS and NAS tended to be 14.4% greater
than that of the CG (F value = 3.291, p < 0.05). In addition, the frequency of the AS and NAS
tended to be 10.9% higher than that of the CG (F value = 4.455, p < 0.05). Especially in the
NAS, there were significant differences among the three conditions. In the post-hoc analysis
(Tukey’s HSD), the stiffness and frequency of NAS significantly increased compared to the
CG (p < 0.05). On the other hand, there was no statistical difference in the stiffness and
frequency of the lower lumbar region.

In addition, the decrement values of the NAS were less than those of the AS or CG
(decreased by 12.4% and 6.6%, respectively), but were not statistically significant.

4. Discussion

The identification of potential risk factors for LBP is crucial in terms of disease preven-
tion and treatment. This study analyzed the properties of resting lumbar muscles using a
handheld myotonometer for LLAs with a high risk of LBP to understand LBP in patients
with lower limb amputation.

The most notable point in the results of this study is the significant increase in the
stiffness and frequency of the upper lumbar region on the NAS of amputees. The stiffness
of the NAS (329.1 N/m) increased by 8.5% and 16.9%, respectively, compared with those
of the AS (303.2 N/m) and CG (281.6 N/m), and the frequency of the NAS (17.4 Hz) was
increased by 5.5% and 12.3%, respectively, compared with that of the AS (16.5 Hz) and CG
(15.5 Hz).

In particular, in the amputees, the difference between the AS and NAS of the upper
lumbar was significantly increased more than that in the lower lumbar. However, there
was no significant difference between the right and left sides of the upper lumbar in the CG.
Therefore, unlike the CG, bilateral differences in stiffness and frequency can be interpreted
as a potential risk factor related to LBP in the amputees.

In our study, there was no difference in the stiffness of the right and left portions in the
CG. However, in a similar previous study using the portable MyotonPro, comparing the
stiffness of the right and left sides of 20 young male and female adults, it was reported that
males and the right side had greater stiffness than females and the left side, respectively.
This was affected by the right-hand dominance (all subjects in the study had right-handed
dominance) and low-level CNS activation, suggesting further study of the effect of gender
difference [18]. In a study by Nair et al., the stiffness was measured a total of three times
with an interval of one week, and the difference in mean values measured over 3 weeks
was compared. The men who participated in the experiment showed stiffness values in
the range of 231.7 N/m to 267.7 N/m, and there was little difference between the left and
right mean values at week 1 (234.6 N/m vs. 236.3 N/m). However, it can be seen that the
difference between the left and right increased significantly in the second (242.9 N/m vs.
257.5 N/m) and third weeks (231.7 N/m vs. 264.3 N/m). In the discussion, the authors
said that the inter-individual variance increased more than the intra-individual variance
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during the 3 weeks of measurement. They did not specify the reason for this, and they
suggested further research. However, it is not appropriate to directly compare the results
of our study with that of Nair et al. because our experiment was conducted once a day and
the change over time was not considered. Nevertheless, it was confirmed that the average
stiffness values presented by Nair et al. were lower than those of the CG and amputees
in our study. In addition, in the study of Nair et al., the average age of male subjects
was 21 years, and unlike our study, the subjects were younger, and the measurement site
(L3–L4) was different. Owing to these factors, it is thought that the lumbar stiffness of
the CG was higher in our study. In the future, we believe that additional research on the
difference in stiffness according to age and measurement site of individuals without LBP is
necessary [18].

In general, the tendency of changes in stiffness and frequency values is similar because
of the characteristics of the two variables (when the stiffness value increases, the frequency
value also increases). Through these factors, it is possible to evaluate the muscle tone
(or tension), which is an intrinsic property of the muscle. High muscle tone means high
intramuscular pressure (i.e., hypertonia), which reduces blood supply and can lead to
muscle fatigue [36]. Accumulated muscle fatigue can cause back pain; hence, proper
management is required.

In our study, the stiffness and frequency differences between the right and left sides
of amputated patients were associated with providing an asymmetric static and dynamic
environment to the amputated patients.

First, one of the factors contributing to static asymmetry in amputated patients is
LLD [6]. Several previous studies involving LLD have reported that the leg lengths of
the amputees are asymmetrical; 85% of amputees had prostheses that were too short or
too long (n = 113, 29 TFAs and 84 TTAs) [4], and 14 out of 17 amputees had prostheses
that were too short [7]. It has also been reported that the LLD of the amputees with LBP
is greater than that of amputees without LBP, and LLDs greater than 30 mm affect the
lumbo-pelvic kinematics [8]. The anterior pelvic tilt angle of TFA increased when standing
or walking compared with that of the CG [37].

Intentionally shortening the length of the prosthesis to facilitate toe clearance on the
prosthetic side during TFA walking causes the problem of descent of the pelvis of the
prosthesis [8]. Asymmetric pelvic oblique angles result in muscle imbalance, stretching
the lumbar muscles of the short leg (the AS) and shortening the lumbar muscles of the
contralateral (the NAS). These characteristics can result in a prolonged distortion of the
asymmetric pelvis or fixation of the imbalance in muscle condition, resulting in scoliosis [9].
In fact, functional scoliosis due to LLD occurs frequently in LLAs [10], and scoliosis has
been reported in 43% of LLAs (18 out of 42) on radiological examination [11].

Second, the asymmetry of the left and right lumbar muscles in the amputees is closely
related to gait. Abnormal gait patterns in amputees cause asymmetric trunk movement,
which in turn alter muscle recruitment patterns.

In general, during normal gait, the thoracic erector spinae muscle on the opposite
side of the stance leg contracts concentrically before the lumbar erector spinae muscle is
activated. This characteristic contributes to moving the upper trunk while reversing the
curve of the spine toward the swing leg. Thereafter, the lumbar erector spinae muscle
controls the trunk and supports the pelvis and swing leg elevation through eccentric
contraction [38,39].

When trunk neuromuscular control is compromised by LBP, the timing of activation
of trunk muscle tissue is altered as above [15,17].

For example, people with LBP had increased lumbar and thoracic erector spinae
activation during the swing phase of gait, early onset and delayed offset of the lumbar
erector spinae, and increased co-contraction of trunk flexors and extensors compared with
those without LBP [14,15,17].

This phenomenon is a mechanism to protect the spine from LBP by increasing the
stability of the spine. When LBP patients walk at a high speed, increasing the lumbar
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erector spinae activity during swing phase to increase the stiffness of the lumbar spine is
also effective for speed-dependent perturbations [14].

Amputees also increase lateral flexion and axial rotation of the trunk toward the
amputated leg when walking, and these properties increase the activity of the global trunk
muscles. This is a strategy that uses the proximal (i.e., trunk) to advance the amputated
limb, and excessive muscle activity and trunk-pelvic movement increase the spinal load,
increasing the risk of LBP [5,13].

With regard to spinal load, Shojaei et al. found that the trunk muscle force and spinal
load were 10–40% and 17–95% higher, respectively, in the stance phase (i.e., heel strike and
toe-off phase) to the sound side during TFA walking compared with the AS. At the same
time, increases of 6–80% and 26–60% have been reported compared to those in normal
controls. This occurs because the antagonist muscles contract simultaneously during the
non-amputated stance phase, and at the same time as the recruitment pattern of the trunk
muscles changes, the trunk is mainly used to assist the advancement of gait. The author of
this paper suggested that repeated exposure to these high loads may increase the risk of
LBP given the repetitive nature of walking [13].

Moreover, in this study, decrement factors other than stiffness and frequency were
analyzed. The decrement refers to the elasticity of a muscle, and as stiffness or frequency
increases, the decrement decreases. Maintaining adequate elasticity enables efficient muscle
activity with less mechanical energy [32], whereas a decrease in elasticity causes muscle
fatigue and restricts the speed of movements [40].

As indicated by the results of this study, there were significant differences in stiffness
and frequency between amputees and controls, but there was no significant difference
in decrement between the two groups. On the other hand, as for the average value of
decrement, the elasticity of the non-amputated upper side was the lowest, and the elasticity
of the contralateral side (the AS) was higher than that of the CG. In addition, the average
value of the lower lumbar decrement showed a decrease in elasticity on both sides of the
amputee group compared with that in the CG.

In conclusion, there was no significant difference in the decrement factor, whereas
the stiffness or frequency values of the upper lumbar in our study showed significant
differences within or between groups. This means that it is difficult to identify potential
risk factors for LBP using the decrement value. In addition, the fact that there was a
significant difference between the left and right of the upper decrement within the CG
makes it more difficult to use as an evaluation factor. This may be the reason why most
previous studies have focused on stiffness to identify potential risk factors associated with
back pain.

In addition, in the results of this study, significant differences in intramuscular proper-
ties were observed in the upper region of the lumbar rather than in the lower region. In
both groups, the stiffness and frequency of the upper region were significantly increased
compared with those in the lower region, because the muscle arrangement or properties of
the upper and lower lumbar were different. This is because the upper and lower lumbar
regions are composed of muscle fibers and superficial fascia, respectively [41].

As mentioned above, the erector spinae muscle measured in this study corresponds
to the inflection point of the thoracolumbar curvature [42], which is a region where high
loads [33] and rotational forces [43] occur even in the upper lumbar region (T12–L1). The
lower lumbar region (L4–L5) contains the multifidus muscles that play an important role
in maintaining spine stability. In fact, the upper stiffness value of our study tended to be
higher than those of Nair et al. Although our subjects were older, the lumbar measurement
level was higher than that of Nair et al. (L3–L4), which is thought to be because this area
is the inflection point of the thoracolumbar curve and stress is more concentrated in this
area [18].

In addition, in both groups, all three factors were significantly higher in the upper
than in the lower lumbar region. The higher muscle tone and lower elasticity in the upper
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region than in the lower region means that muscle fatigue is more likely to occur in the
upper lumbar region.

In general, relaxation of the erector spinae muscle occurs during the double limb
support phase and swing phase during walking [16]. However, in patients with CLBP, the
activity of the erector spinae muscle increases throughout the gait cycle [15,17].

Insufficient muscle relaxation and sustained activity of motor units contribute to
muscle damage and degeneration [44].

The pattern of muscle activation during walking in LLAs is similar to that in LBP
patients. The initial activity of the lumbar erector spinae prepares the trunk for movement
towards the amputated leg by providing stability to the lumbar spine before the heel
of the amputated leg contacts the floor. This unique neuromuscular control strategy of
LLAs translates into a functional strategy for locomotion than that of LBP patients. These
characteristics support the increase in the non-amputated upper stiffness in our findings.
Gait strategies that require greater activation of the trunk muscles of the supporting leg
to provide stability to the lumbar region for propulsion on the AS are thought to increase
muscle stiffness and frequency, especially in the upper part on the NAS [12].

Continuous activation of muscles can cause musculoskeletal problems in the long
term, so it should be prevented. Nevertheless, the imperative question is which strategy to
apply to prevent these musculoskeletal problems. If increased lumbar muscle activity is
associated with a maladaptive coping method, treatment strategy such as myofeedback
may help reduce the increased lumbar muscle activity.

As the asymmetry of the left and right muscle stiffness of the amputees shown in
our study is more likely to develop into LBP if it persists for a long time, it is of utmost
importance to eliminate risk factors that cause asymmetric characteristic in amputated
patients.

As mentioned above, LLD identified as a static risk factor should be aligned as sym-
metrically as possible, and pelvic descent due to leg length should be avoided. In addition,
asymmetric movements of the trunk and pelvis caused by abnormal gait patterns should be
improved through prosthetic gait training. In particular, proper muscle strengthening and
education are required to prevent excessive trunk rotation, extension, and lateral flexion
during the training process.

Therefore, it is necessary to establish a strategy to relieve LBP by regularly evaluating
the lumbar muscle condition of LLAs. Furthermore, we believe that myotonometry can be
useful as a simple non-invasive measurement tool for clinical evaluation. If the stiffness of
the muscle is high, the muscles should be relaxed through stretching or massage. It is also
necessary to improve the exercise methods and lifestyle to strengthen the back muscles
through patient education.

This study has several limitations. Although voluntary muscle contraction was re-
stricted by taking sufficient rest before the experiment, complete restriction of muscle
contraction could not be confirmed by quantitatively measuring the electrical activity
of the muscles. Future studies should consider concurrent electromyography to ensure
the reliability of the results. In addition, it is necessary to analyze the muscle properties
according to the level of amputation or the presence or absence of LBP and the increase in
the number of subjects.

5. Conclusions

Regarding the high prevalence of LBP among patients with lower limb amputation,
we analyzed the biomechanical and viscoelastic properties of lumbar muscles in unilateral
LLAs. We found that the frequency and stiffness values of the upper lumbar muscles in
LLAs were greater than those in the CG. In particular, the frequency and stiffness values of
the NAS were greater than those of the AS. The decrement values were not significantly
different between the two groups, and within each group, all three factors increased in a
statistically significant manner in the upper region than those in the lower region.
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Long-term exposure to high muscle stiffness can lead to muscle fatigue, which in turn
increases the risk of developing LBP. Therefore, it is necessary to eliminate asymmetric
static and dynamic risk factors, such as leg length discrepancy or abnormal prosthetic gait
that can cause LBP in LLAs.

Additionally, it is necessary to provide bilateral symmetrical leg lengths and to main-
tain the flexibility of the upper back muscles through stretching and strengthening exercises.
It is also believed that a continuous monitoring of the back muscles with a simple device
such as a hand-held myotonometer will considerably contribute toward preventing LBP in
LLAs.
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Abstract: Dual-energy X-ray absorptiometry (DEXA) provides a reliable and accurate measurement
of bone density and bone mineral composition. This research examined the composition and bone
density (bone mineral composition and bone mineral density; BMD) of the whole body and selected
body parts using DEXA. The participants were 240 healthy adult men and women who were divided
into three groups based on age. The total BMD of women amounted to an average of 1.14 g/cm2

for those aged 20–39 years, 1.14 g/cm2 for those aged 40–59 years, and 0.98 g/cm2 for those aged
60–73 years. For men, the average BMD was 1.25 g/cm2 for those aged 20–39 years, 1.20 g/cm2 for
those aged 40–59 years, and 1.17 g g/cm2 for those aged 60–73 years. The decrease in age-specific
BMD was shown to have a correlation with both age and body mass index, and it is determined that
exercising on a regular basis can prevent a reduction in BMD by maintaining appropriate muscle mass.

Keywords: dual-energy X-ray absorptiometry; bone mineral density; bone mineral content;
osteoporosis; body mass index; aging

1. Introduction

Dual-energy X-ray absorptiometry (DEXA) is the most widely used method to measure bone
mineral density (BMD), chiefly because it uses X-rays, which are noninvasive and inexpensive [1–3].
This measurement tool calculates the density of bone mass by measuring the rate differences of
radiation transmittance in the analyzed bone mass when the radiation from the tool penetrates the
body [4,5]. By using a tube voltage of 80 Kv Cerium filter, DEXA utilizes photon energies of 40 keV
and 80 keV [6]. Thus, it can be used to assess bone health conditions in any part of the body. It is
widely used to measure and assess the regions of the body and is typically used to assess full-body
BMD, such as the lumbar spine and proximal femur [7].

Bones undergo mineralization and remodeling during their life cycle [8,9]. An imbalance in the
absorption and generation of osseous tissue generally occurs in both men and women as they age.
This process causes mineral synthetic imbalances of different body parts, which leads to reduced
average BMD. The rate of mineral synthetic imbalance has been reported to be 26.59% for women and
14.56% for men [10].
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A reduction in BMD, which causes diseases such as osteoporosis, is responsible for pain in various
body parts and contributes to disabilities associated with old age [11]. More specifically, a decrease in
BMD due to aging exponentially amplifies the risks of bone fracture [12], which can lead to disabilities
and death and, ultimately, to increased social costs [13]. Moreover, a decline in BMD increases the risk
of additional secondary fracture [14]. Mortality due to a reduction in BMD has been reported to be
higher in men than in women [15].

Although studies on the process of mineralization and bone reformation have been conducted,
there is a paucity of data on therapies, such as hormone therapy, diet therapy, and therapeutic exercise,
which have been deemed important for adults with decreased BMD. These interventions not only
delay bone loss but also help in the maintenance and development of bones [16]. The importance of
maintaining a high BMD is highly emphasized in the medical community.

DEXA is necessary for accurately assessing and identifying bone conditions. According to the
International Society for Clinical Densitometry (ISCD), DEXA is recommended as the most appropriate
BMD measurement method that can then be applied to the diagnostic criteria of the World Health
Organization [17,18]. According to research on osteoporosis and fractures, DEXA measurement can
predict and assess the risk of bone fracture. A BMD-estimated T-score of <−2.5 (defined as osteoporosis)
has a close correlation with the development of bone fractures [19].

In light of these findings, this paper seeks to provide an important reference for the pathophysiology
and treatment of bone diseases, including osteoporosis, by analyzing the BMDs of Koreans based on
sex and age.

2. Materials and Methods

2.1. Participants

All 240 participants (120 men, 120 women) were healthy adults living in Seoul, Republic of
Korea between 20 and 73 years of age. Prior to participating in the experiment, enrolled participants
were informed of the objectives and procedures of the study, and they provided written consent
to participate. Patients with diabetes mellitus, cardiovascular disorders, and/or hypertension were
excluded. Participants were divided into three groups based on their age. Group A included adults
aged 20–39 years, Group B included participants aged 40–59 years, and Group C included older adult
participants aged 60–73 years. The physical characteristics of participants are presented in Table 1.

Table 1. Physical characteristics of participants according to age and sex.

Sex_ Age (Years)

Item
Height (cm) Weight (kg) BMI (kg/m2)

Male

20–39 (n = 40) 174.0 ± 5.70 75.72 ± 13.70 25.77 ± 3.70
40–59 (n = 40) 167.4 ± 4.40 69.87 ± 8.10 24.50 ± 3.07
60–73 (n = 40) 166.4 ± 5.60 68.93 ± 9.40 24.86 ± 3.36
Total (n = 120) 169.77 ± 6.32 71.98 ± 11.40 25.04 ± 3.40

Female

20–39 (n = 40) 158.6 ± 4.80 59.08 ± 10.0 23.48 ± 3.84
40–59 (n = 40) 155.1 ± 5.10 58.76 ± 7.50 24.29 ± 2.77
60–73 (n = 40) 152.6 ± 4.50 57.06 ± 6.60 24.29 ± 3.18
Total (n = 120) 155.5 ± 8.18 58.37 ± 5.37 24.02 ± 3.29

Values are mean ± standard deviation; BMI: body mass index, calculated by weight/height2; (n): number of participants.
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2.2. Experimental Procedure

The experimental procedure is shown in Figure 1.

 
Figure 1. Experimental procedure.

2.3. DEXA Measurement

Participants underwent DEXA measurement in the morning on an empty stomach. DEXA was
used to measure BMD and bone mineral content (BMC) of the whole body. During the measurement,
participants were lightly dressed and were asked to lie still in a supine position on the scanning
table. The presets for the applied DEXA (Lunna Radiation corp., Madison, WI, USA) were photon
energy of 66 KeV and 40 KeV by conducting collimation at 1.68 mm intervals. For Scan type,
DPX-L (GE-Lunar Corp., Madison, WI, USA) was used, and the software version for acquiring data
was 3.1. The BMC and BMD of the left and right arms, legs, torso, and whole body were measured.

2.4. Data Analysis

SAS version 9.2 was used for statistical analysis. Mean and standard deviation for sex, age, height,
weight, BMD, and BMC were calculated, and a two-way analysis of variance (ANOVA) was used
to determine whether there were differences among the different age groups, and between men and
women. Tukey’s post-hoc adjustment was carried out for variables found to be statistically significant.
The significance level (α) for testing hypotheses in this study was set at 0.05.

3. Results

3.1. Basic Statistics of BMD and BMC Factors Based on Sex and Age

The basic patient demographics of BMD and BMC based on sex and age are presented in Table 2
for men and Table 3 for women.

Table 2. The mean values weight, height, BMD, and BMC in various body segments of male participants.

Item

Age Group A:
20–39 Years

Group B:
40–59 Years

Group C:
60–79 Years

Weight (kg) 75.72 ± 13.7 69.87 ± 8.1 68.93 ± 9.4
Height (cm) 174.0 ± 5.7 167.4 ± 4.4 166.4 ± 5.6
BMD (arms) 0.99 ± 0.09 0.97 ± 0.11 0.93 ± 0.11
BMD (legs) 1.36 ± 0.10 1.29 ± 0.13 1.24 ± 0.12

BMD (trunk) 1.01 ± 0.08 0.95 ± 0.09 0.94 ± 0.12
BMD (ribs) 0.77 ± 0.06 0.72 ± 0.06 0.72 ± 0.09

BMD (pelvis) 1.26 ± 0.12 1.18 ± 0.15 1.11 ± 0.17
BMD (spine) 1.20 ± 0.13 1.15 ± 0.14 1.14 ± 0.18
BMD (total) 1.25 ± 0.00 1.20 ± 0.09 1.17 ± 0.11

BMC (arms) 396.5 ± 70.90 371.5 ± 62.33 353.3 ± 58.01
BMC (legs) 1192 ± 200.1 1038 ± 154.8 1004 ± 143.5

BMC (trunk) 990.2 ± 141.8 850.4 ± 149.7 819.6 ± 174.0
BMC (total) 3172 ± 421.2 2842 ± 389.2 2715 ± 372.8

All values are presented as mean ± standard deviation. BMD (g/cm2): bone mineral density; BMC (g): bone
mineral content.
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Table 3. The mean values weight, height, BMD, and BMC in various body segments of female participants.

Item

Age Group A:
20–39 Years

Group B:
40–59 Years

Group C:
60–79 Years

Weight (kg) 59.08 ± 10.0 58.76 ± 7.5 57.06 ± 6.6
Height (cm) 158.6 ± 4.8 155.1 ± 5.1 152. ± 64.5
BMD (arms) 0.81 ± 0.08 0.80 ± 0.15 0.69 ± 0.07
BMD (legs) 1.14 ± 0.10 1.14 ± 0.11 0.97 ± 0.10

BMD (trunk) 0.91 ± 0.09 0.90 ± 0.10 0.78 ± 0.08
BMD (ribs) 0.68 ± 0.06 0.68 ± 0.07 0.60 ± 0.05

BMD (pelvis) 1.11 ± 0.13 1.09 ± 0.13 0.92 ± 0.10
BMD (spine) 1.13 ± 0.15 1.12 ± 0.16 0.92 ± 0.13
BMD (total) 1.14 ± 0.08 1.14 ± 0.09 0.98 ± 0.08

BMC (arms) 222.6 ± 57.53 228.5 ± 52.11 190.1 ± 34.79
BMC (legs) 785.3 ± 158.6 772.5 ± 146.8 649.7 ± 96.81

BMC (trunk) 694.5 ± 176.0 694.3 ± 160.4 525.6 ± 114.7
BMC (total) 2261 ± 433.5 2266 ± 402.8 1830 ± 271.5

All values are presented as mean ± standard deviation. BMD (g/cm2): bone mineral density; BMC (g): bone
mineral content.

3.2. Differences in BMD Based on Sex and Age

The results of the two-way ANOVA for BMD of each sex according to age are presented in Table 4.
In addition, the results of the post-hoc test are presented in Tables 5 and 6.

Table 4. The results of the two-way ANOVA for whole-body BMD of males and females according
to age.

Source DF SS MS F Value Pr > F

Model 5 1.61163354 0.32232671 40.09 0.0001
Error 234 1.88121320 0.00803937
Sex 1 0.83994322 0.83994322 104.48 0.0001
Age 2 0.57732961 0.28866481 35.91 0.0001

Sex * Age 2 0.15328471 0.07664236 9.53 0.0001
Corrected Total 239 3.49284673

Table 5. Tukey post-hoc test in male participants according to age.

Source DF SS MS F Pr > F Post-Hoc

Model 2 0.11420968 0.05710484 6.57 0.0020
Error 111 0.96530018 0.00869640

Age 2 0.11420968 0.05710484 6.57 0.0020

Corrected Total 113 1.07950986

a = Group A (20–39 years); b = Group B (40–59 years); c = Group C (60–73 years).

Table 6. Tukey post-hoc analysis in female participants according to age.

Source DF SS MS F Pr > F Post-Hoc

Model 2 0.66760870 0.33380435 44.83 0.0001
Error 123 0.91591302 0.00744645

Age 2 0.66760870 0.33380435 44.83 0.0001  
Corrected Total 125 1.58352171

a = Group A (20–39 years); b = Group B (40–59 years); c = Group C (60–73 years).

According to a two-way ANOVA based on sex and age, there was a significant main effect of
participant sex on whole-body BMD (F(1,234) = 104.48 (p < 0.01)). There was also a significant main
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effect of age on whole-body BMD (F(2,234) = 35.91 (p < 0.01)), and a significant interaction of sex by age
(F(2,234) = 9.53 (p < 0.01)). Post-hoc analyses revealed a significant difference between the whole-body
BMD of males and females, and certain distinctions were found between Groups A, B, and C.

A one-way ANOVA based on age showed a significant difference in whole-body BMD between
the age groups among male participants (F(2,111) = 6.57 (p < 0.01)). There was a significant difference
between Group A and Group C in the Tukey post-hoc.

The one-way ANOVA based on age showed a significant difference in whole-body BMD between
the age groups among female participants (F(2,123) = 44.38 (p < 0.001)). There was a statistically
significant difference between Groups A and B compared to Group C.

These results demonstrate that the decline in whole-body BMD with age is closely related to loss
of muscle mass and a decrease in BMC.

3.3. Differences in BMC Based on Sex and Age

The results of the two-way ANOVA for the BMC of each sex according to age are presented in
Table 7. In addition, the results of the posteriori test are presented in Tables 8 and 9.

Table 7. The results of the two-way ANOVA for whole-body BMC of males and females according
to age.

Source DF SS MS F Value Pr > F

Model 5 47,913,917.88 9,582,783.58 63.20 0.0001
Error 234 35,479,495.92 151,621.78

Gender 1 36,614,251.09 36,614,251.09 241.48 0.0001
Age 2 7,409,161.57 3,704,580.78 24.43 0.0001

Gender * Age 2 1,479,315.02 739,657.51 4.88 0.0084
Corrected Total 239 83,393,413.80

Table 8. Tukey post-hoc in male participants according to age.

Source DF SS MS F Pr > F Post-Hoc

Model 2 4,445,694.39 2,222,847.20 14.00 <0.0001
Error 111 17,621,312.60 158,750.56

Age 2 4,445,694.393 2,222,847.19 14.00 <0.0001  
Corrected Total 113 22,067,006.99

a = Group A (20–39 years); b = Group B (40–59 years); c = Group C (60–73 years).

Table 9. Tukey post-hoc in female participants according to age.

Source DF SS MS F Pr > F Post-Hoc

Model 2 4,836,043.54 2,418,021.77 16.65 0.0001
Error 123 17,858,183.32 145,188.48

Age 2 4,836,043.54 2,418,021.77 16.65 0.0001  
Corrected Total 125 22,694,226.86

a = Group A (20–39 years); b = Group B (40–59 years); c = Group C (60–73 years).

The two-way ANOVA based on sex and age showed a significant main effect of participant sex on
whole body BMC (F(1,234) = 241.48 (p < 0.01)). There was also a significant main effect of age (F(2,234)
= 24.43 (p < 0.01)) and a significant interaction of sex by age (F(2,234) = 4.88 (p < 0.01)).

The Tukey post-hoc tests demonstrated a significant difference in whole-body BMC between male
and female participants, and differences based on age were found in each group. A one-way ANOVA
based on age demonstrated a significant difference in whole-body BMC among male participants
(F(2,111) = 14.00 (p < 0.01)). There was a statistically significant difference in whole-body BMC between
Groups B and C compared to Group A in the Tukey post-hoc.
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A one-way ANOVA based on age showed a significant difference in whole-body BMC based on
age among female participants (F(2,123) = 16.65 (p < 0.01)). A Tukey post-hoc test demonstrated a
statistically significant difference between Groups A and B compared to Group C.

Based on these results, the most influential factors for BMD were revealed to be sex and age.
With age in particular, there was a decrease in BMD and BMC along with a decrease in height and
weight. In addition, of the females, postmenopausal participants showed a significant decrease in
BMC and BMD in the group over 60 years old. Therefore, it can be considered that changes in body
composition due to aging drastically reduces whole-body BMD and BMC.

4. Discussion

The bones function to mechanically support the body and protect deep organs. They become
the center of exercise and serve as a reservoir of various minerals. Bones continuously develop
throughout the growth period, until the age of 30 to 40 years when the structural growth of the bone is
completed. Therefore, BMD continues to increase throughout growth, resulting in peak bone mass
and solidification at the end of structural development. The most common metabolic bone disease,
osteoporosis, is a condition of reduced BMD. Osteoporosis is a serious metabolic disease accompanied
by qualitative changes in bone microstructure and can lead to fractures of the spine, femur, and radius.
Patients suffering from osteoporosis are at risk of bone fractures, even from less forceful impact to the
bones [20]. Although osteoporosis is more common in women, previous studies have reported that
osteoporotic fractures are also frequent in men [21,22]. Osteoporosis, therefore, should be recognized
as a major disease that affects both women and men.

Based on this rationale, this study analyzed the relationship between BMC and age in adults
to examine changes in bone density according to sex and age. The purpose of this research was to
examine changes in the distribution of bone density in relation to menopause for various future medical
purposes and practices related to osteoporosis.

DEXA is the most commonly used clinical tool for the diagnosis of osteoporosis. It is considered safe
because it has relatively less radiation exposure and a short inspection time. In addition, it can directly
measure total bone mass and has a rate of high diagnostic accuracy, sensitivity, and reproducibility.

The indicators of bone health are bone mass, BMC, and BMD, while BMD alone is used as
a standard for diagnosing osteoporosis [23,24]. In this study, the mean BMD in male and female
participants was inversely correlated with age. These findings were similar to the results of Ohmura’s
study [25], which effectively demonstrated that the BMDs of Japanese women in their 20s and 70s were
inversely proportional to their age. Moreover, the differences in BMC and BMD between age groups
demonstrated the total mineral contents of males aged 20–39 years were the highest when compared to
older age groups, and females aged 20–59 years had similar results. In addition, BMC was significantly
different between age groups among both male and female participants, with BMC decreasing with age.

Park et al. [26] reported age has the highest inverse correlation with BMD. Other factors associated
with BMD included race, family history of osteoporosis, estrogen hormone, calcium intake, weight,
and physique. In addition, age was reported as a major predictor of BMD and osteoporosis [27].
In this study, male participants aged 20–39 years had the highest total BMC. Male participants aged
40–59 years also had a relatively high BMC in comparison to male participants aged 60–79 years.
Female participants aged 20–39 years and 40–59 years demonstrated a similar pattern of relatively
high BMC compared to older female participants (aged 60–73 years). These results are similar to
those of previous studies [25,27], which showed a correlation between age and weight as factors
that influence bone density. Our results are also consistent with the findings of Ohmura et al. [25],
which showed that Japanese women have low BMDs, and the difference is several times greater for
women after menopause.

Decreases in BMD and in BMC with increasing age are thought to be due to a decrease in lean
mass, and increased bone resorption of osteoclasts caused by the lack of estrogen secretion from the
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ovaries after menopause. In addition, as noted by Tremollieres and Ribot [27], race, family history of
osteoporosis, calcium intake, weight, and physique may affect BMD and BMC.

Our study was inconsistent with previous studies [28,29], which demonstrated a slight increase
in BMC after the age of 30 years and a rapid decrease after the age of 50 years, both before and after
menopause. Ohmura et al. [25] also mentioned that premenopausal Japanese women had 5% lower
BMD than premenopausal Caucasian women in America or Europe, and this difference multiplied
after menopause. Unlike women, osteoporosis in men can be classified as primary (with uncertain
pathogenic determinants) and secondary (with clear underlying cause). Men more often suffer from
secondary osteoporosis caused by low body mass index, smoking, excessive alcohol consumption,
and lack of exercise.

In bone growth and maintenance, calcium is an essential nutrient that is necessary to lower the
bone replacement rate and reduce bone resorption [30]. Reduced calcium absorption rates in the bone
can lead to reduced bone density and bone mineral quantity in both men and woman as they age.
In addition to reduced secretion of phosphorous- and calcium-regulating hormones, changes in bone
metabolism, decreased physical activity, and inadequate diet can reduce BMD and BCD in both men
and women. For older women after menopause, the reason behind the reduction in BMD and BMC in
this study is considered to be reduced estrogen, which increases osteoclastic bone resorption. This was
demonstrated in the female participants of our study, as there was a significant difference in BMD and
BMC between those under the age of 60 years and those over the age of 60 years. We confirmed that
there was no difference in BMC and BMC according to age before menopause, and - there was a change
corresponding to the time when estrogen deficiency became apparent, as menopause typically occurs
before the age of 60 years old. In contrast, low body mass index, smoking, excess alcohol intake, and a
lack of exercise are thought to cause BMD reduction in tandem with the influences of hormones in
men [31]. In our study, however, there was a significant difference in BMD and BMC between younger
male participants (20–39 years) and older male participants (60–79 years) and not between middle
aged male participants and either of the two other groups. It is thought that hormone changes are
relatively small in the males of the same age group as females. It seems, therefore, that some factors
affecting BMD and BMC for women and men are different.

This study indicates that the BMD of adult Korean women is remarkably lower than that of
Caucasian women, and BMD reduction accelerates after menopause. This phenomenon is considered
to have a close relationship with reduction in muscle mass, especially that of legs. Therefore, we suggest
that exercising on a regular basis is critical to maintain muscle mass and BMD before menopause.
Specific exercise-related education and nutrition guides are required according to sex and age. Finally,
we hope that the findings of this study will be helpful to predict the risk of osteoporosis in the future
by evaluating the bone density of Koreans according to age group. We believe that this study can help
medical practitioners make appropriate decisions to help patients cope with reductions in the ability to
exercise caused by aging and reductions in BMD due to changes in dietary habits. We hope this study
also encourages the creation of detailed health education guides.

This study should be interpreted considering the limitation that results cannot be extrapolated to
people living in different environments.

5. Conclusions

In order to prevent osteoporosis in middle aged adults, it is necessary to routinely measure BMD
and BMC using accurate equipment such as DEXA. Sufficient protein, calcium, and vitamin D intake as
well as resistive exercises can prevent older adults from becoming underweight and prevent reductions
in BMD and BMC. Moreover, for women near or approaching menopause, proper dietary controls
and continuous exercise can protect against drastic declines in body fat, muscle mass, and BMD.
This study has identified age- and sex-specific differences in BMD and BMC in city-dwelling Koreans.
Further studies, however, are required for extrapolation of these findings to a larger population.
Comparative studies for adults with different living conditions, such as residents in large cities and
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rural areas, and studies that compare and analyze the correlation between factors related to BMD and
BMC are suggested.
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Abstract: To understand the dynamics of a living system, the analysis of particular and/or cellular
dynamics has been performed based on shape-based center point detection. After collecting sequential
time-lapse images of cellular dynamics, the trajectory of a moving object is determined from the set
of center points of the cell analyzed from each image. The accuracy of trajectory is significant in
understanding the stochastic nature of the dynamics of biological objects. In this study, to localize a
cellular object in time-lapse images, three different localization methods, namely radial symmetry,
circular Hough transform, and modified active contour, were considered. To analyze the accuracy
of cellular dynamics, several statistical parameters such as mean square displacement and velocity
autocorrelation function were employed, and localization error derived from these was reported for
each localization method. In particular, through denoising using a Poisson noise filter, improved
localization characteristics could be achieved. The modified active contour with denoising reduced
localization error significantly, and thus allowed for accurate estimation of the statistical parameters
of cellular dynamics.

Keywords: random dynamics; mean localization error; mean square displacement; radial symmetric;
modified active contour

1. Introduction

Recently, it has become an essential theme of biology to understand the dynamics of living
systems, such as cell migration [1,2], embryogenesis [3,4], and transport of organelles within a cell [5].
Characterization of living organisms can be performed not only by measuring their biochemical
properties, but also by analyzing their dynamic properties including trajectories, velocities, and
diffusion coefficients. For example, cellular migration is caused by the dynamics of cytoskeletal
proteins such as actin and microfilaments within the cell, which indicate that cellular biochemical
properties can be correlated to dynamic properties of the cell [1]. Sometimes, the dynamics of
intracellular organelles can be explained by analysis of deformation of a migrating cell [5]. However,
since cells do not have ultrasmooth surfaces, and there is no ultrasensitive method to capture cell images,
there always exist localization errors when analyzing cellular movement. Therefore, a highly sensitive
method must be developed to remove unnecessary signals such as noise through advanced filtering or
an advanced device to capture a spatiotemporally high-resolution image [6–8]. The spatiotemporal
resolution of a dynamic target object is determined by its photo-physical properties, the signal to noise
ratio, and the speeds of the moving objects [9].
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Advancement of imaging techniques enables imaging of moving cells and macromolecules.
Furthermore, with a live cell imaging system, which provides a controlled environment for cells under
a microscope, it is possible to run a long-term experiment with living cells. The long-term recording of
cell migration or macromolecules requires processing of a large number of time-lapse images. Tracking
algorithms for analyzing such images have two types of errors, determinate (accuracy or bias error)
and indeterminate (precision or standard deviation) [9–11]. Determinate errors are responsible for
inaccuracies inherently caused by the algorithm, whereas indeterminate errors, which are caused by
individual fluctuating random measurements, result from the noise of the image [9,12].

Single-particle tracking algorithms have been developed to localize particles with subpixel
displacement [10,11,13]. A microscopic image of a point object appears as a diffraction pattern in
that intensity distribution following the point spread function (PSF), which is radially symmetric
and shows Gaussian distribution [12,14]. Direct Gaussian fitting of the intensity distribution is a
superior algorithm in terms of both accuracy and precision [9]. First, the most common Gaussian
fitting method for the measured PSF intensity profile is the nonlinear least squares algorithm [15,16].
The main principle of this algorithm is to search for parameters that minimize weighted squared errors
between the fit and the data. Least squares fitting is accurate but is a very costly algorithm [17,18].
Second, while the maximum likelihood method is more accurate [19], Gaussian fitting requires much
computational cost due to the large number of iterations and superfluous parameters like amplitude
and width of the function necessary to locate the particle center [18,20]. Third, the radial symmetry
method localizes the center of the PSF through only one linear matrix calculation. The radial symmetry
method has been shown to be as accurate as Gaussian fitting and more rapidly calculable [18].

Alternatively, segmentation of the target image is also applicable to localize the cellular image.
Edges of objects that have different intensities from the background can be detected using this method.
Many different thresholding algorithms have been developed and applied to analyze the shapes of target
images from grey scale images [21,22]. The simplest segmentation is intensity thresholding [23,24].
Despite its simplicity, intensity thresholding is difficult to apply to cell images due to poor contrast
or the halo effect. Diverse segmentation approaches, such as template matching [25,26], watershed
transformations [27,28], and deformable models [29,30], have been developed. However, to detect
complex cell boundaries, several specific methods such as the level set method [31,32] and active
contour [30] can be employed. Recently, time-lapse living cell data have been analyzed with deformable
models considering the evolving contour of a cell from that in the previous frame [31,33].

The dynamics of cells or biological particles suspended in a solution are usually analyzed as a
random process [2,31,32]. Based on accurate analysis of particle/cell trajectory, basic random process
characteristics can be found using mean square displacement (MSD), which provides information
regarding diffusion characteristics. It is well known that normal diffusion shows a linear relationship
between MSD and time, and the slope of the linear fit is known as the diffusion coefficient (D). If linearity
is disrupted, the process is called abnormal diffusion. When MSD∝tα and α > 1, the process is called
superdiffusion. When MSD∝tα and α > 1, it is called subdiffusion [34]. The velocity autocorrelation
function (VACF) can be employed to distinguish other mechanisms for abnormal diffusion [32,35].

To understand the random dynamic characteristics of particles or cells suspended in a solution,
accurate localization of the object in a microscopic image is fundamental and significant. Clinically, it is
important to discriminate the cellular type in diagnosis and therapeutics, since the therapeutic strategy
and prognosis are strongly dependent on the cellular type [36]. In addition to this, ultimately, we are
interested in the application of cellular dynamics to the discrimination of cell condition. For example,
metastasis is known to be mediated by the circulating tumor cell (CTC) in the blood of the patient.
Thus, it is important to find the specific cell type in the blood sample through simple method such as
just observing the cellular dynamics to minimize the cost and time to detect. The method applied in
this study could provide the accurate cellular trajectory so that it can be applied to the discrimination of
different cellular types through the different cellular random dynamics. Specifically, the image of a cell
is different from that of a particle in terms of appearance and intensity profile. Generally, the shape of
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a cell is more irregular and deformable than those of a particle, and the intensity distribution is noisier.
The asymmetric shape and disturbed distribution of intensity might cause significant localization
errors, which negatively impact analysis of the random variables estimated based on trajectory. Hence,
in this study, we compared three localization methods, namely the radial symmetry algorithm, circular
Hough transform method, and modified active contour method with denoising, to determine the most
accurate way to localize cellular images. We employed stochastic parameters, such as MSD and VACF,
to estimate the accuracy.

2. Materials and Methods

2.1. Cell Culture

MCF-7 cells were cultured in Dulbecco’s Modified Eagle Medium (DMEM, Lonza, Switzerland)
supplemented with 10% (v/v) fetal bovine serum (FBS; Gibco, USA) and 1% (v/v) penicillin-streptomycin
(Invitrogen, USA) and incubated at 37 ◦C and 5% CO2. For the Brownian motion experiment, cells
were cultured in 6-well plates and, after 24 h, were detached by treatment with 0.25% trypsin EDTA
(Gibco) for 5 min. After trypsinization, DMEM with 10% FBS inactivated the trypsin, and the cells were
washed with experimental buffer (8.6% [w/w] sucrose, 0.3% [w/w] glucose, and 1.0 mg/mL bovine
serum albumin) and re-suspended. Cells were diluted with buffer to 8 × 104/mL to prevent interactions
among them.

2.2. Measurement of Particle/Cell Random Motion

Diluted solutions containing 300 μL of particles or cells were dropped onto a sterile glass bottom
chamber. On top of the dropped experimental solution, 1 mL of mineral oil was loaded to avoid
vibrations from external effects and to prevent the solution from into the surroundings. Before capturing
the Brownian motion, the cells suspended in the solution were stabilized for about 10 min, and the
temperature was maintained at 22 ◦C to limit natural convection due to the temperature difference
between the solution and the surrounding. The random motions of the cells were imaged at 40×
magnification with a frame rate of 25 hz for 43.60 s, using a FASTCAM Mini UX 100 (Photron, Japan).

2.3. Particle/Cell Tracking and Random Dynamics Analysis

By cropping the image of 121 × 121 pixels, a single particle/cell trajectory was obtained for
43.6 s. To localize the center point of the particle/cell, three tracking algorithms were employed: the
radial symmetric method [18], the circular Hough transformation method embedded in MATLAB
2017b [37], and the modified active contour method [38]. From the center point information obtained
experimentally by the three localization methods, the two-dimensional MSD of the particle/cell was
calculated as [34]

〈x2〉 = 1
N − τ

N−τ∑
t=1

(x(t + τ) − x(t))2 = 4Dτ τ = 1, · · · , N − 1 (1)

where r is the position vector of the cell at the ith time step, D is the diffusion coefficient, τ is the time
lag, which is the time between two position vectors, from 1 to N − 1, and N is the total number of time
steps. The experimentally measured trajectory possessed intrinsic noise, possibly originating from
image noise. The measured position x̃(t) can be modelled as follows:

x̃(t) = x(t) + ε(t) (2)
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where x(t) is the actual position, and ε(t) is the localization error caused by the noise, with
〈
ε(t)
〉
= 0

and
〈
ε2(t)

〉
= σ2. When Equation (2) is squared and ensemble-averaged,

〈
x̃2(t)

〉
=
〈
x2(t)

〉
+ σ2. (3)

The experimentally determined MSD was fitted with Equation (3) using Origin Lab 9.0, and the
localization errors were estimated for different particles/cells and different image localization methods,
such as the radial symmetric method [18], circular Hough transform [36], and modified active contour.

The VACF, which represents the correlation of velocity vectors within one trajectory, was calculated
for the velocity vectors obtained from the tracking methods as follows:

Cδ(τ) = 〈→v (t + τ)·→v (t)〉 (4)

where v = 1
δ (x(t + δ) − x(t)) is the cellular velocity, τ is the time between velocity vectors, and δ is the

time between successive frames in the time-lapse images. Thus, multiple VACFs can be calculated
according to δ value for a single-cell trajectory experiment.

2.4. Modified Active Contour

The active contour model is a method of detecting boundaries by expressing the properties of an
image using the spline as an energy function with various forces governing the image and minimizing
the energy function. As the function is minimized, it approaches the boundary line; thus, this method
is widely used for detecting a boundary line of an image.

The energy of the active contour can be divided into internal energy, image energy, and external
energy. The internal energy is that representing the characteristics related to the shape of the active
contour and its fit to a smooth and gentle curve. Image energy is that of the image itself has and is
the most important influence on internal movement of the active contour. Finally, external energy is
related to external constraints, which allow the user to make subjective judgments and provides power
to change the situation to move the active contour in the expected direction. The total energy of the
active snake model is given by Equation (5) [30].

ET =
∫ 1

0 Eint(v(s)) + Eimage(v(s)) + Econ(v(s))ds ,
v(s) = (x(s), y(s)),

(5)

where x and y are the coordinates of the two-dimensional curve, v is the spline parameter in the range
0~1, and s is a linear parameter ∈ [0, 1].

During cell tracking, the parameters of the model obtained through analysis in the previous frame
were used as the initial values for analysis of the current frame. Therefore, the setting of the initial
mask has a crucial influence on boundary detection, and if an error occurs due to a change in a minor
value, it is difficult to detect the desired boundary due to the large influence on the resultant image
even if the error is small.

We present two methods to overcome the problems of the existing active contour model. The first
is to automate the initial values of the active contour model. When the edge detection method is
performed, the region where the change in brightness is large represents the boundary of the object,
and the region where the brightness is not significant is the boundary surface. Therefore, if we detect
only a region with large difference in brightness change value, the boundaries of the objects in the
image can be extracted. The Sobel operation is one of the edge detection algorithms and uses a 3 × 3
size matrix [39]. In this method, the center of the matrix is set as a reference, and the center value of the
image is compared to detect the change amount. The grayscale image is extracted by a 3 × 3 mask,
and the result is computed horizontally and vertically to obtain the sum of the absolute values of the
axes, finally recognizing the edges. Second, to improve the performance of boundary detection of the
active contour, we adopt a method that ignores the difference in distance from the center of mass of the
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previous frame in the case of incorrect detection. Since the interval between frames is very short, there
is no significant difference in the results of cell image tracking, even when ignoring the image in which
the boundary detection is not performed.

3. Results & Discussion

3.1. Difference of Trajectory between cPMS Particles and MCF-7 Cells

Accurate measurement of the reference location of the targeted image is one of the most significant
factors when analyzing random dynamics of nano/micro-sized objects. When the object is spherical
and non-transparent, there are many traditional methods to find the center or reference point of the
object. Unfortunately, our interest is not limited to a spherical hard sphere but is extended to cells
or even proteins, which could have diverse irregular shapes and translucent features. Figure 1a,b
illustrates representative two-dimensional intensity profiles of carboxylated polystyrene microspheres
(cPMS, nominal dimeter 16.1 μm) and the MCF-7 breast cancer cell line, respectively. The diameters of
cPMS and MCF-7 are estimated as 34.2 pixels and 32.8 pixels, corresponding to 15.39 μm and 14.76 μm,
respectively. As shown in Figure 1a, at the center region of the particle, the intensity value reaches
255, which corresponds to the white center region of the particle image in the inset of Figure 1a, and
the intensity sharply decreases like a Gaussian point spread function to below 50 as it extends to the
edge of the particle. At the edge, a dark circle is formed. At the outside of the edge, a mildly bright
circular band is shown, and the background noise around the particle is also observed in Figure 1a.
On the other hand, as in Figure 1b, the intensity distribution of MCF-7 is quite different from that of
cPMS. An irregular intensity distribution as well as the irregular shape of the cell are observed, even
though an edge darker than the background intensity is also shown, like the intensity distribution of
the particle edge. However, the intensity value is much higher than those of the cPMS edge, and the
uniformity of the intensity along the cellular edge is much more irregular. At the outside of the cellular
edge, a bright circular band and the background noise around the particle are also visible.

  
(a) (b) 

Figure 1. Intensity profiles of 2-dimensional bright field images of (a) carboxylated polystyrene
microspheres and (b) the MCF-7 breast cancer cell line.

To understand the effect of intensity distribution and the uniformity of image, the comparison of
random dynamics between cPMS and MCF-7 is performed. When particles or cells are suspended in
a solution, they are continuously contacted by surrounding water molecules due to thermal energy.
These interactions result in random motion of particles or cells, as shown in Figure 2a,b, which are
the trajectories of cPMS and MCF-7, respectively, as analyzed by the radial symmetry localization
method [18]. Both trajectories seem to be random, but there are definite differences between them.
The MSD of cPMS in the log-log plot in Figure 2c is linear, while that of MCF-7 in Figure 2d shows
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nonlinear characteristics over a short time scale (τ �1 s). Comparing the trajectories of cPMS and
MCF-7 shows that overall displacement of the particle is much smaller than that of the MCF-7 cell in
the experimentally smallest time scale (Δt = 0.04 s), and the movement of MCF-7 appears to change its
direction sharply.
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Figure 2. Representative trajectories of random motion of (a) cPMS and (b) MCF-7 cells calculated
using the radial symmetry method. The ensemble-averaged MSDs of (c) cPMS and (d) MCF-7 cells
calculated from the trajectories and the VACFs of (e) cPMS and (f) MCF-7 cells, δ from 0.04 to 2 s (black
to white).

To characterize the differences in these two random processes, VACF-based analysis is performed,
as shown in Figure 2e,f for cPMS and MCF-7, respectively. The VACFs are normalized to a value of
τ = 0. A previous report showed that the VACF can provide useful information to distinguish effects
on the random process, such as localization errors, confinement, and moderate elasticity. The VACF of
the trajectory with localization error has a sharp negative peak over a short time scale, and the peak
decays as time δ increases. In the case of confined conditions, the VACF decays quickly to zero after it
reaches to −0.5 at τ = δ [40]. The VACF of the cPMS is different from that of the MCF-7. The VACF
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of cPMS does not show a peak value for any δ, which indicates that the particle follows random
dynamics. On the other hand, the VACF of the MCF-7 cell shows a peak distribution according to δ,
which corresponds to the peak distribution with localization error, that is, a sharp leak over the short
time scale and peaks decay as δ increases.

Following the error analysis in single-particle tracking [41], the MSD can be fitted using Equation (3)
so that the mean localization error, σ =

√〈
ε2(t)

〉
, can be estimated as a parameter of the degree of noise

in position measurement. As shown in Figure 2c,d, σcPMS ≈ 0.0566 and σMCF−7 ≈ 0.2265, which can be
interpreted to signify that the analyzed trajectory of MCF-7 possesses approximately 5.4 times more
localization error than that of cPMS. It also confirms that the VACF of cPMS follows random dynamics,
whereas the VACF of MCF-7 shows a peculiar peak distribution depending on δ, possible evidence of
localization error in the trajectory data. According to the results shown in Figure 2, localization of
the cell requires a different approach to minimize localization error. Thus, in this study, a modified
active contour method is introduced for analysis of cellular trajectory and random dynamics and is
compared to other methods as follows.

3.2. Comparison of Image Analysis Methods

Before the discussion about random dynamics of particles and cells analyzed by the localization
methods, we explain how each method detects the local point from the bright field microscopy image
using the cPMS image. Figure 3a shows the intensity distribution of a cPMS image of 121 by 121 pixels,
localized by three methods, namely radial symmetry [18], circular Hough transform [36], and modified
active contour.
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Figure 3. (a) The intensity distribution of a cPMS image. (b–d) The illustration of the 3 different
localization methods; (b) radial symmetry, (c) circular Hough transformation and (d) modified active
contour method. (e–h) The representative trajectory of MCF-7 cell using different localization method;
(e) manual localization, (f) radial symmetry, (g) circular Hough transformation and (h) modified active
contour method.

First, the radial symmetry method localizes the target image based on local intensity gradient.
At the outset, it defines the midpoint of each grid in the entire image (xk, yk) [18]. At the defined
midpoint, the intensity gradient across the grid is calculated. The whole intensity gradient of the
cPMS image in Figure 3a is shown in Figure 3b. The intensity gradients have large magnitudes at the
bright center region and at the boundary of the particle and point to the center point of the particle.
The center point is that where the weighted sum of the distance to the lines of all midpoints is minimal.

35



Appl. Sci. 2020, 10, 6806

In the weighted sum process, the weighting factor is proportional to the magnitude of the intensity
gradient, so that the longer vectors toward the center in Figure 3b have a greater effect in determining
the center point than do the smaller ones. Radial symmetry is very useful when the resolution of the
image is low or the target image is small. On the other hand, when the size of an image is so large
that the intensity variation of the target image could possibly affect the overall intensity distribution,
it could be treated as noise. Moreover, if the size of the target image was relatively so small that the
background represents a large portion of the image, background noise could influence the overall
intensity distribution.

Second, the circular Hough transform (CHT) embedded in MATLAB 2018b is used to characterize
the center point of the circular particle. First, the peripheral edge of an object in the whole image
is detected through an edge gradient threshold automatically chosen using the graythresh function,
which determines the threshold that minimizes intraclass variance of the selected black and white
pixels following Otsu’s method [42], embedded in MATLAB 2018b. On the determined edge in the
image, the circular Hough transform considers and counts all circles on the expected circumference.
Figure 3c shows possible candidates of the circle in the range of radii. The probable center point is the
position of the maximum counting point. The circular Hough transform is simple in detecting circular
objects with relatively strong edges. However, for a suspended cell, which is not perfectly circular and
has an irregular shape, it is hard to automatically detect a strong edge.

Lastly, the modified active contour method is a segmentation technique with energy forces and
constraints for discrimination of the pixels of interest from the image for further analysis. It does
not depend on limited information because it considers the information obtained in the surrounding
space as well as the brightness change in expressing the boundary part in the image, as shown in
Figure 3d. This method considers the intensity of local edges obtained in the image to search for
projected areas such as edges, lines, and subjective judgments in the image. In addition, it makes
available a wider range of data by considering the internal relationship of the active contour. Since the
conventional active contour method is sensitive to the initial boundary, we modified this method to
overcome it. Thus, the proposed method is relatively robust in boundary conditions and performs cell
tracking successfully.

To compare the effect on the trajectory of different localization methods, the representative MCF-7
cell trajectories of manual localization, radial symmetry, CHT and modified active contour are depicted
in Figure 3e–h, respectively. When the manual localization is used, the position vector of cellular
centroid is expressed only by integer number, since it comes from pixel of the image. Therefore,
as shown in Figure 3e, the trajectory follows the integer point in the 2D plane. To accurately localize
the position of cell, subpixel detection of particle/cell position is required. As shown in Figure 3f–h,
it is possible to localize subpixel position using all of three different localization methods compared
in this study. However, the resulting trajectory from three methods are quite different. It the next
section, three different localization methods are compared through the analysis of random dynamics of
MCF-7 cell.

3.3. Analysis of Cellular Random Motion by the Image Analysis Methods

By comparing the three methods, we concluded that the effect of localization error on particle
position should be considered when the image of the cell is analyzed to localize the cellular position.
Thus, to compare the effects of localization errors originating from the three image analysis methods, the
trajectory of the MCF-7 cells and the MSD and VACF derived from that trajectory are depicted in Figure 4.
Figure 4a–c are the trajectories of the MCF-7 cells (N = 36) analyzed by the radial symmetry method,
circular Hough transform method, and modified active contour method, respectively. Comparing the
three trajectories shows that, even though the trajectory computed by the radial symmetry method
(Figure 4a) produces relatively decent trajectory results compared to that derived by the circular
Hough transform method (Figure 4b), it still possesses a relatively large amount of localization error in
comparison to the modified active contour method presented in Figure 4c.
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Figure 4. Random dynamics of MCF-7 cells analyzed by the tracking methods. The (a–c) trajectories,
(d–f) MSDs, and (g–i) VACFs δ from 0.04 to 2 s calculated by the radial symmetry, circular Hough
transform, and modified active contour methods (N = 36). (j) The comparison of the representative
trajectory achieved from 3 different localization methods.

To quantify localization errors associated with the three image analysis methods, log-log MSD
plots of MCF-7 cells acquired by the radial symmetric method, circular Hough transform method, and
modified active contour method are presented in Figure 4d–f, respectively, and the VACFs are shown in
Figure 4g–i. Over a short timescale, a nonlinear MSD region is observed, and the time scale of nonlinear
MSD is lengthened in the order of the modified active contour method, radial symmetry method, and
circular Hough transform method. This is attributed to the characteristics shown in Figure 4a–c such
that the trajectory analyzed by the circular Hough transform method is noisier than the other two
methods, and the modified active contour method exhibits the least noise. In Figure 4d–f, the fitting
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results with Equation (3) are expressed along with the experimental results produced by the three
methods. From the fitting results, the mean localization error, σ, associated with the radial symmetric
method, circular Hough transform method, and modified active contour method is estimated as 0.2265,
0.7467, and 0.1153, respectively. As expected from the trajectory results in Figure 4a–c, the circular
Hough transform has the largest mean localization error, the modified active contour has the lowest,
and the radial symmetric method is in the middle. Figure 4d–f, which present the VACF results
acquired by the three methods up to τ ≤ 2 s, show the same characteristics of the methods considered.
For the radial symmetric method, the sharp negative peak appears at the smallest δ and decreases
quickly. In contrast, for the circular Hough transform method, the diminishing rate of the peak value
of VACF is much slower than that in the radial symmetric method. The modified active contour shows
a very small negative peak relative to the other two methods, which indicates that it is associated with
less noise than the others. To compare the trajectory difference according to the localization methods,
the representative trajectories are presented in Figure 4j.

3.4. Effects of Denoising

Using the radial symmetric method, image analysis is performed not only for the cells themselves,
but also for the background. To exclude the effects of the background noise in image analysis, a
denoising process using a Poisson noise filter is applied before localization, as shown in Figure 5.
After denoising, background noise is rarely seen, and the edge of the cell looks clear. Based on the
denoised image, the trajectory, MSD, and VACF of an MCF-7 cell are acquired for the three localization
methods, as shown in Figure 6. The effect of denoising is clearly seen in the trajectory calculated by the
radial symmetric method when Figure 6a is compared to Figure 4a. Even though the circular Hough
transform method depicted in Figure 6b and the modified active contour method in Figure 6c show
differences from the trajectories in Figure 4b,c, the difference is not as large as that observed in the radial
symmetric method. This can be quantitatively confirmed by the MSD data in Figure 6d–f. The curves
are fitted using Equation (3), and the diffusion coefficient D and the mean localization error σ are
shown in Table 1. From the diffusion coefficient of three methods, cells randomly move with 4D of ~0.5.
The mean localization error of the radial symmetry method, circular Hough transform method, and
modified active contour are reduced to 0.1292, 0.7117, and 0.1963, respectively. Specifically, the mean
localization error by radial symmetry is reduced by 0.0973, from 0.2265 to 0.1292, while the circular
Hough transform method and modified active contour method show a reduction in localization error
by 0.0350 and 0.0090, respectively. As mentioned, the radial symmetric method considers the whole
image including the noisy background, and the effect of background noise becomes significant when
analyzing the intensity gradient. In other words, if denoising is applied to these images, the level
of localization error caused by the radial symmetric method (σ = 0.1292) can be reduced to the level
of that caused by the modified active contour method without denoising (σ = 0.1153). To compare
the trajectory difference according to the localization methods after denoising, the representative
trajectories are presented in Figure 6j.

  
(a) (b) 

Raw Denoised

Figure 5. (a) A bright field image of MCF-7 cells and (b) the image after denoising.
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Figure 6. Random dynamics of MCF-7 cells analyzed by the tracking methods after denoising. The (a–c)
trajectories, (d–f) (dashed line) MSD for raw image and (solid line) MSD for denoised image, and (g–i)
VACFs (δ from 0.04 to 2 s) calculated by the radial symmetry, circular Hough transform, and modified
active contour methods (N = 36) (j) The comparison of the representative trajectory achieved from 3
different localization methods.
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Table 1. The diffusion coefficient D and the square of mean localization error σ2 for the 3 different
tracking method.

Method
Radial sym. CHT Modified AC

Raw Denoised Raw Denoised Raw Denoised

4D 0.503 0.555 0.554 0.568 0.545 0.550
σ2 0.051 0.017 0.558 0.507 0.013 0.011

4. Conclusions

The random dynamics of a cPMS particle and MCF-7 cell recorded at a frame rate of 25 hz were
measured, and sub-pixel resolution analyses were performed using three localization methods, the
radial symmetric method, circular Hough transform method, and modified active contour method.
To understand the effects of different image analysis methods in localizing the position of a cell in an
image for random dynamics analysis, the trajectory, MSD, and VACF of the measured objects were
compared, and we found that the modified active contour method presented the smallest localization
error compared to the other two methods considered. In addition, the effect of denoising on the
stochastic dynamics of the MCF-7 cell was discussed for different image analysis methods.

An iterative fitting-based localization method has been used in single-particle tracking, where the
considered particle size is on the order of a nanometer so that the image can be approximately modeled
as a point spread function such as a Gaussian function. The radial symmetry method, however,
determines a direction of center from every pixel by calculating the gradient of the point spread
function at each pixel instead of using Gaussian fitting. When it is applied to the image of a nanosized
object or of an object that is radially symmetric and has a clear gradient about the centroid, the radial
symmetry method is appropriate for tracking. As shown in Figure 2 for cPMS, the radial symmetry
method found the center of the cPMS and reported the MSD and VACF with little localization error,
even though the size of the particle was on the micron scale. When studying cellular dynamics or
migration, the size of the target object is on the micron scale; in our study, it was approximately
14.32 μm. Additionally, unlike a particle image, cellular images contain many irregular components
such as non-circular shapes and small signal to noise ratios. Due to such weak radial symmetric
properties, the radial symmetric method is not suitable for detecting the center point of a cellular image
and has an enhanced likelihood of generating localization errors for algorithms detecting an object
based on a circular shape. The localization error from the circular Hough transform method was the
largest among the methods considered, as shown in Figure 4. The circular Hough transform method
finds the center point, assuming that the object is circular. The non-circular shape of the cell and unclear
edges of cell images can be major sources of localization errors. In addition to non-circularity, there are
many dynamic noise sources in the interior of the cell. The morphology of the cell is inhomogeneous
due to diverse cellular components such as the nucleus, ER, and mitochondria. As time elapses, these
cellular components move freely within the cellular membrane. As discussed, both the radial symmetry
method and the circular Hough transform method can be influenced by noise inside and/or outside of
a cell; in particular, the radial symmetry method can be significantly influenced by background noise.
Therefore, it could be useful to consider only the boundary of the cell for cellular localization in a
dynamic cellular image. The modified active contour method employed in this study considers the
boundary of the cell and calculates the center based on this boundary, decreasing the possibility of
localization errors.

After the denoising process was applied to the bright field image, the boundaries of the cells
became clear, and the cell outline detection was more effective than in the images without denoising.
This preprocessing could reduce localization error through analysis of MSD and VACF, as shown in
Figure 6. Thus, we conclude that it is helpful to employ a denoising process on a bright field image
and/or to analyze the position using the modified active contour method to minimize the effects of
localization error in cellular dynamics measurements.
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Abstract: Precise and rapid detection of biomolecules is a fast-growing research theme in the field
of biomedical engineering. Based on the surface-enhanced Raman scattering, micro/nano-scale
structures composed of noble metals (e.g., gold and silver) play a critical role in plasmonics. However,
it is still limited to structuring nanomaterials in a specific manner. Here, we investigated a novel
surface-enhanced Raman spectroscopy (SERS) application using one-dimensional nanomaterials and
micro-encapsulation methods. With the immiscible nature of fluids, the nanomaterials were properly
captured inside a number of droplets for encapsulation, deforming to micro-ring nanostructures.
To yield uniform sizes of the silver micro-ring structures, a microchannel system was designed
to characterize particle sizes via microscopic approaches. We were able to obtain printable silver
nanowire micro-ring ink, and investigated the SERS substrate effect of the silver micro-ring structure.
This fabrication method can be used in many other SERS-based biomedical engineering applications
in the near future.

Keywords: micro-encapsulation; nanowire; immiscible solution; printing; surface-enhanced
Raman spectroscopy

1. Introduction

In the past several decades, the surface plasmonics of self-assembled metallic nanostructures has
been utilized for various biomedical applications such as biosensors, plasmonic filters, diagnostic devices,
and photothermal-induced cancer therapy [1,2]. To precisely and rapidly detect biomolecules,
micro/nano-scale structures composed of noble metals, e.g., gold (Au) and silver (Ag), play a critical
role in the field of plasmonics. Surface-enhanced Raman spectroscopy (SERS) demonstrates that metal
nanostructures can control the surface optical properties [3]. An ideal SERS substrate should have high
uniformity and field enhancement. Such substrates can be prepared on a wafer scale, and fluctuations of
SERS signals on such highly uniform, high-performance plasmonic metasurfaces can be demonstrated in
label-free microscopy [4]. However, it is still difficult to structure nanomaterials due to the limitations of
controlling the single nanoparticle without well-confined conditions such as atomic force microscopic
(AFM) manipulation [5]. Furthermore, the fabrication cost of SERS substrates needs to be reduced via
proper manufacturing techniques [6].

Among the conventional self-assembly methods for nanomaterials, the micro-encapsulation
method in immiscible solution has been considered a promising technique due to its simplicity and
cost-effectiveness [7,8]. For example, many researchers have tried to implement micro-encapsulation
to enclose solid or fluid materials inside a microscale membrane made of two-dimensional (2D)
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soluble layers, which would allow for the control of dosing frequency and prevent degradation of
the pharmaceutical materials. Thanks to the benefits of micro-encapsulation, this approach to exploit
the SERS effect has also been investigated [9–11]. Although these studies proposed multifunctional
micro-encapsulation platforms for pharmaceutical analysis or biosensor development, there still remains
an unexplored area in investigating and manipulating one-dimensional (1D) metal nanowire-based
encapsulation for the SERS effect. From the perspective of material properties, 1D nanomaterials have
great mechanical flexibility and high thermal or electrical conductivity [12,13]. If SERS application can
be adequately explored using these nanomaterials and micro-encapsulation methods, a newly proposed
approach is expected, which could be helpful in future biomedical engineering applications [14,15].

In the present study, a formation method for micro-ring materials using micro-encapsulation in
immiscible solution was introduced. In order to fabricate the ring structure, metallic nanowires and
emulsion liquid droplets were used. In addition, a pinched flow fractionation (PFF) microchannel
was experimentally investigated to uniformly and continuously separate the Ag nanowire micro-ring
structure in different sizes. Printable ink containing Ag nanowire micro-ring structures was produced
through a classification process. Lastly, a printing pattern for the ring-based ink was proposed and the
ring patterns were characterized.

2. Materials and Methods

2.1. Materials and Method For Emulsion Droplet Formation

Ag nanowires with a length of 25 μm and a width of 30 nm dispersed in deionized (DI) water
(0.1 wt%) were purchased (N&B Corporation, Ansan, Korea). N,N-Dimethylformamide (DMF),
1,2-Dichlorobenzene (DCB), NH3·H2O, and tetraethyl orthosilicate (TEOS) were purchased from
Sigma-Aldrich (Seoul, Korea). For the DMF-based Ag nanowires, a centrifuge (1248, Labogene, Seoul,
Korea) was used to separate Ag nanowire solution from water at 2000 rpm for 15 min. After removing
water, the separated Ag nanowires were dispersed in DMF with 0.04 wt%. To formulate a water-in-oil
emulsion, 200 μL of nanowire solution and 15 μL of NH3·H2O were mixed. Afterward, 5 mL of DCB
were added to the mixture at a proper ratio followed by adding 15 μL of TEOS. Before heating the
solution, a sonicator (Sonics VCX-500, Sonics & Materials Inc, Newtown, CT, USA) was utilized for a
short time (<1 min) to prevent the droplets from recombining. The mixture was heated at 60 ◦C for
30 min to form the silica shells.

2.2. Preparation of the Pinched Flow Fractionation Microchannel

Microchannel design was taken from the multi-outlet microchannel developed in a previous
study [10]. A microchannel was designed with a depth of 50 μm, inlet width of 60 μm, pinched channel
width of 30 μm, and outlet width of 100 μm. A microchannel mold on a silicon wafer was constructed by
deep reactive ion etching (DRIE). For microchannel fabrication, silane coating on the mold substrate was
conducted in a vacuum chamber for 2 h. Trichloro (1 h, 1 h, 2 h, 2 h-perflurooctyl) silane (Sigma Aldrich,
Seoul, Korea) was used for silane coating, and a sufficient amount of polydimethylsiloxane (PDMS)
was poured on the mold substrate. The PDMS was placed in the vacuum chamber until most of the
captured bubbles in the PDMS disappeared, and then baked at 120 ◦C for 2 h on a hotplate. The baked
PDMS channel was detached from the substrate, punched through the inlet and outlet, and connected
with a Teflon tube. To attach the PDMS channels to slide glasses, oxygen plasma coating was applied
to each attachment surface. Lastly, the PMDS channel attached on the slide glass was heated at 80 ◦C
for 30 min.

2.3. Printing Process Using the Ag Nanowire Micro-Ring Ink

An electrohydrodynamic jet printing device (Enjet Inc, Suwon, Korea) was used to print the sorted
Ag nanowire micro-ring ink solution. The experiment was conducted under the following conditions:
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flow rate of 0.75 μL/m, working height of 500 μm, voltage of 1.5 kV, substrate temperature of 50 ◦C,
and printing velocity of 50 mm/s.

2.4. Characterization of the Ag Nanowire Micro-Rings and the Printing Pattern

The Ag nanowire micro-ring structure and printed pattern images were characterized by optical
microscopy (Eclipse Series, Nikon Instruments Inc., Melville, NY, USA) with a polarizing filter and
a field emission scanning electron microscope (JEM-2100F, JEOL, Peabody, MA, USA). The optical
properties were determined by dispersive Raman spectroscopy (SENTERRA Raman, Bruker, Billerica,
MA, USA). The Raman spectra of the Ag nanowire micro-ring patterned substrate and bare Si wafer at
a 532 nm wavelength under the same experimental conditions were measured and compared.

3. Results and Discussion

3.1. Optimization of the Ag Nanowire Micro-Ring Structure Formation

In order to make the Ag nanowire micro-ring structure, we employed an immiscible emulsion
droplet formation method. Figure 1 shows that emulsion droplets could be continuously generated by
tip sonication-induced vibration in DMF and DCB solution. During the process, Ag nanowires were
captured in micro-scale bubbles (i.e., encapsulation) due to high surface tension force compared to
the yield strength of Ag nanowires. We have previously shown that micro-rings are formed inside
droplets by the force balance between the compressive force of the droplet and the restoring force of
the high aspect ratio nanowire material [16]. Based on this mechanism, we investigated whether the
micro-ring composed of Ag nanowire could be constructed in immiscible solution (Figure 2). The Ag
nanowire micro-ring structure with a diameter in the sub-micron scale was successfully deposited
on the substrate (Figure 2a,b). However, random generation of the emulsion droplets led to several
entangled Ag nanowires in a single droplet. Figure 2c,d demonstrate that the entangled Ag nanowire
micro-rings had a larger diameter (4–5 μm) compared to the single Ag nanowire micro-rings (<4 μm).
This result led us to the next stage to sort the fabricated single and bundled Ag nanowire micro-rings
with respect to droplet size using the PFF microchannel.

Figure 1. A schematic of the coiling nanowire inside a water-in-oil emulsion droplet.
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Figure 2. (a,b) SEM images of coiled silver nanowires, (c) droplet diameters of a single Ag nanowire,
and (d) droplet diameters of entangled Ag nanowires.

3.2. Separation of the Droplets Using the Microchannel

Prior to sorting the Ag nanowire micro-ring structures, hollow glass particles with a diameter
of 10 μm were utilized to test whether the microchannel would be suitable to efficiently sort the Ag
nanowire micro-rings (Figure 3). DCB was used as a solvent for the glass particles to disperse as in the
micro-ring formation process. DCB with and without glass particles was released at different flow
rates (A:B = 1:1, 1:4, and 1:10) simultaneously at each inlet. In this feasibility test, almost all the glass
particles were collected through outlet 1 (downstream) when the flow rate ratio was fixed to 1:10
(Figure 3d). It has been reported that moving the particle close to the wall can initiate a dispersing
effect, resulting in sorting the particles by size distribution [10]. This indicates that the ratio of two
different flow rates can determine the separation of particles in various sizes using a pinched channel.

Following this feasibility test with hollow glass particles, the same experimental setting was
implemented to apply to the immiscible emulsion with the Ag nanowire micro-rings (Figure 4).
Figure 4b demonstrates that approximately 50% of the Ag nanowire micro-ring structures with 2–3 μm
diameters could be collected at outlet 1. Further detailed evaluation of the size distribution revealed
that the Ag nanowire micro-rings with a relatively smaller size (<2.5 μm) could be collected in outlet 1
compared to outlet 2 (Figure 4c). Using this separation process with the micro-ring particles, we were
able to collect Ag nanowire micro-ring structures of a similar size dispersed in the organic solvent.
Next, we applied this Ag nanowire micro-ring material to printing ink, and investigated a printing
pattern with the Ag nanowire micro-ring structures to enhance the surface plasmonic scattering for
biological applications.
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Figure 3. (a) A schematic of the pinched flow fractionation microchannel with a particle. Trajectory of
10 μm of hollow glass particles in different flow rate ratios of (b) 1:1, (c) 1:4, and (d) 1:10 (μL/min).

3.3. Printing Pattern and Its Application

Experiments were carried out to make patterns through the electrohydrodynamic (EHD) jet
printing process with the micro-ring dispersion ink (Figure 5a). First, we tried to print a line pattern
containing the micro-rings through the dispensing method by heating the substrate to induce an
evaporation rate of the toluene solvent. Figure 5b demonstrates the detailed pattern with the micro-ring
array along the printing direction. Due to the coffee ring effect originating from the capillary flow
induced by the differential evaporation rates across the drop [17], the micro-rings were concentrated at
the edge of the pattern.

SERS substrates can be offered as one of the biological applications with these Ag nanowire
micro-rings. The substrates are used to determine the minimum quantity of biomolecules and allow us
to detect biological species in biofluids. Therefore, this technique can enhance the Raman scattering by
molecules adsorbed onto metallic structures. We measured the Raman spectrum of the Ag nanowire
micro-ring patterned substrate and bare Si wafer at 532 nm wavelength under the same measurement
conditions, and clearly observed enhanced total surface background intensity values (Figure 5c).
The shape and size of the metallic nanostructures affect the enhancement strength due to the factors
influencing the ratio of absorption and scattering [18]. Moreover, self-assembled metallic nanoparticles
such as Ag and Au nanostructures can actively enhance the Raman scattering. These data suggest
that our Ag nanowire micro-ring structure could be utilized in SERS substrate as the Ag nanowire
micro-rings have nanoscale widths (<25 nm), thus offering great printability on surfaces.
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Figure 4. (a) A microscopic image of the sorting process in the pinched flow fractionation (PFF)
microchannel, (b) Ag nanowire rings in dispersed solution from outlet 1, and (c) droplet diameters of
the sorted droplets in outlets 1 and 2.

Figure 5. (a) Patterning with the micro-ring solution using electrohydrodynamic (EHD) jet printing, (b)
a microscopic image of the micro-ring distribution, and (c) diagram of the Raman spectra for the Ag
nanowire micro-ring structure and bare wafer.
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4. Conclusions

In this study, we proposed a potential material for printing ink using ring-shaped microscale
structures. A large amount of ring-shaped material was formed using Ag nanowires, immiscible
emulsion solution, and silica shells. In order to utilize the micro-ring solution as printing ink,
two alternatives were implemented. First, the solution was dispersed again using a sonicator to prevent
the droplets surrounding the nanowire from recombination before the silica shell was formed. The size
of the droplets with rings and those with bundles formed during the synthesis were determined,
and the droplets were classified by size using the PFF microchannel to increase the micro-ring ratio in
the solution. The Ag nanowire micro-ring solution was patterned using EHD jet printing. The optical
characteristics of the micro-ring pattern fabricated by EHD jet printing were analyzed using a dispersive
Raman spectrometer. This novel method to fabricate Ag nanowire micro-rings can be used in many
other SERS-based biomedical engineering applications in the near future.

Author Contributions: Conceptualization, H.K., D.B.; methodology, H.L., W.Y., J.L.; formal analysis, H.L.,
W.Y.; investigation, H.L., W.Y., H.K., D.B.; resources, D.B.; writing—original draft preparation, H.L., W.Y.;
writing—review and editing, H.K., D.B.; visualization, W.Y., J.L.; funding acquisition, D.B. All authors have read
and agreed to the published version of the manuscript.

Funding: This research was funded by the Basic Science Research Program through the National Research Foundation
of Korea (NRF), funded by the Ministry of Science, ICT & Future Planning (NRF-2017R1E1A1A01075353).

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Toriyama, S.; Mizeikis, V.; Ono, A. Fabrication of silver nano-rings using photo-reduction induced by
femtosecond pulses. Appl. Phys. Express 2019, 12, 015004. [CrossRef]

2. Kahraman, M.; Mullen, E.R.; Korkmaz, A.; Wachsmann-Hogiu, S. Fundamentals and applications of
sers-based bioanalytical sensing. Nanophotonics 2017, 6, 831–852. [CrossRef]

3. Lane, L.A.; Qian, X.; Nie, S. Sers nanoparticles in medicine: From label-free detection to spectroscopic tagging.
Chem. Rev. 2015, 115, 10489–10529. [CrossRef] [PubMed]

4. Ayas, S.; Cinar, G.; Ozkan, A.D.; Soran, Z.; Ekiz, O.; Kocaay, D.; Tomak, A.; Toren, P.; Kaya, Y.; Tunc, I.;
et al. Label-free nanometer-resolution imaging of biological architectures through surface enhanced raman
scattering. Sci. Rep. 2013, 3, 2624. [CrossRef] [PubMed]

5. Kim, S.; Shafiei, F.; Ratchford, D.; Li, X. Controlled afm manipulation of small nanoparticles and assembly of
hybrid nanostructures. Nanotechnology 2011, 22, 115301. [CrossRef] [PubMed]

6. Bernatova, S.; Donato, M.G.; Jezek, J.; Pilat, Z.; Samek, O.; Magazzu, A.; Marago, O.M.; Zemanek, P.; Gucciardi, P.G.
Wavelength-dependent optical force aggregation of gold nanorods for sers in a microfluidic chip. J. Phys. Chem. C
2019, 123, 5608–5615. [CrossRef]

7. Teng, X.R.; Shchukin, D.G.; Mohwald, H. Encapsulation of water-immiscible solvents in polyglutamate/
polyelectrolyte nanocontainers. Adv. Funct. Mater. 2007, 17, 1273–1278. [CrossRef]

8. Sakai, S.; Hashimoto, I.; Ogushi, Y.; Kawakami, K. Peroxidase-catalyzed cell encapsulation in subsieve-size
capsules of alginate with phenol moieties in water-immiscible fluid dissolving H2O2. Biomacromolecules 2007,
8, 2622–2626. [CrossRef] [PubMed]

9. Stetciura, I.Y.; Markin, A.V.; Bratashov, D.N.; Sukhorukov, G.B.; Gorin, D.A. Nanoencapsulated and
microencapsulated sers platforms for biomedical analysis. Curr. Opin. Pharmacol. 2014, 18, 149–158. [CrossRef]
[PubMed]

10. Yamada, M.; Nakashima, M.; Seki, M. Pinched flow fractionation: Continuous size separation of particles
utilizing a laminar flow profile in a pinched microchannel. Anal. Chem. 2004, 76, 5465–5471. [CrossRef]
[PubMed]

11. Markina, N.E.; Markin, A.V.; Zakharevich, A.M.; Goryacheva, I.Y. Calcium carbonate microparticles
with embedded silver and magnetite nanoparticles as new sers-active sorbent for solid phase extraction.
Microchim. Acta 2017, 184, 3937–3944. [CrossRef]

49



Appl. Sci. 2020, 10, 8018

12. Lin, J.; Cretu, O.; Zhou, W.; Suenaga, K.; Prasai, D.; Bolotin, K.I.; Cuong, N.T.; Otani, M.; Okada, S.;
Lupini, A.R.; et al. Flexible metallic nanowires with self-adaptive contacts to semiconducting transition-metal
dichalcogenide monolayers. Nat. Nanotechnol. 2014, 9, 436–442. [CrossRef] [PubMed]

13. Sannicolo, T.; Lagrange, M.; Cabos, A.; Celle, C.; Simonato, J.P.; Bellet, D. Metallic nanowire-based transparent
electrodes for next generation flexible devices: A review. Small 2016, 12, 6052–6075. [CrossRef] [PubMed]

14. Vo-Dinh, T.; Liu, Y.; Fales, A.M.; Ngo, H.; Wang, H.N.; Register, J.K.; Yuan, H.; Norton, S.J.; Griffin, G.D. Sers
nanosensors and nanoreporters: Golden opportunities in biomedical applications. Wiley Interdiscip. Rev.
Nanomed. Nanobiotechnol. 2015, 7, 17–33. [CrossRef] [PubMed]

15. Zong, C.; Xu, M.; Xu, L.J.; Wei, T.; Ma, X.; Zheng, X.S.; Hu, R.; Ren, B. Surface-enhanced raman spectroscopy
for bioanalysis: Reliability and challenges. Chem. Rev. 2018, 118, 4946–4980. [CrossRef] [PubMed]

16. Seong, B.; Park, H.S.; Chae, I.; Lee, H.; Wang, X.; Jang, H.S.; Jung, J.; Lee, C.; Lin, L.; Byun, D. Self-assembly
of silver nanowire ring structures driven by the compressive force of a liquid droplet. Langmuir 2017, 33,
3367–3372. [CrossRef] [PubMed]

17. Deegan, R.D.; Bakajin, O.; Dupont, T.F.; Huber, G.; Nagel, S.R.; Witten, T.A. Capillary flow as the cause of
ring stains from dried liquid drops. Nature 1997, 389, 827–829. [CrossRef]

18. Lu, H.F.; Zhang, H.X.; Yu, X.; Zeng, S.W.; Yong, K.T.; Ho, H.P. Seed-mediated plasmon-driven regrowth of
silver nanodecahedrons (nds). Plasmonics 2012, 7, 167–173. [CrossRef]

Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional
affiliations.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

50



applied  
sciences

Article

A Novel Patient-to-Image Surface Registration Technique for
ENT- and Neuro-Navigation Systems: Proper Point Set in
Patient Space

Ahnryul Choi 1,2, Seungheon Chae 2, Tae-Hyong Kim 2, Hyunwoo Jung 2, Sang-Sik Lee 1, Ki-Young Lee 1

and Joung-Hwan Mun 2,*

Citation: Choi, A.; Chae, S.; Kim,

T.-H.; Jung, H.; Lee, S.-S.; Lee, K.-Y.;

Mun, J.-H. A Novel Patient-to-Image

Surface Registration Technique for

ENT- and Neuro-Navigation Systems:

Proper Point Set in Patient Space.

Appl. Sci. 2021, 11, 5464. https://

doi.org/10.3390/app11125464

Academic Editor: Gaetano Isola

Received: 29 April 2021

Accepted: 9 June 2021

Published: 12 June 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Department of Biomedical Engineering, College of Medical Convergence, Catholic Kwandong University,
Gangneung-si 25601, Korea; achoi@cku.ac.kr (A.C.); lsskyj@cku.ac.kr (S.-S.L.); kylee@cku.ac.kr (K.-Y.L.)

2 Department of Bio-Mechatronic Engineering, College of Biotechnology and Bioengineering, Sungkyunkwan
University, Suwon-si 16419, Korea; chd8806a@skku.edu (S.C.); sanctified@skku.edu (T.-H.K.);
alex1130@skku.edu (H.J.)

* Correspondence: jmun@skku.edu; Tel.: +82-31-290-7827

Abstract: Patient-to-medical image registration is a crucial factor that affects the accuracy of image-
guided ENT- and neurosurgery systems. In this study, a novel registration protocol that extracts the
point cloud in the patient space using the contact approach was proposed. To extract the optimal
point cloud in patient space, we propose a multi-step registration protocol consisting of augmentation
of the point cloud and creation of an optimal point cloud in patient space that satisfies the minimum
distance from the point cloud in the medical image space. A hemisphere mathematical model
and plastic facial phantom were used to validate the proposed registration protocol. An optical
and electromagnetic tracking system, of the type that is commonly used in clinical practice, was
used to acquire the point cloud in the patient space and evaluate the accuracy of the proposed
registration protocol. The SRE and TRE of the proposed protocol were improved by about 30% and
50%, respectively, compared to those of a conventional registration protocol. In addition, TRE was
reduced to about 28% and 21% in the optical and electromagnetic methods, respectively, thus showing
improved accuracy. The new algorithm proposed in this study is expected to be applied to surgical
navigation systems in the near future, which could increase the success rate of otolaryngological and
neurological surgery.

Keywords: patient-to-image registration; image-guided ENT- and neurosurgery system; surface
registration; piecewise cubic Hermite interpolation

1. Introduction

An image-guided surgery system visualizes the three-dimensional position of a sur-
gical tool using preoperative medical images and provides the location of lesions and
surrounding areas in real time [1,2]. The imaging information of this type of system allows
surgeons to perform minimally invasive surgery and plan a path to the lesion in advance,
thereby improving the quality of the surgery and reducing the operating time [3]. Therefore,
this technology is widely used for different types of neurosurgery, such as tumor biopsy
and resection, craniotomy, and deep brain stimulation [4], as well as in head and neck
surgery, including sinusitis surgery [5]. Spatial registration, one of the core elements of
image-guided ENT- and neurosurgery systems, is the process of aligning the coordinates of
a medical image taken before surgery with the spatial coordinates of the patient acquired
during surgery in the same space [6]. If the registration between the two spaces is not
accurate, a gap arises between the position of the actual surgical tool and that of the virtual
surgical tool displayed on the image. Therefore, the registration technology is a crucial
factor that affects the accuracy of an image-guided ENT- and neurosurgery system [3,4,7].
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Patient-to-medical image registration methods can be divided into point registration
and surface registration methods [8]. A surface registration method finds the transfor-
mation matrix based on a point cloud in the patient space and the medical image space,
and does not require attachment of specific fiducial markers [9,10]. Therefore, this type
of registration method is free from problems such as skin swelling due to attachment
of fiducial markers [11], and additional medical imaging is unnecessary, thereby elim-
inating cost and hassle [2]. In surface registration, also called marker-less registration,
many corresponding points in each space are matched up through a sequential process
of coarse and precise registration [12]. Coarse registration, which is rough and relatively
inaccurate, is performed using the initial anatomical landmarks of each space, then precise
registration is performed by applying an iterative closest point (ICP) algorithm. ICP is
an optimization method that iteratively finds the medical image coordinates that satisfy
the minimum distance from the point cloud in the patient space, and a transformation
matrix is acquired when the sum of the Euclidean distances between corresponding points
is minimal [13,14]. Unfortunately, despite the various advantages of surface registration,
its accuracy continues to be controversial. Several studies reported that the accuracy of
the technique is similar to that of point registration [15], but many other studies reported
significantly lower accuracy [2,16]. Therefore, despite the various advantages of the surface
registration technique, concerns about its accuracy remain.

The acquisition and processing of the point sets of each space are essential to im-
proving the accuracy of a surface registration method that is based on the point sets in
the patient and medical image space [12]. While medical images such as CT often show
excellent resolution and accuracy [3,17], most previous studies focused on the extraction of
a point cloud in patient space; these studies showed that accuracy can be affected by such
factors as equipment performance or clinical proficiency [2,9,12,18]. The approaches to
extraction of the point cloud in patient space can be divided into contact-type approaches
that extract points by tracing probes on the surface of the face and non-contact approaches
that collect points using additional scanner devices [6]. In the latter, a scanner device
can be used to avoid contact with the surface of the face, thereby reducing the error due
to deformation of soft skin when obtaining the point cloud. Furthermore, this method
has the advantage of being able to obtain more point sets, which increases the accuracy
of registration. Recent studies reported on methods to reduce target registration error
(TRE), which utilize mobile 3D scanners to collect point clouds across the whole head [4,7].
However, scanners with guaranteed precision are generally very expensive [3]. In addition,
since the device differs from that used for commercial image-guided surgery systems, an
additional coordinate transformation process must be performed, which may result in
accumulation of errors [19].

Therefore, the commercial image-guided surgery systems that are currently in use ex-
tract point clouds in patient space through contact with the surface of the face. Accordingly,
in neurosurgery or head and neck surgery, clinicians perform surface registration by placing
a probe on the patient’s face as a convenient method of extracting the point cloud; several
clinical case reports of the surgical effects of this method have been conducted [5,20–22].
However, in all of these studies, only the original patient space coordinates obtained
through facial surface tracing were used, and no attempts have been made to improve the
point cloud in order to reduce the surface registration error. Therefore, the main purpose
of this study is to propose a novel registration protocol that extracts the point cloud in
patient space using the contact approach to increase the accuracy of surface registration of
an image-guided surgery system. The proposed registration protocol consists of a two-step
process: augmentation of the point clouds and creation of a proper point cloud. The
secondary purpose of this study is to validate the proposed registration protocol using a
hemisphere mathematical model and a plastic facial phantom.
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2. Proposed Registration Strategy

The surface registration method used for image-guided surgery systems refers to a
process of matching point clouds between preoperative medical image space and intra-
operative patient space. The 3D structure is first reconstructed based on pre-operative
tomographic medical images such as CT, and the point cloud on the facial surface is then
extracted. In addition, the point cloud of the facial surface is acquired using a probe or
scanner during surgery. Points in different spaces are used to perform coarse registration
using three or four representative fiducial markers. The final process is a precise regis-
tration process that aims to minimize the distance between the corresponding points. In
this study, a novel protocol is used to create a point cloud in patient space between the
initial coarse registration stage and the precise registration stage. The detailed process is
illustrated in Figure 1.

Figure 1. Workflow of the proposed registration strategy.

2.1. Registration Optimization Phase 1: Augmentation of the Number of Points in Patient Space

In general, medical images include a large number of points due to their high reso-
lution. However, the point cloud in patient space is determined by the duration of the
facial tracing and the available camera samples of the surgical probe. Due to practical
limitations, it is difficult to obtain a large number of points in real surgical situations.
Therefore, starting with the point cloud obtained by tracing, the point cloud is augmented
using an interpolation technique and the surface registration performance is evaluated
according to the precise registration process (Figure 1). Here, the point cloud is increased
by 5% compared to the previous step. Furthermore, the precision registration method
utilizes the ICP method, which is the most widely utilized method (see Section 2.3 for
details). The surface registration error (SRE) is evaluated according to augmentation of the
point cloud, and the termination criteria are set when the absolute value of the difference
in SRE between two consecutive ICPs in the current and previous steps is within 0.1%.
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2.2. Registration Optimization Phase 2: Proper Point Set in Patient Space

In the second step, the proper point cloud is extracted to match the medical image-
based spatial point cloud using the augmented point cloud in patient space (Figure 2). An
interpolation polynomial is extracted based on the point cloud, and a virtual point cloud
that satisfies the minimum distance to each point in the corresponding medical image
space in the previous step (registration optimization phase #1) is extracted. In this study,
the piecewise cubic Hermite interpolation method is used, which maintains a polynomial
form consisting of coordinate points with less overshoot and undershoot [23]. The process
of converting the interval of [xk, xk+1] to intervals of [0, 1] and obtaining the coefficients a0,
a1, a2, a3 of the arbitrary cubic polynomial p(u) is shown below [24].

P(u) = a0 + a1u + a2u2 + a3u3 (1)

Figure 2. Refinement of the point set in patient space using a piecewise cubic Hermite interpolat-
ing polynomial.

The above cubic polynomial consists of four interpolation conditions, corresponding
to two function values and two differential values at both endpoints, as follows.

P(0) = P0, P(1) = P1, P′(0) = ∇P0, P′(1) = ∇P0 (2)

Polynomials that meet the above conditions can be expressed in the form of a matrix,
as follows.

P(u) = [u3 u2 u 1]

⎡
⎢⎢⎣

2 −2 1 1
−3 3 −2 −1
0 0 1 0
1 0 0 0

⎤
⎥⎥⎦
⎡
⎢⎢⎣

P0
P1
∇P0
∇p1

⎤
⎥⎥⎦ (3)

2.3. Final ICP Refinement

The extracted medical images and patient spatial point clouds are finally matched by
applying the ICP algorithm [15]. The ICP algorithm calculates and matches rotational and
translation matrices such that the mean difference between two spatial points is minimized,
and is defined by the following formula:

f(R, t) = argmin f

N

∑
i=1

‖ (Rsi + t)− ci ‖ 2 (4)
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Here, R and t, respectively, refer to the rotational and translation matrices that can
minimize the positional error of the two-point cloud. si and ci denote the point cloud in
patient space and medical image space, respectively. Optimization processing is done as
follows. The distance from one point in the reference space to all points in the transform
space is calculated, and the closest point is set as the corresponding point. Corresponding
points are extracted by repeating the above process for all points in the reference space, and
rotation and translation transformation matrices between the two point sets of the corre-
sponding relationship are calculated. Coordinate transformation is performed through the
transformation matrix, and the final transformation matrix is iteratively calculated until the
criteria are satisfied. The algorithm iterates until it reaches one of two convergence criteria:
either the absolute value of the difference in SRE between two consecutive iterations is
below 0.001 or the number of maximum iterations is reached (set as 30 iterations) [25].

3. Validation Study Based on Hemisphere Model

3.1. Hemisphere Modeling

To evaluate the performance of the proposed surface registration algorithm, a hy-
pothetical hemisphere model [26] was created using MATLAB R2018b (MathWorks, Inc.,
Natick, MA, USA). The surface points of the hemisphere were constructed so that the
distribution of points was uniform (Figure 3A). In order to uniformly distribute the points
on the surface of the hemisphere, the outer area of a hemisphere with a radius (r) of 1 was
divided by the number of points N. A square was obtained, with area A and side length d.

A =
4πr2

N
(5)

Figure 3. Hemisphere model (A–C).

The unit angle Mθ was calculated by dividing a semicircle with the arc π belonging to
the hemisphere by the length (d) of one side of the square (A) and rounding up the result.

Mθ = round
(π

d

)
(6)
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The length π of the semicircle with a radius (r) of 1 was divided by the unit angle Mθ

to calculate the gap dθ between circles with a constant latitude, and the width of the square
A was divided by dθ to calculate the gap (dϕ) between points with constant hardness.

dθ =
π

Mθ
and dϕ =

A
dθ

(7)

The set of points was placed at constant intervals (dϕ) in circles with constant latitudes
and dϕ values, using the previously calculated values of dθ and dϕ. The radius of the
hemisphere was set to 100 mm considering the size of the human face, and it was modeled
for eight cases, ranging from 1527 points to 12,100 points, to evaluate the effectiveness of the
number of medical image point clouds. The point cloud in the patient space represented the
patient’s face traced in a left-to-right motion (Figure 3B). The point sets were constructed
in the same form as the hemisphere model, and the number of point clusters was limited
to 200.

The six target positions (3 rows × 2 columns) were located inside the hemisphere
model to evaluate the TRE. The interval between targets was set at 50 mm. The coor-
dinates of each target were [0,0,25], [0,−50,25], [0,−100,25], [0,0,−25], [0,−50,−25], and
[0,−100,−25].

3.2. Performance Evaluation of the Proposed Registration Strategy

The performance of registration was evaluated by SRE and TRE. The SRE was obtained
by calculating the average distance between the point cloud in the medical image space
(i = 1 . . . .n) and the point cloud that was augmented and registered with the proposed
strategy (i = 1 . . . .n). TRE was obtained by calculating the distance between the target
location in the medical image space and the target location in the transformed patient space
by applying the transformation matrix obtained through the ICP algorithm [27].

SRE =
∑n

i=1 ‖ CT pointi − Patient pointi ‖
n

(8)

TRE =‖ TargetCT P − TargetCameraP ‖ (9)

Here, CT pointi denotes the ith point of the medical image and Patient pointi denotes
the ith point of the patient after the transformation is applied. In addition, TargetCT P
denotes the location of the target measured in the medical image space, and TargetCameraP
denotes the points that were generated after applying the transformation matrix of the
target measured in the patient space.

3.3. Results of the Proposed Registration Strategy Using the Hemisphere Model

To evaluate the proposed registration method, the initial condition (coarse registration
effect) was set to coincide with the origin of the hemisphere model composed of the
point sets in the medical image and patient space. The rotation matrix was calculated
using the ICP optimization process due to the mismatch between the points in each
space. The SRE and TRE values were calculated by transforming the points in patient space
(Figures 4 and 5). Compared to the initial condition, the SRE was reduced by approximately
1.3% and 33% for the conventional and proposed method, respectively. As the number
of points in the medical image increases, the overall trend of SRE decreases. Overall, the
error when the proposed algorithm is applied is reduced by an average of about 0.4 (0.2)
mm compared to the error when the conventional registration method is used. When the
registration results of the proposed method are visualized, the number of points in patient
space increases, but the overall error value decreases (Figure 4).
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Figure 4. Comparison of surface registration error (SRE) between the conventional and proposed registration strategies
using the hemisphere model.

Figure 5. Comparison of target registration error (TRE) between the conventional and proposed registration strategies using
the hemisphere model.

TRE using the conventional registration protocol and the proposed registration pro-
tocol is demonstrated in Figure 5. Depending on the number of points in the medical
image space (8 cases), the TRE varies by about 0.6 mm for the conventional method, and
the registration using the proposed protocol was found to be 0.2 (0.1) mm smaller on
average. In addition, as the target was located at an inferior position, the conventional
registration method showed a larger TRE. However, there was almost no difference in TRE
(0.075–0.083 mm) according to the target location.

4. Application to Plastic Facial Phantom

4.1. Design of the Plastic Facial Phantom

To evaluate the applicability of the proposed registration strategy, a plastic facial
phantom was created. The basic structure of the phantom consisted of the upper part of a
mannequin (the upper part of the chest, the neck, and the head; Figure 6B) and a frame
to show the location of the lesion to be inserted inside the mannequin (Figure 6C). The
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lesion location was printed using an industrial 3D printer (ZPrinter 650, 3Dsystems, Rock
Hill, SC, USA) and consisted of three rows in the center on the coronal plane. To evaluate
the TRE, 5 lesion targets were placed from the surface of the face towards the back of the
head at 20 mm intervals, and a frame with a total of 15 lesion targets (5 targets × 3 rows)
was fabricated.

Figure 6. Apparatus and experimental setup (A–C).

4.2. Apparatus and Experimental Protocol

CT was performed using medical imaging equipment (Brivo CT 385, General Elec-
tronics Medical Systems, Milwaukee, WI, USA) to acquire the location information of the
phantom surface. Cross-sectional CT images were taken at 0.5 mm intervals (resolution,
512 × 512 pixels). In addition, an optical tracking device and an electromagnetic tracking
device, which are commonly used in clinical practice, were used to acquire the points in
the patient space. For the optical devices, three optical cameras (Optitrack Flex 3, Nat-
ural points, Corvallis, OR, USA), like those that are generally used for motion capture
systems [28,29], and a passive surgical probe (Northern Digital Inc., Waterloo, ON, Canada)
were used (Figure 6A). The 3D coordinates of four infrared markers attached to passive
probes were obtained using the optical system. The optical system consisted of the three
optical cameras, the data acquisition S/W, and the surgical probe. An Aurora electromag-
netic tracking system (Northern Digital Inc., Waterloo, ON, Canada) was used to acquire
the point cloud of the facial surface (Figure 6B). The system consisted of an electromagnetic
field generator, a tracker attached to the surface of the forehead, and a pointer tool to
extract the point cloud of the facial surface.

The Medical Imaging Interaction Toolkit (MITK) library was used to acquire 2D
tomographic images and the 3D shape of the facial phantom from CT DICOM files. The 3D
point sets of the facial surface were extracted using the marching cube technique, and the
acquisition range of the 3D points was limited in range from the lip area to the top of the
forehead. Patient space coordinates were obtained by tracing the surface of the face using
the optical and electromagnetic equipment. The tracing time did not exceed 20 s in order
to accurately reflect real clinical situations.

4.3. Experimental Results of the Proposed Registration Strategy

For initial registration (coarse registration) of the point cloud acquired from the
medical image and patient space, four coordinate points on the facial surface that could
easily be identified were roughly selected. The locations of the four feature points in this
study were the tip of the nose, the tips of both eyes, and the glabellar. Subsequently, the
transformation matrix (rotation and translation) of the two spaces was extracted using the
singular value decomposition method to perform the initial registration. Figure 7 illustrates
a typical case of initial registration and shows the difference with ICP precision registration.
The difference in the position of the point cloud between the initial registration and the
ICP registration in all experimental cases using the plastic facial phantom was found to
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be about 2 mm on average. Successful initial registration was performed, leading to ICP
refinement optimization without local minima.

Figure 7. Coarse registration (representative trial) (A–D).

Figure 8 shows a comparison of the results of the conventional and proposed regis-
tration methods using experimental data from the plastic facial phantom. For the optical
tracking system, the average SRE value using the conventional method was 1.36 mm, while
the proposed registration method showed a reduced average SRE value of 1.07 mm and an
increase in accuracy of about 21% (p < 0.01). Additionally, the SRE value in the proposed
registration method decreased by about 15% compared to the conventional registration
method, and the difference was significant (p < 0.01).

Figure 8. Comparison of SRE between the conventional and proposed registration strategies using
the plastic facial phantom.

Figure 9 visually illustrates the difference in SRE between the conventional and
proposed registration methods for representative experimental data from 20 replications.
The colormap shown on the right side of the figure indicates that the SRE increases as the
color goes from blue to red (i.e., blue represents zero). Both the optical and electromagnetic
tracking systems produced a wide distribution of blue across the facial surface using the
proposed registration method compared to the conventional method, and a significant
reduction in errors (red). In the rest of the experiments, both the optical and electromagnetic
systems produced similar results (color distributions).
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Figure 9. Visualized comparison of SRE between the conventional and proposed registration strate-
gies (representative trials) (A,B).

Table 1 shows a comparison between the registration methodologies (conventional
method vs. proposed method) and the TRE value according to the location of the diseased
area. Compared to the existing method, the proposed registration method in this study
showed reduced TRE values regardless of the location of the target.

Table 1. Comparison of TRE between the conventional and proposed registration strategies and
between target locations in the optical and electromagnetic systems.

Optical System Electromagnetic System

Conventional Proposed Conventional Proposed

Front 3.10 (0.8) 1.79 (0.6) 4.23 (0.8) 3.37 (1.0)
Middle 3.55 (0.7) 2.65 (0.3) 4.44 (0.9) 3.58 (1.1)

Rear 4.16 (0.6) 3.32 (0.5) 4.90 (1.0) 3.78 (1.0)

5. Discussion

Various attempts have been made to improve the surface matching performance of
surgical navigation systems. Recently, in an attempt to reduce the TRE, point clouds in
patient space have been extracted using a non-contact method via scanners and other
devices [2,7,9,12]. Cao et al. (2008) extracted patient space coordinates using a commercial
laser range scanner. The facial surface and the cortical surface of the brain were measured
using different cradles, and the size of the scanner device was large and cumbersome,
which limited task performance. Recently, Fan et al. (2014, 2017) attempted to easily
extract point clouds in patient space using a mobile scanner (Go!SCAN scanner, Sense
3D scanner). The authors were able to extract a point cloud by scanning up to the back
of the actual head, resulting in improved matching accuracy. However, since scanners
with guaranteed precision are generally expensive and are not integrated with commercial
navigation systems [3], their use necessitates an additional coordinate transformation, and

60



Appl. Sci. 2021, 11, 5464

there is an increased possibility that cumulative errors will occur in this process. Therefore,
the objective of this study is to propose a new protocol that can reduce the registration error
by utilizing the face surface tracing method that is currently in widespread clinical use.

In the registration result of the hemisphere model, the SRE tended to decrease as
the number of points increased, and the accuracy of the proposed registration protocol
was excellent for all cases (Figures 4 and 5). Previous studies have attempted to increase
the accuracy of registration by increasing the number of points acquired in the patient
space, and the highest accuracy was achieved at 300,000 points [18]. Similar studies also
showed that when the number of points increases (up to 40,000), the registration error
(about 2 mm) decreases rapidly [7]. This is because the larger the number of points, the
higher the positional accuracy of the corresponding points in different spaces. The more
points that are located within the same area, the smaller the distance between the points in
the corresponding space, thus reducing SRE [10]. However, since the acquisition of many
points requires a lot of time and processing steps [7], an appropriate number of points
must be determined. The first strategy proposed in this work is based on the results of the
existing studies mentioned above. It aims to improve accuracy by performing the matching
process in a stepwise manner and establishing appropriate thresholds of differences from
previous-stage errors.

The optimal point cloud extraction strategy in patient space that is proposed in this
study showed improved performance compared to the conventional registration method
in all cases (hemisphere and plastic facial phantom) (Figures 4, 5, 8 and 9 and Table 1).
The proposed registration protocol reduces SRE by generating patient space points that
correspond as closely as possible to the medical image data cluster through the first point
augmentation strategy. In this process, the target position error is decreased by reducing
the residual rotation and translation error. Then, a new point cloud is generated in patient
space by interpolation of the second strategy, in addition to the medical image and the
point cloud in the patient space that has been mapped. In this process, the points in patient
space that significantly affect residual rotation and translation error are eliminated and a
new point cloud in patient space that best corresponds to the one in medical image space is
created. Therefore, we believe that additional reductions in SRE and TRE are possible. As
discussed by Yoo et al. (2020b), the registration accuracy can be improved in some cases
by acquiring new point sets in patient space through least squares projection. We believe
that the registration performance was improved in the present study for similar reasons. In
addition, we expect that further improvements in registration accuracy can be achieved by
combining the proper point set in patient space proposed in this study.

The limitations of this study are as follows. First, since only a few lesion locations
were used for TRE analysis, the accuracy of registration for the locations of various actual
lesions could not be conclusively evaluated. In this study, TRE was evaluated using only six
lesion locations in the hemisphere model and 15 target lesion locations in the plastic facial
phantom. However, it was possible to confirm the superiority of the registration accuracy
of the proposed algorithm despite the limited set of lesion locations, and we found that
the error rate was reduced by 20% even when the locations of the target lesions were very
deep as compared to the existing algorithm. In the future, CT images of actual human faces
must be used to evaluate the error rate, given an accurate reflection of human anatomical
structure. Second, as the skin tissue of the plastic facial phantom is hard, it was not possible
to study the soft tissue of actual human skin and utilize the new technique in actual clinical
practice. When obtaining a point cloud in patient space, there are inherent errors in the data
due to the flexibility of actual human skin during probe tracing. Future research is required
to verify the new registration algorithm, including further experiments on phantoms with
skin-like soft tissue and, ultimately, actual clinical validation experiments.

In conclusion, in this study, a new surface registration protocol was proposed to
improve the accuracy of a surgical navigation system. To extract the optimal point cloud in
patient space before registration, we propose a multi-step registration protocol consisting
of augmentation of the point cloud and creation of an optimal point cloud in patient

61



Appl. Sci. 2021, 11, 5464

space that satisfies the minimum distance from the point cloud in medical image space.
Compared with the conventional method of surface registration, the new protocol showed
improvements in SRE and TRE of about 30% and 50%, respectively. In addition, a plastic
facial phantom was designed, which was used to verify the accuracy and usefulness of the
proposed registration method. The point cloud on the facial surface was obtained in the
patient space using optical and electromagnetic systems. As a result of registration, TRE
was reduced to about 28% and 21% in the optical and electromagnetic systems, respectively,
thus showing improved accuracy. The proposed algorithm is expected to be applied to
surgical navigation systems in the near future, which could increase the success rate of
otolaryngological and neurological surgery.
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Abstract: In many post-stroke cases, patients show dysfunctions in movement, cognition, sense, and
language, depending on the damaged area of the brain. Active and repetitive physical rehabilitation
centered on the stroke-affected side is essential for effective and rapid neurological recovery of upper
extremity dysfunction due to hemiplegia. A symmetric upper extremity trainer is utilized to assist
the patient body, depending upon the degree of hemiplegia. In this study, we developed a novel
balance handle as a symmetric upper extremity trainer capable of extension, flexion, pronation, and
supination of the upper extremity. We collected the surface electromyogram (sEMG) signal data
while the subjects were playing a serious game and recorded the electroencephalogram (EEG) signal
data while the subjects were performing basic movements with the balance handle, to analyze the
effectiveness of the device as an assistive tool for rehabilitation. The triceps brachii were activated
during the extension movements, whereas the biceps brachii and deltoid muscles were activated
during the flexion movements. With the balance handle, the peak event-related desynchronization
(ERD) values were relatively lower while showing higher peak event-related synchronization (ERS)
values compared to other types of operating methods, such as hand gripping and gamepad operation.
Movement intention of tilting the balance handle for the α and β waves was clearly distinguished
from the other tasks. These data demonstrated the potential of various applications using the
developed proof-of-concept upper extremity trainer to bring out an excellent rehabilitative effect not
only through muscle growth but also via identification of large movement intentions inducing brain
activation exercise.

Keywords: bilateral movement training; event-related desynchronization; hemiplegia; serious game;
symmetric upper extremity trainer

1. Introduction

1.1. Background

A commendable outcome, in recent years, of the enormous advancement in medical
science is the continuous decrease in mortality rate of stroke [1]. However, in many post-
stroke cases, patients show dysfunctions in movement, cognition, sense, and language,
depending on the damaged area of the brain [2]. In particular, hemiplegia that occurs on
the opposite side of the damaged brain reduces locomotor function of the affected extremity
and causes an unstable balance sense, which in turn reduces the activities of daily living
(ADL), such as walking, eating, and dressing [3,4]. Symptoms of movement disorders due
to hemiplegia are normally more notable in the upper extremity than the lower one [5].
Upper extremity functions are closely related to the activities of exploring and manipulating
the surrounding environment; therefore, the upper extremity is particularly important for
the ADL and workability. Thus, active and repetitive physical rehabilitation centered on
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the stroke-affected side is essential for effective and rapid neurological recovery of upper
extremity dysfunction due to hemiplegia [6].

The methods to improve the stroke-affected movement functions of the upper extrem-
ity include constraint-induced movement therapy, rehabilitation robotics, mirror therapy,
and bilateral movement training [7–9]. Specifically, the bilateral movement training uti-
lizes substitution, in which the neural network of the healthy side compensates for the
functions of the neural network of the stroke-affected side by simultaneously activating
the neural networks of both the healthy and pathologic sides [10]. In general, a symmetric
upper extremity trainer is utilized to assist the patient body, depending upon the degree
of hemiplegia. Recent studies have attempted to associate the rehabilitation equipment
used to improve or treat physical abilities with serious games, applying game elements
such as fun and challenge. Such programs are considered to increase the patients’ intention
to rehabilitate and effectively recovers the physical abilities by reducing the rejection or
boredom of treatment that patients may have [11]. Moreover, it can help users actively
perform steady repetitive exercises, which are the most important in rehabilitation, by
offering them a sense of reality beyond the limited user interface of the serious games,
consisting of a keyboard, mouse, and specific buttons and sticks [12,13].

In this study, a novel balance handle was manufactured as a symmetric upper ex-
tremity trainer to enable bilateral rehabilitation movements, such as extension, flexion,
pronation, and supination of the upper extremity. The balance handle was connected to a
serious game, and a surface electromyogram (sEMG) was measured for the triceps brachii,
biceps brachii, and deltoid to assess the muscular activation while the users played the
game. The sEMG signal has the advantage of quantitatively evaluating physical function
and tracking the results of the rehabilitation treatment by measuring and analyzing the mo-
tor signals expressed in the central nervous system (CNS) in muscle nerves. Additionally,
an electroencephalogram (EEG) was used to evaluate brain activation while the subjects
performed the rehabilitation movement process with the symmetric upper extremity trainer.
Reorganization of the damaged CNS was confirmed by evaluating the activation of the
motor cortex from the EEG signals [14]. In order to analyze the activation of the motor
cortex quantitatively, the signals measured by the symmetrical upper extremity trainer
were compared with other types of operating methods for serious games, such as hand
gripping and gamepad.

The EEG signals associated with the movement function helps analyze all the time
points of body movement pertaining to an idle rhythm, a state in which a set of neurons
in the motor cortex simultaneously displays a periodic signal. Movement intention can
then be predicted by analyzing the signal that appears before actual movement occurs [15].
When movement intention of the body is found in the idle rhythm state, an event-related
desynchronization (ERD) phenomenon, in which the power decreases at a specific fre-
quency band by the excitatory postsynaptic potential (EPSP), occurs. Following the motion,
an event-related synchronization (ERS) phenomenon, in which the power increases again
at a specific frequency band by the inhibitory postsynaptic potential (IPSP), occurs. The
movement intention can be analyzed using ERD and ERS and employed as a good indi-
cator to quantitatively measure the willingness and movement of patients participating
in training, as it demonstrates a statistical difference between rest and movement as well
as between different types of movement [16]. The movement intention was calculated
through the ERD/ERS analysis that can show the CNS activities based on the spontaneous
shifting of the measured EEG signals. The difference between the groups according to the
operating methods was compared by verifying the normality and performing the two-way
analysis of variance (ANOVA).

1.2. Related Work

Recent studies compared the effects of upper extremity trainers as well as attempted to
quantitatively measure movements or increase the effectiveness of rehabilitation. A variety
of customized trainers were developed to rehabilitate specific areas of the upper extremities.
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Movements of an end-effector robot capable of horizontal plane movement of the unilateral
forearm were quantitatively evaluated by moving a hand on a desk [17]. Assist-as-needed
training was conducted using an end-effector upper limb rehabilitation robot that helps
patients keep their arm close to a specific trajectory [18]. Information technology (IT),
including virtual reality (VR) and mobile applications, was integrated for accessible and
structured rehabilitation. VR has great strength in interaction and was employed as a
therapeutic treatment tool for rehabilitation of the upper extremities of stroke patients [19].
A mobile application was also developed as a useful tool for subject-specific rehabilitation
of the upper extremity following stroke [20].

The balance handle developed in this study can assist movement with respect to
the various axes, including extension, flexion, pronation, and supination of the upper
extremity, by allowing movements on the coronal and sagittal planes unlike traditional
trainers applying along a single axis. Improved effectiveness of rehabilitation is expected
by symmetrically performing bilateral movements of both upper extremities at the same
time compared to performing unilateral movements. Furthermore, this balance handle can
be utilized to quantitively measure movement data with respect to various tilting angles
and collect real time feedback data via Bluetooth connection.

2. Materials and Methods

2.1. Manufacture of the Balance Handle

We developed a novel balance handle as a symmetrical upper extremity trainer for
extension, flexion, pronation, and supination of the upper extremity. The balance handle
comprised a balance ball, arm holders, and handles (Figure 1).

Figure 1. The components of the balance handle.

The spherical balance ball positioned at the center between the arm holders was
designed to calculate its slope through an inertial measurement unit (IMU) sensor and send
the data through a Bluetooth module that did not interfere with the user movement. A user
with weak upper extremity muscle can comfortably place both upper extremity forearms
on the holders, hold the handle, and move it freely towards the longitudinal and lateral
axes. Furthermore, the user can push the buttons on the edges of both handles to add more
input data if needed. We used an AM530 sensor (Laxtha, Daejeon, Korea) to measure the
sEMG signals and a cap-type EMOTIV EPOC Flex (Emotiv, San Francisco, CA, USA) to
measure the EEG signals through up to 32 channels to examine the muscular (sEMG data)
and brain (EEG data) activation of the subjects while using the balance handle.

2.2. Measurement of the Muscular Activation Using the Balance Handle

Users activated the major upper extremity muscles by moving the balance handle
forward, backward, leftward, or rightward. Figure 2 displays the serious game developed
to induce these movements. Figure 2a shows the jet ski moving up and down as the user
tilted the balance handle forward and backward through extension and flexion of the upper
extremity. Figure 2b demonstrates the jet ski moving leftward and rightward as the user
tilts the balance handle to the left and to the right through pronation and supination of
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both upper extremity forearms. The user gained score points, the competitive element of
the serious game, by acquiring the displayed fuel and increase the content execution time.
The score was deducted if the user failed to avoid an obstacle. The highest score among the
participants was displayed on the screen to encourage competition.

Figure 2. Serious game contents for surface electromyogram (sEMG) measurement: (a) forward–
backward inclination; (b) left–right inclination.

2.3. Movement Intention Test

Ten adults (eight males and two females) in their twenties (average age 25.0 ± 1.7 years
old) with no experience of a damaged upper extremity participated in the experimental
tests to perform three operations: hand gripping, gamepad operation, and operation of
the symmetric upper extremity trainer similar to the Oddball Paradigm, to compare the
movement intention according to the operation methods for the serious game content
(Figure 3).

Figure 3. Sequence of the experimental task: (a) inter-stimulus interval; (b) grip task; (c) gamepad
task; and (d) balance handle task.

All the tasks were divided into preparation, stimulation, and rest stages, to reduce
their mutual influences before and after each task. A performance of 5 s was classified as a
single trial, and each operation was repeated 20 times to minimize any error during the
test process. Figure 3a demonstrates the rest stage after the stimulation stage between the
repeated tasks as a blank page in the preparation stage. The rest stage gives a measure
of the reference in the idle rhythm state before presenting a visual stimulus. The purpose
of the data measured at the preparation stage for 5 s was to measure the changes in the
data related to movement, and the relative amplitude was then calculated from these data.
The EEG signals of the reaction to the visual stimulus on the screen were recorded during
the stimulation stage. The rest stage was the idle moment before performing the next task;
therefore, no data during the rest stage were used in the analysis.

The grip task was to perform extension and flexion of the finger used in an intuitive
operation, such as using a keyboard or touching the screen, while the upper extremity
remained fixed. The contents were composed to indicate one of the hands to grip; this
for the user to perform the same task shown on the screen without bending the wrist
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(Figure 3b). A product from Joytron, consisting of nine general buttons, two analog sticks,
one cross button, and two trigger buttons, was utilized to conduct the gamepad task. The
screen displayed red arrows to instruct the user to move to the right or to the left with the
analog stick or to press the specified general button (Figure 3c). Lastly, for the task involving
the trainer interfaced with the serious game, the screen showed red arrows to instruct the
users to tilt the symmetrical upper extremity trainer (i.e., the balance handle) forward,
backward, leftward, or rightward, or press the button on the handle (Figure 3d). The system
was configured so that the task instruction was displayed in a random order to prevent the
test subjects from predicting and acting on the stimulus in each task, and the number of
repetitions was set to be the same in all the directions for straightforward comparison.

2.4. Measurement of the EMG and EEG Signals

With the balance handle, the subjects performed extension and flexion of their upper
extremity and pronation and supination movements of their joints, including shoulder,
elbows, and forearms, according to the device tilting movement. In order to collect and
analyze the sEMG signal data, an AM530 active surface EMG sensor (Laxtha, Daejeon,
Korea) was attached to the deltoid, biceps, and triceps while the reference electrodes were
attached to the elbow joint where there was no change in muscle activity (Figure 4). The
sEMG signal data were collected at a 1-kHz sampling frequency via serial communication.

Figure 4. Positions of the electrodes attached to collect sEMG signals.

The EEG signal data were collected for analysis of brain activation at a sampling
frequency of 1024 Hz and filtered through a band pass filter (BPF) ranging from 0.16 to
43 Hz and a notch filter at 50 and 60 Hz, such that the EEG signal data in the frequency band
were selectively collected and the noises induced by the power were removed. Following
the 10–20 international system of EEG electrode placement, 32 signal electrodes (hollow
white) and 2 ground electrodes (solid black) were configured with two channels (C3 and
C4) used to analyze the movement intention, displayed in red in Figure 5.

The C3 and C4 channels were positioned on the sensorimotor cortex encompassing
the motor cortex and somatosensory cortex in the central part of the cerebrum. Activation
of the sensorimotor cortex is closely associated with human body movement, which can be
directly correlated with the analysis of movement intention [21]. Moreover, the ERD and
ERS related to movement occur prominently in the opposite hemisphere of the moving
body part, and therefore the EEG data collected in the opposite hemisphere of the moving
hand were utilized for analyses of the hand gripping and gamepad operation. For the task
of using the balance handle with both hands, arithmetic averages of the collected data from
each hemisphere were analyzed.

2.5. Signal Processing and Data Analysis

The root mean square (RMS) values of the sEMG signal data measured from the upper
extremities were calculated to quantify muscle energy. A 50-ms window was used to
capture the rapid dynamic contraction of the joint movement of the upper extremity. In
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order to compare the muscle activation trends between the main upper extremity muscles
according to basic movement, down-sampling was performed at 10-ms intervals, followed
by smoothing through a moving average filter at 300 ms (Figure 6).

Figure 5. The 10–20 international system of EEG electrode placement.

Figure 6. Signal processing procedures for sEMG data: (a) raw sEMG; (b) RMS for the raw data; and
(c) down-sampling and moving averaging.
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On the other hand, as the time series data of the EEG signals were vulnerable to noises
from the surrounding environment, a signal-processing protocol, containing a suitable
filter and quantification processes, was designed to calculate the ERD/ERS data (Figure 7).

Figure 7. Flowchart of the signal processing for the event-related desynchronization (ERD)/event-
related synchronization (ERS) calculation.

The EEG data collected at a frequency of 1024 Hz were down-sampled to 128 Hz,
and since the length of the input signal was sufficiently long, the FIR (finite impulse
response) filters for the α (8–12 Hz) and β (12–30 Hz) waves were employed to obtain
the time series data for a specific frequency band and remove the high-frequency noises
at the same time. The relative amplitude (RA) values for the idle rhythm state and the
upper extremity movement due to the stimulus were calculated for quantification using
Equations (1)–(3). Equation (1) signifies the rectification process that converts a negative
EEG signal into a positive amplitude to assure that the sum of the amplitudes would not be
zero. Equations (2) and (3) refer to extraction of the RA. In Equation (2), the pre-stimulus
baseline is calculated to examine the relative impact of the stimulus. The RA is then
calculated by subtracting the reference value from the time series data at each point in
Equation (3). Here, N refers to the total number of executions, y to the BPF process data of
the jth sample of the ith trial, Act(j) to the average of the squared jth sample, and R to the
reference, indicating the average of the section of 1 to 2 s prior to the stimulus.

Act(j) =
1
N

N

∑
i=1

yij (1)

R =
1

k + 1

r0+k

∑
j=r0

Act(j) (2)
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RA(j)(%) =

( Act(j) − R
R

)
× 100 (3)

Due to the difficulty in identifying the RA pattern only with a single trial, the average
of the multi-trial data was employed to eliminate the extreme outliers in the data and
minimize noise. Moreover, the double moving average was used to more clearly represent
the data patterns. As the ERD peak was detected before a stimulus was given, the minimum
value was selected among the data collected 1 to 2 s before a stimulus occurred. The ERS
peak was selected as the maximum value at 1 s after occurrence on the stimulus. The
minimum ERD and the maximum ERS values are the key states of the CNS that express
participation in the activity of responses to movement or stimulus, indicating an induced
response of changes in EEG oscillation [22]. Averaging the induced response allowed us to
minimize the noise data and increase the signal-to-noise ratio (SNR). As the change in the
stimulus became more notable in the idle state, the amplitudes were compared with each
other to determine the cognitive characteristics.

The normality of each data group was verified to compare the movement intention
according to the operating method, and the two-way ANOVA was performed with a
statistical significance level of 0.05. This method allowed to solve the increase in type-I error
due to the multi-test problem when repeatedly using t-tests in multiple group comparisons,
and also to validate the difference between groups with two or more independent variables.
Therefore, we distinguished the tasks as a group of independent variables and set the α and
β waves as independent variables and the ERD/ERS peak values as a dependent variable.
The resulting F statistic was the difference between groups for intra-group differences, and
the larger the F-value, the more pronounced the difference between the groups.

3. Results

3.1. sEMG during Operation of the Balance Handle

The sEMG signal data were recorded while the subjects operated the balance handle.
In Figure 8a, “A” shows the inclination angles of the balance handle while the subjects
performed the serious game by tilting the balance handle forward and backward. The
sEMG signals measured while doing the extension and flexion movements from the triceps,
biceps, and deltoid muscles are displayed in “B”, “C”, and “D”, respectively. During
extension movement by tilting the balance handle forward, the greatest muscle activation
was found in the triceps muscle (“B”). During flexion movement by tilting the balance
handle backward, the largest muscle activation was observed in the biceps (“C”). In
Figure 8b, “A” demonstrates the inclination angles of the balance handle while the subjects
performed the serious game by tilting the balance handle leftward and rightward. The
muscle activation in the right deltoid muscle during tilting the balance handle to the left
was displayed in “B”, and the muscle activation in the left deltoid during tilting the balance
handle to the right was displayed in “C”. As the muscle activation while using the balance
handle demonstrated a similar tendency as other conventional upper extremity trainers, it
was successfully validated that our balance handle was appropriate for interfacing with a
serious game to conduct rehabilitation exercise programs [23].

3.2. EEG for the Movement Intention Test

Figure 9 shows representative RA patterns of the three types of operational methods
(hand gripping, gamepad operation, and balance handle operation). It was clearly observed
that the ERD phenomenon of the α and β waves temporarily decreased immediately after
the “start”, which represented the occurrence time of the stimulus in the “stimuli” section.
ERD generally refers to a temporary change in negative potential due to an instantaneous
increase in the excitatory signals of the cortical neurons during the preparation for body
movement; therefore, an analysis of ERD allows to determine the movement intention [24].
On the other hand, ERS occurring after an action is performed is accompanied with an
increase in the α and β waves due to the positive potential changes following deactivation
of the nervous system due to inhibitory signals. This refers to conversion into an idle state
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and, in the EEG tests, it was confirmed that ERS occurred after ERD in the “stimuli” section.
Although the times of ERD/ERS in the RA patterns of the three operational methods were
found to be similar, the magnitude of the amplitude with the balance handle was the
largest, and the smallest magnitude of the amplitude was found with the gamepad.

Figure 8. The sEMG signal data corresponding to the tilting angles of the balance handle: (a) extension
and flexion; (b) pronation and supination.

Figure 10 demonstrates the box and whisker plots of the α and β waves of each task
to quantitatively compare the magnitude of the amplitudes. As tilting the balance handle
using the upper extremity was a physically different movement from pressing the buttons,
tilting and button pressing were classified into Handle_I and Handle_B, respectively. The
box represents the range of the first and third quartiles, the horizontal line in the box
defines the second quartile, the x mark refers to the median, and the whisker indicates
the range of the minimum and maximum values. The ERD/ERS peak distributions of
the α and β waves were similar. The ERD peak indicated the lowest average value (α:
−105.7%; and β: −81.1%) in the Handle_I task, whereas the ERS peak indicated the higher
peak value of the Handle_I task (α: −188.9%; and β: 141.9%) and the Handle_B task (α:
171.3%; and β: 146.1%). A comparison of the average ERD values showed that tilting the
balance handle resulted in the highest movement intention. Although pressing the button
on the balance handle was physically not much different from hand gripping or pressing
the button on the gamepad, a low ERD peak and a high ERS peak values were observed,
expressing relatively high movement intention. However, several outliers were found in
the Handle_B task due to the relatively low reproducibility of the ERS, resulting in large
deviation. These outlier data are consistent with previous studies that reported that ERS
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might not be necessarily associated with signal generation or muscle activation in the motor
cortex and rather reflected the short-term state to inhibit the motor cortex network [25].
Therefore, we intended to analyze the variance to verify the statistical significance of the
ERD and ERS peak values for each task.

Figure 9. RA measurements with the hand gripping, gamepad operation, and balance handle operation.

Figure 10. Box and whisker plots of the ERD/ERS peak values: (a) α wave (8–12 Hz); (b) β wave
(12–20 Hz).
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Table 1 shows the outcomes of the normality test. The Shapiro–Wilk method, suitable
for less than 2000 samples, was used in the normality test. A normal distribution was
considered if the p-value was larger than 0.05. The p-values for both the α and β waves of
ERD were larger than 0.05, confirming that these data had a normal distribution. However,
for the α wave ERS in the hand gripping and gamepad operation tasks, and for the β

wave ERS in the balance handle button task, the normality was not verified, presumably
attributing to the outliers found in the process of extracting the ERS peak values.

Table 1. Normality tests for the ERD and ERS peak values (* p < 0.05).

Peak Rhythm Task Shapiro–Wilk Significance

ERD

α

8–12 Hz

Grip 0.111
Gamepad 0.328
Handle_I 0.278
Handle_B 0.746

β

12–30 Hz

Grip 0.198
Gamepad 0.605
Handle_I 0.052
Handle_B 0.802

ERS

α

8–12 Hz

Grip 0.006 *
Gamepad 0.023 *
Handle_I 0.271
Handle_B 0.589

β

12–30 Hz

Grip 0.080
Gamepad 0.090
Handle_I 0.956
Handle_B 0.005 *

Table 2 demonstrates the comparative data from the two-way ANOVA at a significance
level 0.05 to identify the difference between the tasks with the operational methods and
the post-hoc analysis using the Bonferroni method.

Table 2. Two-way ANOVA and post-hoc analysis (data shown as the mean ± SD, * p < 0.05).

Rhythm Task Relative Amplitude (%) F-Value p-Value Post-hoc

ERD

α

8–12 Hz

Grip (a) −35.2 ± 26.4

6.914 <0.00 *
a, b, d > c

(Bonferroni)
Gamepad (b) −23.1 ± 23.5
Handle_I (c) −105.7 ± 72.0
Handle_B (d) −46.8 ± 36.3

β

12–30 Hz

Grip (a) −33.0 ± 16.4

3.567 <0.02 *
b > c

(Bonferroni)
Gamepad (b) −21.4 ± 44.1
Handle_I (c) −81.1 ± 60.9
Handle_B (d) −36.3 ± 42.2

ERS

α

8–12 Hz

Grip (a) 114.0 ± 48.2

0.782 0.512
Gamepad (b) 141.7 ± 175.4
Handle_I (c) 188.9 ± 122.7
Handle_B (d) 171.3 ± 86.5

β

12–30 Hz

Grip (a) 120.4 ± 67.1

0.247 0.863
Gamepad (b) 107.1 ± 117.9
Handle_I (c) 141.9 ± 40.5
Handle_B (d) 146.1 ± 186.1

The α wave ERD revealed that the Handle_I task was more significant than the other
three tasks (F(3,6) = 6.914, p < 0.05), and the F-value indicating the difference between the
groups was clearly larger than the other groups. The β wave ERD showed that the Handle_I
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task significantly decreased for the gamepad operation task (F(3,6) = 3.567, p < 0.05). On
the other hand, the ERS of the α and β waves demonstrated a large difference within the
group but a small difference between the groups, and outliers were found in some data,
indicating that these data were not suitable for comparison. Therefore, movement intention
of tilting the balance handle for the α and β waves was clearly distinguished from the
other tasks through ERD comparison; however, as the normality test of the ERS was not
passed, there was no process characteristics found while recovering to the idle rhythm
state after movement.

4. Discussion

Most of the post-stroke patients with hemiplegia have dysfunction of the upper
extremity. The usage of an assistive trainer capable of bilateral exercise to help these
patients exercise is an effective rehabilitation strategy [26]. Moreover, studies using serious
games to reduce the rejection and boredom of patients toward treatment and induce
voluntary participation have been actively ongoing in recent years [27]. In the present
study, we developed a novel balance handle as a symmetric upper extremity trainer capable
of extension, flexion, pronation, and supination of the upper extremity. We collected the
sEMG signal data while the subjects were playing a serious game and recorded the EEG
signal data while the subjects were performing basic movements with the balance handle,
to analyze the effectiveness of the device as an assistive tool for rehabilitation. In particular,
the effectiveness test using the EEG signals was conducted to compare the movement
intention with the balance handle to the movement intention in other types of operational
methods (hand gripping and gamepad operation) via analysis of the ERD and ERS values.
Normality tests were also conducted, and two-way ANOVA and post-hoc analyses were
performed for comparative studies.

The triceps brachii were activated during the extension movements, whereas the
biceps brachii and deltoid muscles were activated during the flexion movements. The
deltoid muscles on the opposite side were activated during the tilting of the balance handle
to the left or to the right. This ensured that the extensor and flexor muscle activities,
essential for increasing the hand and foot functions while moving the balance handle, were
properly executed, demonstrating similar sEMG characteristics to other upper extremity
trainers [28]. With the balance handle, the ERD peak values were relatively lower while
showing higher ERS peak values compared to other types of operating methods. It was
noteworthy that the task of pressing the balance handle button revealed a decrease in the
ERD peak compared to the task of hand gripping and gamepad operation, which did not
show much difference in exercise volume. The lower the ERD peak was, the higher the
movement intention was; therefore, it can be inferred that a higher level of movement
intention was expressed in the task of utilizing the balance handle [29]. However, for the
ERS peak, the higher values reflected more short-term states of inhibiting movement, which
corresponds to a previous study that the ERS phenomenon was not necessarily associated
with muscle activation in motor cortical networks [30]. As there were some outliers found
and data normality was not achieved, detailed classification of the frequency bands needs
to be further conducted to reduce individual differences related to motor functions.

Most of the previous studies have demonstrated the prediction of movement inten-
tion for only a single type of upper extremity movement or either left or right side of
the body movement using ERD analysis [31,32]. By contrast, the present study derived
movement intention while users operated the balance handle, and showed a considerable
difference compared to the other types of operational methods. These data demonstrated
the potential for various applications using the upper extremity trainer to bring out an
excellent rehabilitative effect, not only through muscle growth but also via identification of
large movement intentions inducing brain activation. To develop specific applications to
robot rehabilitation or nerve control using brain–computer interface (BCI) technologies,
further studies are required to achieve consistent outcomes in securing and comparing the
movement intention patterns; for example, by improving the signal processing methods.
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Abstract: At relatively low effort level tasks, surface electromyogram (sEMG) spectral parameters
have demonstrated an inconsistent ability to monitor localized muscle fatigue and predict endurance
capacity. The main purpose of this study was to assess the potential of the endurance time (Tend)
prediction using logarithmic parameters compared to raw data. Ten healthy subjects performed five
sets of voluntary isotonic contractions until their exhaustion at 20% of their maximum voluntary
contraction (MVC) level. We extracted five sEMG spectral parameters namely the power in the
low frequency band (LFB), the mean power frequency (MPF), the high-to-low ratio between two
frequency bands (H/L-FB), the Dimitrov spectral index (DSI), and the high-to-low ratio between
two spectral moments (H/L-SM), and then converted them to logarithms. Changes in these ten
parameters were monitored using area ratio and linear regressive slope as statistical predictors and
estimating from onset at every 10% of Tend. Significant correlations (r > 0.5) were found between
log(Tend) and the linear regressive slopes in the logarithmic H/L-SM at every 10% of Tend. In
conclusion, logarithmic parameters can be used to describe changes in the fatigue content of sEMG
and can be employed as a better predictor of Tend in comparison to the raw parameters.

Keywords: electromyography; muscle; endurance capacity; isotonic; prediction capability

1. Introduction

In everyday life, low-moderate level isotonic exercise is the natural way of human
activity and includes a concentric contraction and an eccentric contraction. Concentric
contractions are the primary functions of biceps brachii muscles, and endurance contrac-
tions primarily work to slow twitch fibers and develop such fibers in their efficiency and
resistance to fatigue [1]. Fatigue can be defined as the exercise-induced decrease in the
ability to produce force [2] and has been measured by using surface electromyography
(sEMG) as an assessment tool in prevention, monitoring, and rehabilitation fields [3].

Endurance capacity is the ability to sustain a given force over time, while measure-
ment of the endurance time (Tend) is an indicator of the muscle resistance to fatigue [4–6].
Although widely used in clinical practice, it is problematic to measure the effect of physical
and psychological factors such as pain and motivation [7,8]. Thus, methods that enable
reliable estimates of muscle endurance time during the time shorter than the endurance
time are of great importance for studying muscle function and motor control. A lot of
researchers have studied endurance time prediction due to the fact that firing statistics of
the active motor units (MU) were shown to affect the sEMG power spectrum toward lower
frequencies as spectral compression [9–12]. In addition, sEMG has been shown to be a more
objective approach to measuring muscle fatigue which is generally accompanied by an
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increase in amplitude of the sEMG signal because of the firing rates of increased motor unit
recruitment [13,14]. Badier et al. (1993) found a significant relationship between Tend and
the time-constant of a high-to-low ratio with the fixed frequency band as computed within
the first 10–20 s of contraction [15]. Hanayama (1994) found no significant correlation
beween Tend and the decreasing changes of muscle fiber conduction velocity (MFCV) [16].
After that, extrapolation of Tend based on linear regressive slopes of sEMG power spec-
trum has been reliable when computed over submaximal durations more than 50% Tend
whatever the level of contraction considered [17–20]. In addition, Maïsetti et al. (2002)
demonstrated that the area ratio which was proposed by Merletti et al. (1991) as changes of
the low frequency band (LFB), as estimated around the first 25% of Tend, were significantly
correlated with Tend. Lee et al. (2011) found the sustained times around 31% of Tend,
when the Dimitrov spectral index (DSI) (Dimitrov et al. 2006) was above 130% of the first
value, were significantly correlated with Tend. Lee et al. (2017) proposed high-to-low ratio
between two signal spectral moments without choosing the optimal border frequencies of
the low and high bands (H/L-SM). The experimental result obtained showed that linear
regressive slopes of H/L-SM over the first 30% of Tend were significantly correlated with
Tend [21–23].

Mean power frequency (MPF), median frequency (MDF), and high-to-low ratio with
fixed frequency band (H/L-FB) are proposed as the spectral parameters related to the
spectral compression of the sEMG signal, which decline throughout fatigue trials [24–26].
However, their consistent changes have been documented especially for relative high effort
levels [27]. In contrast, these parameters have yielded an inconsistent pattern during sus-
tained contractions at low level efforts. González-Izal et al. (2010) employed the logarithmic
transformation of DSI as a predictor of the performance change in muscle power to reduce
the large variability [28]. Lee et al. (2017; 2019) proposed the H/L-SM and converted
it to logarithms to monitor the more sensitive activity of biceps femoris muscles during
treadmill walking [23,29]. Yassierli and Nussbaum (2003; 2008) demonstrated that the
Poisson-fit model using the logarithmic transformation could be more sensitive in localized
muscle fatigue in sEMG-based assessments [30,31]. In myoelectric pattern recognition,
logarithmic parameters in sEMG are especially useful to decode limb movements regarding
the control of powered prostheses [32]. To our knowledge, the ability to predict Tend using
logarithmic parameters at submaximal time periods shorter than Tend during the isotonic
contraction test is limited.

Our study was designed to test whether changes in the logarithmic parameters cal-
culated over a shorter duration than Tend could predict the endurance time of the biceps
brachii muscle. Thus, sEMG parameters such as LFB, MPF, H/L-FB, DSI, and H/L-SM
were converted to logarithms, and two types of changes were calculated by using the area
ratio and the slope of linear regression model as predictors of Tend. Subsequently, the
relationships between Tend and predictors were analyzed and evaluated.

2. Materials and Methods

2.1. Subjects

Ten healthy subjects (5 males and 5 females) with no history of cardiovascular, neu-
rological, and musculoskeletal disorders, volunteered for this study. Their demographics
(age, height, and mass) were measured and are described in Table 1. The subjects were
informed of the purpose of the study before their consent was obtained. This study was
approved by the Institutional Bioethics Committee of the Catholic Kwandong University,
South Korea.

Table 1. Subject demographics data.

Variable Mean Standard Deviation

Age (yrs) 26.0 2.7
Height (cm) 165.4 6.2
Weight (kg) 63.7 12.5
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2.2. Apparatus
2.2.1. MMT

The manual muscle tester (MMT) (Model: 01163, Manufacture: Lafayette Instru-
ment Company, Sagamore Pkwy, IN, USA) was used to measure the maximal voluntary
contraction (MVC) in accordance with the manufacture’s manual (Figure 1).

Functions

 Setting the measuring range 

 Setting force unit 

 Save result 

 Setting mechanical sound  

 Display panel 

 External force 

 Power button 

Figure 1. Manual muscle tester.

The arm was at 110◦ flexion under the forearm in neutral position to measure the
MVC of the subject using the MMT. The subject performed three maximal contractions
3 s long with 3 min rest period between them. The MVC was determined as the highest
measured value.

2.2.2. Electromyography (EMG)

Surface EMG recordings were obtained from the biceps brachii muscles using bipolar
surface electrodes (2 cm apart), which were connected to the measuring apparatus My-
oTrace 400 with MyoResearch 3.6 software (Noraxon, AZ, USA). The sampling frequency
was set at 1 kHz and boundaries of the band pass filter were set at 6 and 500 Hz (Figure 2).
The electrodes were placed on the skin with anti-allergic tape after the skin was cleaned
with alcohol and placed on the area of greatest muscle bulk along the longitudinal midline
of the muscle [33,34].
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Figure 2. Surface EMG 4-channel wired instrument (MyoTrace 400).

2.3. Experimental Protocol

A schematic diagram of isotonic contraction of the biceps brachii muscles is shown
in Figure 3. The subjects were asked to stand erect with their upper arm fixed and to
move their lower arm through a range of motion from full extension to 110◦ flexion at a
speed of 25 repetitions per minute using a metronome. Each repeated contraction was
observed by an investigator and was considered successful if performed with the full range
of motion within the metronome-guided time interval (2.4 s). During one set of the isotonic
contraction trials, the subject was asked to continue repetitive contractions until exhaustion.
The time of termination was determined when the participant indicated that they could
no longer continue the full range of motion with the metronome speed for more than two
repetitions, despite verbal encouragement without threats. This time point was noted as
the Tend for each subject. Ten subjects completed five sets of the isotonic contraction trials
until their exhaustion at 20% MVC. Two hours of rest was provided between three sets
of trials conducted over 1 day, and the subsequent two sets of trials were conducted after
3 days to avoid fatigue.

Figure 3. A schematic diagram of the isotonic contraction of the biceps brachii muscles.

82



Appl. Sci. 2021, 11, 2861

2.4. Surface EMG Signal Acquisition

Surface EMG signals were collected using MyoResearch 3.6 software which guided
the data acquisition steps. Figures 4 and 5 show the initial screen using this software, and
the time-based graphic screen in the real-time progress, respectively.

 

Figure 4. The initial screen.

 

Figure 5. Surface EMG signal screen.
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2.5. Mathematical Models

In this study, we used the five raw parameters from the sEMG power spectrum namely
LFB, MPF, H/L-FB, DSI, and H/L-SM, and then converted these parameters to logarithms.
The definitions of these logarithmic parameters are as follows [35].

logLFB = log

{
fL2

∑
f=fL1

P(f)

}
(1)

logMPF = log

⎧⎨
⎩∑fs/2

f=f0
fP(f)

∑fs/2
f=f0

P(f)

⎫⎬
⎭ (2)

logH/L − FB = log

⎧⎨
⎩

∑
fH2
f= fH1

P( f )

∑
fL2
f= fL1

P( f )

⎫⎬
⎭ (3)

logDSI = log

⎧⎨
⎩

∑
fs/2
f= f0

f−1P( f )

∑
fs/2
f= f0

f 5P( f )

⎫⎬
⎭ (4)

logH/L − SM = log

⎧⎨
⎩

∑
fs/2
f= f0

f 5P( f )

∑
fs/2
f= f0

f−1P( f )

⎫⎬
⎭ (5)

Here,

fL1 = 15 Hz, fL2 = 45 Hz and ( f ): power spectrum in expression (1);
f0 = 6 Hz and fS

2 = 500 Hz in expression (2), (4) and (5);
fH1 = 95 Hz, fH2 = 500 Hz, fL1 = 15 Hz, fL2 = 45 Hz in expression (3).

In the curly brackets of Expressions (1)–(5), first, LFB in expression (1) is the power in
the low frequency band of the sEMG power spectrum. MPF in expression (2) refers to the
high-to-low ratio between the order 1 and the order 0 spectral moments as a measure of the
change in muscle fiber propagation velocity. H/L-FB in expression (3) is the high-to-low
ratio between two high and low bands with fixed border frequencies, whereas, DSI in
expression (4) is the order (−1) spectral moment normalized by the order 5 moment, while
DSI revealed a more notable change in muscle fatigue than MPF. Lastly, in expression (5),
H/L-SM is similar to H/L-FB, and could be calculated without the fixed border frequencies.
Following the definitions in expressions (1)–(5), these five sEMG spectral parameters were
converted to logarithms. Logarithmic transformation has been widely used in biomedical
and psychosocial research to deal with inconsistent data [36].

2.6. Data Analysis

Data analysis was performed using personal computer. For accurate spectral analysis
of the sEMG signals (Figure 6) in isotonic contraction cycles (2.4 s), we used a 1 s time
Hamming window every 0.3 s. Short-time Fourier transformation was conducted on
each windowed segment to calculate the power spectrum, which was used to estimate
the raw parameters such as LFB, MPF, H/L-FB, DSI, and H/L-SM in the curly brackets
of expression (1)–(5). These parameters except MPF were normalized and expressed as
percentages of initial values, and converted to logarithms. The coefficient of variation
(CV) is known as the relative standard deviation and defined as the ratio of the standard
deviation to the mean [37]. We used the CV to compare variability between the five raw
and the five logarithmic parameters.

The Tend of each subject was divided into 10 equal intervals at every 10% of Tend to
evaluate the relationships between Tend and the statistical predictors such as the area ratio
and the slope of linear regression model as estimated over the shorter periods than the
Tend [38]. For this purpose, we used the predictors as follows.
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1. The area ratios in the five raw parameters
2. The area ratios in the five logarithmic parameters
3. The slopes in the five raw parameters
4. The slopes in the five logarithmic parameters

These four predictors were estimated over the periods from the onset to every 10% of
Tend. The one-way ANOVA was used to compare the changes of each predictor according
to the 10 periods. Pearson’s correlation coefficient was used to quantify the performance
of the relationships between Tend and these values. The level of significance was set at
p < 0.05.

 
Figure 6. An example of the sEMG signal during isotonic contraction.

3. Results

3.1. MVC and Tend

MVC was 19.1 (5.9) kgf and Tend was 53.7 (19.6) s during isotonic contractions at 20%
MVC. Endurance times were sorted in descending order and displayed according to the
isotonic contraction sets of the 10 subjects in Figure 7.

Figure 7. Endurance times in descending order.

3.2. Changes in sEMG Parameters and Predictors

Figure 8 showed the five raw and the five logarithmic parameters over the whole
endurance time (Tend) for the subject whose Tend was almost the same as the mean of the
endurance times of all subjects. The left column (a) displays the five raw parameters, and
the right column (b) displays the five logarithmic ones with respect to time. The ripple
period in LFB and logLFB time series in Figure 8a,b is 2.4 s which can be calculated as 50 s
divided by 21 ripples, and the same as the repeated period during the isotonic contractions.
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(a)The five raw parameters (b) The five logarithmic parameters 

Figure 8. The time series of sEMG parameters during the endurance time (Tend) for the subject whose Tend was almost the
same as the mean for all measured sEMG of all subjects. The left column (a): the five raw parameters; the right column (b):
the five logarithmic parameters; R2: coefficient of determination; CV: coefficient of variation.

The time series of LFB, DSI, logLFB, and logDSI increased, and those of the other pa-
rameters decreased during the endurance contractions, because muscle fatigue is generally
accompanied by an increased firing rate of motor unit recruitment and spectral parameters
related to spectral compression during static and dynamic contractions [39]. Similar results
were reported in previous studies [9,23,27].

The CVs of the five raw and the five logarithmic parameters are compared in Table 2
which shows that the CV of the logarithmic parameter is less than that of the raw one.
These results revealed that the logarithmic transformation could reduce the large variability
in the raw parameter.

Figures 9 and 10 with Tables 3 and 4 show the time series of two predictors namely the
area ratio and the slope in the raw and the logarithmic parameters as estimated over every
period of 10% of Tend, respectively. In Figure 9 and Table 3, the area ratios in LFB, DSI,
logLFB, and logDSI decreased linearly, and those in the others increased linearly, because
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the definition varied between 0 and 1 for decreasing patterns and is negative for increasing
patterns. In contrast, slopes in LFB, DSI, logLFB, and logD SI decayed exponentially, and
those in the others rose exponentially as shown in Figure 10 and Table 4. One-way ANOVA
was conducted on changes with respect to every period of 10% Tend in each parameter.
There were significant differences for the two predictors of all parameters (p < 0.05). Thus,
these results showed that the time series of the area ratios and the slopes of the raw and
the logarithmic parameters varied independently.

Table 2. Mean and standard deviation of coefficient of variation (CV) of all parameters.

- LFB MPF H/L-FB DSI H/L-SM

Raw 0.27 ± 0.51 0.19 ± 0.11 0.20 ± 0.15 0.26 ± 0.24 0.20 ± 0.18

Logarithm 0.12 ± 0.04 0.17 ± 0.13 0.12 ± 0.05 0.14 ± 0.08 0.17 ± 0.09

 
(a) Mean area ratios in the raw parameters 

 
(b) Mean area ratios in the logarithmic parameters 

Figure 9. The time series of area ratios in the sEMG raw parameters (a) and logarithmic ones (b) with respect to time as
estimated over every 10% of Tend (White circle: LFB and logLFB; Black circle: MPF and logMPF; White triangle: H/L-FB
and logH/L-FB; Black triangle: DSI and logDSI; Black square: H/L-SM and logH/L-SM).
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(a) Mean slopes in the raw parameters 

 
(b) Mean slopes in the logarithmic parameters 

Figure 10. The time series of slopes in the sEMG raw parameters (a) and logarithmic ones (b) with respect to time as
estimated over every 10% of Tend (White circle: LFB and logLFB; Black circle: MPF and logMPF; White triangle: H/L-FB
and logH/L-FB; Black triangle: DSI and logDSI; Black square: H/L-SM and logH/L-SM).
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Table 3. Area ratios (mean and S.D.) in the sEMG raw parameters (a) and logarithmic ones (b) with respect to time as
estimated over every 10% of Tend (S.D.: standard deviation).

(a) Mean area ratios in the raw parameters

%Tend 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

LFB
Mean 0.00 −0.15 −0.27 −0.39 −0.50 −0.62 −0.75 −0.91 −1.07 −1.27
S.D. 0.00 0.17 0.23 0.26 0.31 0.36 0.41 0.48 0.57 0.71

MPF
Mean 0.00 0.02 0.03 0.05 0.05 0.06 0.08 0.09 0.10 0.11
S.D. 0.00 0.02 0.03 0.03 0.04 0.04 0.04 0.04 0.04 0.04

H/L-FB
Mean 0.00 0.04 0.08 0.10 0.12 0.14 0.16 0.18 0.21 0.23
S.D. 0.00 0.07 0.09 0.09 0.10 0.10 0.11 0.11 0.11 0.10

DSI
Mean 0.00 −0.09 −0.19 −0.28 −0.37 −0.46 −0.56 −0.67 −0.81 −0.96
S.D. 0.00 0.10 0.16 0.24 0.33 0.34 0.36 0.38 0.46 0.49

H/L-SM
Mean 0.00 0.07 0.14 0.18 0.22 0.25 0.29 0.32 0.35 0.38
S.D. 0.00 0.06 0.08 0.10 0.10 0.11 0.11 0.12 0.11 0.11

(b) Mean area ratios in the logarithmic parameters

%Tend 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

logLFB Mean 0.00 −0.03 −0.04 −0.06 −0.08 −0.09 −0.10 −0.12 −0.13 −0.15
S.D. 0.00 0.03 0.04 0.04 0.05 0.05 0.05 0.05 0.05 0.06

logMPF Mean 0.000 0.004 0.009 0.012 0.014 0.017 0.020 0.023 0.026 0.029
S.D. 0.000 0.006 0.008 0.009 0.011 0.011 0.011 0.011 0.012 0.012

logH/L-FB Mean 0.00 0.01 0.02 0.02 0.03 0.03 0.04 0.05 0.06 0.06
S.D. 0.00 0.02 0.02 0.02 0.02 0.03 0.03 0.03 0.03 0.03

logDSI Mean 0.00 −0.02 −0.03 −0.05 −0.06 −0.07 −0.08 −0.09 −0.10 −0.12
S.D. 0.00 0.01 0.02 0.03 0.03 0.03 0.04 0.04 0.04 0.04

logH/L-SM Mean 0.00 0.02 0.04 0.05 0.06 0.08 0.09 0.10 0.12 0.13
S.D. 0.00 0.02 0.02 0.03 0.04 0.04 0.04 0.04 0.04 0.05

Table 4. Slopes (mean and S.D.) in the sEMG raw parameters (a) and logarithmic ones (b) with respect to time as estimated
over every 10% of Tend (S.D.: standard deviation).

(a) Mean slopes in the raw parameters

%Tend 10 20 30 40 50 60 70 80 90 100

LFB
Mean 17.09 11.25 9.90 8.79 8.48 7.99 7.54 8.18 8.10 8.21
S.D. 28.55 14.74 13.83 13.15 11.72 11.01 8.70 9.46 8.90 8.02

MPF
Mean −1.02 −0.55 −0.49 −0.39 −0.32 −0.30 −0.29 −0.28 −0.28 −0.27
S.D. 1.82 0.63 0.39 0.31 0.27 0.22 0.18 0.16 0.15 0.13

H/L-FB
Mean −2.27 −1.35 −1.25 −1.11 −0.83 −0.73 −0.72 −0.76 −0.76 −0.76
S.D. 8.36 2.48 1.20 0.78 0.67 0.58 0.52 0.49 0.46 0.40

DSI
Mean 13.24 7.65 7.82 7.51 7.62 7.09 6.55 6.67 7.17 7.45
S.D. 20.77 8.53 10.01 11.32 12.19 7.77 5.28 4.89 5.80 5.21

H/L-SM
Mean −4.30 −2.64 −2.33 −1.93 −1.53 −1.39 −1.30 −1.23 −1.17 −1.12
S.D. 8.63 2.42 1.44 1.29 0.84 0.78 0.71 0.65 0.61 0.58

(b) Mean slopes in the logarithmic parameters

%Tend 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

logLFB Mean 2.74 1.48 1.04 0.88 0.77 0.69 0.66 0.65 0.61 0.59
S.D. 5.70 2.01 1.10 0.74 0.69 0.52 0.44 0.37 0.30 0.25

logMPF Mean −0.007 −0.004 −0.004 −0.003 −0.002 −0.002 −0.002 −0.002 −0.002 −0.002
S.D. 0.013 0.005 0.003 0.003 0.002 0.002 0.001 0.001 0.001 0.001

logH/L-FB Mean −0.95 −0.43 −0.38 −0.32 −0.26 −0.23 −0.24 −0.25 −0.26 −0.26
S.D. 2.59 0.79 0.39 0.25 0.20 0.18 0.17 0.17 0.16 0.14
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Table 4. Cont.

logDSI Mean 1.57 0.88 0.78 0.68 0.60 0.57 0.54 0.54 0.53 0.53
S.D. 2.39 0.77 0.54 0.49 0.44 0.39 0.34 0.32 0.30 0.26

logH/L-SM Mean −1.52 −0.85 −0.75 −0.66 −0.58 −0.54 −0.52 −0.52 −0.51 −0.51
S.D. 2.44 0.77 0.55 0.49 0.42 0.36 0.30 0.27 0.25 0.21

3.3. Relationships between Tend and Predictors

The correlation coefficients between Tend and the changes in the raw and the log-
arithmic parameters as computed over every 10% of Tend are shown in Tables 5 and 6.
When the changes were estimated using the area ratio, no significant correlations between
the endurance time and the changes in the raw and logarithmic parameters were found
(Table 5).

On the other hand, there were significant correlations between Tend and the changes in
the raw and the logarithmic parameters as estimated using the slope, except for LFB slopes
estimated over longer periods than 50% of Tend and DSI slopes over 100% Tend (Table 6).

These results showed that the slopes in the logarithmic parameters correlated signifi-
cantly with Tend. Table 6 shows that mean correlation coefficient of the raw parameters is
0.44 and that of the logarithmic ones 0.56, while the percentage increase was 26.3%. The
predictor whose significant correlation was larger than 0.50 was the slope in logH/L-SM.
Scatter plots of two predictors using the area ratio and the slope against Tend and log(Tend)
are shown in Figures 11 and 12, comparing the two predictors using the raw and the loga-
rithmic parameters. Mean correlation coefficients between Tend and the slopes in the raw
and the logarithmic parameters are shown in Figure 13 In a recent study, logH/L-SM was
found to be more sensitive to muscle fatigue than the existing sEMG parameters such as
RMS (root mean square), MPF and H/L-FB. It could be speculated that the more sensitive
the parameter to muscle fatigue the better the correlation with endurance capacity.

Table 5. Correlation coefficients between the endurance times and area ratios as predictors estimated
over the time periods of every 10% of Tend.

(a) Raw parameter slopes v.s. Tend

%Tend 10 20 30 40 50 60 70 80 90 100 Mean

LFB n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. 0.44 a 0.60 b n.s.

MPF n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s.

H/L-FB n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s.

DSI n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s.

H/L-SM n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s.

Mean n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s.

(b) Logarithmic parameter slopes v.s. log(Tend)

%Tend 10 20 30 40 50 60 70 80 90 100 Mean

logLFB n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s.

logMPF n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s.

logH/L-FB n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s.

logDSI n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s.

logH/L-SM n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s.

Mean n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s.

n.s.: non-significant; a: p < 0.05 indicates that the correlation coefficient is significant; b: p < 0.05 indicates that the
correlation coefficient is significant and larger than 0.5.
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Table 6. Correlation coefficients between the endurance times and slopes as predictors estimated over the time periods of
every 10% of Tend.

(a) Raw parameters slopes v.s. Tend

%Tend 10 20 30 40 50 60 70 80 90 100 Mean

LFB 0.42 a 0.34 a 0.36 a 0.31 a 0.31 a n.s. n.s. n.s. n.s. n.s. n.s.

MPF 0.50 b 0.43 a 0.58 b 0.56 b 0.54 b 0.60 b 0.59 b 0.60 b 0.53 b 0.50 b 0.54

H/L-FB 0.42 a 0.32 a 0.44 a 0.59 b 0.45 a 0.48 a 0.38 a 0.45 a 0.48 a 0.49 a 0.45

DSI 0.43 a 0.42 a 0.42 a 0.39 a 0.41 a 0.52 b 0.53 b 0.47 a 0.32 a n.s. 0.41

H/L-SM 0.43 a 0.45 a 0.58 b 0.54 b 0.68 b 0.69 b 0.63 b 0.64 b 0.56 b 0.47 a 0.57

Mean 0.44 0.39 0.48 0.48 0.48 0.51 0.46 0.45 0.38 n.s. 0.44

(b) Logarithmic parameters slopes v.s. log(Tend)

%Tend 10 20 30 40 50 60 70 80 90 100 Mean

logLFB 0.49 a 0.48 a 0.57 b 0.69 b 0.62 b 0.65 b 0.65 b 0.64 b 0.55 b 0.47 a 0.58

logMPF 0.57 b 0.49 a 0.62 b 0.58 b 0.57 b 0.63 b 0.57 b 0.56 b 0.45 a 0.40 a 0.54

logH/L-FB 0.52 b 0.39 a 0.47 a 0.59 b 0.59 b 0.57 b 0.41 a 0.45 a 0.45 a 0.46 a 0.49

logDSI 0.57 b 0.53 b 0.60 b 0.60 b 0.64 b 0.66 b 0.60 b 0.58 b 0.51 b 0.45 a 0.58

logH/L-SM 0.57 b 0.55 b 0.59 b 0.60 b 0.66 b 0.70 b 0.66 b 0.65 b 0.57 b 0.51 b 0.61

Mean 0.54 0.49 0.57 0.61 0.61 0.64 0.58 0.58 0.51 0.46 0.56

n.s.: non-significant; a: p < 0.05 indicates that the correlation coefficient is significant; b: p < 0.05 indicates that the correlation coefficient is
significant and larger than 0.5.

 
(a) Area ratios of H/L-SM (b) Slopes of H/L-SM 

 

Tend (s) 

  

10%Tend 

  

20%Tend 

Figure 11. Cont.
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Figure 11. Scatter plots of the area ratio in the column (a) and the slope in the column (b) of the H/L-SM against Tend.

(a) Area ratios of log(H/L-SM)) (b) Slopes of log(H/L-SM) 

log(Tend) 
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20%Tend 

Figure 12. Cont.
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30%Tend 

  

40%Tend 

  

50%Tend 

Figure 12. Scatter plots of the area ratio in the column (a) and the slope in the column (b) of logH/L-SM against log (Tend).

Figure 13. Comparison of mean and standard deviation of the correlation coefficients of raw and
logarithmic parameters as described in Table 6 (a) and (b).

4. Discussion

The main object of this study was to assess the predictability of the endurance time
using logarithmic parameters during isotonic contractions at low-moderate intensity. Pre-
vious studies had only focused on relatively high contraction levels which are generally
uncommon in daily activities. In the present study, at 20% MVC the predictors such as the

93



Appl. Sci. 2021, 11, 2861

area ratio and the slope using the raw and the logarithmic sEMG parameters were estimated
from the onset to every 10% of Tend, and their relationships with Tend were evaluated.

4.1. Changes in sEMG Parameters

The area ratio and the linear regressive slope as two statistical predictors of Tend
were used to estimate Tend in this study. The area ratios varied linearly with respect
to time (Figure 9). Maïsetti et al. (2002) obtained similar results showing that the area
ratios in sEMG parameters were statistically linear with respect to time [8]. In contrast,
the slopes varied exponentially with respect to time (Figure 10) in MPF and H/L-FB,
while H/L-SM increased during the first part of the low-moderate level endurance test,
probably because the behavior of the time series of the sEMG signal might be related to
additional recruitment of motor units which occurred throughout sustained contractions at
low contraction levels [40]. Similar results were obtained in the isometric endurance test of
Van Dieёn et al. (1998) and in the isotonic test of Lee et al. (2017) [20,23].

4.2. Comparison of Relationships

There were no significant correlations between Tend and the predictor using the area
ratio (Table 3), and scatter plots showed that the coefficients of determination were not
enough to have significant correlation with Tend (the column (a) in Figures 11 and 12).
Maïsetti et al. (2002) also reported no correlations between Tend and the area ratio in MPF,
MDF, and MFCV with the exception of the highestt area ratio of LFB (6–30 Hz) observed
for quadriceps muscles at 50% MVC [8]. In addition, Boyas et al. (2009) demonstrated
that no correlations between Tend and the changes in MPF using the area ratio were found,
but there were significant correlations between Tend and the changes in MPF using the
linear regressive slope [38]. In the present study, when using the slope, we also found
significant correlations between Tend and the changes in the raw and the logarithmic
parameters (Table 6), and the scatter plots showed their relationships (the column (b)
in Figures 11 and 12), although spectral parameters have produced inconsistent trends
during sustained contractions at low level.

As shown in Table 6, the mean correlation coefficient using the logarithmic parame-
ters was increased by 26.3% compared to that using the raw parameters, and significant
correlations larger than 0.50 were found between log(Tend) and the slopes in logH/L-SM
over the duration periods of every 10% of Tend. Previous studies showed that the slope in
the spectral parameters as estimated over a shorter period than Tend could be a suitable
predictor and correlated with Tend significantly. The logarithmic transformations were
used to reduce the large variability in the raw parameters, and to show more sensitivity in
localized muscle fatigue in sEMG-based assessments.

4.3. Limitations

The spectral parameters namely LFB, MPF, H/L-FB, DSI, and H/L-SM were extracted
from the sEMG signal which, however, was non-stationary during the test, and wasaf-
fected by many confounding factors [41], including electrode location, thickness of the
subcutaneous tissues, the detection system used to obtain the recording, changes in the
transmembrane action potential, and cross-talk from nearby muscles.

Due to all these confounding factors, caution is needed when using changes in the
sEMG parameter as a predictor of the level of muscle fatigue. Although these factors could
not be entirely excluded and do affect the estimated spectral parameters, we followed the
recommendations that the careful placement of the electrodes between the innervation
zone and the tendon and the normalized amplitudes should minimize the influence on
the results.

The logarithmic transformation was used to convert the sEMG spectral parameters
during the endurance dynamic contractions to minimize the effects of these factors [42].
MacIsaac et al. (2001) demonstrated that muscle fatigue could be assessed during dynamic
contractions using a short-term Fourier transformation [43]. Some authors extracted
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the signal spectral moments as spectral parameters using Fourier transformation [44].
Coorevits et al. (2008) found that continuous wavelet transformation and traditional
Fourier transformation are generally reliable to assess muscle fatigue [45].

As mentioned in the introduction, the endurance capacity is problematic in measuring
the effect of physical and psychological factors such as pain and motivation. Because
many factors can influence sEMG spectral parameters, the correlation of their changes with
endurance might be lower than expected.

5. Conclusions

The present study demonstrated that the slope of the logarithmic parameter was a
suitable predictor for monitoring biceps brachii muscle fatigue and for predicting Tend,
even when it was estimated over every 10% of Tend during isotonic fatiguing contractions
at a low-moderate level. The main conclusions of this study can be stated as follows:

(1) The linear regressive slope was a more suitable predictor of Tend than the area ratio.
(2) Significant correlations using the logarithmic parameters were about 26.3% higher

than those using the raw ones.
(3) Significant correlations larger than 0.5 were found between log(Tend) and the slopes

of logH/L-SM over a duration time of every 10% of Tend.

From a clinical perspective, this sEMG method is useful to predict Tend compared to
the mechanical method of measuring Tend, in reducing the length of the endurance test
and in minimizing the influence of physical and psychological factors. Further studies
are needed to evaluate this method for the muscles of the lower limbs and to develop the
predictability using a combination of the parameters.
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Abstract: The strut chordae (SC) have a unique structure and play an important role in reinforcing
the tunnel-shaped configuration of the mitral valve (MV) at the inflow and outflow tracts. We
investigated the effect of varying the SC insertion location on normal MV function and dynamics
to better understand the complex MV structures. A virtual parametric MV model was designed to
replicate a normal human MV, and a total of nine MV modes were created from combinations of
apical and lateral displacements of the SC insertion location. MV function throughout the full cardiac
cycle was simulated using dynamic finite element analysis for all MV models. While the leaflet
stress distribution and coaptation showed similar patterns in all nine MV models, the maximum
leaflet stress values increased in proportion to the width of the SC insertion locations. A narrower SC
insertion location resulted in a longer coaptation length and a smaller anterior coaptation angle. The
top-narrow MV model demonstrated the shortest anterior leaflet bulging distance, lower stresses
across the anterior leaflet, and the lowest maximum stresses. This biomechanical evaluation strategy
can help us better understand the effect of the SC insertion locations on mechanism, function, and
pathophysiology of the MV.

Keywords: mitral valve; strut chordae; strut chordae insertion location; finite element; computa-
tional simulation

1. Introduction

An intricate tissue structure, the mitral valve (MV), regulates blood flow between
the left atrium and the left ventricle (LV), and the components of the MV apparatus play
complex roles to properly maintain normal MV function. The MV apparatus is composed
of the mitral annulus, two (anterior and posterior) leaflets, chordae tendineae, and papillary
muscles. While LV pressure increases during systole, the circumferential size of the mitral
annulus decreases. This facilitates leaflet contact and closes the mitral orifice. The papillary
muscles contract and hold the chordae tendineae to prevent the leaflets from prolapsing
towards the left atrium.

The chordae tendineae play an important role in maintaining the ventricular architec-
ture and ensuring an efficient cardiac output [1,2]. It acts like a parachute cord that holds
the leaflets at a high pressure to prevent blood from back-flowing towards the left atrium
during systole. Hence, the chordae tendineae must have a high degree of elasticity, strength,
and resistance to traction to support the heart of an average adult with an approximate
load of 75 tons a day [1]. The chordae tendineae have been classified according to their site
of insertion on the leaflets, yet their morphology and distribution on the leaflets result in a
wide variety of distribution, form, and configuration for which there is no clear consensus
on terminology [3].

Three types of chordae tendineae can be described according to their attachment
on the leaflets. The (1) basal (or tertiary) chordae branch out from the papillary muscles

Appl. Sci. 2021, 11, 6205. https://doi.org/10.3390/app11136205 https://www.mdpi.com/journal/applsci99



Appl. Sci. 2021, 11, 6205

and/or directly from the LV wall and are tied to the basal regions of the posterior leaflets;
the (2) marginal (or primary) chordae are attached to the margin of the leaflets, and the
space between the two marginal chordae is known to not exceed 3 mm with an attachment
to the leaflet that is often bifurcated or trifurcated; and the (3) intermediary (or secondary)
chordae extend from the papillary muscles and are attached to the LV side of the leaflets.
The present study focuses on the intermediary chordae, which are also known as the strut
chordae (SC).

In the anterior leaflets, the two thick and resistant SC are located originating in the
medial aspect of the ventricular side of the leaflet and provide resistance to the leaflet at
closing during systole to thus avoid a prolapse [4–6]. As the LV pressure increases, the
tension along the SC raises rapidly, and the maximum SC tension value becomes three
times larger than the surrounding chordae in the anterior leaflet [3,7,8]. Although the SC
do not show much direct impact on leaflet coaptation, they play a vital role in creating a
tunnel-shaped morphology of the MV throughout the cardiac cycle and maintaining MV
function [5,9–11]. The large leaflet stress distribution over the anterior leaflet spreads from
the fibrous trigone across the anterior central region towards the zone where the SC are
connected [2,6,12]. All of these studies have emphasized the SC are critical to maintaining
the long-term function of the MV.

Recent excellent studies have revealed diverse advancement in computational MV
modeling, more specifically in terms of modeling of the chordae tendineae [13–16]. More-
over, solid mechanical evaluation of the chordae tissue and improved mathematical mod-
eling of the chordae tendineae [17–21] as well as experimental and computational blood
flow studies with respect to the chordae structure [22–24] have revealed the importance of
chordae tendineae studies. However, there is still a lack of biomechanical information of
the role of the SC; therefore, it is important to investigate the biomechanical effects of the
insertion location of the SC in computational MV evaluations.

We employed our previously developed and validated computational MV model-
ing and evaluation protocols [25–31] to investigate the effect of varying the SC insertion
location on normal MV function and dynamics to better understand the complex MV
structures. Computational evaluations were conducted to assess the physiologic and
biomechanical features of nine types of MVs with various insertion locations of the SC.
Detailed information of the leaflet coaptation, stress distribution, coaptation length, coapta-
tion angle, bulging height, and bulging distance with respect to the SC insertion location
were investigated.

2. Materials and Methods

Figure 1 provides a brief demonstration of the virtual MV modeling and simulation
procedures to assess the effect of altering the SC insertion location. A virtual parametric
MV model was created to replicate a geometric 3D model for a normal human MV that
can be easily transformed to investigate the effect of morphologic alteration by modifying
several key geometric parameters. MATLAB (Mathworks Inc., Natick, MA, USA) was
primarily utilized to produce the virtual parametric MVs and SC modeling, and ABAQUS
(SIMULIA, Providence, RI, USA) was used to perform the computational simulations and
evaluate the functional and biomechanical characteristics of MV function with respect to
various insertion locations of the SC. A series of alterations were made in the SC insertion
location for the parametric MVs, and computational simulations of MV function were
performed to compare the MV models.
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Figure 1. Study protocol for virtual parametric MV modeling and computational simulation of MV function to determine
the effect of altering the SC insertion location. A—anterior; Al—anterolateral; P—posterior; Pm—posteromedial.

2.1. Virtual Parametric MV Modeling

A normal parametric MV geometry at end diastole was designed to conduct a mecha-
nistic study of the SC insertion location as described in our previous studies [25,26]. The
representative structural dimensions of the mitral annulus, the anterior leaflet (a single
cusp), the posterior leaflet (three cusps), the marginal chordae tendineae, and the papillary
muscle tips were utilized in the present study. Briefly, the entire MV model was designed
to be symmetric with respect to the center of the mitral orifice and aligned to the anterior-
posterior (AP) plane of the annulus. The mitral annulus was created by implementing four
primary landmark information with the cubic spline interpolation methods. The marginal
leaflet boundary was created using a combination of sinusoidal functions, and a number
of three-dimensional (3D) lines linking the mitral annulus and the free leaflet margin
were constructed [25,32]. The non-uniform rational B-spline (NURBs) surface model was
employed to generate a 3D surface model of the MV leaflets.

This MV leaflet model was meshed using triangular shell elements and imported
into ABAQUS. The papillary muscle tips were placed 22 mm from the mid-annular plane
positioning the two papillary muscle tips 24 mm apart to each other [33]. The marginal
chordae tendineae were designed linking the leaflet free margin and the papillary muscle
tips, and the chordal insertion was spread around the papillary muscle tips.

2.2. SC Modeling and Alteration of SC Insertion Location

The two SC were modeled by connecting the central region of the anterior leaflet
(from the top portion of the rough zone to the medial portion of the atrial zone) and the
papillary muscles [34]. The position of the SC is set as the ratio of the distance in the apical
and lateral directions. Figure 2 presents the nine different SC insertion locations on the
anterior leaflet. In the apical direction, the anterior leaflet centerline connecting the center
point of the anterior annulus and anterior leaflet free margin served as reference for the
position of the SC. With the center point of the free margin of the anterior leaflet set to
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zero, the center point of anterior annulus is set to one. The lateral location of the SC in
the anterior view is set by the intercommissural line that connects the anterolateral (Al)
and posteromedial (Pm) points. The half point of the intercommissural line located on the
anterior leaflet centerline was set to zero, and the Al and Pm points were set to one.

 
Figure 2. A schematic of anatomical alteration of the SC insertion location (anterior viewpoint).
The yellow point indicates the normal SC insertion location. A—anterior; Al—anterolateral;
Pm—posteromedial.

Several SC insertion locations were determined according to the ratio of the centerline
of the anterior leaflet and half of the intercommissural line. All insertion locations of the
SC were connected to the nearest node where the ratios were selected. The standard SC
insertion location was set to the coordinates of 0.55 in the apical direction and 0.5 in the
lateral direction. The displacement threshold for the SC insertion location (apical ± 0.15,
lateral ± 0.2) along each anatomical direction was determined according to the normal
range of the SC insertion location based on previous clinical studies [35]. A total of nine
MV modes were created from combinations of apical and lateral displacements of the SC
insertion location. They are named as top, center, and bottom according to the ratios (0.7,
0.55, and 0.4) in the apical direction and as narrow, middle, and wide at ratios of 0.3, 0.5,
and 0.7 in the lateral direction. The SC lengths were determined according to the distance
from the papillary muscle tips to the selected SC insertion nodes, with the shortest being
2.35 cm and the longest being 2.98 cm. The altered SC insertion locations were implemented
to the MV models, and the corresponding MV function was computationally analyzed
using our dynamic finite element analysis protocol [25–27,31,32].

2.3. Dynamic Finite Element Simulation of MV Function

The Ogden model was employed to define the nonlinear material behaviors of the
marginal and SC tendineae. The cross-sectional areas of 0.29 mm2 and 0.27 mm2 were
applied to the anterior and posterior marginal chordae, and 0.61 mm2 was set for the SC [36].
A Fung-type elastic material model was utilized to describe the anisotropic hyperelastic
material behavior of the MV leaflets [31]. The principal material directions were defined
along the circumferential (σc) and radial (σt) directions, and the material parameters of the
anterior and posterior leaflet tissue were obtained from biaxial mechanical test data that
were experimentally determined in a previous study [37]. The Fung-type elastic material
model was then implemented in ABAQUS. The leaflet thicknesses of the anterior and
posterior leaflets were set to 0.69 and 0.51 mm, respectively [38]. The Poisson’s ratio and
density of the leaflets and chordae tissue were set to 0.48 and 1100 kg/m3, respectively.
A physiologic pressure gradient over the MV leaflet surface in the normal direction was

102



Appl. Sci. 2021, 11, 6205

incorporated throughout the full cardiac cycle. The maximum systolic ventricular pressure
was 126 mmHg (16.8 kPa) [39]. Specific contact interactions for leaflet-to-leaflet and leaflet-
to-chordae with the friction coefficient of 0.05 were taken into consideration for leaflet
coaptation [40]. Detailed protocols of our finite element MV evaluation are demonstrated
in our previous studies [25–27,31,32].

2.4. Evaluation of the Effect of the Alteration of SC Insertion Location

Distributions of stress and coaptation across the leaflets over the full cardiac cycle
were collected to investigate the effect of the different SC insertion locations. Biomechanical
characteristics of the MV models at peak systole were evaluated. The structural and
physiologic features of the MV models were qualitatively and quantitatively evaluated.
Several geometric indices including coaptation length, coaptation angle, anterior bulging
height at peak systole, and anterior leaflet bulging distance at end diastole were calculated
and compared. The coaptation length refers to the distance between the free margin of the
leaflet and the highest position of the leaflet coaptation. The anterior coaptation angle was
defined by the angle between the A–P line and the line positioning between the anterior
annular point and the highest position of the leaflet coaptation. The anterior bulging
height indicates the distance between the A–P plane and the highest position of each leaflet
toward the aorta. The anterior leaflet bulging distance was measured to evaluate how
much blood flow was obstructed from the LV to the aorta during the diastole. The anterior
leaflet bulging distance was determined using the length between the plane including the
anterior annular point and two papillary muscles and the furthest anterior leaflet node.

3. Results

3.1. Coaptation Distribution and Leaflet Stress Distribution

Figure 3 demonstrates the MV configuration and MV leaflet contact distributions at
peak systole from the anterior viewpoint. Nine MV models with different SC insertion
locations were visualized and qualitatively compared. All nine MV models revealed
appropriate leaflet coaptation while exhibiting the largest contact between the two leaflets
in the center-narrow MV model. As the SC insertion location became wider, the contact
distribution between the leaflets flattened more.

Figure 4 shows the leaflet stress distributions at peak systole of the MVs with nine
different insertion locations of the SC from the atrial viewpoint. A threshold (at 0.4 MP in
red) of stress value was assigned to display the leaflet stress distributions so that larger
stresses (>0.4 MPa) than the threshold were presented in red while aiding in the comparison
of the leaflet stress distributions among the MV models. As the SC insertion was located
further toward the mitral annulus (apical) or wider (lateral), the leaflet stresses near the
saddle-horn region of the anterior leaflet increased. The maximum stresses increased in
accordance with the width of the SC insertion location (Figure 5). In all nine MV models, a
similar stress distribution pattern was found in the anterior leaflet, demonstrating large
stress values around the trigone region regardless of the differences in the SC insertion
location. The top-narrow MV model showed the lowest maximum stress value, and the
bottom-wide MV model revealed the largest maximum stress value.
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Figure 3. Leaflet coaptation distributions at peak systole with respect to alteration of the SC insertion
location (anterior viewpoint). A—anterior; Al—anterolateral; Pm—posteromedial.

Figure 4. Stress distributions on the MV leaflets at peak systole with respect to alteration of the SC in-
sertion location (atrial viewpoint). A—anterior; Al—anterolateral; P—posterior; Pm—posteromedial.
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Figure 5. Maximum stress values in the annular trigone. The yellow circles represent the sites having the maximum stress
values (atrial viewpoint). The red box indicates the leaflet region where the SC was inserted. A—anterior; Al—anterolateral;
P—posterior; Pm—posteromedial.

3.2. Leaflet Morphology and Mobility

The morphologic features of the nine MV models with different SC insertion locations
at peak systole were quantitated to assess the structure and mobility of the anterior leaflet
(Figure 6). The cross-sectional views of the anteroposterior (A–P) leaflet edges are presented
as blue (anterior leaflet) and red (posterior leaflet) lines to visualize and quantitate the
coaptation lengths, coaptation angles, and anterior bulging heights. Dividing the nine
MV models into three groups (top, center, and bottom), the center (narrow = 7.03 mm,
middle = 5.93 mm, wide = 4.77 mm) and bottom (narrow = 6.86 mm, middle = 5.94 mm,
wide = 4.79 mm) groups demonstrated decreased coaptation lengths in proportion to
the width of the SC insertion location. The center and bottom groups also displayed an
increase in coaptation angles in proportion to the width of the insertion location (center:
narrow = 7.71◦, middle = 8.63◦, wide = 11.91◦; bottom: narrow = 6.19◦, middle = 8.66◦,
wide = 11.97◦). In the top group, the middle and wide MV models showed similar coapta-
tion lengths and coaptation angles (coaptation length: middle = 4.78 mm, wide = 4.79 mm;
coaptation angle: middle = 11.91◦, wide = 12.09◦). The top-wide MV model demonstrated
the greatest anterior bulging height (4.13 mm), and the bottom-middle MV model showed
the minimum anterior bulging height (3.88 mm). In the wide group, all three MV models
had similar bulging heights (top = 4.13 mm, center = 4.09 mm, bottom = 4.1 mm). In the
middle group, the bulging heights decreased markedly when the SC insertion location
moved from the top to the middle and bottom.

3.3. Anterior Leaflet Bulging Distance

The anterior leaflet bulging distances of the nine MV models with different types of
SC insertion location at end diastole are shown in Figure 7. While similar bulging distances
were observed in eight MV models (11.12–11.42 mm), a much smaller bulging distance was
found in the top-narrow MV model (0.74 mm).
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Figure 6. Morphologic features and quantitative assessment of the MV leaflets at peak systole. For the narrow MV group,
the cross-sectional views of the A2-P2 leaflet edges are presented in blue (anterior leaflet) and red (posterior leaflet) lines.
Quantitative morphologic assessment includes (A) coaptation lengths, (B) coaptation angles, and (C) anterior bulging
heights. A—anterior; P—posterior.

 

Figure 7. Anterior leaflet bulging distance with respect to alteration of the SC insertion location during the diastolic phase.
The shortest distance is found in the narrow–top MV model. A—anterior; Al—anterolateral; P—posterior.

4. Discussion

Two tendon-like SCs, particularly strong and thick, are inserted in a fanlike manner
into the ventricular side of the anterior MV leaflet and stretched toward the annulus. The
importance of the roles of the SC in maintaining an appropriate anatomical valvular shape
is obviously inferred from their anatomical location and bigger size when compared to
other chordae. The SC endure tensional stresses three times larger than the marginal
chordae but do not affect the existence of mitral regurgitation. Removing the SC tethering
would cause the central region of the anterior leaflet to extend further towards the mitral
annulus, resulting in flexible leaflet tissue around the coaptating leaflet margin [6,34]. In
the present study, we utilized parametric MV modeling and finite element simulation to
evaluate the biomechanics and function of the anatomical alteration of the SC insertion
location based on clinical data.
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Alteration of the SC insertion location demonstrated the smallest maximum leaflet
stress (0.514 MPa) in the top-narrow MV model and the largest maximum leaflet stress
(0.740 MPa) in the bottom-wide MV model at peak systole (Figures 4 and 5). The overall
pattern of leaflet stress distribution was similar for all nine MV models, and large stresses
near the anterior annular saddle-horn region increased in proportion to the width of the
SC insertion location. In all nine MV models, the maximum stresses were found in the
anterior annular trigone region. It is speculated that a wide width of the SC insertion
location would not provide the central area of the anterior leaflet with sufficient tensional
support, resulting in increased leaflet stresses near the anterior annular saddle-horn region.
In addition, the maximum stress value was found to decrease as the SC insertion location
was close to the mitral annulus. With the SC insertion location close to the annulus, the
anterior leaflet displayed more leaflet bulging, indicating increased stresses in the central
and marginal zone of the anterior leaflet. As the SC can maintain three times larger chordal
stresses than the marginal chordae, lower leaflet stress values were observed in the region
from the central to marginal zone when the SC was inserted far from the mitral annulus,
reducing a considerable amount of overall leaflet stresses in the zone.

Consistent with previous studies suggesting that the presence of the SC does not
affect coaptation, all nine MV models exhibited full coaptation and similar leaflet contact
distribution (Figure 3). The MV models with a wider SC insertion location displayed
further spread distribution of leaflet coaptation. A narrower SC insertion location resulted
in a longer coaptation length and hence a smaller anterior coaptation angle (Figure 6). In
the center and bottom groups, as the width increased, the coaptation length decreased
proportionally while the coaptation angle increased. However, in the top group, the
middle and wide MV models revealed similar values of the coaptation length and anterior
coaptation angle. In the wide group, all three locations along the apical direction showed
comparable coaptation lengths, anterior coaptation angles, and anterior bulging heights.
Particularly in the wide group, little difference was found in the leaflet stress and contact
distributions (coaptation length and coaptation angle) as well as the anterior bulging height
and bulging distance.

The anterior leaflet bulging distance indicates how the SC influence the blood outflow
from the left ventricle. Systolic anterior motion (SAM) refers to the clinical observation such
that the distal portion of the anterior leaflet is placed obstructing the left ventricular outflow
area. When the SC restrict the anterior leaflet mobility, SAM can occur [6]. The SC prevent
the lateral portion of the anterior leaflet from bulging toward the left ventricular outflow
tract (LVOT) by acting like a sail. The top-narrow MV model demonstrated the shortest
anterior leaflet bulging distance, indicating that the SC prevent the entire anterior leaflet
bulging toward the LVOT to develop an orifice area at diastole smaller than the others
(Figure 7). The top-narrow MV model also showed lower stresses across the anterior leaflet
(Figure 4) and the lowest maximum stresses (Figure 5). Therefore, in principle, this top-
narrow MC model could be assumed to have the most suitable SC insertion location from
the valvular functional perspective. However, in the case of functional mitral regurgitation
accompanied by distal displacement of the papillary muscles, the tethering force in the SC
increases; this could result in tenting and regurgitation [35].

The parametric MV modeling strategy employed in the present study has several
limitations. Although recent studies demonstrated and emphasized the importance of
patient-specific chordae modeling [41–43], true geometric configurations of the complete
chordae tendineae structure are still not available from 3D echocardiographic data due to
the restricted spatial and temporal resolution issue of the currently available clinical imag-
ing modality. The parametric MV model was created based on the average dimensions of
normal human MVs. The key focus of the present study is to evaluate the effect of varying
the SC insertion location on normal MV function and dynamics to better understand the
complex MV structures from the biomechanical perspectives. The length of the SC is not
directly configured but determined by quantitating the distance between the papillary
muscle tips and the locations where the SC were inserted in this study. Therefore, the
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simulated variations of the SC insertion location may not implement directly on evaluation
of patient MV models. Nevertheless, valuable information can be obtained from assess-
ing the relative dimensional comparisons of these MV apparatus deformations to better
understand the effect of the SC insertion locations on MV function.

5. Conclusions

We conducted computational evaluations to examine the effect of the SC insertion
location on the function and dynamics a normal MV. Alterations of the SC insertion
locations demonstrated differences in the biomechanical measurements and functional
indices throughout the cardiac cycle. The SC have a unique structure and play a key role in
reinforcing the tunnel-shape of the MV throughout the cardiac cycle and ensuring mobility
of the anterior leaflet. While the leaflet stress distribution and coaptation showed similar
patterns in all nine MV models, the maximum leaflet stresses increased in accordance
with the width of the SC insertion locations. This computational MV evaluation can aid
in understanding the effect of the SC insertion locations on mechanism, function, and
pathophysiology of the MV.
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Abstract: The purpose of this study was to verify the effect of deep-sea water thalassotherapy (DSWTT)
on recovery from fatigue and muscle damage. The same exercise program is conducted in general
underwater and deep-sea water to confirm the characteristics of deep-sea water through fatigue
recovery and muscle damage enzymes. A total of 30 male college students were studied, including 10
belonging to the control group (CG), 10 in the water exercise group (WEG), and 10 in the deep-sea
water exercise group (DSWEG). The DSWTT treatment consists of three components—preheating,
treatment, and cooling—and the DSWTT program stretches and massages the entire upper body,
lower body, back, and the entire body for a total of 25 min in a deep-sea tank. After the DSWTT
program, blood tests were conducted to confirm the level of fatigue-related parameters and muscle
damage enzymes. Fatigue-related parameters including glucose, lactate, ammonia, and lactate
dehydrogenase (LDH), and the levels of muscle damage enzymes such as creatinine kinase (CK) and
aspartate aminotransferase (AST) were measured. The results revealed that fatigue had a primary
effect (p < 0.001) and exhibited strongly significant interaction (p < 0.001) with lactate, ammonia,
and LDH levels, whereas the glucose level remained unchanged. The post hoc results showed a
significant decrease in these parameters among DSWEG compared to CG and WEG (p < 0.01). Muscle
damage enzymes showed a main effect (p < 0.001) and significant interaction (p < 0.001) with CK and
AST (p < 0.001). The post hoc results showed a significant decrease in DSWEG compared with CG
and WEG (p < 0.01). In conclusion, the DSWTT program applied to this study showed significant
effects on muscle fatigue and muscle damage recovery. When the DSWTT program is applied in
hot springs, it can have a positive effect on muscle fatigue and muscle damage recovery and can
contribute to improving national health and quality of life. Further studies are needed to investigate
DSWTT programs with various research subjects at different program temperatures, exercise times,
and frequencies of treatment and exercise.

Keywords: fatigue rehabilitation; thalassotherapy adverse effects; blood test; lactate dehydrogenase;
creatinine kinase
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1. Introduction

In recent years, both men and women have become interested in effective physical activity and
healing while pursuing a healthy life. As a result of the increase in interest, studies on physical recovery
programs such as fatigue recovery and muscle damage due to various sports and physical activities
are actively being conducted [1,2]. Fatigue is a decline in mental and physical functions that occur
accompanied by continuous or repeated mental and physical work and is an indicator of physiological
stress, defensive response, or pathological precursor [3]. Therefore, fatigue and muscle damage caused
by physical and mental activity are common early symptoms of many diseases [4]. In addition, fatigue
may degrade the quality of life of daily life [5], cause physiological homeostasis disorder, and develop
into a disease or a chronic disease, which may result in decreased physical and mental functions [6].

Fatigue is triggered by a peripheral signal from the brain, which inhibits the motor system, and
thereby the mobilization of exercise units, and it is controlled by accumulation of metabolites or energy
depletion [7]. The accumulation of these fatigue substances is important to prevent exercise-related
injuries caused by fatigue, depending on the intensity, time, shape, and environment [8,9].

Methods to promote recovery from fatigue include static measures such as rest or sleep and
dynamic elements such as bathing, massage, and gymnastics. Among the bathing methods performed
underwater, the recovery in hot water (37~38 ◦C) is known to activate blood circulation by reducing
the imbalance of the upper and lower limbs of the body [10]. It can also increase muscle fatigue and
resilience to muscle damage by not only adding pressure to the muscles but also carrying heat to the
muscle tissue [11]. Ice fomentation at low temperature (15 ◦C) is known to relieve excitement of the
central nervous system and promote the removal of metabolites [12,13]. The detailed mechanism
underlying recovery from fatigue using water therapy has yet to be reported.

However, regular exercise has a positive effect on prevention and treatment of lifestyle diseases by
decreasing the risk factors of cardiovascular disease and metabolic syndrome, but it also has a negative
effect depending on exercise intensity. In particular, high-intensity exercise causes muscle damage
and damage to human tissues due to upper respiratory tract infection, inhibition of immune system
function, increased lipid peroxidation, and reduction in antioxidant enzymes [14].

The exercise-induced muscle damage is caused by one-time or long-term muscle cell and tissue
damage, which can be indirectly predicted by the blood concentration of enzymes such as creatinine
kinase (CK) and lactate dehydrogenase (LDH) released from muscle tissue following exercise [15,16].
According to Yeom’s [17] study, treadmill exercise was performed until the time when the exercise
intensity consumed energy of 40, 60, and 80% to 200, 400, and 600 kcal of VO2max, and all creatine
phosphokinase(CPK) was significantly higher; the CPK concentration changed according to the exercise
intensity and momentum.

These changes in CPK serve as biochemical variables of exercise and physical strength. They are
used as indirect indicators of muscle damage and inflammation such as cell membrane destruction
and tissue necrosis in long-term exercise or high-intensity exercise. The increase in LDH and CPK
levels in the blood is attributed to damaged muscle fibers due to excessive exercise, resulting in muscle
pain and muscle fatigue, which can lead to declining performance and exercise-related injuries.

The underwater treatment program reduces the load on the body weight and leads to greater joint
movement than the ground treatment program [18], which is predicted to improve the range of motion
(ROM) quickly and effectively [19] by promoting recovering from muscle damage after vigorous
exercise. In recent years, the application of thalassotherapy (TT; derivation of Greek Thalassa, which
means the sea) using deep-sea water (DSW), characterized by low temperature stability, eutrophic,
clean, and anti-aging properties [20], has become a hot topic in the field of water therapy.

The progress of the study, which restores fatigue and muscle damage quickly after physical activity,
can be a great help in restoring physical condition and improving exercise ability. The underwater
treatment program increases blood flow to the muscle, which leads to recovery from muscle tension [21]
and facilitates the elimination of metabolic byproducts by improving venous reflux rate [22]. However,
most studies have shown that there are treatments in the water, but the treatments using hot spring
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water have not been reported yet [23], and the effect of DSW-based fatigue and muscle injury recovery
programs on exercise physiology has yet to be demonstrated.

Therefore, this study is to verify the effect on fatigue and muscle damage recovery through an
exercise program based on deep-sea water thalassotherapy (DSWTT) and to confirm the characteristics
of DSW.

2. Materials and Methods

2.1. Subjects

The subjects of this study were a selected group of Korean male college students in their 20s.
Subjects with a history of neurosurgical and orthopedic issues within 6 months of the measurement
date were excluded from the study if they were associated with musculoskeletal problems interfering
with the water treatment and DSWTT programs. In addition, participants were randomly selected
from numbers 1 to 30, and participants were randomly assigned to each group, and the experiment
was conducted in compliance with the ethical principles of the Helsinki Declaration. During the
DSWTT program, the participants were photographed, and the photographs taken were agreed to be
used in the thesis. A total of 30 participants were classified equally as 10 as control group (CG), 10 as
water exercise group (WEG), and 10 as deep-sea water exercise group (DSWEG). The general physical
characteristics of the subjects are shown in Table 1.

Table 1. General characteristics of subjects.

Groups
(n)

Age
(year)

Height
(cm)

Weight
(kg)

Body Fat
(%)

SBP
(mmHg)

DBP
(mmHg)

Shuttle Run
Round Trip

Times (time)

CG
(n = 10) 20.50 ± 2.01 173.31 ± 2.97 71.52 ± 10.16 16.46 ± 3.49 121.50 ± 3.37 81.00 ± 6.14 83.80 ± 7.00

WEG
(n = 10) 20.09 ± 2.07 174.61 ± 6.39 73.25 ± 10.46 17.25 ± 2.96 122.00 ± 3.49 80.50 ± 5.98 88.10 ± 7.82

DSWEG
(n = 10) 20.70 ± 2.11 173.94 ± 2.74 73.42 ± 9.59 18.42 ± 2.89 122.50 ± 3.53 79.50 ± 7.24 88.80 ± 7.13

Means ± S.D. SBP: systolic blood pressure, DBP: diastolic blood pressure, CG: control group, WEG: water exercise
group, DSWEG: deep-sea water exercise group.

2.2. DSWTT Treatment Program

The water therapy and DSWTT programs administered in this study are presented in Table 2.
After fatigue induced by exercise program progression, the subjects were asked to identify the effects
of DSWTT program on fatigue recovery and muscle damage enzymes.

The subjects in WEG actively participated in a water treatment program involving a tap-water
bath (standard 3 × 3 × 1.5 m, horizontal × vertical × height) maintained at 34 ± 1 ◦C. The subjects
in the DSWEG actively performed the same DSWTT program similar to the WEG but in a deep-sea
water bath, which was maintained at 34 ± 1 ◦C (Figure 1). The subjects in the CG underwent dynamic
recovery on the ground. The subjects of the study, which were first conducted by research director by
group, were thoroughly educated in advance to perform the program with an accurate attitude on the
DSWTT program (lower body, upper body, back body, whole body).

The DSWTT program was used by reconstructing the items used by Kim et al. The program was
organized in the order of warm-up, treatment (lower body, upper body, back, body stretching and
massage treatment), and cool-down phases. The time required for each phase was 2~5 min, lasting a
total of 25 min. The DSWTT program consists of 7 lower body exercises, 8 upper body exercises, and 2
full body exercises. Each action was performed by an expert. The composition of the DSWTT program,
treatment sites, and the time are shown in Table 2.
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Table 2. Thalassotherapy using deep-sea water.

Stage Treatment Method
Time
(min)

Warm-up Floating (floating belts on wrists and ankles) 2

Lower body

Ankle stretch (left, right)

5
Toe stretching (left, right)
Foot pressure (left, right)

Knee stretching (left, right)
Gastrocnemius massage

5Hamstring massage
Holding your feet and rock them up and down

Upper body

Wrist stretch (left, right)

3
Finger stretch (left, right)
Palm pressure (left, right)

Arm stretch (left, right)
Shoulder stretch (left, right)

Fore-arm massage
3Upper arm massage

Holding your arms and rocking them up and down

Back
Neck massage

2Back massage

Body as a whole Stimulation of arms, legs, and sides (left, right)
2Keeping your back up

Cool-down Floating (floating belts on wrists and ankles) 3

Total 25

  
(a) (b) 

Figure 1. Deep-sea water thalassotherapy (DSWTT) treatment program: (a) floating; (b) lower body.

In the DSWTT program environment, DSWEG was warmly heated with a regenerative boiler
using the unique characteristics and properties of DSW with 34.03% salinity and pH 7.81 water depth
of 0.5 m. The main elements included magnesium 1270 mg/L, calcium 367 mg/L, potassium 357 mg/L,
sodium 11,033 mg/L, manganese 1.9 mg/L, zinc 0.68 mg/L, and iron 018 mg/L. WEG used tap water
supplied by K-water to warm up. Considering the characteristics of this study, a special bathtub was
installed in the room 3 × 3 × 1.5 m (horizontal × vertical × height), and the program was applied while
maintaining a depth of 1.2 ± 0.1 m.

2.3. Measurement Parameters and Method

2.3.1. Fatigue Inducement Test

The fatigue inducement test was conducted using the 20 m shuttle run test (20 m multi-shuttle run
test; 20 m-MST) designed by Leger and Lambert [24] and conducted by the “National Fitness Award
100 Center” of Korea, C university. The 20 m-MST method involves long-distance driving at a length of
20 m and speeds up every minute. The 20 m section was initially measured using a cassette that started
to walk at a speed of 8.5 km/h and was set to increase the beep interval by 0.5 km/h every minute.
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The subjects were started by a beep. It was impossible to continue running according to the beep after
running for 20 m based on a regularly accelerating audio rhythm, and when the rhythm could not be
followed more than twice (about 3 m behind), the shuttle run test was completed for each individual
(Figure 2). After the shuttle run, the recovery program started immediately without a time interval.
The number of round trips to and from the finished 20 m section was recorded, and the number of
recorded numbers is in Table 3 [25]. The data designed by the study were used, and using Table 3,
we calculated the acceleration by section, and the performance ability of the subjects was the difference
according to individual difference; so, when the two times did not follow the standard, it was selected
as the maximum exercise.

 

Figure 2. Fatigue inducement test (20 m shuttle run).

Table 3. Sectional acceleration of shuttle run test.

Stage (Numbers) Period (s) Speed (km/h)

Level 1 (7) 9.0 8.5
Level 2 (7) 8.5 9.0
Level 3 (8) 8.0 9.5
Level 4 (8) 7.6 10.0
Level 5 (8) 7.2 10.5
Level 6 (9) 6.9 11.0
Level 7 (9) 6.6 11.5
Level 8 (10) 6.3 12.0
Level 9 (10) 6.0 12.5

Level 10 (10) 5.8 13.0
Level 11 (11) 5.5 13.5
Level 12 (12) 5.3 14.0
Level 13 (13) 5.1 14.5
Level 14 (14) 5.0 15.0
Level 15 (15) 4.8 15.5
Level 16 (16) 4.7 16.0
Level 17 (17) 4.5 16.5
Level 18 (18) 4.4 17.0
Level 19 (19) 4.2 17.5
Level 20 (20) 4.1 18.0

2.3.2. Blood Test

Blood tests were performed to ensure the reliability of the test data, and blood was collected by
clinical pathologists 3 times in total (Figure 3). The first test was conducted at the laboratory 30 min
before the start of the experiment and was collected under a stable time. The second test was performed
immediately after the artificial fatigue inducement exercise (20 m shuttle run test). The third test was
performed after 25 min of treatment program.
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Figure 3. Blood test.

Blood samples (10 mL each) were collected from the subjects’ upper veins and were centrifuged at
3000 rpm for 5 min and stored at −70 ◦C until analysis. The samples were collected by the Clinical
Pathology Department of the E Medical Foundation (Seoul, Korea), and the fatigue parameters and
muscle damage enzymes were analyzed. The fatigue parameters included lactate, ammonia, glucose,
and LDH. The muscle damage enzymes included CK and aspartate aminotransferase (AST).

2.3.3. Statistical Analysis

The statistical differences were calculated using the SPSS Version 18.0 program, and the average
difference between groups was measured by 3 × 3 repeated measurements of the group and the
measurement time as independent variables (two-way ANOVA with the measurements). Measurements
were taken three times pre-exercise, post-exercise, and post-treatment. A two-way repeated measures
ANOVA was performed when the main effect and the interaction effects between the group and the
measurement time were significant. The significance level of statistical analysis was set to α = 0.05.

3. Results

3.1. Fatigue Recovery

The changes in fatigue recovery after the DSWTT program are shown in Table 4.

Table 4. Changes in fatigue recovery parameters.

Item Groups
Test

Source F-Value
Pre-Exercise Post-Exercise Post-Treatment

Glucose
(mg/dL)

CG 95.30±10.49 102.20 ± 15.99 101.50 ± 12.40 Test 2.132
WEG 96.50 ± 9.05 103.00 ± 18.79 99.30 ± 13.40 Group 0.917

DWEG 91.70 ± 9.92 98.70 ± 13.46 95.23 ± 15.13 $ Group × Test 0.130

Lactate acid
(mmol/L)

CG 1.93 ± 0.35 14.29 ± 2.26 10.09 ± 2.34 Test 163.629 ***
WEG 1.83 ± 0.40 13.85 ± 1.09 8.69 ± 2.65 $ Group 1.031

DWEG 2.11 ± 0.39 17.44 ± 3.93 4.72 ± 2.57 # Group × Test 13.307 ***

Ammonia
(umol/L)

CG 23.20 ± 2.78 53.30 ± 6.07 44.30 ± 4.62 Test 176.681 ***
WEG 21.50 ± 3.37 50.70 ± 6.94 39.60 ± 7.64 $ Group 3.383 *

DWEG 24.50 ± 4.67 52.82 ± 5.65 28.80 ± 4.58 # Group × Test 22.487 ***

LDH (U/L)
CG 199.50 ± 32.22 258.20 ± 29.93 247.50 ± 35.69 Test 12.196 **

WEG 189.80 ± 34.38 249.50 ± 31.92 234.30 ± 33.92 Group 6.390 **
DWEG 178.40 ± 34.81 252.30 ± 21.83 158.80 ± 31.77 # Group × Test 9.972 ***

Means ± S.D., *: p < 0.05, **: p < 0.01, ***: p < 0.001, $: significantly different from CG, #: significantly different from
within the group, LDH: lactate dehydrogenase, CG: control group, WEG: water exercise group, DWEG: deep-sea
water exercise group.

Glucose was not significantly different in the analysis of interaction effects between the groups
and the measurement time, the main effect according to the measurement time. Lactic acid showed
a significant difference in the interaction (p < 0.001) between the group and the measurement time
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(p < 0.01). However, there was no difference between the groups at the time of measurement. The post
hoc analysis showed that DSWEG significantly decreased after program following maximum exercise
(p < 0.01), and WEG significantly decreased after CG (p < 0.05).

Ammonia showed a significant difference in the main effect of measurement (p < 0.001) between
groups within the measurement time (p < 0.05), and the interaction effect (p < 0.01) between the
group and the measurement time. The post hoc analysis showed that DSWEG significantly decreased
after the program following maximum exercise (p < 0.01), and WEG significantly decreased after CG
(p < 0.05). LDH showed a significant difference in the main effect of measurement (p < 0.001) between
groups within the measurement time (p < 0.01), and the interaction (p < 0.01) between the group and
the measurement time. The post hoc analysis revealed that DSWEG significantly decreased after the
maximum exercise program in the CG and WEG (p < 0.01).

3.2. Enzymes Released in Muscle Damage

The changes in enzymes released in muscle damage following the DSWTT program are shown in
Table 5.

Table 5. Changes in enzyme levels during exercise-induced muscle damage.

Item Groups
Test

Source F-Value
Pre-Exercise Post-Exercise Post-Treatment

CK(U/L)
CG 175.00 ± 37.16 236.80 ± 62.58 231.90 ± 61.00 Test 14.867 ***

WEG 185.60 ± 35.31 251.00 ± 31.36 210.90 ± 18.08 $ Group 0.208
DWEG 180.00 ± 33.71 267.80 ± 37.50 171.90 ± 28.51 # Group × Test 8.582 ***

AST(U/L)
CG 20.10 ± 3.72 24.90 ± 5.23 28.10 ± 5.87 Test 25.793 ***

WEG 19.30 ± 4.11 27.20 ± 3.35 25.20 ± 3.25 $ Group 1.547
DWEG 20.30 ± 4.05 28.50 ± 4.14 16.80 ± 2.44 # Group × Test 26.831 ***

Means ± S.D., *: p < 0.05, **: p < 0.01, ***: p < 0.001, $: significantly different from CG, #: significantly different from
within the group, CK: creatinine kinase, AST: aspartate aminotransferase, CG: control group, WEG: water exercise
group, DWEG: deep-sea water exercise group.

CK showed a significant difference in the interaction (p < 0.001) between the groups and
the measurement time (p < 0.001). However, there was no difference between the groups at the
time of measurement. The post hoc analysis showed that DSWEG significantly decreased after
program following maximum exercise (p < 0.01), and WEG significantly decreased after CG (p < 0.05).
AST showed a significant difference in the interaction (p< 0.001) between the group and the measurement
time (p < 0.001). However, there was no difference between the groups at the time of measurement.
The post hoc analysis showed that DSWEG significantly decreased after program-induced loss after
maximum exercise (p < 0.01), and WEG significantly decreased after CG (p < 0.05). In this study,
subjects in the DSWEG recovered significantly faster than those of the WEG and CG, suggesting that
DSW was effective in ameliorating muscle damage as well as promoting fatigue recovery. Thus, the
DSWTT program was found to be relevant and necessary not only in elite sports but also to enhance
the performance of sports activity.

Elevated serum AST level is a marker of liver or cardiac muscle damage. AST is also known
as glutamic oxaloacetic transaminase (GOT), an enzyme present in various cells of the living body
facilitating synthesis of amino acids. It increases after drinking or exercising, and it is one of the
enzymes associated with muscle damage, which increases in liver disease or muscle disease [26].
AST is present not only in the liver but also in the muscles. It increases when the muscles are damaged
after exercise and, therefore, can be used to evaluate exercise-induced stress. The concentration of AST
is proportional to exercise intensity or exercise duration [27]. Therefore, DSWEG showed a significant
recovery compared to WEG and CG, which may have facilitated the recovery of muscle damage
by promoting relaxation of the body through floating, stretching, and massage during the DSWTT
program and gently coordinating various movements.
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4. Discussion

This study demonstrates that fatigue and muscle damage are induced by a shuttle run test, and
following the DSWTT program, the DSWEG showed a significant decrease in lactate, ammonia, LDH,
CK, and AST compared to WEG and CG. WEG showed a significant decrease in lactate, ammonia, CK,
and AST compared to CG, but CG did not show any difference compared to other groups.

Recently, DSW treatment was used to demonstrate recovery from fatigue and muscle damage
using hot spring water [28]. DSW is a resource that maintains a cold temperature at seabeds below
a depth of 200 m. DSW is clean seawater that is not contaminated by Escherichia coli or common
bacteria. When DSW is applied as an underwater motion, DSW shows buoyancy and water pressure
higher than normal water due to eutrophication and salt concentration, and it acts on the human body
in a more favorable environment than the general water in the floating posture. Therefore, in this
study, DSWTT was applied to the exercise environment in the floating posture and the recovery of
fatigue and muscle damage was verified.

Fatigue, a physiological phenomenon that is induced by high-intensity training and long-term
exercise, significantly reduces muscle glycogen and blood glucose, which reduces the function of organs
and tissues in the human body [29]. In general, the blood–glucose concentration is 80~110 mL/dL
when the adult is stabilized. During the exercise, the muscle glycogen is rapidly depleted, resulting
in fatigue. If exercise reduces blood sugar, insulin secretion is reduced and blood–glucose level is
maintained [30]. In order to determine the changes in the secretion of glucose concentration, this study
compared the glucose concentration before, immediately after exercise, and 30 min of exercise. Based
on the results of group comparison, the effects were significantly higher in DWEG than in CG.

These results attributed to a decrease in blood sugar level due to the increased demand for
energy sources during the one-time exercise. The muscle glycogen levels depleted immediately after
exercise reduced the blood–glucose level, as the glucose entered the muscle to supplement the glycogen
reserves [31]. Boer and Armstrong [32] reported an increase in the use of blood sugar immediately after
exercise, and this study was consistent. Another study [33] showed that the underwater environment
strongly facilitated blood flow, human body metabolism, and fatigue parameters by inducing changes
in the physiology of the human body depending on the differences between water temperature, water
viscosity, density, depth, body parts, and individual. This study also showed that the effect of DSW
on fatigue recovery was highly favorable. These results suggest that DSWTT can prevent glycogen
depletion in the body and lower the blood lactate acid and ammonia concentration, which are private
fatigue substances when recovering and have a positive effect on the improvement of recovery ability
after high-intensity fatigue induction training. Recovery from muscle fatigue to improve physical
activity quickly eliminates lactate accumulated by energy metabolism and enzyme action in muscles
and plays a very important role in improving activities of daily life and control conditions [34].
The accumulation and elimination of blood lactate determines the limitations of muscle movement
directly linked to muscle fatigue [35]. Among them, the weight load is reduced due to buoyancy and
water pressure. During the underwater exercise, the movement of the joints is larger than on the land,
and the effect of stability and stretching is increased [19]. Based on this principle, this study, which
verified the effectiveness of DSW, showed that the DSWTT program was effective in eliminating lactate.
DSWTT may have increased blood flow to the muscle and improved muscle function. Especially, in
the recovery process, it was found that DSWTT was very effective in the recovery of muscle tension
and the removal of byproducts of metabolic processes through improvement of varicose reflux rate.

Water therapy has various effects on the physiology of the human body by providing an
environment different from the atmosphere such as buoyancy, resistance, water pressure, and water
temperature [33]. The results of this study, compared with previous studies [28,36], suggest that the
underwater treatment facilitates circulation of blood and lymph to the skin or damaged muscle tissue
and ameliorated the pain by relieving muscle spasms. In addition, DSW promotes metabolism and
helps blood circulation, such that lactate or waste is discharged more quickly to the outside of the body,
and the body is replenished with the required oxygen or nutrients.
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Ammonia, one of the fatigue-inducing substances, increases the central fatigue and motor
coordination [37]. However, the supply of proteins as energy supplements has been shown to inhibit
serotonin production, thereby reducing central fatigue and improving endurance performance [38].
In this study, subjects in the WEG recovered faster than those of the CG group, and the DSWG recovered
significantly faster than the WEG and CG. In accordance with Marybetts’ [39] findings that heat takes
15 min to transfer to the muscles, the exposure to 25 min of underwater flooding at 34 ± 1 ◦C in
this study is likely to induce muscle relaxation and eliminate lactate and ammonia. In this study,
we discussed the impact of DSWTT program on ammonia level, which is a strong exercise-induced
fatigue substance, known to decrease the exercise performance. Participation in the DSWTT program
led to rapid excretion of accumulated ammonia. Studies on DSWTT and energy supplementation are
needed when BCAA intake induced by fatigue and OKG or albumin are reported to inhibit ammonia
accumulation [40].

LDH regulates the formation and conversion of lactate in muscle cells during muscle activity.
LDH regulates the formation of lactate by reducing polysaccharide synthesis during anoxic metabolism
in muscles and liver [41]. LDH activity in the blood is very low at rest, but if muscle cells are damaged
by high-intensity exercise, LDH in the cell is released out of the cell, and LDH activity in the blood is
high. Muscle LDH catalyzes the reduction of pyruvate into lactate, which occurs at higher rates when
the glycolysis flux increases, such as during muscle contraction. LDH is an intra-blood specific enzyme
that can be used to evaluate the energy system in various exercise situations. It represents the degree of
adaptation of metabolic function during energy metabolism, exercise intensity, muscle stiffness, fatigue
recovery, and excessive training and histological damage analysis [42,43]. In this study, the subjects in
DSWEG recovered significantly faster than those in WEG and CG, which confirmed that the DSWTT
program using DSW resolved fatigue. When high-intensity fatigue-induced exercise is performed, the
muscle is overloaded and affected by cell membrane destruction or tissue necrosis, which increases
blood CK and LDH concentrations. LDH is mainly present in red cell and muscle cells, and it is an
essential enzyme that produces ATP via the lactic acid system. It plays a role of balancing glucose
physicochemical and assimilation by using pyruvate at the final stage of the lactic acid system.

However, an appropriate level of physical activity in various exercises improves performance,
but excessive physical activity has a negative effect [44,45]. Typical negative effects include muscle
damage due structural damage of muscle fiber [46], followed by protein leakage in muscle tissue [47],
and acute inflammation reaction [48]. Muscle damage is accompanied by a decrease in maximum
strength, delayed onset muscle soreness (DOMS) [49], and leakage of muscle proteins such as CK,
myoglobin (Mb), and AST into the blood [50].

CPK is a non-platelet-specific enzyme that affects muscle damage and inflammation rather than
muscle metabolism. CPK concentration increases proportionally as muscle damage increases after
high-intensity exercise [51]. Therefore, rapid recovery from accumulated fatigue and muscle damage is
an important factor in exercise performance. Body changes due to muscle damage have a negative effect
on the participation of the general public in exercise programs and increase psychological discomfort.
In order to recover muscle damage quickly, this study is consistent with previous studies [28,33,36],
suggesting that water treatment was effective in inducing a psychological sense of stability and a
refreshing mood.

In this study, subjects in the DSWEG recovered significantly faster than those of the WEG and
CG, suggesting that DSW was effective in ameliorating muscle damage as well as promoting fatigue
recovery. Thus, the DSWTT program was found to be relevant and necessary not only in elite sports
but also to enhance the performance of sports activity. In the fatigue-inducing 20 m-MST test, the
mobilization of the type I was greater, and the expression of the type II was greater in the weight test.
Based on this, it can be explained that if the mobilization of the type II is greater than the mobilization
of the type I, the fatigue induction and the muscle itself are more damaged.

Elevated serum AST level is a marker of liver or cardiac muscle damage. AST is also known
as glutamic oxaloacetic transaminase (GOT), an enzyme present in various cells of the living body
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facilitating synthesis of amino acids. It increases after drinking or exercising, and it is one of the
enzymes associated with muscle damage, which increases in liver disease or muscle disease [26].
AST is present not only in the liver but also in the muscles. It increases when the muscles are damaged
after exercise and, therefore, can be used to evaluate exercise-induced stress. The concentration of AST
is proportional to exercise intensity or exercise duration [27]. Therefore, DSWEG showed a significant
recovery compared to WEG and CG, which may have facilitated the recovery of muscle damage
by promoting relaxation of the body through floating, stretching, and massage during the DSWTT
program and gently coordinating various movements.

In conclusion, the DSWTT program had a significant effect on fatigue and muscle damage recovery,
suggesting that application of the program in hot springs can contribute to national health care and
promotion and quality of life. Further studies are needed to investigate DSWTT programs with various
research subjects at different program temperatures, exercise times, and frequencies of treatment and
exercise. In addition, it is necessary to analyze the effects of DSWTT program to maintain the refreshing
state of various classes, especially the weak and the elderly.

DSWTT application is a useful seawater resource with low temperature, cleanliness, stability,
eutrophicity, minerality, and aging properties in the mechanism that affects the recovery of fatigue
of human body. It is a huge clean resource that is generated from the material circulation system
with solar energy as a source of energy and is produced as seawater and recycled as sea water.
These DSW show higher buoyancy and hydrostatic pressure than normal water due to eutrophicity
and salinity concentration, and stretching and massage performance in underwater floating posture
can be interpreted as more effective in restoring human fatigue than normal water. In addition, when
stretching or massage activities in DSW compared to the normal water, it means that the fatigue
material generated in the muscle recovered more quickly.

The most important characteristic of DSW in the mechanism that DSWTT application affects the
recovery of muscle damage in human body is that it maintains stable low temperature and has little
organic matter such as bacteria and pathogens, and it is applied to the treatment of muscle damage
by applying artificial heat, as sea water is rich in minerals such as nutrients and minerals essential
for the growth of marine plants. This suggests that warm DSW is more stable than normal water in
DSWTT program, and that the relaxation of the body through stretching and muscle massage provides
conditions for muscle damage recovery.

There is a limitation of not comparing other evaluation parameters in this study. However, in this
study, a study was conducted to evaluate factors such as glucose, lactate acid, ammonia, LDH, CK,
and AST, which are very important for physiological fatigue. It is considered to require a study to
evaluate the different parameters mentioned later.
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Abstract: The aim of this study was to investigate the effect of cold-water immersion (CWI) on
lipid peroxides and antioxidant enzymes in adult Taekwondo athletes after a match. A cross-
sectional study was performed. After a Taekwondo match, the control group remained seated
passively, while the treatment group immersed their legs below the knee joint in cold water at
10 ◦C. Blood samples were taken at pre-match, post-match, post-treatment, and post-rest, and
changes in malondialdehyde (MDA), superoxide dismutase (SOD), and glutathione peroxidase
(GPx) concentrations were analyzed. The results showed that there was a significant difference
in MDA between the two groups, and while the CWI group had 19% lower SOD concentration
compared to the control group, and the difference was not significant. However, in case of interaction
for GPx concentration (p < 0.001), a statistically significant difference was found between the two
groups (p < 0.05). In conclusion, CWI after a Taekwondo match elevates the concentration of
antioxidant enzymes.

Keywords: cold-water immersion; malondialdehyde; antioxidant enzyme; Taekwondo athletes; recovery

1. Introduction

It is well known that free radicals and reactive oxygen species (ROS) produced in the
human body cause cellular damage as well as aging and various chronic disease [1]. How-
ever, from a physiological perspective, enzymatic and non-enzymatic systems (antioxidant
system) neutralize the harmful effects of ROS [2].

Unlike normal oxygen, ROS are free radicals containing oxygen that are highly reactive.
They contain an unpaired electron and have a strong tendency to achieve a stable state,
by either taking or giving up an electron. Therefore, when ROS is produced in the body,
they easily react with lipids, proteins and DNA, and can cause functional impairments.
When ROS attacks cellular membranes, they oxidize unsaturated fatty acids and form lipid
peroxides; furthermore, malondialdehyde (MDA) is used as a marker of lipid peroxide [3].
However, ROS are suppressed by antioxidant enzymes, such as superoxide dis-mutase
(SOD), glutathione peroxidase (GPX), and catalase (CAT) [4].

Antioxidant enzymes play an important role in defending cells against oxidative
damage caused by free radicals [5] that are generated through physical activity through
various pathways [6]. Regular and appropriate exercise promotes metabolism, prevents
disease, helps with weight management, and strengthens immune function. However,
strenuous exercise, such as that performed by well-trained athletes, rapidly increases
oxygen consumption and consequently increases oxygen supply by 10–15 times, which
induces the production of free radicals [7]. Furthermore, oxygen consumption by muscles
during exercise is increased by 10–20 times than at rest [8]. Moreover, it activates ROS
that attacks cells, which leads to damages to carbohydrates, fats, proteins, and nucleic
acids [9]. In particular, hypoxia or local hypoxia causes transferrin to release iron and
exacerbates hemolysis. This alters the metabolism, and these responses increase stress or
weaken athletic performance [10].
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To minimize such adverse physiological responses, many studies have utilized various
approaches to examine methods to reduce exercise-induced fatigue and promote recov-
ery [11–15]. In particular, cryotherapy or cold-water immersion (CWI), which involves
immersion of a part of the body or the whole body, has been researched in various exercise
conditions and treatment durations [11–15]. However, although CWI has more recently
been researched in various exercise methods and sports [16,17], past studies on antioxidant
activity-CWI involved swimming [18], kayaking [19], and cryotherapy using a chamber;
there were no studies investigating the effects of antioxidant-CWI after an actual match
involving electronic protective gear, such as a Taekwondo match.

Taekwondo, a combat sport, was introduced as a demonstration sport at the 1988
Summer Olympics at Seoul and the 1992 Summer Olympics at Barcelona. It was confirmed
as an official sport at the 2000 Summer Olympics at Sydney. During a Taekwondo match,
successful torso punches or kicks and successful head kicks are awarded more points.
Thus, a Taekwondo match can result in significant fatigue due to the physical effort
involved [20–24].

An appropriate intensity of training is expected to not only reduce the harmful effects
of free radicals but also trigger health benefits by stimulating the immune system [25].
However, free radical production and subsequent lipid peroxidation increase proportionate
to oxygen consumption, depending on the intensity of exercise, and are known to be
positively correlated with skeletal muscle injury [26]. In other words, vigorous exercise
at 80–90% of HRmax [27] induces oxidative stress one way or the other, thereby affecting
lipid peroxidation and antioxidant enzymes.

Although studies have investigated injuries based on athletic proficiency, sex, body
weight, age, mechanism, involving body part, situation, and years or experience [28,29],
only a handful of studies were conducted on martial arts athletes. Furthermore, due to
the presence of several variables in a Taekwondo competition, including different weight
divisions [30], this randomized crossover study aimed to investigate changes in heart rate
(HR) during a Taekwondo match and changes in MDA, SOD, and GPX in response to CWI
treatment immediately after a match.

Furthermore, although Taekwondo is a well-known sport and an official Olympic
sport that is actively researched, antioxidant activity-CWI after a Taekwondo match has
never been researched previously. We hypothesized that CWI would have more positive
impacts on HR and enzyme activity compared to that only passive resting after a Taek-
wondo match. Therefore, the aim of this study was to examine the effects of CWI on lipid
peroxide and antioxidant enzyme activity in the distal knee after a match in elite male
Taekwondo athletes.

2. Materials and Methods

2.1. Participants

Twelve college Taekwondo athletes, with a minimum of 10-year-long careers in the
game and who had won a Korean or foreign competition in the past two years, were
enrolled. The participants were fully informed about the purpose and method of the study
prior to beginning the experiment and signed a written consent form. During the study
period, the participants were subjected to an identical experimental condition (exercise,
diet, and sleep) at the college dormitory of the place where our study was conducted
(Taekwondo Center). In addition, the participants were requested to refrain from the
consumption of alcoholic and caffeinated drinks and the use of specific drugs such as anti-
inflammatory agents. Moreover, they had to maintain their normal diet until the end of the
study. However, the amount of food intake was not controlled. Participant demographics
are as follows: (mean age: 20.4 ± 0.8 years; mean height: 181.6 ± 3.2 cm; mean body
weight: 71.6 ± 7.9 kg; body mass index: 21.7 ± 2.50 kg/m2; fat mass: 8.1 ± 2.0 kg; Vo2max:
57.7 ± 4.2 mL/kg/min; HRmax: 201.3 ± 0.8 beats/min).
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2.2. Experimental Design

This study was conducted at a college Taekwondo center. The indoor temperature
was set to 18–20 ◦C during the experiment. The participants’ Olympic weight classes were
evenly distributed (−58 kg to +80 kg), and their body compositions were measured prior to
beginning the experiment (Inbody230 Body Composition Analyzer; Inbody Co., Ltd., Seoul,
Korea). A graded maximal exercise test to exhaustion using the Bruce protocol was used to
measure maximal oxygen consumption (Vo2max), maximum heart rate (HRmax), and time
to exhaustion (Quark b2, Cosmed, USA). Prior to testing, we explained rating perceived
exertion (RPE) to the participants; they were instructed to provide the RPE every minute
during the testing. In addition, their coaches encouraged them to perform maximally.
According to the Bruce protocol, the treadmill is started at 2.74 km/h at a gradient of 10%.
The incline of the treadmill increases by 2% at 3 min. intervals and the speed increases
with each stage. Vo2max was recorded when HR ceased to increase, despite the workload
increasing when the RPE reached 17 on the Borg Scale, or when the respiratory exchange
ratio was >0.15. The study progression is shown in Figure 1.

Figure 1. Study progression.

2.3. Taekwondo Competition

The rules of the Taekwondo competition in this study adhered to the 2019 World
Taekwondo Federation (WTF) rules. Electronic equipment approved by the WTF and
utilized in international competitions was used in this study (electronic body protection,
electronic headgear, and electronic socks; KP&P, Seoul, Korea). The duration of each match
was 8 min (2 min each for 3 rounds with a 1-min break), similar to that in actual competition.
Two coaches cooperated in the study by giving the athletes strategic advice during the
match. Further, HR was measured during and after each round (Polar FT1; T31, Polar®,
Bethpage, NY, USA).

2.4. Treatment Methods-CWI

A crossover design was used with a control group (CONG) and a cold-water im-
mersion group (CWIG). was measured on visit 1; the second visit was conducted seven
days later. A 10-min leisure walk would have had little metabolic impact on elite athletes.
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The participants walked from their dorms to the Taekwondo Center on the day of the
experiment (10-min walk), and arrived at the center by 8 AM in preparation for the ex-
periment. The participants rested for 30-min before the first blood sampling. After fully
preparing for the experiment with the help of research assistants and coaches, the Taek-
wondo competitions were performed at 10 AM. The second blood sampling was performed
immediately after each 2-min match, with 1-min rests between each match. The CONG
comfortably sat on the competition mat and rested for 20 min, while the CWIG sat on a
chair and underwent CWI of the distal knee area. A research assistant was assigned to each
participant to conduct the experiment, and CWIG assisted with supplying ice cubes during
CWI to control the temperature of the water (10 ◦C) (TP-101, Xuzhou Sanhe Automatic
Control Equipment Co., Ltd.; Jiangsu, China; RoHS Certification). The duration of treat-
ment (20 min) and water temperature (10 ◦C) used in this study were determined based
on those in previous studies [31–33], as well as our pilot study related to CWI. However,
the outcomes varied despite the equal treatment durations [31–33]; hence, the treatment
duration used in this study cannot be considered the optimal condition. However, the
benefits of this treatment duration and immersion temperature are that they can easily
be applied in many sports at a low cost. Both groups underwent a third blood sampling
after 20 min of rest and treatment, respectively. Then, both groups comfortably sat on the
floor and rested for another 10 min for the final blood sampling. The participants were
instructed to limit their water intake to a minimum throughout the experiment, although
this was not controlled.

2.5. Blood Analysis

Four blood samples were taken from a vein in the forearm using a disposable sy-
ringe after the participants rested. Blood samples were collected in a non-EDTA-treated
serum tube and an EDTA-treated plasma tube, centrifuged at 2500 rpm for 15 min, di-
luted using the assay kit according to the manual, and analyzed for each item using an
enzyme-linked immunosorbent assay. Blood analysis was performed at the Green Cross
LabCell laboratory in Yong-in, Korea, certified by the Korean Board for Accreditation and
Conformity assessment.

2.6. Statistical Analysis

All data were analyzed using SPSS version 24 (SPSS Inc., Chicago, IL, USA) software
and presented as mean and standard deviation (SD). Differences in time between groups
were analyzed using independent t-tests, and differences in groups, time, and group × time
were analyzed using repeated measures analysis of variance (ANOVA). Differences be-
tween groups were analyzed with one-way ANOVA followed by Bonferroni correction.
Significant differences of p values after testing were presented and explained in the tables
using an alphabet. Statistical significance was considered when p < 0.05.

3. Results

3.1. Intensity during Taekwondo Competition

HR measured during the Taekwondo match is summarized in Table 1 and Figure 2.
The mean pre-Taekwondo match HR was 74.6 ± 6.50 bpm, while mean HR during and
post-match were 177.0 ± 13.52 bpm and 183.4 ± 13.52 bpm, respectively. With mean HRmax
of 201.3 ± 0.75 bpm, intensity during the Taekwondo match represented by mean HR
during the match and post-match were 88% and 91% HRmax, respectively.

3.2. Change in MDA Concentration

Changes in MDA concentration following CWI are described in Table 2 and Figure 3;
they were analyzed using repeated measures ANOVA. Significant differences according
to the time of measurement were observed (F = 8.864; p < 0.001). However, there were no
significant differences in MDA concentration between the two groups and no interaction
effect. Regarding differences based on time of measurement, the CONG showed a 9%
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reduction in MDA concentration after CWI from that immediately after a match, while the
CWIG showed a 2% increase in the same period. In addition, the CONG showed a 10%
reduction of MDA concentration from immediately after a match until CWI and after rest,
while the CWIG showed no changes.

Table 1. Heart rate (HR) during a Taekwondo match.

t p

Before 0.370 0.715
Between round 1 1.786 0.088

After round 1 1.108 0.320
Between round 2 0.362 0.720

After round 2 0.502 0.621
Between round 3 0.167 0.869

After round 3 0.413 0.684
Mean ± standard deviation.

Figure 2. Heart rate during a Taekwondo match.

Table 2. Change in malondialdehyde (MDA) concentration after cold-water immersion (CWI)
(unit/μ mol).

Time

Group
CONG CWIG F

Pre-match 102.5 ± 23.00 119.2 ± 27.61 Group 3.040
Post-match 89.3 ± 17.05 93.9 ± 31.04

Time 8.864 ***
Post-treatment 81.0 ± 16.40 95.3 ± 26.59

Group × Time 0.497Post-rest 80.7 ± 19.77 93.5 ± 19.88
Mean ± standard deviation; *** p < 0.001; no significant interaction effect was observed for group by time in MDA
concentration.

3.3. Change in SOD Concentration

Changes in SOD concentration after CWI are described in Table 3 and Figure 4 and
were analyzed using repeated measures ANOVA. Significant differences according to
time of measurement were observed (F = 8.496; p < 0.001). However, there were no
significant differences in SOD concentration between the two groups with no interaction
effect. Regarding the differences based on time of measurement, the CONG showed a 33%
reduction of SOD concentration after CWI from that immediately after a match, while the
CWIG showed a 24% reduction in the same period. However, the CONG showed a 10%
reduction of SOD from after CWI to after rest, while the CWIG showed a 5% increase in

127



Appl. Sci. 2021, 11, 2855

the same period. Furthermore, the CONG showed a 19% increase in SOD concentration
after treatment from that before a match compared to the CWIG, but the difference was not
statistically significant.

Figure 3. Change in MDA concentration after CWI. (Data are expressed as mean ± standard deviation.
A main effect was evident by time p < 0.001. CWI: cold-water immersion).

Table 3. Change in SOD concentration after CWI (unit/mL).

Time

Group
CONG CWIG F

Pre-match 1.7 ± 0.90 1.6 ± 1.02 Group 0.158
Post-match 3.0 ± 1.64 2.5 ± 1.52

Time 8.496 ***
Post-treatment 2.0 ± 0.96 1.9 ± 1.08

Group × Time 0.945Post-rest 1.8 ± 1.04 2.0 ± 1.31
Mean ± standard deviation; *** p < 0.001; no significant interaction effect was observed for group by time in MDA
concentration.

Figure 4. Change in SOD concentration after CWI. (Data are expressed as mean ± standard deviation.
A main effect was evident with respect to time—p < 0.001. CWI: cold-water immersion).

128



Appl. Sci. 2021, 11, 2855

3.4. Change in GPX Concentration

Changes in GPX concentration following CWI are described in Table 4 and Figure 5
and were analyzed using repeated measures ANOVA. Significant differences according
to the time of measurement were observed (F = 13.317; p < 0.001). Moreover, there were
highly significant differences in interaction (F = 26.588; p < 0.001). The CONG showed a 2%
reduction of GPX concentration after CWI compared to immediately after a match, while
the CWIG showed an 8% increase in the same period. Furthermore, the CWIG showed
an 89% increase in GPX concentration after rest from the level immediately after a match
compared to the CONG (F = 6.778; p < 0.05).

Table 4. Change in glutathione peroxidase (GPX) concentration after CWI (unit/μ mol).

Time

Group
CONG CWIG F

a Pre-match 112.4 ± 14.37 cd 99.2 ± 37.30 bcd Group 6.778 *
b Post-match 119.1 ± 15.84 cd 65.7 ± 14.35 ad

Time 13.317 ***
c Post-treatment 94.3 ± 14.38 ab 70.8 ± 9.78 ad

Group × Time 26.588 ***d Post-rest 93.4 ± 13.74 ab 134.7 ± 24.98 abc

Mean ± standard deviation, a: Pre-match, b: Post-match, c: Post-treatment, d: Post-rest; * p < 0.05, *** p < 0.001;
significant differences in p-values of the Bonferroni post hoc test are indicated with letters.

Figure 5. Change in GPX concentration after CWI. (Data are expressed as mean ± SD; A main
effect was evident for time and group × time—p < 0.001; differences between each group were
statistically significant—p < 0.05: difference from before, * p < 0.5, ** p < 0.5; difference from after
game, ## p < 0.01, ### p < 0.001; difference from before, † p < 0.05, †† p < 0.01; difference from before,
‡ p < 0.05, ‡‡ p < 0.01, ‡‡‡ p < 0.001. CWI: cold-water immersion.).

4. Discussion

This study was conducted on 12 male elite Taekwondo athletes with the aim to assist
with the recovery of the athletes, who need to compete in all their respective matches of a
tournament within a single day. To this end, the athletes’ HR was measured to investigate
the intensity of a Taekwondo match, and CWI was applied to the below-knee area after
a match to investigate its effects on the athletes’ lipid peroxide and antioxidant enzymes
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levels. Our study’s findings regarding recovery after a match of elite Taekwondo athletes
showed that the mean HR after a match was about 91% HRmax. CWI treatment after a
match neither decreased lipid peroxide concentrations, nor did it confer positive effects on
the concentration of SOD. However, it did improve GPX concentrations (Group × Time,
p < 0.001; Group, p < 0.05).

4.1. Athletic Intensity of the Taekwondo Competition

Since being confirmed as an official sport at the 2000 Summer Olympics at Sydney,
Taekwondo has been recognized for its values at the Olympics and has advanced as a
martial sport [21]. Taekwondo requires players to move quickly and powerfully [34]; thus,
the players must have power, muscle strength, muscle endurance, agility, and flexibil-
ity [35,36]. In particular, muscle functions, such as muscle strength and endurance of the
lower extremities, are important for performing strong and accurate kicks [37,38]. During
the three two-min rounds of a Taekwondo competition, athletes employ various techniques
and strategies, demanding a substantial amount of energy.

According to a study by Butios (2007) on the intensity of Taekwondo matches in
24 male college Taekwondo athletes, the mean HR of athletes who train for five days
per week for an average of 25 h a week was 86% HRmax [39]. In seven recreational
Taekwondo students, the mean HR was about 80–90% HRmax during Taekwondo-combined
exercise [27]. Both studies showed a lower HRmax than that found in our study, where
actual Taekwondo matches were performed.

However, in a study investigating HR responses based on a type and technique
combination of Taekwondo in seven elite female Taekwondo athletes, the HR was 186.6
± 2.5 bpm during a Taekwondo match, with an intensity of 92% HRmax [36]. This was
consistent with the results of our study, where actual Taekwondo matches were performed
with tactical strategies as opposed to previous studies that used Taekwondo as a type of
exercise [27,39]. Furthermore, the mean HR of male Taekwondo athletes with an average
career of nine years (age: 22 ± 4 years; height 182 ± 0.10 cm; body mass 69.4 ± 3.4 kg)
during an international Taekwondo competition was 187 ± 8 bpm after a three-round
match at 96% HRmax [40]. This shows that HR is higher during a program similar to an
actual match than that during Taekwondo performed as an exercise, and that HR is even
higher during an actual match, as performed in our study.

4.2. Variation of MDA Concentration after CWI for Taekwondo Athletes

In general, ROS are released from the electron transport chain in the mitochondria,
even at rest [3], and they eventually attack the cell membrane and nucleus and form lipid
peroxides. Moreover, secondary ROS, produced as a result of ROS activation surpassing
the defense system with antioxidant enzymes, stimulate the peroxidation of lipids con-
taining unsaturated fatty acids in cell membranes, thereby elevating the concentration
of MDA, the final metabolite of lipid peroxide, and induce injuries [41]. After exercise,
ROS concentration can increase so much as to induce acute injuries of muscle fibers and
connective tissues, leading to muscle ache, delayed recovery, and diminished exercise
performance [42]. Previous studies have examined the effects of types of cryotherapy on
such lipid peroxides produced through exercise and antioxidant enzymes [43,44].

Cryotherapies are used for therapeutic purposes in sports, and their effects differ
according to the method, duration, treatment site, and the individual’s level of physical
activity. Among various cryotherapies, crushed ice pack, ice massage, and CWI are
the most effective [45]. In a study examining changes of MDA concentration after cold
treatment, no change in MDA was found after performing high-intensity jump exercises
between the untrained group and the group trained in the exercise; although the levels
of lipid peroxidase in muscles, as measured by changes in MDA concentration, varied
widely, there were no differences between the two groups [46]. These results seem to be
attributable to excellent physical defense regulation in the athletes as a result of prolonged
chronic training. These results are consistent with our findings. In this study, MDA
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concentration immediately after the match was lower than that before the match, but
reduced MDA concentration did not differ between after CWI and after rest. However,
another study reported that ice-water immersion after 30 min of cycling lowered lipid
peroxide concentration [44], which contradicts the results of our study and that of the
previously mentioned study [47].

In 2003, Krishnan et al. reported that MDA production is influenced more by exercise
intensity or duration, as opposed to the type of exercise performed [47]. Thus, it seems that
MDA concentration after jump exercises or a competition that can be performed in a short
time [47], and that after a Taekwondo competition, are not markedly influenced by cold
treatment or CWI. The reduction of MDA concentration after 30 min of cycling exercise,
as reported in a prior study [43], seems to have been a result of the longer duration of
the exercise.

There are various study findings regarding long-term chronic training, where some
studies report that it bolsters an individual’s physical defense mechanisms and decreases
MDA even if they engage in exhaustive exercise [48], while other studies report that ROS
as well as antioxidant enzymes are produced after exhaustive exercise [49].

This suggests that the gap in the changes of MDA caused by exercise may be at-
tributable to various factors, including study design. Furthermore, the most crucial factor
is speculated to be the level of proficiency of participants for the particular type of exercise
or perceived exercise intensity; in athletes who underwent prolonged professional training,
local CWI seems to have been inadequate to reduce intracellular-intravascular flow to
promote recovery from cellular or membrane injuries from free radical production triggered
by increased oxygen consumption in the active muscles during a game.

4.3. Variation of Antioxidant Enzyme Concentration According to CWI for Elite
Taekwondo Athletes

Taekwondo is a sport in which a player must be nimble enough to exploit the oppo-
nent’s weak points with explosive kicks; thus, active muscles are utilized alternately at
a high intensity. Furthermore, players must compete in at least 5–7 matches in a single
day [50,51], during which there is the accumulation of hydrogen ions, phosphorus, am-
monia, and lactate. This accumulation has an impact on muscle metabolism, local muscle
fatigue, and neuromuscular activities [52,53]. Moreover, high-intensity training, excessive
training, and strenuous training without appropriate rest periods also induce fatigue,
undermine athletic performance, and can cause sport-related injuries [54]. In addition, they
cause muscle contraction and structural damages to cell membranes and muscles, thereby
disturbing muscle fiber homeostasis and leading to oxidative stress.

However, lowering ROS levels after exercise can also have the opposite effect [55].
This is attributable to the fact that ROS is needed for appropriate muscle contraction during
rest and physical activity [42]. In 1996, Swenson et al. suggested that CWI is a classic
method of alleviating muscle injury. Furthermore, they reported that CWI treats muscle
injuries by lowering local vascular permeability and edema by inducing vasocontraction
while increasing the pain threshold [56]. Another study reported that CWI can regulate the
physiological effects of exercise and can be used for treating exercise-induced injuries [57].
Regarding prior research on cold treatment, one study reported that a single session using
ice increased antioxidant enzyme activity in untrained volunteers [19]. However, our
findings showed that a single CWI session partially increased antioxidant enzyme activity.
That is, there were no significant differences in SOD levels between groups, but there was
an interaction effect. Moreover, CWI treatment increased GPX concentration, and there
were interactions between groups. Thus, a single CWI session can be applied in different
ways according to the study methodology. In another similar study, low-temperature
stimulation once per day increased SOD activity [58], showing that the outcomes varied,
even with the same cold treatment.

However, ice-cold water treatment did not increase antioxidant enzyme activation [43],
which is in line with our findings, but inconsistent with the findings of other studies [44,58].
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Elevated antioxidant enzyme activity attests to increased ROS concentration. However,
such ROS production could be beneficial, as it may cause stimulating changes, and does
not damage the body [18,59]. Therefore, as an oxidant, ice-water immersion stimulates
and enhances antioxidant capacity [43]. In another study utilizing cold treatment, a whole-
body cryotherapy (WBC) session used as a pre-training stimulation in a multiday training
camp had adverse effects on elite athletes by diminishing both lipid peroxide level and
antioxidant enzyme activities [60,61]. Nevertheless, WBC and CWI are increasingly used
in professional sports to facilitate rehabilitation following an injury, as they lower oxidative
stress, inflammatory reactions, and pain from vigorous exercise [19,57,60,61]. In particular,
CWI continues to be researched using various study designs, which help support the claim
that it is an effective method to delay or prevent physical fatigue, muscle fatigue, and
diminished athletic performance suffered by athletes who undergo high-intensity training
or compete in multiple games.

Therefore, the inconsistent effects of CWI on the oxidant/antioxidant balance in the
human body would probably be helpful in maintaining an ROS concentration that is the
most appropriate for both rest and exercise [43].

Inconsistent results pertaining to the effects of CWI on lipid peroxide and antioxidant
enzymes were shown in previous studies [43,44,60,61]. Our study clarifies the tasks to be
addressed by researchers in the future using new methodologies for the type of participant,
duration of exercise, method of exercise, and CWI treatment duration and site. Furthermore,
the exact mechanism of the antioxidant system and cold treatment must be researched.

4.4. Limitations of the Study

We acknowledge the following limitations of this study. First, we only enrolled adult
men and analyzed three blood samples. Second, while all athletes were in the same
Taekwondo weight category and were trained in the same training program prior to the
study, we could not control for the amount of continuous training. Therefore, it may
be difficult to draw definitive conclusions due to individual athletes’ physical responses
to continuous training, including free radical production, cell injury, and antioxidant
enzymatic system. However, the significance of this study is that we tackled a novel area
of research involving antioxidant activity-CWI after an actual Taekwondo game.

Therefore, our findings highlight the need to restrict continued physical training,
amount of food intake, and drug use for a certain period and to expand the scope of
study parameters.

5. Conclusions

Regarding the exercise intensity of a Taekwondo match, the mean HR during the match
was 88% HRmax and post-match was 91% of HRmax. CWI treatment after the Taekwondo
match had no effect on the reduction of MDA concentration in elite Taekwondo athletes.
SOD concentration in the CWIG was 19% higher than that in the CONG, suggesting that
CWI effectively increases SOD concentration. Further CWI after the Taekwondo match
effectively increased GPX concentration.

In conclusion, although CWI at 10 ◦C for 20 min after a Taekwondo match did not alter
lipid peroxide levels, it may promote antioxidant enzyme activation in elite Taekwondo
players. However, the theoretical grounds for the effects of CWI on antioxidant enzymes
have not yet been established. Additional studies employing diverse methods are needed
to examine post-match treatment for sports that use protective devices on the head, trunk,
hands, and feet, such as Taekwondo.

We found that CWI, which can be readily applied after a high-intensity Taekwondo
match, may promote the more rapid recovery of Taekwondo athletes who are required to
play multiple matches in one day from their qualifications to the finals.
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Featured Application: With the development of artificial intelligence, Internet technology, smart

exercise equipment, and smart wearable devices, more and more people are becoming willing to

use these technologies for exercise, whether out of curiosity or because they want to use them for

scientific fitness. At the same time, many non-invasive static human data acquisition devices have

become commonplace, and many hospitals and communities are already using them. The smart

health system that we designed can easily process the in-exercise and non-exercise data collected

by the above two ways. The system, which includes a mobile application, website, cloud server,

smart wearable device, and other platforms, generates personalized prescriptions for users by

learning the data. The system also includes many functions for public health, and exercise

prescription is just one module of it.

Abstract: Using absolute intensity methods (metabolic equivalent of energy (METs), etc.) to determine
exercise intensity in exercise prescriptions is straightforward and convenient. Using relative intensity
methods (heart rate reserve (%HRR), maximal heart rate (%HRmax), etc.) is more recommended
because it is more personalized. Taking target heart rate (THR) given by the relative method as an
example, compared with just presenting the THR value, intuitively providing the setting parameters
for achieving the THR with specific sport equipment is more user-friendly. The objective of this
study was to find a method which combines the advantages (convenient and personalized) of the
absolute and relative methods and relatively avoids their disadvantages, helping individuals to
meet the target intensity by simply setting equipment parameters. For this purpose, we recruited
32 males and 29 females to undergo incremental cardiopulmonary exercise testing with cycling
equipment. The linear regression model of heart rate and exercise wattage (the setting parameter of
the equipment) was constructed for each one (R2 = 0.933, p < 0.001), and the slopes of the graph of
these models were obtained. Next, we used an iterative algorithm to obtain a multiple regression
model (adjusted R2 = 0.8336, p < 0.001) of selected static body data and the slopes of participants.
The regression model can accurately predict the slope of the general population through their static
body data. Moreover, other populations can guarantee comparable accuracy by using questionnaire
data for calibration. Then, the predicted slope can be utilized to calculate the equipment’s settings
for achieving a personalized THR through our equation. All of these steps can be assigned to the
intelligent system.
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1. Introduction

Exercise intensity refers to the amount of force exerted during an action and the degree of
tension in the body. It is one of the main factors that determines exercise load and has a great
stimulating effect on the human body. There are positive dose–response health/fitness benefits that
result from increasing exercise intensity [1]. Appropriate exercise intensity can effectively promote
bodily functions, thereby enhancing physical fitness. If the intensity of exercise is too high, it will
reduce bodily functions and even cause sports injuries. Determining the exercise intensity is key to
obtaining exercise benefits (improvement of cardiorespiratory fitness (CRF), muscular strength and
endurance, flexibility, body composition, neuromotor fitness, etc.) and is one of the core steps in
generating personalized exercise prescriptions [2].

There are many effective exercise intensity calculation methods that can be used to formulate
personalized exercise prescriptions [1]. Absolute methods (oxygen uptake (VO2), metabolic equivalent
of energy (METs), etc.), relative methods (heart rate reserve (%HRR), maximal heart rate (%HRmax),
maximal oxygen uptake (%VO2max), etc.), and actual energy expenditure (EE) are commonly used.
Although the absolute method can easily provide the exercise items necessary for achieving the target
intensity (such as a comparison table of physical activity intensity [3,4]), it does not consider an
individual’s CRF level, age, physiology differences, health status, living habits, or other personal
factors. Thus, when estimating exercise intensity, the result may be too high or too low [5,6], leading to
misclassification of exercise intensity [7–9], and the recommended exercise is unreasonable. Therefore,
it is more often recommended to use relative methods to formulate exercise prescriptions under the
guidelines issued by the American College of Sports Medicine [9,10], but the relative methods also have
shortcomings. Relative methods do not directly give the specific exercise to achieve the target intensity
but indirectly express the exercise intensity through other indicators. Among them, the commonly used
%HRR method, the oxygen uptake reserve (VO2R) method, the %HRmax method, and the %VO2max

method obtain exercise intensity in terms of target heart rate (THR) and target VO2R, but the exercise
wattage (amount of exercise) required by different individuals to reach a specific THR or target VO2R
is different, which is affected by multiple factors such as gender, height, and weight.

Exercise prescriptions are used to guide the public to exercise. For most ordinary exercisers who
perform exercise prescriptions, their exercise knowledge is relatively limited, or they do not have
with smart wearable devices. Prescriptions for these types of persons that define intensity only in
terms of THR or target VO2R for exercise often result in the exerciser having difficulty understanding
the meaning of the prescription and then performing it with an inappropriate intensity. Users will
still encounter these problems when using exercise prescriptions for the first time, even if they have
the knowledge and devices. In the current Chinese society, sports equipment has become popular,
especially indoor electronic sports equipment. Not only do many communities provide free sports
equipment for residents to use, but also, each family spends more on purchasing such equipment.
Compared to traditional sports such as running and dancing, the use of sports equipment is more
controllable because of the fewer external factors (such as running road conditions and dancing types).
Therefore, the manner in which to combine sports equipment to accurately achieve target exercise
intensity has become more important.

This study used a linear regression model to find the relationship between heart rate and exercise
wattage (because we changed the exercise load by adjusting the setting parameters (wattage) of
the equipment) and describes the relationship with the slope S of the model’s graph. Afterward,
we used statistics and machine learning methods to predict the slope S through static human body
data. Then, when generating a prescription, we used the predicted slope S and the THR obtained by
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the relative intensity method, combined with the resting heart rate (RHR) and HRmax (Fox-HRmax,
Tanaka-HRmax, etc.), to determine the wattage of the bicycle equipment (spinning). This was calculated
using Equation (1) as follows:

Wattage of bicycle =
THR−RHR

slope
(1)

We collected data such as anthropometric data, cardiac and vascular function indicators,
body composition, and bone density. These are universal human indicators that can reflect
cardiovascular health, heart and lung capacity, skeletal muscle system, etc. We tried many commonly
used multiple regression models (e.g., random forest and elastic net), and then selected the best one.

Using absolute methods is convenient and fast, but it is not personalized enough, while using
relative methods is personalized but relatively complex and risky to operate. The method proposed by
us combines the advantages of the two methods and relatively avoids their disadvantages. Based on the
personalized THR obtained by using the relative method, our method can predict the input parameters
of specific equipment (wattage for the smart cycling equipment) required to reach THR through
static body data that can be used by exercisers conveniently. However, training and optimization of
the model proposed in our method will remain ongoing through the interconnection of the data of
the modules, such as electronic fitness equipment, intelligent systems, and smart wearable devices.
Therefore, a closed loop of data acquisition, data learning, model optimization, and results presentation
was formed.

2. Materials and Methods

2.1. Participants

This study was carried out at the Institute of Intelligent Machines, Chinese Academy of Sciences,
Hefei, China. This study was approved by the Ethics Committee of the Hefei Institutes of Physical
Science, Chinese Academy of Sciences (No. Y-2018-29). Participants were recruited through social
media, advertisements in public places, and word of mouth. Sixty-one participants (aged 24–58 years)
volunteered to participate in the study (32 males and 29 females), comprised of college students,
scientific researchers, young and middle-aged white-collar workers, retired people, etc. All participants
were informed about the study and signed a written informed consent form prior to participation.
They had no contraindications for long-term or strenuous exercise, and none of them had experience
in executing exercise prescriptions given by professionals or intelligent systems for a long time before
the experiment. Their weekly exercise time and intensity was irregular.

2.2. Experimental Protocol

The experiment was scheduled to take place at least two hours after a meal (10:00 to 12:00 in
the morning or 2:30 to 4:30 in the afternoon), maintaining the same ambient temperature (25 ◦C) and
avoiding any sports 24 h before the test and try to maintain a static rest state between a meal and the
start of the test. Using the maximum load (W-max) formula proposed by Wasserman et al. [11], we set
the grading load experiment according to 20%, 40%, 50%, 70%, 85%, 100% of the W-max, and the
load power of the bicycle ergometer (manufacturer: Lode BV Medical Technology, the Netherlands.
IEC 60601-1. REF no. 960912) was intermittently adjusted from low to high until the participant was
exhausted. This kind of experimental equipment, like many types of civilian cycling fitness equipment,
uses wattage to adjust the exercise load, except that it is more expensive and more complicated.
Exercise duration of each level was 3 min, as was the interval between each level, specifically measuring
exercise heart rate. If a participant was unable to complete the 3-min test, the data could not be used
until the heart rate had stabilized, and data which could not reach this stabilization were discarded.
Each participant’s RHR (wattage is 0, 0% of W-max) was used with the heart rate and power data of
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each level to construct a linear regression model of heart rate and wattage and to obtain the slope S of
the graph of the linear model.

2.3. Measured Features and Statistical Analysis

We chose to use static human body data (non-exercise (Non-Ex) data) to predict the slope S,
which is much more convenient than obtaining the slope S directly from a cardiopulmonary exercise
test. Before the experiment, the static human body data were collected for each participant. Then,
the relevant questionnaires were carried out, including lifestyle, medical history, family history,
and others. Pearson correlation analysis on the slope S was performed for all quantifiable features
(all data in Table 1) except for the questionnaire data. The features were arranged from high to low in
the Pearson correlation to form a feature matrix. The data of the 61 participants were divided into
a training set (50 participants) and a test set (11 participants), and it was ensured that there was no
significant difference in the main features of the two sets, such as gender and age.

2.4. Algorithm Design

The algorithm (for the training set) can automatically select the best feature set from the feature
matrix mentioned in Section 2.3 and can then analyze the related performance through multiple
iterations. The specific steps are as follows:

1. Select the i-th feature in the feature matrix as the j-th feature of the regression model for machine
learning (i and j both start at 1).

2. Perform multiple regression models to predict the slope S.
3. Use the leave-one-out method to verify and save the adjusted R2 value of the model.
4. Select another feature (i + 1) from the feature matrix and then perform steps 1–3 until all of the

features in the feature matrix have been traversed.
5. Select the feature with the best predictive effect, and then delete the selected features from the

feature matrix. Add another feature (j + 1) of the regression model and repeat steps 1–4.
6. Continue to add new features until the adjusted R2 value of the model drops for two consecutive

time; then, the iteration is terminated.

We performed this algorithm separately for the linear regression, random forest, elastic net,
polynomial regression, ridge regression, and lasso regression. Depending on the data in the iterations,
we analyzed the performance of each model, selected the model with the best prediction effect,
and determined the final feature set.
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3. Results

Twenty-eight percent of the participants completed all six levels, 52% completed five levels,
and the rest completed less than five levels. Half of the participants who achieved less than five levels
were middle-aged, with an average age of 38.9 years. Therefore, they may have been affected by the
degree of subjective coordination or other unknown subjective and objective factors that could lead to
a lower level of completion.

3.1. Linear Regression Model of Heart Rate and Wattage

The data of different load levels and RHR were used one-by-one to construct a linear regression
model for each participant. For each individual’s data, one single level of data was randomly selected
as the test set, and the rest of the levels were used as the training set for the model. The average R2

value of all of the individuals’ models was 0.979, the standard deviation was 0.019, and the average
p-value was 5.64 × 10−4. This shows that the linear regression model has high prediction accuracy,
so the use of the univariate slope S can describe the graphic characteristic of the model well and
can determine the required exercise load wattage. Then, we included all levels of data (regardless
of training or test set) to reconstruct the model for each person. The slope S of the model’s graph
was obtained from each participant (mean value = 0.684, standard deviation = 0.139, median = 0.678,
maximum = 0.95, minimum = 0.441). The slope S was used as a dependent variable for training and
validation by the model described later.

3.2. Feature Matrix and Regression Algorithm Analysis

3.2.1. Model Selection and Feature Analysis

In the process of using the iterative method to filter the features for predicting the slope S,
the p-value obtained by each iteration of each model was much less than 0.001. The features finally
selected by each model are shown in Figure 1. The adjusted R2 value and the selected feature of
each model in the iteration are shown in Figure 2 and Table 2. Compared to several other models,
the ridge regression achieved the largest adjusted R2 value and the smallest prediction error at the end
of the iteration, so it was selected as the prediction model. Figure 2 shows that the adjusted R2 value
reached the highest when the ridge regression model was iterated to four features. Based on the above
situation, a final feature set of four features was selected to predict the slope S: the waist-to-hip ratio
(WHR), grip strength (GS), left lower limb muscle (LLLM), and bone strength index (STI). However,
we can easily find that the final set of four features is not the combination that achieves the highest
correlation with the slope, which seems unreasonable. This is actually because the algorithm that we
propose is result-oriented. The algorithm tried a huge number of feature combinations to select the one
with the highest predictive accuracy, regardless of whether the combination of features made sense.
For example, the algorithm selects LLLM but not RLLM, which is easy to cause doubts. However,
such a result is just because we can obtain better prediction results through LLLM by the existing
experimental data. This does not mean that LLLM be more important than RLLM. The accuracy of
using RLLM is only slightly lower than that of using LLLM. This difference may be due to differences in
population or dominant feet. Thus, the choice of LLLM and RLLM mainly depends on the equipment
that the individual already owns. Of course, we can also put forward a new feature (lower limb muscle)
to remove people’s doubts and make the result easier to figure out. The lower limb muscle (LLM) is
the mean of LLLM and RLLM, which makes a lot more sense since, in cycling, the average power is
generated by the average power of the two legs. The method of integrating features is also applicable
to other pairs of body data that distinguish between right and left.
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Figure 1. Features used when each model was iterated to the optimal.

Ad
ju

st
ed

 R
2

Figure 2. In each iteration, all of the remaining features in the matrix were traversed to obtain the best
prediction result. The plot shows how the adjusted R2 of the various models changed as features were
iteratively added.

Table 2. Feature selected by each model in each iteration.

Number of
Iterations

Machine Learning Model

Linear Ridge Lasso Elastic Net Polynomial

1st Left lower limb
muscle

Left lower limb
muscle

Left lower limb
muscle

Left lower limb
muscle

Left lower limb
muscle

2nd Bone strength
index

Bone strength
index

Bone strength
index

Bone strength
index

Bone strength
index

3rd Grip strength Grip strength Grip strength Grip strength Grip strength

4th Waist-to-hip
ratio Waist-to-hip ratio BMI BMI BUA

5th AI AI Weight Weight Right upper limb
muscle

6th BUA BUA Right lower limb
muscle

Right lower limb
muscle -

7th - - Left upper limb
muscle

STI/Expected value
for Peers -

Random forest is a model that uses decision trees, whose training results are random each time. Therefore,
the features selected by the random forest model in the training are not listed in the table. The adjusted R2 in
Figure 2 is also the average value obtained from the multiple training results.
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3.2.2. Ridge Regression Model Analysis

The adjusted R2 was 0.7363, the root-mean-square error (RMSE) was 0.068, the p-value was
2.089 × 10−16, which was obtained by the leave-one-out method when the final feature set and
regression model were determined, and the mean absolute error of each individual was 0.054 ± 0.041
(since the slope S is a ratio, we used the absolute error instead of the relative error). Eight of them had
an absolute error greater than 0.1 and an average of 0.126.

We used the questionnaires filled out by participants and exercise experimental data to find the
key factors that cause large errors (see Table 3). In the experimental data of these eight individuals,
some individuals had an exhaustive heart rate that was more than 15 bpm lower than the HRmax

calculated by the formula but had completed at least five levels of load. This shows that their
cardiopulmonary exercise ability is stronger than that of the same type of people, and that the highest
experimental level can no longer make them reach the HRmax. However, this situation may not be
reflected through the collected static human body data, and it was not covered in the questionnaire
either. There were also individuals whose exhausted heart rate was 15 bpm or more than 15 bpm
lower than the maximum HRmax calculated by the formula and their completed load level was less
than five. The load level they accomplished was lower and their exhausted heart rate was far from the
theoretical HRmax, indicating that there may be other influencing factors in the experiment, such as
poor subjective cooperation of the participants or errors in the experimental data collected. These are
problems with exercise experimental data, indicating that the slope S obtained by linear regression
of those individuals may deviate from the true value. Using an inaccurate slope S as the dependent
variable to train the multiple regression model would undoubtedly cause a large error. In other
individuals, some had fatty livers (which has a certain impact on exercise ability [12]), and some
never exercised. The information obtained from the questionnaire shows that the static body data
in the feature matrix used are not comprehensive enough and are only applicable to normal people,
which may cause large errors. After excluding individuals with large errors, the model was re-trained,
and the adjusted R2 was 0.8336, the RMSE was 0.049, the p-value was 4.43× 10−18, and the average
prediction absolute error was 0.041 ± 0.028.

Table 3. Features of the samples with high prediction errors mined from existing questionnaires and
exercise data.

Number of Individuals Feature Predicted Result

2 Exhausted HR is more than 15 bpm lower than
the formula HRmax (the load level is 5 or more) Higher

2 Exhausted HR is more than 15 bpm lower than
the formula HRmax (the load level is less than 5) Uncertain

2 Fatty liver Lower

1 Never exercise Lower

1 Unknown

Exhausted HR was the participant’s real-time heart rate when he was no longer able to continue the experiment.
HRmax is the maximum heart rate calculated by the formula.

Finally, the following regression equation was obtained:

Slope = 1.7015− 2.676× 10−2 × LLLM− 1.654× 10−3 × STI
−6.143× 10−3 ×GS− 0.5188×WHR

(2)

We substituted the test set data into the equation and achieved an adjusted R2 of 0.7068 and a
p-value of 6.92× 10−5. Then, relying on the information reflected in the lifestyle questionnaire and the
experimental data, we eliminated two cases of large error data. The adjusted R2 value after correction
was 0.8247, the p-value was 4.046× 10−5, and the predicted value was significantly correlated with the
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measured value, which shows that the above formula can predict the slope S of the general population.
The scatter plots of the training and test sets are shown in Figure 3.
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Figure 3. The slope obtained by the prediction and the slope measured in the experiment. Training set
on the left, test set on the right.

4. Discussion

This research proposed a new idea that uses static human body data (input of the model) to predict
the slope (output of the model) through the machine learning model. Then, we can use the Equation (1)
to easily figure out the parameters of the cycling equipment required to reach the THR. We use wattage
here only because most smart cycling equipment uses it as the input parameter (although there are
other examples, such as the speed of treadmills and rowing machine). If MPH is going to be an input
parameter for most smart cycling equipment in the future, then the slope we need might be in terms of
heart rate and MPH.

For wattage prediction, we focused on verifying our ideas and the model’s concepts. The purpose
of this was not only to determine the final specific regression Equation (2), because in our main
scenario (intelligent health system), a high-performance computer coupled with network technology
can efficiently use and optimize the model, without the need of specific regression formulas. Our study
showed that the slope could be accurately predicted through the static data we had, and that
the predicted results could be further optimized through the key information obtained from the
questionnaire, so as to expand the applicable scope of the model. After the model training is completed,
using slope can help exercisers reach the target intensity accurately without the need for smart wearable
devices. In daily use, the exerciser only needs to enter the predicted wattage into the smart cycling
equipment to reach the target intensity. Of course, we certainly encourage people who are able to utilize
wearable devices to use them because, in this way, we can obtain more in-exercise data. These data
also do not require exercisers to observe and record. The device automatically uploads data when it is
connected to the network. These data can be utilized to continuously optimize our models to provide
better services.

Our method is relatively complex. It requires specific static body data monitoring equipment,
rather than directly and continuously monitoring heart rate to reach exercise intensity. However,
our method has specific usage scenarios because, among Chinese exercisers who use cycling equipment,
only some people use exercise prescriptions. They obtained their prescriptions from professional
departments, so they could easily obtain the static body data when they visit. Then, they can use our
method without buying this equipment (body composition analyzer, an ultrasonic bone density meter,
and other equipment). Other exercisers who did not utilize exercise prescriptions exercised more
casually, lacked exercise knowledge, or even did not know what THR is. Even if they have a smart
watch, they may be unable to accurately and scientifically use it to reach the THR. For those exercisers
who have the ability to use a wearable device to reach the intensity without our method, they are more
likely to suffer sports injuries during exercise, especially when they implement prescriptions for the
first time because exercisers need to continue to pay attention to the changes in the heart rate data of
the wearable device and whether the data remains stable throughout the exercise. When exercisers
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engage in exercises of moderate intensity or above, a lack of concentration can easily to cause sport
injuries. On the other hand, many exercisers are not even sure if they can maintain their THR heart
rate and complete the recommended exercise time. In this case, the exerciser may feel palpitation,
chest tightness, cramps, and so on during the exercise, which also may cause sport injuries.

When the training set was initially set to 35 samples, the adjusted R2 was 0.63, while the adjusted
R2 was 0.71 after excluding high error samples from the questionnaires or experimental data. In the
process of continuous iteration, it was found that with an increase in the number of training samples,
the adjusted R2 gradually increased and the model improved. At the same time, the regression
equation obtained by the iteration constantly changed. The equation parameters obtained in this study
were the optimal choices under the existing data volume. Although the selected features changed,
they were mainly concentrated in the data such as body composition, bone density, and anthropometrics
(see Figure 1). The features in the figure are strongly related to the slope S, and the slope S can be
predicted accurately.

Cardiopulmonary fitness (aerobic capacity) is of great significance in basic medicine, clinical
medicine, and sports medicine research. The body composition index is related to exercise ability,
exercise habits, cardiopulmonary fitness, etc. [13–15]. On the other hand, there are some studies
that show that bone density has similar characteristics [16–18]. Improving exercise habits through
scientific exercise can improve exercise ability and cardiorespiratory health, which is accompanied
by improvements in body composition and bone density. Moreover, the relationship between body
composition and bone density to exercise ability and cardiorespiratory health can also be reflected
in some people with diseases [19–21]. The above results are consistent with our research: the slope
S reflected the exercise ability at a specific heart rate, which was capable of evaluating a person’s
cardiorespiratory fitness (aerobic capacity). Thus, the slope S it is also closely related to body
composition, bone density, and anthropometric data.

We constructed a dynamic machine learning closed loop consisting of smart wearable devices,
human body data measurement devices, and Internet-based intelligent systems, which eventually
became an important module in the entire smart health system (see Figure 4). This closed loop was
gradually put into operation, continuously collecting data. Since the system had only just been put
into operation, we only obtained a small amount of data; however, the data we did collect confirmed
our ideas. With an increase in the number of users and daily usage, relevant static human body data,
questionnaire data, and exercise data will be continuously input into the machine learning model that
we built. In this way, not only the accuracy of the model will be continuously improved, but also the key
factors that cause large prediction errors will be continuously found from the questionnaire. Among
the above factors, definite positive or negative ones can be used to roughly calibrate the predicted
results, resulting in a wider range of users for the model. However, on the one hand, the existing
questionnaire types are relatively insufficient. This is because it is not completely clear which type
of data obtained from the questionnaires will affect the results of the prediction. The impact factor
of one of the eight large error samples could not be found from the sport experimental data and the
existing questionnaire data. The reason for this may be the inherent prediction error of the model itself,
but it is more likely that the positive and negative impact factors that cause the large error have not
been discovered. On the other hand, a lot of information in the questionnaire is therefore difficult to
quantify. This type of information is often described by adjectives such as yes/no, high/medium/low,
and mild/moderate/severe. Since such data cannot be input into the machine learning model, they can
only be used for a rough calibration of results. A positive factor means an increase in the predicted
value, while a negative one reflects a reduction (the fourth and fifth rows of Table 3), but the amount
that needs to be calibrated cannot be accurately determined. This requires us to continue to optimize
the questionnaire and to find a suitable quantitative method in follow-up work. For some positive and
negative factors, we found that there are some offsetting phenomena. For example, one participant in
our exercise test had received systematic physical training before. Although he has fatty liver now,
the prediction error was still within a reasonable range. With the increasing amount of data, it will be
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proven whether this offset phenomenon really exists and the specific factors that can be offset will
become clearer.

Monitor In-Ex 
data

Filter In-Ex data 
and upload

Collect dynamic In-Ex and Non-Ex data 
Continuously train model in cloud

Regenerate 
exercise 

prescription

Do exercise

 
Figure 4. The various parts of the closed loop containing the prediction model.

Moreover, our participants were all from Hefei, a city in Central China. For the global population,
the final results may vary. We will build more models based on different exercise equipment in the next
stage of our research. With the gradual improvement of our designed prescriptions, the threshold of
the end users will be significantly reduced. Ultimately, the smart health system will solve the problem
of shortage of sports science professionals and the high learning cost of exercise intensity execution,
and it will also allow people to establish the habit of using exercise prescriptions for scientific fitness,
which was the purpose of our research. We will try to join in-exercise (In-Ex) impact factor data
(such as exercise pulse wave signal (photoplethysmography—PPG), exercise oxygen consumption,
road conditions, weather, and wind speed) to study its effects. On the other hand, we also want to see
if slope S can be used as a measure of the human body in the same way as HRmax and VO2max.

5. Conclusions

The slope S obtained by the linear regression model can determine the parameters of electronic
sports equipment (cycling equipment) to achieve the target exercise intensity. The multiple regression
model obtained by machine learning using body static data can achieve an accurate prediction of the
slope S for the general population, and we can make the model applicable to more people by using
our questionnaire to calibrate the results. Combined with the intelligent system, the model can be
continuously trained, optimized, and will expand through cloud technology in the future.
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Abstract: Winter sports have significantly developed in the last century. Among others, skiing is a
winter-sport branch in which the equipment makes the difference in the performances. While in the
beginning of the last century skis were simply made of wood, nowadays the increasing demand of
performances and weight reduction has promoted the adoption of composite materials. However,
no significant progress has been made in the engineering approach to design such equipment which
are very often still designed on the basis of several physical prototypes and trials. This is particularly
true in the niche sector of ski mountaineering, where the production batches are significantly smaller
with respect to those of alpine skis and at the same time the weight reduction plays a determinant role.
In this context, finite elements analysis (FEA) could represent an important tool to shorten the
development times and costs leading to a more effective design process. The aim of this research is the
development of an accurate virtual model of an existing mountaineering ski, capable of reproducing
the behavior of the real component under operation. A preliminary characterization of all the materials
used for the different layers of the ski was performed via tensile tests on flat dog-bone-shaped samples
in combination with digital image correlation (DIC) techniques. Samples were laser cut from sheets.
The tensile tests were performed in the two principal directions for each material. In combination
with DIC, these tests allowed us to estimate the four in-plane (XY) elastic properties, namely, the two
elastic modules, the shear module, and the Poisson ratio (Ex, Ey, Gxy, νxy). The DIC acquisitions
were elaborated with the free software GOM-Correlate. The digital model of the ski was created
and simulated in an open-source environment: Code_Aster/Salome-Meca. The reason for using an
open-source software is the possibility to parallelize the calculation without restrictions due to licenses
and to customize the code according to the specific problem of interest. These aspects underline
the potential of open-source software to improve the design process. The results of the simulations
were compared with the response of the real ski in a three-point bending and a torsion-bending tests.
Differences of 2.5–10% with respect to the real ski were observed for the different modeling techniques.
Moreover, the validated virtual model of the ski was used to study the behavior of the ski when
interacting with the snow for different roll angles and loads.

Keywords: ski mountaineering; FEM; Code_Aster; DIC; composite materials; Salome-Meca; snow

1. Introduction

Ski mountaineering is a niche sector of winter sports in which the equipment, namely the skis, is
determinant for the performances of the athletes. Most of the races foresee the climbing of a hill; in this
condition having a light ski is fundamental. Moreover, during the downhills, the lightweight is not as
important as the stiffness of the ski. Finding the best compromise between these 2 main properties means
designing a good ski. However, the optimization process requires several attempts and, considering
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that the current design approaches of ski-mountaineering (skimo or skialp) are characterized by a
relevant testing activity, the whole development of a new model could be very expensive and time
consuming. A preliminary screening of the multifarious designs is made by simplified laboratory
tests, such as three-point-bending or torsional tests. Only the most promising prototypes are tested by
skilled professional skiers, like mountain guides, or athletes that can give a more accurate evaluation
of the properties of the ski in real conditions which characterize their practical use. This trial and
error approach has significant economical disadvantages and requires long times for assembling and
testing all the ski variants. Having the possibility to reduce the number of physical prototypes with
a virtual preliminary screening could represent a significant improvement of the whole design and
manufacturing process.

Finite element analysis (FEA) is already used for the development and design phases of alpine
downhill skis [1–4]. In literature, several works in which the mechanical behavior of alpine or carving
skis is analyzed are present [5–7]. However, the adoption of these modeling techniques for the
development of mountaineering skis seem to be not yet widespread. It must be highlighted that for
ski-mountaineering the necessity to find a balance between performances and lightweight design
represents an additional issue which complicates the design [8]. The aim of the present study is to
develop a reliable numerical model of an existing mountaineering ski. The model is based on the
geometrical data of the ski and the results of material characterization tests of the different layers of the
ski obtained combining tensile tests on flat dog-bone-shaped samples with digital image correlation
(DIC) measurements. The dog-bone-shaped specimens were produced by laser cutting. Each material
was tested in two different directions. For the materials for which it was possible, the tensile test was
repeated twice. Digital image correlation [9–16] combined with the Campbell [17] hypothesis allowed
the estimation of the four in-plane elastic properties.

Moreover, a real prototype (ski available on the market) was also tested in three-point-bending
and bending-torsional tests. Simulations of these two conditions were performed with different levels
of simplifications. The numerical results were compared with those obtained from three-point bending
and torsion-bending tests on the real ski [18].

Once the numerical model of the ski was validated, its behavior in different working conditions
was studied. In particular, the ski–snow interaction was simulated. The snow was modeled according
to Lintzèn [19]. Different roll angles and loads were simulated to better understand the behavior of the
ski under operation.

2. Materials and Methods

2.1. Ski Overview

Modern skis are composed of a multilayer composite structure, with a wood or honeycomb
softcore that guarantees good flexibility and low weight. This core is wrapped with different layers.
These are typically carbon-, basalt- and glass-fiber-reinforced materials. Resistance and stiffness of the
ski are mainly determined by the material of these wrapping layers. The upper and the bottom layers
do not have structural purposes. The first one is just required for a better appearance of the ski while the
latter is chosen in order to reduce the friction between ski and snow. To obtain a high-performing ski,
it is important to find a good balance between weight, resistance, and stiffness. Solutions with an
increased number of layers ensure the most performing designs. However, increasing the number of
layers and materials also implies the need for producing and testing many more prototypes. Without FE
simulations, this is very difficult and time consuming, and the experience of the manufacturer represents
the only available tool for speeding up the development.

2.2. Methods

To give a general validity to the adopted approach, the mechanical properties of the different
materials were obtained with dedicated tensile tests combined with DIC techniques. These allow the
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characterization of the 4 in-plane elastic properties of each material used in the ski successively tested.
The materials used in the ski manufacturing are composited themselves. They have two major
constituents, fibers and matrix. Fibers ensure the resistance and stiffness, while matrix plays the role of
keeping the fibers together and protecting them from external agents. The theory of orthotropic laminas
and laminated structures could be used for describing these materials. The assumption of having
(for each material) just one principal direction was made. Orthotropic materials can be described in the
space with 9 independent elastic parameters (for a completely non-isotropic material the constants
are 21). For a lamina of small thickness and with longitudinal continuous fibers, the elastic behavior
can be described with 4 elastic constants only: The 2 in-plane elastic modules, the in-plane shear
module, and one of the two in-plane Poisson ratios. The 2 elastic modules can be obtained directly from
unidirectional tensile tests while the Poisson’s ratio can be extrapolated from digital image correlation
(DIC) measurements. The shear module was evaluated by means of the approximated Campbell
formula [17].

The tested materials are identified with a code number. Specifically, 9, 24, 139, 207, 290, 135, 31, 86,
and 217.

Tensile tests were performed on the STEPLab UD04 (Figure 1) testing machine available in the
labs of the Free University of Bolzano/Bozen. It is capable to apply static forces up to 4.5 kN. Each test
was performed with a crosshead speed 0.1 mm/min.

Figure 1. STEPLab UD04 tensile machine and testing setup; (right) dog-bone sample geometry
and dimensions.

While the Young’s modules can be directly derived from the monoaxial tests, the estimation of the
Poisson’s ratio requires the calculation of the strains in 2 perpendicular directions (Equation (1)).

νxy = −εy

εx
; νyx = −εx

εy
(1)

Digital image correlation (DIC) was used for this purpose. A reflex Nikon D750 camera with a
24–85 zoom, 32 MPixel resolution, and a stabilizer was placed perpendicularly to the specimen surfaces.
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It acquired pictures of the sample at each 0.5 s. External light sources were used for a better illumination
of the specimen′s surface.

Two-dimensional digital image correlation is an advanced optical measurement technique allowing
displacement and strain fields on a planar surface to be reconstructed.

Firstly, a characteristic black and white “speckle” pattern was created on the specimen surface.
Pictures were acquired at a fixed rate for the entire tensile test. The first picture acquired (undeformed
sample) was used as reference. Cross correlation operations allowed the recognition of facets
(subsets of the specimen’s surface) across all the time steps (corresponding to different images and
deformations) (Figure 2). Once all subsets were recognized for each timestep, the displacement field
and successively the strain field of the tested component could be reconstructed. The software used
was GOM-Correlate [20].

(a) (b) 

Figure 2. Digital image correlation (DIC); (a) surface pattern; (b) cross correlation.

Knowing the strains in 2 independent directions allowed the calculation of the Poisson’s ratio
according to Equation (1). The shear module could be finally obtained using the Campbell equation
(Equation (2)).

1
Gxy

=
(1 + νxy)

Ex
+

(1 + νyx)

Ey
(2)

2.3. SKI

In this research the open-source software Code_Aster/Salome-Meca was used. Three-point-
bending and bending-torsional tests were numerically reproduced. Figure 3 shows the schematic
representation of the loaded ski.

Figure 3. Schematic representation of the three-point bending and torsion-bending tests—reference
case for the FE simulations.
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2.3.1. Shell Model

Figure 3 shows the schematic layout of the three-point-bending test. In the virtual model, just half
of the structure was simulated, taking advantage of the symmetry. Moreover, the tail and the tip of the
ski were not modeled to simulate only the part of the component that falls within supports. Due to
their very low-resistant contribution and their very small section, the steel edges were considered
negligible and were not modeled as well. A multilayered shell approach was used. The ski was
divided into 145 sectors to achieve a good approximation of the curvature of the ski—this ensured a
good reproduction of the effective thicknesses along the whole ski. The final grid consisted of about
22 k quadrangular elements. Figure 4 shows the 2D model of the ski.

Figure 4. Shell models used for the three-point-bending (left) and torsion-bending (right) simulations.

The torsion-bending test was simulated numerically in a similar way, without exploiting the
z–x plane-symmetry.

2.3.2. Solid Model

The same geometrical simplifications of the shell model were also used for the 3D simulations
(symmetry for the three-point-bending model and cutting of tail and tip for both models). Moreover,
additional assumptions have been made in order to obtain all the 9 constants necessary for the
proper description of the materials in the space. According to [21], materials with unidirectional long
fibers have the same elastic module in each radial direction (perpendicular to the reinforcing fibers).
The characterization tests were performed on thin laminates and it was not possible to characterize
the remaining out of plane properties. The shear module G and the Poisson’s ratio ν founded in the
xy plane were used also for the other 2 directions (zx and yz). While in the 3D modeling approach
some additional hypothesis were introduced for the material properties, from a geometrical point of
view the 3D model (Figures 5 and 6) better reproduced the real shape of the ski, as it also included the
lateral protective layer that was neglected in the shell approach.

Figure 5. Isometric view of the solid model used for the three-point-bending test.
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Figure 6. Different layers of the solid model.

The mesh was made of quadratic hexahedrons only. A total number of about 500 k cells was used
for the symmetric model reproducing the three-point-bending configuration. The bending-torsional
model was made of about 1 M cells.

3. Experimental Results and Validation of the Virtual Model of the Ski

The results of the monoaxial tests are presented in Figures 7–13.

 

Figure 7. Material 9 tensile tests.

 
Figure 8. Material 139 tensile tests.
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Figure 9. Material 207 tensile tests.

 
Figure 10. Material 24 tensile tests.

Figure 11. Material 290 tensile tests.
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Figure 12. Material 31 tensile tests.

Figure 13. Material 135 tensile tests.

Table 1 reports the in-plane parameters for each material.

Table 1. Material elastic properties.

Material

9 24 139 207 290 135 31 86 217

Ex [MPa] 550 35,000 800 850 20,000 4000 2000 13,700 35,000
Ey [MPa] 567 8700 750 897 13,700 569 127 420 12,436
νxy [-] 0.45 0.23 0.45 0.42 0.18 0.39 0.39 0.40 0.56
νyx [-] 0.43 0.35 0.38 0.30 0.12 0.39 0.39 0.40 0.48

Gxy [MPa] 776 35,010 1097 1291 29,125 3009 1184 10,086 25,327
σx [MPa] 11 152 10 6 110 98 87 - -
σy [MPa] 10 9 13 6 57 22 21 - -

Thickness [mm] 0.35 0.35 0.50 1.10 1.20 0.55 0.55 0–5.45 0.5

* The sub-indexes x and y refer to the longitudinal and axial ski direction, respectively.

Table 2 reports the maximum displacement in the midpoint of the ski when bended under a load
of 120 N in the three-point-bending tests. Measured values were compared with those obtained from
the two different FEM analyses (with shell and solid elements).
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Table 2. Comparison of the maximum deflection of the ski in the three-point bending test: Finite
element analysis (FEM) vs. experiments.

Model Displacement [mm] Simulation Time * [min] Error [%]

Experimental 40
Shell 41 35 2.5%
Solid 44 60 10.0%

* on a 9.6 GFLOPS workstation.

Table 3 reports the results of the torsion-bending tests (40N @ 0.45m) and the related
numerical predictions.

Table 3. Comparison of the maximum deflection of the ski in the torsion-bending test: FEM
vs. experiments.

Model Rotation Angle [◦] Simulation Time * [min] Error [%]

Experimental 4.44
Shell 4.61 35 3.0%
Solid 4.86 60 9.5%

* on a 9.6 GFLOPS workstation.

Figure 14 shows the normal stresses in the thickness of the ski (on the symmetry plane
and the position where the load was applied—0 corresponds to the bottom part) during the
three-point-bending test. Figure 15 refers to the bending-torsion test.

 

Figure 14. Solid model results—three-point-bending test (normal and Von Mises stresses in the section).

 

Figure 15. Solid model results—torsion-bending test (normal and Von Mises stresses in the section).

Both tests were repeated increasing the load up from the first yielding. The most loaded layer was
the n. 217, in which the stress reached a value of about 32 MPa both in the three-point-bending and in
the bending-torsion test.
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Nevertheless, even if the first yielding took place for a relative low force, these specific loading
conditions (very useful to validate the model because easily reproducible with lab tests) were not
representative of the real loading condition of a ski during operation. The contact with the snow,
in fact, promoted a more uniform load transfer from the ski to the ground and, therefore, a significantly
less critical stress state for the same applied loads. For this reason, the numerical model was improved
including the interaction with the snow to study the behavior of the ski during operation. Friction
was neglected.

4. Behavior of the Ski during a Carving Turn

To study the behavior of the ski during a downhill turn, the ski–snow interaction had to be
modeled. For doing this, the Lintzèn [19] model of snow was used. It is based on experimental
compression tests on big frozen snow cylindrical samples. Lintzèn came up with a relation that
described the snow as a piece-wise linear function as shown in Figure 16. The snow was characterized
by an initial linear behavior in which the elastic constant assumed a value that varied between
Etan = 115 (old snow) and Etan = 160 MPa (artificial snow). For higher strains, the behavior could be
still described with a linear relation in which elastic module assumed a value between Eres = 9 and
Eres = 35 MPa.

Figure 16. Snow model according to Lintzèn—adapted from [19].

The previously developed and validated solid model of the ski was improved by adding the
interaction with the snow. The ski was tested for different roll angles and loads. The roll angle
describes the rotation of the ski along its longitudinal axis with respect to the ground. Table 4 shows
the studied combinations.

Table 4. Roll angles and forces applied.

Roll Angle [◦] Force Applied [kg] Maximum Deflection [mm] Maximum Snow Penetration [mm]

10 50 2.85 8.26
10 100 2.88 8.29
10 200 2.94 8.35
30 50 9.00 12.82
30 100 9.07 12.89
30 200 9.15 12.97
45 50 15.01 17.01
45 100 15.15 17.17
45 200 15.30 17.32
60 50 29.02 22.59
60 100 29.31 22.88
60 200 29.61 22.18

* The roll angle is defined as the angle at which an object must be rotated about its longitudinal axis to bring its
sagittal- into a horizontal-plane.
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Simulations were performed with a non-linear solver using a large strain formulation. The snow
was modeled using a von Mises elastoplastic law with linear isotropic hardening. The contact was
modeled as discrete. The models of contact and friction were drawn up from already discretized
quantities, i.e., displacements and nodal forces. The problem of contact/friction was solved by
uncoupling it from the problem of the equilibrium of structure.

Figure 17 shows the deformed ski under load. Figures 18 and 19 show the deformed shape of the
ski along the symmetry plane for several levels of load and different roll angles. These results were
fundamental to understand the downhill behavior of the ski: The combination of its carving, roll angle,
and load applied determined the turning angle (assuming a conductive turn was done, i.e., without
sliding between the ski and the snow). The actual stiffness of the ski was fundamental in this regard:
A stiffer ski would require a much higher load to ensure the same turning angle (at equal carving and
roll angle). Therefore, skis having the same geometry should have different stiffnesses according to the
weight of the athlete. Numerical simulations could be an effective tool for designing the perfect ski.

Figure 20 shows the relation between the roll angle and the turning radius. The relation is well
described by a decreasing power function.

rturn = 1529.5 · ϑ−1.129
roll (3)

The applied load seemed to have a moderate effect on the ski deflection compared to the roll angle.
With a roll angle of 45◦, in the hypothesis of the conduction turn, the ski showed a turning radius of
about 22 m. The geometrical rounding radius of the ski was 40 m. For lower roll angles (30◦ and 10◦),
the rounding radius results equaled to 34 and 111 m, respectively. At a roll angle of 60◦, the turning
radius decreased to 14 m.

Figure 21 shows the von Mises stress in the cross-section of the ski for different roll angles and loads.
Differently from what was observed during the three-point-bending and torsion-bending tests,
the interaction with the snow prevented big deformations and the maximum stress level results were
far below the yielding for each layer.

 

Figure 17. Ski in contact with the snow: Roll angle 45◦, load 200 kg.
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Figure 18. Deflection of the ski for different roll angles and loads.

 
Figure 19. Deflection of the ski for different roll angles and 200 kg.
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Figure 20. Turning radius vs. roll angle.

Figure 21. Von Mises stress in the cross-section of the ski for different roll angles and loads.

5. Discussion

For its nature, the ski works in the elastic field only. Plastic deformations should be avoided.
Therefore, during the experimental measurements, the constitutive law was characterized up to the
yielding only. Most of the tested materials showed a good repeatability in the results. In some cases,
due to low availability of materials, only one specimen was tested. Repetitions were possible for material
207 (both directions), 290 (both directions), 139 (X direction), and 9 (X direction). The discrepancies
between repetition were very small, confirming the correct configuration of the testing setup and
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adequacy of the measuring devices. Materials #207 and #9 showed the same behavior in both
directions. The tests performed on material #135 and #31, in which the single fibers were easily visible,
were performed with a special sample with a rectangular geometry instead of a dog-bone-shaped one.
After measuring the thickness and width of a single fiber, the resistant area was computed by
multiplying the area of a single fiber by the total number of fibers of each specimen.

FEM results were fully validated by the experimental data for both modeling approaches
(shell and solid). The 2D analysis presented a maximum displacement (in the three-point-bending) of
41 mm, showing a 2.5% difference with respect to the experimental data, while the 3D model predicted
a maximum displacement of 44 mm (10% difference vs experiments). In the torsion-bending analysis,
the 2D model predicted a rotation of 4.60◦, and the 3D model a rotation of 4.86◦. The difference with
respect to the experimental data result was 3% and 9.5%, respectively.

For the shell model, discrepancies in the predicted displacement/rotation with respect to the
measured one could be attributed to the following reasons:

• The ski was modeled with multiple sections having different heights; thus, the perfect curved
shape of the ski was not correctly replicated;

• The steel edges and the lateral layers (cage) were not modeled.

On the other side, the simplification in the 3D models are:

• The longitudinal curvature of the ski was not considered;
• The assumption on the material properties taken during material characterization affected results.

Both the 2D and the 3D models had the same maximum width, but the lateral layers were modeled
in the 3D model only. The second order (area) moment of these vertical layers was lower with respect to
the horizontal ones; therefore, it is reasonable that the 2D models resulted in a stiffer quality compared
to the 3D one. From Figure 7 to Figure 13, it can be observed that not all layers had structural purposes.
The lower and the upper layers were not significantly loaded despite the maximum strain. This was
due to their low elastic modulus. The material of the bottom layer, for example, was aimed to reduce
friction with snow and to insulate the ski from humidity. FEA allowed for an accurate evaluation on
how each layer contributed to the total stiffness of the ski.

The discrepancies observed in the torsion-bending analysis can be explained with the geometrical
and material simplifications already explained, but also considering that the shear module G plays
a fundamental role. The fact that it was approximated with the Campbell simplification may
affects results.

The simulations of the real behavior of the ski in contact with the snow showed that the rolling
angle played a much more significant role with respect to the applied load in terms of turning radius.
This was equal to about 22 m for a roll angle equal to 45◦, 34 m for a roll angle equal to 30◦, and 111 m
for a roll angle of 10◦. The geometrical rounding radius of the ski was 40 m. The turning radius
decreased to 14 m when the roll angle was increased to 60◦.

6. Conclusions

An accurate physical model of a real ski is a hard engineering challenge. In this paper, only a
2.5–10% error with respect to experimental data was obtained. The difficulty to properly describe the
materials that composed the sandwich structure hugely influenced the model replication. The material
sheets had small sizes and did not permit us to follow standards for testing their mechanical properties.
The elastic module was extracted directly from the tensile tests on each material (apart from textile and
the wood core, of which the properties were available in literature). DIC was used to obtain a complete
material characterization. The comparison between the experimental measurements and numerical
results of three-point bending and torsion-bending tests showed a satisfactory agreement. Better results
were obtained with the 2D approach. The 3D model showed a higher error due to material parameter
simplifications. However, theoretical predictions of the stress state and the behavior of the ski when
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subjected under bending were confirmed by an experimental test. For the torsion-bending shell model,
a maximum error of 3% was found, while for the solid one a 9.5% discrepancy was recorded. As for
the bending case, the plane model presented more reliable results. This fact was due to the lower level
of approximation used in the 2D problem.

The model was validated with experimental observations. It is now possible to easily change
material properties and layer dimensions and compare different solutions in the early stages of the
design phase. This can lead to a reduction of the time needed for ski development. Moreover, the need
to produce several physical prototypes may no longer be necessary. As a consequence, the R&D costs
could be reduced thanks to the implemented models.

Once the model was validated, a real operating condition (interaction with the snow) was modeled.
The simulation’s results allowed us to quantify the stress levels in the ski together with its turning
radius under different loads and roll angles. This was fundamental to optimize the equipment for a
specific athlete/specific race, avoiding the massive need of expensive prototypes and experimental tests.
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Abstract: This study’s purpose was to establish a predictive model of the intention to accept Taek-
wondo electronic protector devices through the application of the technology acceptance model. Two
hundred and twenty collegiate Taekwondo practitioners affiliated with the Korea Taekwondo Associ-
ation participated in a survey that included 28 questions (4 relating to demographic characteristics,
12 to precursor variables, and 12 to the technology acceptance model). Correlation and structural
equation modeling analyses were applied and a significance level of 0.05 was used. The results were
as follows. Perceived quality had a significant influence on perceived ease of use (β = 0.380, t = 3.481,
p < 0.001) and perceived usefulness (β = 0.544, t = 5.098, p < 0.001). Visual attractiveness had no
significant influence on either perceived ease of use (β = 0.159, t = 1.798, p = 0.072) or perceived
usefulness (β = −0.010, t = −0.131, p = 0.896). Wearability had a significant influence on perceived
ease of use (β = 0.234, t = 2.867, p < 0.01), but a significantly negative influence on perceived usefulness
(β = −0.218, t = −2.932, p < 0.01). Functionality had no significant influence on either perceived ease
of use (β = 0.116, t = 1.031, p = 0.302) or perceived usefulness (β = 0.107, t = 1.093, p = 0.274). Perceived
ease of use had a significant influence on perceived usefulness (β = 0.418, t = 4.361, p < 0.001) and
acceptance intention (β = 0.361, t = 4.031, p < 0.001). Perceived usefulness had a significant influence
on acceptance intention (β = 0.525, t = 5.758, p < 0.001). These results suggest that improving the
perceived quality and wearability of the devices will enhance their acceptance. We believe that this
study provides an appropriate verification model for the intention to accept Taekwondo electronic
protection devices.

Keywords: Taekwondo; Taekwondo electronic protection devices; technology acceptance model

1. Introduction

Taekwondo is a traditional Korean martial art and has been an official Olympic combat
sport since the 2000 Sydney Olympic Games [1]. More than 200 countries are affiliated
with the World Taekwondo Federation (WT) and a growing number of individuals are
participating in Taekwondo competitions globally [2]. However, a critical issue related to
the scoring system used during competitions arose, interrupting the further development
of Taekwondo competitions [3]. To ensure the fairness and smooth operation of Taekwondo
competitions, an electronic body protector and scoring system were introduced in the 2012
London Olympic Games and have been used in all subsequent Olympic Games [4,5]. These
systems not only protect Taekwondo players against injury but also result in more reliable
and accurate scoring [6]. In other words, Taekwondo electronic protection devices (TEPDs)
(such as headgear, body protectors and hand–foot protectors) have a technical feature that
automatically recognizes the effective attack power by means of a sensor equipped with an
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advanced electronic chip attached to the protector, which automatically transmits it to the
score monitor through a wireless transmission device. Thus, the WT endorses TEPDs as
official equipment at the World Taekwondo Championships, Olympic Games, and other
Taekwondo megaevents.

The use of wearable protective devices for the head, body, hands, and feet that
measure striking power through sensors and electronic chips has changed the paradigm of
Taekwondo from a game to an objective, qualitative, and scientific sport [7]. Despite these
scientific advancements, no study has been published that provides details about the safety
performance of the current equipment, except for head and body protectors [8–11]. During
the match, sometimes the score is overestimated or underestimated because sensors and
devices do not operate accurately while recognizing the TEPDs’ score [12]. Additionally,
Moon and Jung [13] have observed that the electronic scoring system was undesirably
activated, suggesting the need for future improvements.

Thus, at this point, it is relevant to study the precursor variables that affect the intention
to accept TEPDs by applying the technology acceptance model (TAM). In fact, research has
been conducted on the acceptance of other devices for other purposes using surveys [14–16].
Therefore, this study examines the factors that influence TEPD acceptance and then suggests
a predictive model for the intention to accept TEPDs. We believe that this study provides
important academic data about TEPDs for developing Taekwondo competitions.

2. Literature Review

Davis [17] developed the theory of TAM to predict and explain the behavior of infor-
mation technology (IT) users. In other words, TAM is a significant information systems
theory that is relevant to the acceptance and use of IT [18–20]. TAM is based on the theory
of reasoned action (TRA) [21] and the theory of planned behavior (TPB) [22]. These theories
are representative behavioral intention models that predict behavior through attitude. TAM
is an adaptation of the TRA by Fishbein and Ajzen [21]. It was designed for modeling
user acceptance of IT [23]. Furthermore, TPB expands TRA by adding subjective norms
and perceived behavior control variables; however, these were excluded from TAM [24].
Assessing changing attitudes and behavioral intentions is common among TAM, TRA, and
TPB. Nevertheless, TAM differs from the other two theories as it examines perceived use-
fulness and perceived ease as factors that explain the difference in the degree of acceptance
of technology and innovation. It is believed that these factors influence attitudes.

TAM can predict users’ behavioral intention and actual behavior by examining the
relationship between perceived ease of use (PEU), perceived usefulness (PU), attitude to-
ward using, and behavioral intention to use (BI) [17]. This model hypothesizes that system
use is directly determined by BI, which in turn is influenced by users’ AT, the system,
and the system’s PU [25]. It is important to emphasize that while TPB is a general theory,
designed to explain almost any human behavior [26], TAM exclusively focuses on the use
of technological innovations and is appropriate for analyzing this type of behavior [17,27].
This theory states that PEU and PU significantly influence the acceptance to use a tech-
nology [28]. Davis et al. [23] have stated that various external variables, other than the
abovementioned, can also influence the acceptance of a technology. Consequently, this
study extends the TAM by including perceived quality, visual attractiveness, wearability,
and functionality as factors that influence the use of a technology.

In an attempt to expand TAM, a recent study applied structural equation modeling
(SEM) to improve the understanding of the use of wearable technology [29]. Therefore, the
hypotheses and research model (Figure 1) established in this study are as follows.

Hypothesis 1. The perceived quality of Taekwondo electronic protector devices significantly
influences perceived ease of use and perceived usefulness.

Hypothesis 2. The visual attractiveness of Taekwondo electronic protector devices significantly
influences perceived ease of use and perceived usefulness.
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Hypothesis 3. The wearability of Taekwondo electronic protector devices significantly influences
perceived ease of use and perceived usefulness.

Hypothesis 4. The functionality of Taekwondo electronic protector devices significantly influences
perceived ease of use and perceived usefulness.

Hypothesis 5. The perceived ease of use of Taekwondo electronic protector devices significantly
influences perceived usefulness and acceptance intention.

Hypothesis 6. The perceived usefulness of Taekwondo electronic protector devices significantly
influences acceptance intention.

 

Figure 1. Research model.

3. Materials and Methods

3.1. Data Collection

In January 2019, we conducted a survey of college Taekwondo athletes who were
registered with the Korea Taekwondo Association (KTA). The KTA is an official member
of the Korean Olympic Committee and is the representative organization that manages
the Korean Taekwondo system. We ruled out four responses because of lack of sincerity,
analyzed the remaining 220 responses, and compiled the general characteristics of the
study participants, as shown in Table 1.

Table 1. Demographics of the participants (N = 220).

Variables Category Numbers Ratio (%)

Gender
Male 160 72.7

Female 60 27.3

Grade

Freshmen 73 33.2

Sophomore 71 32.3

Junior 56 25.5

Senior 20 9.1

Period of wearing

Less than 1 year 11 5.0

1–3 years 14 6.4

3–5 years 40 18.2

Greater than 5 years 155 70.5

Preferred brand

Daedo
(Daedo International, Barcelona, Spain)

(http://daedo.com)
37 16.8

KPNP
(KPNP Co., Ltd., Seoul, Korea)

(http://kpnp.net)
183 83.2
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3.2. Survey Instrument

A survey questionnaire, comprising 28 questions (out of which four were related to
demographic factors: gender, school grade, period of using TEPD, and preference for a
TEPD brand) was used to collect data. Kim and Choi’s [30] questionnaire was modified
to obtain the items for perceived quality, and Lee’s [31] questionnaire was modified to
obtain the items for visual attractiveness, wearability, and functionality. The modified
questionnaire used in Park [32], which was based on Davis’s [17] TAM, was applied to
obtain the items for PU, PEU, and BI. With the exception of the demographic questions, the
answers to the questions related to the TAM were based on a 5-point Likert scale ranging
from 1 (strongly disagree) to 5 (strongly agree).

3.3. Statistical Analysis

This study utilized IBM PASW 23.0 and AMOS 23.0 (IBM Corp., Armonk, NY, USA) for
data analysis. Frequency analysis was conducted to check the demographic characteristics
of the research participants, while confirmatory factor and reliability analyses were used
to check the validity and reliability of the research tools. Technical statistics analysis was
employed to verify the normality of the data. Correlation analysis and structural equation
modeling were performed to investigate the relationship between the predetermined
variables. The statistical significance was set at 0.05.

4. Results

4.1. Validity and Reliability of Research Tools

This study conducted confirmatory factor analysis to verify the convergent and dis-
criminant validity of the survey. The validity of the measurement model is shown in
Table 2.

Table 2. Validity and reliability of research tools.

Measurement Items Estimate SE C.R CR AVE α

Perceived quality

TEPDs are reliable. 0.776 0.067 12.529

0.842 0.641 0.848TEPD manufacturing skill levels are high. 0.672 0.057 15.431

The quality of TEPDs is excellent. 0.748 - -

Visual attractiveness

The exterior design of TEPDs is excellent. 0.728 0.079 11.511

0.887 0.729 0.854The overall look of TEPDs is visually attractive. 0.906 0.081 14.248

TEPDs give a visually sophisticated feel. 0.813 - -

Wearability

TEPDs can be worn for long periods of time. 0.802 0.090 12.178

0.850 0.655 0.863TEPDs are not restricted in their movement. 0.905 0.091 13.307

There is no inconvenience in wearing TEPDs. 0.770 - -

Functionality

TEPDs have various functions. 0.776 0.103 10.138

0.837 0.632 0.775TEPDs are easily mixed with other devices. 0.672 0.115 8.995

TEPDs provide a variety of information. 0.748 - -

Perceived ease of use

The function of the TEPD is convenient. 0.786 0.106 10.967

0.868 0.622 0.842
Adaptation of the TEPD is easy. 0.740 0.112 10.350

TEPDs are easy to use. 0.754 0.107 10.535

TEPD functioning is easy to understand. 0.733 - -

Perceived usefulness

TEPDs are useful for practice. 0.768 0.074 13.098

0.908 0.713 0.888
TEPDs are useful for games. 0.831 0.072 14.718

TEPDs are useful for improving performance. 0.825 0.074 14.552

TEPDs are generally useful. 0.841 - -
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Table 2. Cont.

Measurement Items Estimate SE C.R CR AVE α

Acceptance intention

I am willing to use the TEPD again. 0.827 0.092 12.800

0.895 0.681 0.879
I am willing to continue to use TEPDs 0.835 0.093 12.946

I will recommend TEPDs to other people. 0.776 0.093 11.892

I will talk positively about TEPDs to others. 0.772 - -

X2 = 432.365, DF = 231, Q = 1.872, CFI = 0.939, IFI = 0.940, TLI = 0.927, RMSEA = 0.063

Note: TEPD = Taekwondo electronic protection device, SE = standard error; C.R = critical ratio, AVE = average variance extracted;
CR = construct reliability; x2 = chi square, DF = degrees of freedom, Q = x2/DF, CFI = comparative fit index, IFI = incremental fit index,
TLI = Tucker–Lewis index, RESEA = root mean square error of approximation.

Table 2 shows that the results—comparative fit index (CFI) > 0.90, incremental fit index
(IFI) > 0.90, Tucker–Lewis index (TLI) > 0.90, root mean square error of approximation
(RMSEA) < 0.10—meet the validity standard suggested by Kline [33], which indicates that
they can be generally accepted. To analyze the convergent validity of each variable used
during the study, construct reliability (CR) and the average variance extracted (AVE) were
calculated. The results ensured convergent probability based on the criteria presented
by Hair et al. [34], as the CR for all observed variables was between 0.837 and 0.908,
while the AVE was between 0.622 and 0.729. In addition, if the squared value of the
correlation coefficient between the construct conceptions is higher than the AVE of the
related concept in the verification of the validity of each concept, the AVE of all factors is
greater, and is thereby judged to have secured valid judgment among the concepts [35].
Finally, the reliability of the research tools was tested by referring to the Cronbach’s α values:
perceived quality (0.848), visual attractiveness (0.854), wearability (0.863), functionality
(0.775), PEU (0.842), PU (0.888), and acceptance intention (0.879), thereby ensuring overall
confidence [36].

4.2. Verification of Technical Statistical Analysis, Correlation, and Normality

The normality of the data was verified based on the technical statistics of the variables.
According to West et al.’s [37] criteria for obtaining normality when verifying univariate
normal distribution, the data are normalized when displaying values within the range of
±2 for skewness and ±7 for kurtosis. Additionally, the results of the correlation analysis
presented in Table 3 show that there are no multicollinearity problems as the correlation
between variables was less than 0.85 in all cases [33].

Table 3. Correlation analysis and normality of data.

1 2 3 4 5 6 7

Perceived quality 1

Visual attractiveness 0.529 ** 1

Wearability 0.499 ** 0.491 ** 1

Functionality 0.578 ** 0.478 ** 0.484 ** 1

Perceived ease of use 0.581 ** 0.508 ** 0.479 ** 0.482 ** 1

Perceived usefulness 0.675 ** 0.445 ** 0.301 ** 0.485 ** 0.616 ** 1

Acceptance intention 0.655 ** 0.458 ** 0.444 ** 0.460 ** 0.618 ** 0.673 ** 1

Mean 3.471 3.457 2.948 3.497 3.601 3.855 3.656

Standard deviation 0.826 0.776 0.951 0.679 0.736 0.778 0.791

Skewness −0.176 0.209 0.026 0.257 −0.127 −0.568 −0.449

Kurtosis 0.093 −0.294 −0.491 0.294 −0.048 0.748 0.721

** p < 0.01.
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4.3. Structural Equation Modeling

Maximum likelihood (ML) was used as an SEM parameter estimation method; as
Table 4 shows, the goodness-of-fit indices indicate that the structural model is an acceptable
fit to the data (χ2 = 445.814, DF = 235, CFI = 0.936, IFI = 0.937, TLI = 0.925, RMSEA = 0.064).

Table 4. Result for structural equation modeling.

Items Path ß SE C.R p

1–1 Perceived quality -> Perceived ease of use 0.380 0.078 3.481 0.000

1–2 Perceived quality -> Perceived usefulness 0.544 0.088 5.089 0.000

2–1 Visual attractiveness -> Perceived ease of use 0.159 0.076 1.798 0.072

2–2 Visual attractiveness -> Perceived usefulness −0.010 0.076 −0.131 0.896

3–1 Wearability -> Perceived ease of use 0.234 0.061 2.867 0.004

3–2 Wearability -> Perceived usefulness −0.218 0.064 −2.932 0.003

4–1 Functionality -> Perceived ease of use 0.116 0.117 1.031 0.302

4–2 Functionality -> Perceived usefulness 0.107 0.117 1.093 0.274

5–1 Perceived ease of use -> Perceived usefulness 0.418 0.109 4.361 0.000

5–2 Perceived ease of use -> Acceptance intention 0.361 0.116 4.031 0.000

6 Perceived usefulness -> Acceptance intention 0.525 0.104 5.758 0.000

X2 = 445.814, DF = 235, Q = 1.897, CFI = 0.936, IFI = 0.937, TLI = 0.925, RMSEA = 0.064

ß = standard coefficient, SE = standard error; C.R = critical ratio, x2 = chi square, DF = degrees of freedom,
Q = x2/DF, CFI = comparative fit index, IFI = incremental fit index, TLI = Tucker–Lewis index, RESEA = root
mean square error of approximation.

A closer look at the results of the structural model analysis confirms the following
(Figure 2). First, perceived quality positively (+) affects PEU (β = 0.380, t = 3.481) and
PU (β = 0.544, t = 5.089). Second, visual attractiveness does not significantly affect either
PEU (β = 0.159, t = 1.798) or PU (β = −0.100, t = −0.131). Third, wearability had a positive
(+) effect on PEU (β = 0.234, t = 2.867), but a negative (−) effect on PU (β = −0.218 and
t = −2.932). Fourth, functionality did not significantly affect either PEU (β = 0.116, t = 1.031)
or PU (β = 0.107, t = 1.093). Fifth, PEU had a positive (+) effect on PU (β = 0.418, t = 4.361)
and acceptance intention (β = 0.361, t = 4.031). Sixth, PU had a positive (+) effect on
acceptance intention (β = 0.525, t = 5.758).

Figure 2. Acceptance intention prediction model for Taekwondo electronic protection devices. Note: *** p < 0.001, ** p < 0.01,
PQ = perceived quality, VA = visual attractiveness, W = wearability, F = functionality, PEU = perceived ease of use,
PU = perceived usefulness, AI = acceptance intention.
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5. Discussion

First, perceived quality has a significant influence on PEU and PU. In particular, in
this study, perceived quality was found to be the most significant factor affecting PEU
and PU—the quality of the TEPD has a direct effect on the competition. Considering that
TEPDs are used to ensure fairness in the Taekwondo competition, efforts to enhance their
perceived quality are critical. In the past, for example, Taekwondo athletes observed that a
purportedly strong kick did not register a point, while weak force did [38]. These problems
were raised as technical issues with TEPDs, among not only Taekwondo athletes but also
spectators, as they expressed doubts about PEU and PU. Therefore, efforts should be made
to maintain a consistent standard of TEPD quality and to enhance athletes and spectators’
perception of the device’s quality through continuous technical development.

Second, visual attractiveness does not have a significant influence on the PEU and
PU. Falcó et al.’s study [39] supports these results, as their research shows that there
is no significant relationship between the appearance and performance of TEPDs. The
appearance of various TEPD brands is similar; moreover, their design is similar to that of a
typical product without the electronic components. Therefore, this study confirms that the
visual attractiveness that Taekwondo athletes perceive does not have a significant effect on
their PEU and PU.

Third, wearability has a significant positive influence on PEU, while it has a signifi-
cantly negative (−) effect on PU. Taekwondo competition scoring happens quickly over a
short period. Taekwondo athletes are very sensitive to this movement and therefore, the
higher the TEPD wearing sensibility, the greater the PEU. Conversely, wearability has been
shown to have a negative effect on PU. This indicates that Taekwondo athletes tend to
recognize highly wearable TEPDs as good products and believe that the latest updated
TEPDs will easily record the score of opponent strikes on themselves. Therefore, it seems
that the higher the wearing sensation, the less useful it will be. More importantly, Sevinc
and Colak [40] indicate that TEPD wearability is a leading factor that significantly affects
Taekwondo performance. Therefore, manufacturing companies must maintain the product
condition and continue to make efforts to improve its material and technical ability to
improve product durability.

Fourth, functionality does not have a significant influence on the PEU and PU. Con-
sidering that the function of TEPDs is to ensure fairness in competitions [41], this study
confirms that PEU and PU are not recognized for functions other than this purpose. Given
that some individuals did not trust the functioning of the earlier versions of the TEPD
because of their technical issues [42], TEPD manufacturers need to focus more on the
development of products that enhance fairness in their functionality.

Fifth, PEU has a significant influence on PU and acceptance intention. There were
many technical problems with the initial model of the device, including errors with the
sensor recognition process during use. However, recent improvements in material de-
velopment and technical skills have improved athletes’ competency and provided them
with motivation and objective feedback. Electronic systems help analyze the performance,
strength, and functional capacity of athletes, and assist in improving their skills and moni-
toring these improvements. Additionally, these systems help develop strategies, motivate
athletes, and provide objective feedback [43]. PEU of TEPDs, athletes’ PU, and acceptance
intention are also judged to have increased.

Sixth, PU has a significant influence on acceptance intention. As TEPDs have been
used in all recent international competitions, one can expect that the higher the PU of the
TEPD, the more the acceptance intention increases. Notably, the rules have been gradually
amended to increase athletes’ acceptance of the TEPD since its introduction [44]. However,
as Taekwondo is a spectator sport, it is necessary to address technical problems so that
spectators can also recognize the use of TEPDs and their usefulness.
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6. Conclusions

The TAM provides a critical theoretical model for predicting the acceptance of TEPDs.
The importance of PEU and PU as leading variables in predicting TEPD acceptability
means that continuous improvement in perceived quality and wearability are required to
develop athletes’ TEPD skills and improve the performance and fairness of Taekwondo
competitions. As such, this study presents factors that enhance the effectiveness of the
TAM and provides a predictive model appropriate for measuring athletes’ intention to
accept TEPDs.
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Abstract: The purpose of this study was to investigate the relative weights of physical strength
factors in sports events. We selected 16,645 people as a sample group who participated in physical
fitness measurements through eight sports science centers across the country from 2016 until August
of 2018, and divided into four sports types depending on the sports physiological view: type A:
short-term muscular power and short-term muscular endurance, type B: mid-term muscular power,
type C: long-term cardiorespiratory endurance, type D: coordination capability (CC), agility, flexibility,
and balance. Categorized the performance level into excellent athletes and non-excellent athletes,
and standardized (T-score) the measured value after considering sex, age and sports type group.
Used logistic regression analysis for the method of analysis, and calculated the relative weights of
physical strength factor with different sports by using Wald value which was calculated from logistic
regression analysis. As a result, the relative weights of physical factor in type A were power 30%,
muscular power (MP) 18%, CC 16%, agility 11%, flexibility 10%, cardiorespiratory endurance (CE) 1%,
and balance 0%. The relative weights of physical factor in type B were muscular endurance (ME) 43%,
MP 25%, power 20%, balance 9%, CE 2%, flexibility 1%, agility 0%, and CC 0%. The relative weights
of physical factor in type C were ME 41%, CE 37%, power 10%, agility 8%, flexibility 2%, CC 2%, ME
0%, and balance 0%. Need more specific classification standard for type D sports. Hope the results
of this study were used to measure physical fitness level and used as baseline data for recruiting
future talents.

Keywords: sports events; physiological view; physical strength factor; relative weight

1. Introduction

It’s a proven fact through many studies that physical strength is a vital factor to improve
performance in sports. However, the importance of physical strength differs by sport event. It is
necessary to find out the physical factors that affect the performance of each sport.

If one examines the studies about finding out the physical factors that are related with the
performance, you can see that they are sorted by two big categories which are theoretical studies
about the literature, or content validity with collections of expert opinions [1] and studies based on
measurement of physical fitness data [2,3].

The first category has strength in internal validity and contents as it applies literature and the
opinions of experts, while the other category has strength in objectivity as it applies physical fitness
data. However, both methods can verify the priorities of important physical factors of each sport,
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and has limitations in finding out the magnitude of the importance. For example, for a judo athlete
one can verify that power is a more important factor than muscular endurance, but we cannot verify
how more important it is. In other words, it has weakness in assigning relative weights to each factor.

Verifying relative weights of physical factors can quantify the physical factors that individuals
have and can be used as important baseline data when recruiting future talent [4]. If you look at the
selection process of future talent within countries, they apply different importances of performance,
physique, and physical factors to each sport, and also apply different importances of physical factors
to each sport according to detailed measurement items [5]. However, even though verifying relative
weights of physical factors is a very crucial data which can be used for recruiting, precedent research is
not enough and inadequate. One of the reasons why verifying relative weights of physical factors in
each sport is not enough and inadequate, is the problem of the amount of data. To secure the validity
of the verified weights, we need data analysis based on big data and collecting enough physical data of
elite athletes is just too difficult unless it happens to be available at a national level.

Meanwhile, the Korean Ministry of Culture is operating a pilot project to provide sports science
support to local elite athletes which is provided by the Korea Institute of Sports Science which is
applying it to national team athletes to improve the performance of the local athletes since 2015.
Year 2018 as it is now, there are eight local sports science centers operating across the country and
their goal is to provide sports science support to 1400 athletes at each center annually. Therefore,
if we use accumulated measurement data from the local sports centers, we can estimate the validity of
verified relative weights of physical factors in each sport. Thus, the purpose of this study is to verify
the relative weights of physical factors in each sport using accumulated big data measured at the local
sports science centers.

2. Subjects and Statistical Analysis

2.1. Data Collection

To achieve the purpose of this study, selected 16,645 athletes as a population who participated
in physical fitness measurement from eight sports science centers across the country from 2016 until
August of 2018. Table 1 shows the sex and number of the populations by age groups.

Table 1. Sex and number of populations by age groups.

Sex
Elementary

School
(Age: 8–13)

Middle
School

(Age: 14–16)

High
School

(Age: 17–19)

Adults
(Age: 20–30)

Total

Male 1627 3721 3289 2430 11,067
Female 897 1519 1705 1457 5578

Overall 2524 5240 4994 3887 16,645

2.2. Classification Criteria of Similar Sports Types

Based on the ‘Research task report on local sports science 2017’ and the development of physical
training in each sport [6], they are categorized into five types depending on the sports physiological
viewpoint. Concretely, the five types are sports events focused on short-term muscular power and
short-term muscular endurance (Type A, 24 sports), mid-term muscular endurance (Type B, 19 sports),
long-term cardiorespiratory endurance (Type C, 10 sports), agility, coordination capability, balance (Type
D, 25 sports), and speed endurance (Type E, 11 sports). On the basis of this, in this research, through
the discussion of experts, we excluded sports events focused on speed endurance (Type E) to fit
the character of research materials and recategorized as four events (A, B, C, D). Table 2 shows the
classification standard of similar sports events depending on the sports physiological viewpoint.

178



Appl. Sci. 2020, 10, 9131

Table 2. Classification criteria of similar sports type grouped according to the sports
physiological viewpoint.

Type Classification Criteria Detailed Sports Type

A

Physical factors that decide
performance: short-term muscular

power, short-term muscular endurance
Short-term muscular power and

anaerobic endurance training sports
Anaerobic 40~100%, aerobic

0~60% sports
Super Short time (less than 10 s),

shot-term performance (10~180 s) sports

Track & field (100~800 m), athletics (jumping), athletics
(throwing), cycle (200~1000 m), short-track (500~1500 m),
diving, gymnastics, judo, wrestling, ssireum, golf, fencing,

kendo, weightlifting, bodybuilding, sports climbing,
snowboarding (cross), alpine skiing, freestyle skiing (cross)

B

Physical factors that decide
performance: mid-term muscular

endurance
Mid-term muscular endurance and

aerobic training sports
Anaerobic 10~40%, aerobic

60~90% sports
Short time (3~20 min), mid time
performance (21~60 min) sports

Track & field (1000~10,000 m), cycling (4000 m), short-track
(3000 m), speed skating, boxing, taekwondo, synchronized
swimming, canoe, water polo, kayak, rowing, kickboxing,
wushu, aerobics, race walking, inline skating, swimming,

fin swimming

C

Physical factors that decide
performance: long-term

cardiorespiratory endurance
Long-term muscular endurance and

long-term cardiorespiratory endurance
training sports

anaerobic 0~10%, aerobic 90~100%
sports

Long-time (1~4 h) performance sports

Modern pentathlon, marathon, cycling (MTB), cycling (road),
yachting, biathlon, triathlon, cross country skiing, Nordic

skiing, ice hockey, cycling (long distance)

D

Physical factors that decide
performance: agility, coordination
capabilities, flexibility and balance
Agility, coordination capabilities

training sports
ATP-PCr 60~90%, glycolysis

0~20% sports

Basketball, baseball, volleyball, table tennis, handball, tennis,
badminton, cricket, shooting, archery, curling, cycling (BMX),
field hockey, figure skating, snowboarding (half pipe), rugby,
soccer, sepaktakraw, softball, archery, squash, tennis, billiards

A: short-term muscular power and short-term muscular endurance, B: mid-term muscular endurance. C: long-term
cardiorespiratory endurance, D: agility, coordination capability, balance. Reference: Research task report on local
sports science 2017 from the development of physical training in each sports event [6].

2.3. Assessment Tools to Physical Fitness

Physical factors chosen to achieve the purpose of this study are strength, muscle endurance,
power, cardiorespiratory function, agility, flexibility, balance and coordination, and each method of
measurement is shown in Table 3.

2.4. Categorized the Performance Level

The performance level is categorized into excellent athletes and non-excellent athletes.
Categorization criteria were first selected as domestic and international standing status and second,
they were classified according to close support status. Close support is a program that provides sports
science support from the local sports centers to those with high performance and with high chance of
winning the medals. Table 4 shows the sports events and sample sizes in athletes.

2.5. Data Standardized and Sampling

The age of the sample group for this research is from elementary through high school students and
adults, sex is both. Therefore, the use of raw data means age and sex could be variables. For example,
an excellent elementary athlete could have better physical ability than a non-excellent adult athlete or
an excellent female athlete could have better physical ability than a non-excellent male athlete. To solve
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this problem, I considered sex, age, sport events, and calculated the personalized T-score which is
standardized to each group. Calculation formula of T-score is as follows.

T =

(
X −Mi

Si

)
× 10 + 50 (1)

In Equation (1), X means individuals’ original score, and Mi means the average of sex, age,
and sport type group. Si means the standard deviation between sex, age and sport type group.
After calculating the T-score of individuals, if it scores over than 90 and less than 10, I regarded them
as churn values and deleted them. For the physical score, used average of each measurement items
to calculate.

Table 3. Assessment tools according to physical fitness.

Sex Assessment Tools

Strength Grip Strength (kg)
Back Strength (kg)

Muscle endurance
Sit-Up (count/60 s)

Push-Up (count/60 s)

Power
Sargent Jump (cm)

Standing Long Jump (cm)

Cardiorespiratory function FEV1 (%)
20-m Shuttle Run Test (count)

Agility Reaction Time (1/1000 s)
Side-Step Test (count/20 s)

Flexibility Trunk Flexion (cm)
Trunk Extension (cm)

Balance
One Leg Balance with Eyes Closed (s)

Dynamic Balance (s/min.)

Coordination Eye-Hand Coordination (s)

FEV: forced expiratory volume.

Table 4. Sports events and sample sizes in athletes.

Sex A B C D Overall

Excellent 530 378 77 888 1873
Non-excellent 3421 3138 642 7571 14,772

Overall 3951 3516 719 8459 16,645

A: short-term muscular power and short-term muscular endurance, B: mid-term muscular endurance. C: long-term
cardiorespiratory endurance, D: agility, coordination capability, balance.

In Table 4, as suggested earlier, the number of sports events group excellent athletes and
non-excellent ones differs. Among a total number of 16,645 athletes, excellent athletes are 1873,
which represents 11.3%. When a logistic regression model is applied, if there is a big difference in
the sample sizes of a dependent variables, so the fidelity of the model could be low. Concretely,
the non-excellent athletes sample size is larger, so there is a possibility of the model that might focus
on classification prediction of the non-excellent athletes. While this makes more classification of
non-excellent athletes more accurate, it lowers however the accuracy of the classification of excellent
athletes. To solve this problem, we implemented stratified randomization random sampling which
considers sex and age [7]. Table 5 shows the characteristics of the finally selected sample groups.
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Table 5. Sports events and sample sizes in athletes.

Sex A B C D Total

Excellent 231 156 46 304 737
Non-excellent 231 156 46 304 737

Total 462 312 92 608 1474

A: short-term muscular power and short-term muscular endurance, B: mid-term muscular endurance. C: long-term
cardiorespiratory endurance, D: agility, coordination capability, balance.

2.6. Statistical Analysis

We used Excel 2014 (Microsoft, Redmond, WA, USA) to organize the data and calculate T-scores.
We implemented logistic regression analysis to explore the physical factors of performance determinants.
For calculation of relative weigh values, we used logistic regression analysis Wald values so the sum
of each physical factor become 100% through the proportions. We used SPSS version 25.0 (SPSS Inc.,
Chicago, IL, USA) for statistical processing, and set the statistical significance level at 0.05.

3. Results

3.1. Results of Logistic Regression Goodness of Fit Model

Table 6 presents the results of the goodness of fit of our logistic regression analysis by sport events.
The constants of the type A, B and C models appear to have a X2 significance probability value that
is statistically reasonable—between 2LL and the theoretical model that the researchers set (intercept
model-theory model), on the other hand, type D appear to have no significance probability. Nagelkerke
R2 generally appeared low in all sport type groups, but in case of logistic regression analysis, the sums
of the coefficient of determinations differ depending on the value of a dependent variable, but still that
value is generally low as well. If one looks at the classification precision, it shows that type A is 58.9%,
B is 65.4%, C is 69.6%, and D is 55.4%.

Table 6. The goodness of fit of the logistic regression analysis by sport events.

Validation Method A B C D

-2LL 616.3 383.7 109.0 828.7
X2 24.1 48.9 18.5 14.1
df 8 8 8 8
p 0.002 0.001 0.018 0.079

Nagelkerke R2 0.068 0.193 0.243 0.031

Classification
precision

Excellent 57.1% 65.4% 67.4% 53.6%
Non-excellent 60.6% 65.4% 71.7% 57.2%

overall 58.9% 65.4% 69.6% 55.4%

A: short-term muscular power and short-term muscular endurance, B: mid-term muscular endurance. C: long-term
cardiorespiratory endurance, D: agility, coordination capability, balance.

3.2. Results of Relative Weight of Physical Fitness

To calculate the relative weighs of physical factors by sport event group, we used Wald values from
the logistic regression analysis. Concretely, these were calculated through a proportional expression so
that the sum of Wald values is 100% for each physical factor. The relative weighs resulting from this
are shown in Table 7.

For A type, the values are power 30%, strength 18%, coordination 16%, agility 11%, flexibility
10%, cardiorespiratory function 1%, balance 0%. For B type they are muscle endurance 43%, strength
25%, power 20%, balance 9%, cardiorespiratory function 2%, flexibility 1%, agility 0%, coordination
0%. For C type, they appear to be muscle endurance 41%, cardiorespiratory function 37%, power 10%,
agility 8%, flexibility 2%, coordination 2%, strength 0%, balance 0%. For D type, they are coordination
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29%, flexibility 24%, strength 21%, balance 16%, muscle endurance 7%, power 2%, cardiorespiratory
function 1%, agility 0%.

Table 7. The relative weights of physical fitness factors.

Physical Fitness Factor
Sport Type Group

A B C D

Strength 18% 25% 0% 21%
Muscle endurance 14% 43% 41% 7%

Power 30% 20% 10% 2%
Cardiorespiratory function 1% 2% 37% 1%

Agility 11% 0% 8% 0%
Flexibility 10% 1% 2% 24%

Balance 0% 9% 0% 16%
Coordination 16% 0% 2% 29%

A: short-term muscular power and short-term muscular endurance, B: mid-term muscular endurance, C: long-term
cardiorespiratory endurance, D: agility, coordination capability, balance.

3.3. Results of Logistic Regression Analysis

As a result, a statistical significance about physical factors of performance by sport event group is
obtained. For type A, only the factor of power (Wald = 6.153, p = 0.013) appeared to have statistical
significance, for type B, the factors of strength (Wald = 6.533, p = 0.011), muscular endurance
(Wald = 11.298, p = 0.001, and power (Wald = 5.215, p = 0.022) appeared to have statistical significance.
For type C, the factors of muscular endurance (Wald = 4.901, p = 0.027) and cardiorespiratory function
(Wald = 4.462, p = 0.035) appeared to have statistical significance, whereas for type D none of the
physical factors appeared to have statistical significance (Table 8).

Table 8. Results of physical fitness factors on performance by sport type (logistic regression analysis).

Type Variables B SE Wald df p Exp(B)

A

Strength 0.021 0.011 3.711 1 0.054 1.021
Muscle endurance 0.020 0.012 2.837 1 0.092 1.020

Power 0.032 0.013 6.153 1 0.013 1.032
Cardiorespiratory function −0.005 0.012 0.184 1 0.668 0.995

Agility 0.002 0.015 2.145 1 0.143 1.022
Flexibility −0.018 0.012 2.000 1 0.157 0.982

Balance 0.003 0.010 0.094 1 0.759 1.003
Coordination −0.020 0.011 3.279 1 0.07 0.980

B

Strength 0.037 0.015 6.533 1 0.011 1.038
Muscle endurance 0.053 0.016 11.298 1 0.001 1.054

Power 0.037 0.016 5.215 1 0.022 1.037
Cardiorespiratory function −0.011 0.017 0.437 1 0.508 0.989

Agility 0.000 0.017 0.000 1 0.996 1.000
Flexibility 0.008 0.017 0.223 1 0.637 1.008

Balance 0.021 0.014 2.299 1 0.129 1.022
Coordination 0.002 0.014 0.024 1 0.876 1.002

C

Strength −0.008 0.035 0.054 1 0.816 0.992
Muscle endurance 0.089 0.040 4.901 1 0.027 1.093

Power −0.041 0.039 1.139 1 0.286 0.959
Cardiorespiratory function 0.073 0.035 4.462 1 0.035 1.076

Agility 0.033 0.035 0.895 1 0.344 1.034
Flexibility 0.016 0.030 0.261 1 0.609 1.016

Balance −0.001 0.025 0.001 1 0.971 0.999
Coordination 0.011 0.023 0.209 1 0.647 1.011
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Table 8. Cont.

Type Variables B SE Wald df p Exp(B)

D

Strength 0.016 0.010 2.255 1 0.133 1.016
Muscle endurance −0.009 0.011 0.743 1 0.389 0.991

Power −0.005 0.012 0.204 1 0.651 0.995
Cardiorespiratory function −0.003 0.010 0.071 1 0.789 0.997

Agility 0.002 0.013 0.028 1 0.866 1.002
Flexibility 0.017 0.011 2.531 1 0.112 1.017

Balance −0.012 0.009 1.692 1 0.193 0.988
Coordination 0.018 0.010 3.062 1 0.08 1.018

4. Discussion

As confirmed in many cases from advanced sports countries, physical factors are essential factors
in improving athletic performance [8,9]. Objective and accurate physical examination and evaluation
of physical strength related to performance improvement by sport are emphasized. In particular,
efforts to explore and apply performance-related physical factors in each sport have been attempted
due to the problem of specificity in each event [1–3].

Relative weighs of physical factors in each sport can be assessed quantitatively and this might
be used as a useful as baseline data for selecting athletes. Nevertheless, it is not easy to see the effort
needed to calculate the relative weights of each physical factor. Therefore, this study aimed to compare
the importance of physical factors in each sport and calculate the relative weighs of the various physical
factors. In order to achieve the purposes of the study, the sports groups were divided into four types
according to the sports physiology perspective: A type: sports that focus on short-term muscular
power and short-term muscular endurance, B type: sports that focus on mid-term muscular endurance,
C type: sports that focus on long-term cardiorespiratory endurance and D type: sports that focus on
agility, coordination capabilities, flexibility and balance.

In the type A case, according to the result of our logistic regression analysis, only the power factor
had a statistically significant effect on performance, and the relative weights from the Wald values were
high in order power, strength, and coordination. In other words, power has the most relevance in type
A sports. This is consistent with the importance of power mentioned in the studies of short-distance
runners [10] and weightlifters [11] which are type A sports. Serresse and colleagues said that the ability
to exert a sudden burst of force, or power, affects the performance of short-distance track and field
athletes [10]. Hakkinen and colleagues explained that strength and power are important factors in
weightlifters’ performance [11].

The relative weight of coordination was 16 percent, the third highest. In this study, the data of
eye-hand coordination tests was used, and eye-hand coordination is the technology that identifies
visual information of the eye in the brain which responds to the motion information of the hand [12].
This means how accurate and fast an athlete reacts to visually perceived information, and in another
study, it was stated that reaction time and eye-hand coordination are highly relevant [13].

In the type B case, according to the logistic regression analysis results, the factors strength, muscle
endurance and power had statistically significant effects on performance, and from the the calculation
of relative weights using the corresponding Wald values, the results were high in the order of factors
strength, muscle endurance and power. In a related study about Type B sports, Shaharudin and
Agrawal mentioned that the ability of muscular function, average power and highest power, including
muscular and muscular endurance are the main factors affecting the performance of rowers, which is
believed to support the results of this study [14]. Also, Hernandez and colleagues reported power,
strength, and balance as the determinant factors [15]. The results of this study show that calculated
balance factors had relatively small weights compared to the factors of strength, muscle endurance
and power, and they represented the fourth highest calculated point at 9%.
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In the type C case, according to the logistic regression analysis results, muscle endurance
and cardiorespiratory function factors had statistically significant effects, and from the calculation
of relative weights using the corresponding Wald values, the results were in the order of muscle
endurance, cardiorespiratory function and power. If one looks at the type C events, most of them are
long-distance sports, and the importance of endurance performance such as muscular endurance and
cardiorespiratory endurance cannot be denied. On the other hand, if we look at the reason for the
power factor weight, which is the third highest, Riechman and colleagues have reported that strength
and power of the lower body are important factors for endurance performance, and in particular, it is
reported that there is a correlation between aerobic capacity and muscular power [16]. In addition,
in a study of biathlon athletes, it was reported that maximum oxygen intake has a high correlation
with standing long jump and standing high jump performance, and considering that characteristics
of biathlon running on inclined planes, anaerobic capacity is described as an important performance
factor as well as aerobic capacity [17], so it is believed that power can also be an important factor.

In the type D case, according to the logistic regression analysis results, none of the physical
factors had a statistically significant effect, and there was also no statistically significant effect in the
Wald values from the analysis results of fidelity of the logistic regression model. It would seem that
physical factors fail to explain performance and it is inappropriate to apply information about the
relative weights that are calculated on this basis. It can be inferred that this result was due to the
broad classification criteria of the type D sports. In this study, similar sports types were grouped
from a physiological standpoint and the criteria are classified in detail according to the degree of
muscle endurance, power, cardiorespiratory function in the type A, B and C, but in the case of type
D, the criteria for classification are agility, coordination, flexibility, balance etc., which are somewhat
unclear. Therefore, for type D, it is deemed necessary to classify the sport type by applying more
detailed classification criteria, and we look forward to future studies supplementing our resulyts.

This study was carried out to calculate the relative weights of sport event physical factors which
are sorted from a physiological standpoint. Our research team is also aware that the classification of
types according to the physiological standpoint in this study will be controversial for some sports
experts and because of the special nature of each sport, clustering might seem meaningless. However,
it is impossible to subdivide every sport using a consistent standard and apply it to the field. This is
because for team sports, it needs to be subdivided for each position to apply, and for weight division
of sports, it needs to be divided into each weight. Furthermore, one needs to calculate the physical
importance of each individual according to performance management style, and apply the training
program that suits that individual. Athletes at a national level or above deserve individualized
assessment and training programs, but for when recruiting future talent, the objective evaluation
process based on generalized evaluation methods should be prioritized. Therefore, it is believed that
the clustering of similar sports type groups is necessary at the national level.

The past studies on clustering of similar sports type groups reported relations between physical
factors categorized into combat, team, individual, target, challenge, etc. This is a classification that takes
into account those with characteristics similar to the content area presented [18]. In the national-level
curriculum this study will therefore have significant implications in that it newly classifies sport type
groups from a physiological standpoint and calculates the importance of performance and physical
factors. More subdivisions are needed for type D, and we look forward to this in future studies.

The study also used statistical techniques to calculate the degree of importance of the physical
factors of each sport. The results produced by statistical techniques are objective but will not be an
absolute criterion. In order to calculate more relevant weighing factors for each sport, the content
validity, including the Delphi method, which reflects expert opinion, should also be reflected in
the results.
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5. Conclusions

The conclusions of this study are as follows: First of all, the relative weighs of type A sports are
power 30%, strength18%, coordination 16%, agility, 11%, flexibility 10%, cardiorespiratory function
1%, balance 0%. Secondly, the relative weighs of type B sports are muscle endurance 43%, strength
25%, power 20%, balance 9%, cardiorespiratory function 2%, flexibility 1%, agility 0%, coordination 0%.
Thirdly, the relative weighs of type C sports are muscle endurance 41%, cardiorespiratory function
37%, power 10%, agility 8%, flexibility 2%, coordination 2%, strength 0%, balance 0%. D sports should
be classified by applying more detailed classification criteria.
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Abstract: In this study, according to the exercise intensity (50–60% of HRmax (Maximum Heart Rate),
RPE (Rating of Perceived Exertion: 11–13) proposed by The American Congress of Obstetricians
and Gynecologists (ACOG) for pregnant women, mat Pilates exercise is related to body composition,
lipid parameters, and pelvic stabilization. The effects on muscle and muscle damage were investigated.
The subjects of this study were 16 pregnant women registered at the Cultural Center of Gyeonggi-do C
Women’s Hospital, and the gestation period was 16 to 24 weeks. The mat Pilates exercise program (twice a
week, 60 min per day, total 12 weeks) changed the Pilates exercise program every 6 weeks according
to the subject’s pain level and physical fitness. Body composition before and after exercise, hip flexion,
abduction and dilated lipids, inflammation, muscle damage, and stress hormones were measured
through blood biochemical analysis. First, the difference in total body water, intracellular water,
and skeletal muscle changes (post-pre) increased significantly in the Pilates exercise (PE) group
compared to the control (CON) group, while the extracellular/intracellular water ratio significantly
decreased. The effect of Pilates on body composition and lipid profile confirmed that, after testing,
total body water (TBW), intracellular water (ICW), and extracellular water (ECW) were significantly
greater than pre-test values in both groups (TBW: z = −2.286, p = 0.022, r = 0.572; ICW: z = −2.818,
p = 0.005, r = 0.705; ECW: z = −1.232, p = 0.218, r = 0.308), whereas the ECW/ICW ratio decreased
significantly only in the PE group (z = −2.170, p = 0.030, r = 0.543); while the increases in TBW and
ICW were greater in the PE group than in the CON group, the ECW/ICW ratio decreased significantly
in the PE group. Blood tests showed significant increases in body weight (BW), body fat mass (BFM),
and percentage of body fat (PBF) in both groups post-test as compared to pre-test (BW: z = −1.590,
p = 0.112, r = 0.398; BFM: z = −0.106, p = 0.916; PBF: z = −1.643, p = 0.100, r = 0.411). There was a
slight increase in creatine kinase (CK) and lactate dehydrogenase (LDH), which are indices of muscle
damage, and in the difference between the periods within the group, the CK and LDH of the CON
group showed a tendency to increase significantly after inspection compared to the previous values
(CK: z = −1.700, p = 0.089, r = 0.425, LDH: z = −2.603, p = 0.009, r = 0.651). Aspartate aminotransferase
(AST) decreased significantly in the Pilates exercise group compared to that in the control group,
and as a result of confirming the difference in the amount of change in C-reactive protein (CRP),
there was no significant difference between the two groups, and the PE group showed a tendency to
decrease after inspection compared to the previous period even in the difference between the periods
in the group. The CON group showed an increasing trend, but no significant difference was found.
Cortisol, a stress hormone, also increased significantly after inspection both groups compared to before
(CON group: z = −2.201, p = 0.028; PE group: z = −2.547, p = 0.011). Therefore, the 12 week Pilates
exercise program conducted in this study has a positive effect on body water balance and strengthens
the muscles related to pelvic stabilization within the range of reducing muscle damage or causing
muscle damage and stress in pregnant women. We think that it has an effective exercise intensity.

Keywords: exercise intensity; body composition; lactate dehydrogenase; stress hormone
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1. Introduction

In general, pregnancy causes a variety of anatomical, physiological, and mental changes in
women [1]. They experience physical changes such as low back pain, pelvic pain, and swelling due to
weight gain and body shape change and feel joint pain due to spasms and hormone secretion [2]. In the
latter half of pregnancy, there is the additional weight of the fetus and amniotic fluid, and women
experience a great deal of physical stress and suffer from insomnia [3,4]. Consequently, failure to
adapt to physical changes during pregnancy may lead to gestational depression, and the mother’s
mental stress has a negative effect on the fetus [5–7]. Therefore, efforts to manage the series of changes
caused by pregnancy are essential. Methods such as massage, nutrition, music, and psychological
counseling have been suggested to reduce the physical and mental stress of pregnant women, and the
American Congress of Obstetricians and Gynecologists (ACOG) recommends physical activities,
including stretching [8–10].

Participation in exercise for pregnant women is effective in managing weight, improving
constipation and cardiopulmonary function, reducing neck pain, low back pain, and pelvic pain,
and preventing cesarean delivery [11–13]. Exercises recommended by the ACOG include walking,
swimming, and indoor cycling, and it has been established that most pregnant women choose walking
as a physical activity that they can perform without burden [14–17]. However, walking has a risk of
falling due to a change in the center of gravity and weight gain during pregnancy and is considered to
be functionally insufficient to improve physical strength for childbirth and to reinforce weak muscle
strength due to pregnancy. In addition, since the application of exercise programs that do not take
into account individual characteristics and pregnancy status may negatively affect the mother or fetus,
safe guidelines for exercise programs during pregnancy are essential. In this regard, it has recently
been suggested that Pilates exercise is safe for pregnant women and can stimulate the muscles around
the core and pelvis, and the ACOG also actively recommends Pilates exercise for pregnant women [18].
Pilates exercise has been suggested to increase muscle strength, flexibility, coordination, and pelvic
stability in the form of a combination of aerobic and anaerobic exercise [19–21], it especially improves
physical discomfort in pregnant women and is effective for weight control and back pain [22–25].

Previous studies on pregnant women suggested that regular Pilates improves breathing ability,
muscle strength, and postural stability and is effective in improving basic physical strength such
as cardiopulmonary function through whole-body exercise [25,26]. In addition, resistance exercise
using props increases muscle strength and balance ability to prevent falls, increases basal metabolism,
and reduces pain and fatigue at the end of pregnancy [25]. However, contradictory studies have reported
that Pilates is not effective in improving the core muscles of pregnant women [27,28]. This is probably
due to the lack of previous studies demonstrating the effectiveness of Pilates exercise for pregnant
women and the lack of various data on the intensity and frequency of appropriate types of exercise for
pregnant women [29].

Particularly, since repetitive Pilates movements and excessive muscle use in pregnant women
have the potential to cause more muscle damage as well as damage to joints [30], the Pilates exercise
program for pregnant women should be carefully selected. Creatine kinase (CK) is an index indicating
the degree of muscle damage. The blood CK concentration of pregnant women before 34 weeks
is correlated with gestational hypertension [31], and the level is high depending on the amount of
activity with high exercise intensity [32,33]. Previous studies have suggested that Pilates exercise
using resistance tools directly stimulates the muscles to induce muscle damage and increases CK
concentration [30,31], whereas the exercise group in the 12 week yoga exercise group compared
unfavorably to the control group. It was suggested that the level of inflammation markers decreased,
thereby reducing inflammation [34]. As such, the different results of the CK study are due to the fact
that the results of muscle injury vary greatly depending on the intensity of the exercise. In particular,
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studies on Pilates exercise and CK studies in pregnant women are insufficient, and additional verification
is needed. Therefore, it is necessary to first evaluate the exercise experience and physical ability of the
pregnant woman before pregnancy, collect the mother’s information, and then divide and program the
exercise intensity according to the pregnancy week. Therefore, in this study, according to the exercise
guidelines proposed by the ACOG (50~60% of the maximum heart rate) and exercise awareness using
the Borg Scale (11~13), 12 weeks of Pilates exercise is used [35]. The purpose of this study is to analyze
the effects of body composition, lipid variables, and muscle and muscle damage related to pelvic
stabilization to confirm the intensity and effect of Pilates exercise during pregnancy.

2. Materials and Methods

2.1. Participants

The subjects of this study were 16 pregnant women registered at the Cultural Center of
C Women’s Hospital in Gyeonggi-do, South Korea, who did not have specific diseases or receive
specific medications, had no pregnancy complications, and were expected to have a normal delivery
(Gestination period: 16~24 weeks, PE group: n = 9, CON group: n = 7). Prior to conducting the study,
all subjects were fully aware of the prior explanations, and voluntary participation and consent were
ascertained before conducting the study.

This study was a cluster-randomized controlled experiment. A total of 16 subjects were recruited
to the Pilates exercise group (PE, n = 9; age: 31.78 ± 4.68 years; body weight (BW): 57.97 ± 7.91 kg;
height: 160.56 ± 3.78 cm, using the block randomization method; body fat mass (BFM): 18.40 ± 4.92 g;
body mass index(BMI): 39.57 ± 4.52; skeletal muscle mass (SMM): 21.10 ± 2.66 g)), and the control
group participants (CON, n = 7; age: 32.00 ± 3.46 years; BW: 53.67 ± 5.70 kg; height: 161.29 ± 3.54 cm;
BFM: 15.86 ± 3.06 g; BMI: 37.81 ± 3.37; SMM: 20.09 ± 2.00 g) were randomly assigned.

A comparison of the reference values between groups was performed by obtaining Cohen’s
r values. The research protocol was approved by the Bioethics Committee of Korea National Sports
University (1263-201803-BR-001-01).

2.2. Pilates Exercise Protocols

The Pilates exercise program consisted of warm-up, main, and cool-down exercises and was
conducted for 60 min per day, twice a week, for 12 weeks. The exercise intensity was set as 50–60% of
maximum heart rate, as suggested by the ACOG [23], and the Borg Scale was implemented during the
exercise to maintain an RPE(Rating of Perceived Exertion) of 11~13. Depending on the participants’
level of pain and physical fitness, the intensity of the Pilates exercise was progressively increased every
6 weeks (Table 1).

2.3. Pelvic Stabilization Muscle Strength Test

To measure the strength of muscles involved in pelvic stabilization, hip flexion (HF), hip abduction
(HA), and hip extension (HE) were measured. Considering that the participants were pregnant
women, muscle strength was measured after sufficient explanation and 1–2 practice sessions.
Approximately 1 min was provided for rest for each area of measurement, and a trained physical
therapist made the measurements in a stable position that did not cause any pain. HF was measured
using the de Groot active straight leg raising (ASLR) test method, with both hands lowered to the floor
and both feet shoulder-width wide in a straight position [36]. The examiner placed a manual muscle
strength tester (HOGGAN PROOF Preferred, HOGGAN HEALTH, USA) on the participant’s right
ankle, and the participant was asked to raise the leg being measured toward the ceiling completely to
measure the muscle strength.
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Table 1. Pilates exercise program.

Modes Week Contents
Time
(min)

Reps, Set, and Rest RPE

Warm-up 1–12

(Breathing · Static Stretching)
Neck and Shoulder Stretch,

Deep Breathing
Leg Stretch

10 9

Main Exercise

1–6
(Level 1)

Torso Twist, Cat Cow,
Kneeling Half Push-up
Lying One-Leg Circles

One-Leg Side Kick,
Pelvic Stretch

30 8~12 reps × 3 set
20 s rest between sets 9~11

7–12
(Level 2)

Spine Stretch,
Double-Arm Circles

Half Roll Down and Up,
One-Leg Side Rotation

Lying Leg Scissors,
Donkey Kick

30 8~12 reps × 3 set
30 s rest between sets 12~13

Cool-down 1–12
(Breathing · Static Stretching)
Neck and Shoulder Stretch

Deep Breathing
10 9

To measure HA, the participant was asked to lie down in a lateral decubitus position with the
head resting comfortably on one arm and one foot on top of the other, and the examiner placed the
manual muscle strength tester on the ankle on the top. Subsequently, the participant was asked to raise
the side of the hip joint completely toward the ceiling to measure the HA strength. Lastly, to measure
HE, the participant was asked to stand with her legs shoulder-width apart while placing her hands
on the wall. The examiner placed the manual muscle strength tester on the participant’s right ankle,
and the participant was asked to completely raise the right leg posteriorly to measure the HE strength.
Three measurements were made for all variables, and the mean of the measurements was used for
analysis. The unit of measurement was 0.45 kg, and the margin of error was ±1%.

2.4. Body Composition

BW, total body water (TBW), intracellular water (ICW), extracellular water (ECW), body fat mass
(BFM), percent body fat (%BF), and skeletal muscle mass (SMM) were measured using eight-polar
bioelectrical impedance analysis (BIA) with multiple impedance frequencies (Inbody 770, Biospace Co.,
Seoul, Korea). All participants were allowed to limit food intake and empty their bladder 4 h before
measurement according to the instructions of the manufacturer. After that, it was measured using a
fatness measuring system (Dong-Sahn Jenix, Korea). Each participant stood with her soles in contact
with the foot electrodes and grabbed the hand electrodes, wearing light clothing and removing all
metal items to ensure accurate body composition measurement.

2.5. Blood Collection and Biochemical Analyses

Blood samples were drawn from the antecubital vein via multiple venipunctures for the
determination of Ferritin; HbA1c; cortisol; lipid-related markers, such as total triglycerides (TG),
total cholesterol (TC), high-density lipoprotein (HDL), low-density lipoprotein (LDL); and muscle
damage markers such as creatine kinase (CK), lactate dehydrogenase (LDH), C-reactive protein (CRP),
and aspartate aminotransferase (AST). Blood samples were taken 12 h before and 12 h after the 12week
intervention period and frozen at −80 ◦C to prevent denaturation and ensure stability of all analytes
stored in a deep freezer (Nihon Freezer Co., Japan, VT-208) until analysis. All the assays were carried
out according to the instructions of the manufacturers.
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2.6. Statistical Analysis

SPSS 24.0 was used to analyze the pre- and post-test differences in body composition, strength of
muscles involved in pelvic stabilization, and muscle damage markers after Pilates exercise. Due to the
small sample size for the measured variables, normal distribution could not be assumed for the variables;
therefore, all statistical analyses were conducted through non-parametric tests. For between-group
differences, the differences in mean (the post-test mean minus the pre-test mean) obtained through
change-score analysis were analyzed through Mann–Whitney U test, and within-group differences
were analyzed through Wilcoxon signed-rank test. All statistics are presented as mean and standard
deviation, and the level of significance for statistical analysis was set as α < 0.05.

3. Results

3.1. Effect of Pilates on the Body Compositions and Lipid Profiles

In this study, confirmed post-test TBW, ICW, and ECW were significantly greater than pre-test
values in both groups (TBW: z = −2.286, p = 0.022, r = 0.572; ICW: z = −2.818, p = 0.005, r = 0.705;
ECW: z = −1.232, p = 0.218, r = 0.308; Table 2), whereas the ECW/ICW ratio decreased significantly
only in the Pilates exercise (PE) group (z = −2.170, p = 0.030, r = 0.543; Table 2). While the increases
in TBW and ICW were greater in the PE group than in the control (CON) group, the ECW/ICW ratio
decreased significantly in the PE group.

Table 2. Body composition.

Pilates (n = 9) CON (n = 7) Diff (Post-Pre)

Pre Post Pre Post z p Cohen’s r

BW (kg) 57.98 ± 7.91 64.01 ± 7.76 ** 53.67 ± 5.70 58.37 ± 5.65 * −1.590 0.112 0.398
TBW (L) # 28.97 ± 3.33 31.59 ± 3.50 ** 27.63 ± 2.45 29.26 ± 2.84 * −2.286 0.022 0.572
ICW (L) ## 17.71 ± 2.06 19.54 ± 2.12 ** 16.90 ± 1.54 17.99 ± 1.66 * −2.818 0.005 0.705
ECW (L) 11.26 ± 1.28 12.04 ± 1.39 ** 10.73 ± 0.92 11.27 ± 1.18 * −1.232 0.218 0.308

ECW/ICW
ratio # 0.64 ± 0.01 0.62 ± 0.01 * 0.64 ± 0.01 0.63 ± 0.01 −2.170 0.030 0.543

BFM (kg) 18.40 ± 4.92 20.70 ± 5.04 ** 15.86 ± 3.06 18.30 ± 3.06 * −0.106 0.916 0.027
PBF (%) 22.50 ± 3.15 24.84 ± 3.02 ** 20.59 ± 1.64 22.41 ± 1.67 * −1.643 0.100 0.411

SMM (kg) ## 21.10 ± 2.66 23.49 ± 2.76 ** 20.09 ± 2.00 21.41 ± 2.18 * −2.811 0.005 0.703

BW: body weight, TBW: total body water, ICW: intracellular water, ECW: extracellular water, ECW/ICW: ECW to
ICW ratio, BFM: body fat mass, PBF: percentage of body fat, SMM: skeletal muscle mass. Diff (post − pre): difference
change from pre to post between groups. * p < 0.05, ** p < 0.01 from pre and post. # p < 0.05, ## p < 0.01 change (post
− pre) between groups. Values are presented as mean ± SD.

Blood tests showed significant increases in BW, BFM, and PBF in both groups post-test as compared
to pre-test (BW: z = −1.590, p = 0.112, r = 0.398; BFM: z = −0.106, p = 0.916; PBF: z = −1.643, p = 0.100,
r = 0.411; Table 2). Significant post-test increases in TG, TC, and LDL were also observed when
compared to pre-test values (TG: z = −0.106, p = 0.916, r = 0.027; TC: z = −1.059, p = 0.289, r = 0.265;
LDL: z = −1.272, p = 0.203, r = 0.318; HbA1a: z = −0.530, p = 0.596, r = 0.133; Table 3). In contrast,
ferritin decreased significantly in both groups (Ferritin: z = −0.530, p = 0.596, r = 0.133) (Table 3).

3.2. Effect of Pilates on the Pelvic Stabilization Muscle Strength

In this study, we confirmed pre-test and post-test HF, HA, and HS. When changes in HF, HA,
and HS were analyzed, they were found to have increased significantly in the PE group when
compared to the CON group (HF: z = −3.037, p = 0.002, HA: z = −3.344, p = 0.001, HS: z = −2.595,
p = 0.009; Figure 1A–C). Moreover, in terms of within-group differences, all measurements increased
significantly post-test compared to the pre-test measurements in the PE group (HF: z =−2.371, p = 0.018;
HA: z = −2.670, p = 0.008; HS: z = −2.192, p = 0.028), whereas only HA decreased significantly post-test
in the CON group (z = −2.375, p = 0.018).
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Table 3. Lipid profiles.

Pilates (n = 9) CON (n = 7) Diff (Post-Pre)

Pre Post Pre Post z p Cohen’s r

TG (kg) 140.67 ± 35.25 201.56 ± 54.24 ** 141.00 ± 38.59 205.86 ± 48.46 * −0.106 0.916 0.027
TC (mg/dL) 220.33 ± 27.00 236.56 ± 25.93 * 222.14 ± 28.54 248.29 ± 38.10 * −1.059 0.289 0.265

HDL (mg/dL) 92.56 ± 11.67 90.11 ± 12.67 89.57 ± 13.62 85.00 ± 18.91 −0.638 0.524 0.160
LDL (mg/dL) 110.67 ± 26.17 135.78 ± 25.25 * 115.00 ± 18.06 152.00 ± 31.25 * −1.272 0.203 0.318
HbA1c (%) 4.91 ± 0.18 5.13 ± 0.21 * 4.91 ± 0.15 5.14 ± 0.15 * −0.108 0.914 0.027

Ferritin (ng/mL) 55.44 ± 49.27 23.11 ± 11.41 * 34.14 ± 6.72 16.57 ± 8.89 * −0.530 0.596 0.133

Values are means ± SD. Main time effect: * p < 0.05 and ** p < 0.01 from pre and post. TC: total cholesterol,
TG: triglycerides, LDL: low-density lipoprotein, HDL: high-density lipoprotein, HbA1c: hemoglobin A1c.
Diff (post − pre): difference change from pre to post between groups. Values are presented as mean ± SD.

 
(A) 

 
(B) 

 
(C) 

Figure 1. Effect of Pilates exercise on back pain-related muscle strength, (A) Hip flexion, (B) Hip
abduction, and (C) Hip extension following 12 weeks of Pilates exercise. Bars represent mean ± SD (PE:
n = 9, CON: 7, per group). * p < 0.05 from Pre to Post. PE: Pilates exercise group, CON: control group.
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3.3. Muscle Damage and Stress Markers

In this study, the difference between CK and lactate dehydrogenase (LDH) changes was found to
increase slightly in the PE group compared to that in the CON group (Table 4). In addition, differences
in timing within the group indicated a significant post-test increase in CK and LDH for the CON group
compared to that in the PE group (CK: z = −1.700, p = 0.089, r = 0.425; LDH: z = −2.603, p = 0.009,
r = 0.651). AST changes were shown to have significantly decreased in the PE group compared to in
the CON group (AST: z = −2.566, p = 0.010, r = 0.642) and showed a significant post-test increase in
terms of timing in the CON group only. The difference in the amount of change in CRP, an indicator
of inflammation, was not significant between the two groups (CRP: z = −1.230, p = 0.219, r = 0.308).
Even in differences in timing within a group, PE groups tended to decrease after exercise compared
to dictionaries, while CON groups tended to increase but with no significant differences (Table 4).
The stress hormone cortisol also showed a significant post-test increase in both groups compared to
the standard levels (cortisol: z = −2.547, p = 0.011, r = 0.636) (Figure 2), but there was no significant
difference in the variation between the two groups.

Table 4. Muscle damage and inflammation marker.

Pilates (n = 9) CON (n = 7)
Diff (Post −

Pre)

Pre Post Pre Post z p Cohen’s r

CK (U/L) 34.78 ± 8.66 42.22 ± 13.15 39.57 ± 16.06 59.43 ± 27.72 ** −1.700 0.089 0.425
LDH (U/L) ## 159.00 ± 15.67 159.78 ± 15.09 162.29 ± 21.40 186.57 ± 26.79 ** −2.603 0.009 0.651
AST (U/L) # 20.22 ± 6.32 17.78 ± 5.02 14.71 ± 4.11 16.29 ± 4.03 * −2.566 0.010 0.642
CRP (mg/L) 0.25 ± 0.20 0.24 ± 0.23 0.10 ± 0.07 0.10 ± 0.06 −1.230 0.219 0.308

Values are means ± SD. Main time effect: * p < 0.05 and ** p < 0.01 pre- versus post-Pilates period in the between
groups. CK: creatine kinase, LDH: lactate dehydrogenase, AST: aspartate aminotransferase, CRP: C-reactive protein.
* p < 0.05 from pre and post. # p < 0.05, ## p < 0.01 change (post − pre) between groups. Diff (post − pre): difference
change from pre to post between groups. Values are presented as mean ± SD.

 

Figure 2. Effect of Pilates exercise on cortisol hormone level, bars represent mean ± SD (PE: n = 9, CON:
7, per group). * p < 0.05 from Pre to Post. PE: Pilates exercise group, CON: control group.

4. Discussion

4.1. Effect of Pilates on Body Compositions and Lipid Profiles

In general, as the number of weeks of pregnancy increases, most mothers have an imbalance in
body fat and blood lipid metabolism, which can lead to hyperlipidemia and ischemic heart disease in
the mother, so continuous management is required during pregnancy. In addition, sudden weight
gain after pregnancy causes gestational hypertension and diabetes and negatively affects the microbial
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environment in the intestine, leading to postpartum obesity [25,37]. Gestational edema, another
characteristic that pregnant women experience, not only causes discomfort and pain but also decreases
the growth of the fetus in the uterus and is deeply related to gestational hypertension [38].

In general, body hydration increases as the number of gestational weeks increases, and in particular,
an increase in ECW causes edema [39]. The ACOG [40] reported an increase in ECW during pregnancy
and that ECW and the ECW/ICW ratio are significantly higher in pregnant women with pre-eclampsia.
Similarly, in this study, both groups significantly increased post TBW, ICW, and ECW compared to the
standard values, while the ECW/ICW ratio decreased significantly only in the PE group.

Interestingly, the difference between TBW and ICW changes in the PE group was found to
have increased over that in the CON group, while the ECW/ICW ratio was significantly reduced.
These results may be thought to be partially mitigated by the increased rate of ECW that occurs during
pregnancy and have shown some consistent results, with prior studies reporting a decrease in edema
through Pilates exercise in cancer patients [41]. Moreover, the finding that Pilates exercise led to partial
decreases in the ECW/ICW ratio, which increases in pre-eclampsia, suggests that Pilates exercise could
be effective in relieving not only edema but also edema-induced gestational hypertension. On the
other hand, since the increase in ICW shows a positive correlation with muscle mass [42], as a result of
checking the SMM in this study, it was found that all groups significantly increased muscle mass after
exercise compared to before (CON group: SMM: z = −2.371, p = 0.018, PE group: SMM: z = −2.670,
p = 0.008; Table 2), which is thought to be due to the increase in SMM as part of the weight gain. In the
difference in the amount of change in SMM, the PE group showed a significant increase compared
to the CON group, and the results were consistent with previous studies that reported an increase
in skeletal muscle after Pilates exercise [43,44]. In addition, the same result was obtained by a study
showing that the group who did Pilates exercise for 8 weeks for pregnant women increased grip
strength [45] and that symptoms of urinary incontinence, which are common in pregnant women,
were more effectively reduced in the Pilates exercise group than in Kegel exercise one [46].

It is believed that static and dynamic Pilates movements of contraction and relaxation induce
skeletal muscle increase, and this is thought to be a result partially supporting the significantly increased
ICW level in the PE group presented above. Many previous studies reported that Pilates exercise
reduced body fat and had a positive effect on blood lipid metabolism [25,26]. The increased body
fat and blood lipid index during pregnancy may be partially reduced through Pilates exercise. In a
study related to lipid indicators in pregnant women, Elena Rita [45] suggested that participation in
Pilates exercise by overweight and obese pregnant women reduces the risk of diabetes and requires
aerobic exercise to prevent weight gain. However, in this study, there was no significant difference in
the amount of change (post − pre) between the PE group and the CON group. These results suggest
that the subjects of this study were not overweight or obese pregnant women who could benefit
from exercise intervention via an advantage in blood index [47] and that there were few statistically
significant changes, including those with normal BMI levels. In addition, some studies examining
the effect of exercise participation on the prevention of gestational diabetes regardless of obesity have
shown contradictory results. The different results of several clinical studies related to pregnant women
are probably due to the fact that the subjects participating in this study are pregnant women who have
no choice but to show an imbalance in lipid metabolism, which is highly related to increased body fat,
unlike the case in the general population. Therefore, in future studies, there seems to be a need for a
more randomized trial on the type, intensity, and duration of exercise in preventing GDM (Gestational
Diabetes Mellitus) [48].

4.2. Effect of Pilates on the Pelvic Stabilization Muscle Strength

During pregnancy, the anterior tilt of the pelvis disrupts the alignment of the spine and destabilizes
the surrounding muscles, resulting in low back pain and pelvic pain [49,50]. Therefore, in order to
alleviate the low back pain that occurs in most pregnant women, it is necessary to strengthen the
muscles of the back and stabilize the hip joint [25]. Since Pilates exercise is known to induce movement
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of the core muscles around the waist to improve the function of the muscles related to low back pain [51],
it can be predicted that there will be a difference in the amount of change in HF, HA, and HS before and
after. According to a previous study, in a randomized clinical trial in pregnant women, after 8 weeks
of Pilates exercise, low back pain in pregnant women was significantly reduced, grip strength and
lower limb flexibility increased, and spinal curvature was significantly improved [52]. As a result of
confirming the difference in the amount of change in HF, HA, and HS before and after exercise in this
study, it was found that it was significantly increased in the PE group compared to that in the CON
group. These results suggest that the Pilates exercise program consists of movements that stimulate
the core muscles related to pelvic stabilization, and as a result, muscle strength is thought to have
increased. The results were similar to those of previous studies that reported improvement of hip
function and muscle strength after Pilates exercise [53,54]. It is worth noting that the ASLR test was
used for pregnant women. It reported a very high correlation with back pain, pelvic pain, and muscle
function of load transfer over the pelvic reaction in pregnant women, presented as indicators of indirect
confirmation of pain in pregnant women. It has also been reported that the decrease in ASLR is related
to the deterioration of pelvic basal muscle function, which is important for childbirth and postpartum
recovery [55].

Thus, Pilates is thought to be effective in decreasing or relieving low back pain commonly
observed in pregnant women, as it increases the strength of muscles related to pelvic stabilization.
However, some previous studies have reported no changes in core muscle strength in pregnant women
after Pilates exercise. As mentioned earlier, the exacts effects would differ depending on the type,
intensity, and duration of Pilates exercise; therefore, more studies are required to confirm the exact
efficacy of Pilates.

4.3. Muscle Damage and Stress Markers

Since an increase in abdominal load due to fetal development causes pelvic pain, muscle stiffness, and a
vicious cycle of body imbalance, inflammation and muscle damage are caused, and various methods
have been used to reduce inflammation and muscle damage [56,57]. In particular, Pilates exercise
is used as rehabilitation to treat or prevent inflammation and muscle damage by repeating muscle
contraction and relaxation [56]. However, rather than the general public, the subjects who participated
in this study were all pregnant women, and accurate information on the intensity of Pilates exercise
is not yet known. Therefore, although in this study the activity of muscles related to body water
balance and pelvic stabilization was shown by setting the intensity of Pilates exercise based on ACOG
guidelines, the Pilates exercise program and intensity may prevent muscle damage and increased
stress due to excessive and repetitive movements. Therefore, the muscle damage index and the stress
index confirmed the Pilates efficiency applied in this study.

CK is a biochemical indicator of muscle damage that is present in muscle in large quantities
and has a high correlation with the type of exercise and intensity, time, and quantity [32,33].
Furthermore, LDH, a representative muscle damage marker, is a result of muscle damage due
to excessive exercise. It is known to increase with exercise intensity [58–60]. Interestingly, in the results
of this study, CK and LDH between the periods within the group showed a tendency to increase
significantly after the period compared to before (CK: z = −1.700, p = 0.089, r = 0.425; LDH: z = −2.603,
p = 0.009, r = 0.651). AST, another indicator of muscle damage, is generally used as an indicator of
liver damage, but is known to increase after muscle injury according to some studies [59,60]. As a
result of confirming the difference in the amount of AST change in this study, similar to LDH, it was
found to be significantly reduced in the PE group compared to in the CON group (Table 4), and in the
difference between the periods within the group, only the CON group was significant compared with
the before and after. It showed a tendency to increase. Previous studies have shown that these results
may differ depending on the type of exercise, the degree of muscle contraction, and physical overload
in the muscle damage of the human body [60], whereas these results show that the muscle damage

195



Appl. Sci. 2020, 10, 9111

that occurs during pregnancy is partially reduced by Pilates. It is believed that the Pilates program
conducted in this study improved muscle strength within the range that did not cause muscle damage.

Changes in body shape during pregnancy and pain such as low back pain induce stress in the
tissues of cells, increasing the level of stress hormones along with inflammation [61]. In this study, as a
result of confirming the difference in the amount of change in CRP, which is an inflammatory indicator
that increases due to non-specific stress in the human body, there was no significant difference between
the two groups. The CON group showed an increasing tendency, but there was no significant difference
(Table 4). In addition, the stress hormone cortisol also increased significantly after in both groups
compared to before (CON group: z = −2.201, p = 0.028; PE group: z = −2.547, p = 0.011; Figure 2);
there was no significant difference in the amount of change between the two groups. This is believed
to be due to the inevitable physiological changes that occur during pregnancy, and since there are
various factors that cause inflammation and stress, further research is necessary. Furthermore, the small
number of subjects who participated in this study seem to be insufficient to generalize the results.
Recently, the fertility rate in South Korea has continued to decline, and there has been great difficulty
in securing subjects to participate in studies. If more subjects are selected and studied in the future,
it is expected that the effect of Pilates could be confirmed more concretely and scientifically.

5. Conclusions

This study confirmed the effects of 12 weeks of Pilates exercise on body composition,
lipid metabolism, and pelvic stabilization-related muscle and muscle damage in pregnant women.
Pilates exercise has been shown to improve body water balance and increase skeletal muscle. In addition,
HF, HA, and HS, which affect muscles related to low back pain and pelvic stabilization, were improved
through Pilates, while the index of muscle damage that could be increased by pregnancy was decreased.
Therefore, Pilates exercise at the intensity conducted in this study is considered to be an effective and
safe exercise that can strengthen the muscles related to pelvic stabilization within a range that does not
cause muscle damage and stress in pregnant women.
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Abstract: Muscle strength is associated with health outcomes and can be considered an important
disease predictor. There are several studies examining the relationship between hand grip strength
(HGS) and metabolic syndrome (MetS). However, no results have been reported for long term
longitudinal studies. In this study, we investigated the relationship between mean HGS, back muscle
strength (BMS), relative HGS and BMS, and MetS. A total of 2538 non-MetS subjects aged 40–69 years
(1215 women and 1323 men) in the Korean Genome and Epidemiology Study (KoGES) Ansan cohort
were followed for 16 years. The relationships between incident MetS (iMetS) and muscle strength
were estimated using Cox proportional hazard regression models after adjusting for the confounding
factors. Increases in standard deviation (SD) and the lower quartile groups for relative HGS and
BMS were significantly associated with iMetS in men and women. Moreover, increases in SD and
high quintile groups (decreased HGS group) for the delta change in the mean and relative HGS were
significantly associated with iMetS in men only. In addition, SD increases for the relative HGS and
BMS were significantly associated with iMetS components in men and women. The present study
suggests that lower relative HGS and BMS are associated with high risk for the future development
of MetS.

Keywords: metabolic syndrome; handgrip strength; back muscle strength; relative muscle strength;
physical activity; public health

1. Introduction

Metabolic syndrome (MetS) is a risk factor for cardiovascular disease morbidity
and type 2 diabetes mellitus, which can lead to serious disabilities and mortality [1].
Therefore, MetS has become one of the major public health problems worldwide. MetS,
also termed insulin resistance syndrome, the deadly quartet, and syndrome X syndrome,
is defined as having three or more of five cardiovascular risk factors, including central
obesity, hyperglycemia, decreased high density lipoprotein (HDL), elevated triglyceride
(TG), and elevated blood pressure [2]. The criteria for MetS usually utilize the three popular
definitions provided by the World Health Organization (WHO), the National Cholesterol
Education Program (NCEP) Adult Treatment Panel III, and the International Diabetes
Federation [3]. MetS is rapidly increasing in Korean society (from 24.9% in 1998 to 29.2% in
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2009, and 31.3% in 2007), especially in those in their 50s and older, with a high prevalence
rate of more than 40% [4].

Muscle mass and strength generally increase in adolescents and young people and
decrease naturally throughout middle and old age [5]. Handgrip strength (HGS) is a
very useful tool because it is an easy and comfortable method for measuring muscle
strength [6]. Although muscle mass and muscle strength are highly correlated, muscle
strength decreases faster than muscle mass with age [7]. HGS may be a critical important
disease predictor because HGS is associated with health outcomes, including type 2 diabetes
mellitus (T2DM) [8], hypertension (HTN) [9], mortality [10], and cognitive impairment [11].

The use of a relative method for muscle strength is recommended when investigating
the association between disease states, because body composition and body size are highly
correlated with muscle strength [12,13]. Relative muscle strength is defined by four popular
measuring methods, including body mass index (BMI), body weight, waist circumference
(WC), and the waist–hip ratio (WHR) [14,15].

Until recently, most studies of HGS, relative HGS, and MetS have reported cross-
sectional findings [4,16–25], with one follow-up investigation reported [26]. Moreover,
adolescent studies have shown that weight relative HGS is associated with MetS [22]. In
the median 4-year follow-up survey, weight relative HGS showed significant risk rates
in the first and second quartiles for incident MetS (iMetS) in comparison with the high
quartile group (1.76 times and 1.67 times for men and 1.28 times and 1.3 times for women,
respectively) [26]. In addition, the results of various muscle strength measurements, such as
upper body strength/weight and skeleton mass index (SMI), showed significant association
with iMetS [27,28]. Cardiorespiratory fitness is inversely associated with iMetS [29]. To
sum up these results, although direct comparison is difficult, the above findings confirm
that muscle mass and MetS are related regardless of the muscle mass measurement method
or area. Nevertheless, there is no comparison of the effects of HGS, body mass index (BMI),
body weight, and WC relative to HGS on metabolic syndrome. Additionally, there were no
reported effects of iMetS due to muscle mass changes during the follow-up period.

Back muscle strength (BMS) decreases with age, similar to HSG, and influences quality
of life in older adults [30]. Moreover, the correlation coefficient of HGS and BMS is higher in
men (0.67) than in women (0.55) [31]. However, there have been no reports of a relationship
between back muscle strength and incident metabolic syndrome. Therefore, this study
aimed to assess the relationship between HGS, BMS, BMI-, weight-, WC-relative HGS and
BMS, HGS delta change, and iMetS in a 16-year, longitudinal large cohort.

2. Materials and Methods

2.1. Study Participants and Population

Participants were selected among participants from the Korean Genome and Epi-
demiology Study (KoGES), an ongoing prospective population-based study among the
Ansan cohort of middle-aged and older adults in Korea. The Ansan cohort was initiated
in 2001 and has been followed biennially during scheduled site visits for 16 years. At
baseline, the initial cohort of 5012 participants aged 40 to 69 years were randomly recruited
from Ansan city (2518 men and 2494 women). Data collected from the cohort included
questionnaires, anthropometric measurements, blood tests, and clinical examinations by
trained interviewers and examiners.

For the present study, 1186 out of 5012 participants were excluded at baseline (HGS
and BMS (N = 351), body mass index (BMI; N = 1), WC (N = 7), cardiovascular disease (CVD;
N = 82), and MetS (N = 743)). During the 16-year study period, 1288 out of 3826 participants
were lost to follow-up due to a lack of participation. Finally, 2538 participants remained
eligible for this investigation (Figure 1). The follow-up rate at the ninth examination was
50.6%. This study protocol was conducted according to the guidelines of the Declaration
of Helsinki and approved by Institutional Review Board of the Korea University Ansan
Hospital, and written informed consent was obtained from all study participants.

We obtained the delta change in HGS in baseline and at the eighth follow-up.
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Figure 1. Participant flowchart.

2.2. Muscle Strength

HGS and BMS were measured at baseline using a digital grip dynamometer (Grip-D
T.K.K.5401 and T.K.K.5102, TAKEI Science Instruments Co., Ltd., Nigata, Japan). The
HGS was measured three or two times in each hand at resting intervals of one-minute.
To measure BMS, the participants stood upright and were positioned with their hands
on the knob while the values were measured three times by straightening the waist at
resting intervals of one-minute. The average muscle strength was used for this study. Body
mass index (BMI), body weight, and WC are well-known factors used for relative muscle
strength [4,14–25]. Relative muscle strength was calculated as the muscle strength divided
by BMI, body weight, and WC for analysis independent of body composition. For further
analysis, muscle strength was divided into quartiles or quintiles according to gender. In
each case, the highest quintile group was fixed as the reference group for relative muscle
strength. For handgrip delta change analysis, we calculated the difference between eighth
follow-up examination and baseline. Middle group of quintiles was fixed as the reference
group, which is a group where the muscle strength does not change.

2.3. Covariates

Study participants completed questionnaires including demographic information,
medical conditions, family history of diseases, and lifestyle. Briefly, BMI was calculated as
body weight (kg) divided by height squared (m2). Family history of diseases were defined
as a positive parental history. Metabolic equivalent (MET) values were evaluated based on
a compendium of leisure-time physical activity (LPA). Alcohol consumption was calculated
using questionnaires, including type of drink, amount, and frequency. Smoking status was
categorized as never, past, and current smoker. Blood test was measured using an ADVIA
1650 Auto Analyzer (Siemens Medical Solutions, Tarrytown, NY, USA).

2.4. Definitions of Metabolic Syndrome

MetS was defined according to the NCEP Adult Treatment Panel III [32]. MetS was
defined with three of five criteria as follows: WC (≥90 cm for men and ≥80 cm for women,
abdominal obesity based on Asia–Pacific criteria [33]), TG (≥150 mg/dL), high density
lipoprotein (HDL) cholesterol (<40 mg/dL and <50 mg/dL for gender, respectively),
presence of HTN (systolic/diastolic blood pressure (SBP/DBP, ≥130/85 mmHg and/or
the use of antihypertensive agents), and high fasting blood glucose (≥100 mg/dL or the
use of antidiabetic agents).

203



Appl. Sci. 2021, 11, 5198

2.5. Statistical Analysis

Baseline characteristics were demonstrated using generalized linear models for con-
tinuous variables and chi-square tests for categorical variables. To assess the risk of iMetS,
we were used Cox proportional hazard regression models (HRs), 95% confidence intervals
(CIs), and p values. The iMetS, according to the increase in the HGS, was shown as a linear
trend p. Sensitivity analysis for adjusted Cox hazard ratios demonstrated a one standard
deviation (SD) increase in mean HGS, BMS, and relative muscle strength, stratified by
follow-up time, gender and age subgroups. The covariates adjusted for in multivariate
models were as follows: age, family history of hypertension (yes, no), family history
of T2DM (yes, no), job (homemaker, white collar, or blue collar), income (Korean Won
(KRW) <1,000,000, 1,000,000≤ or KRW < 2,000,000, KRW 2,000,000≤ or <4,000,000, or KRW
4,000,000≤), education (<12 year and ≥12 year), marriage status (yes, no), smoker (never
smoker, ex-smoker, or current smoker), alcohol consumption (g/day), exercise (METs),
and menopause (yes, no). Statistical analyses were performed using SAS software (SAS
9.4, SAS Institute, Cary, NC, USA). Statistically significant was defined using a two-tailed
p < 0.05.

3. Results

3.1. Demographic and Clinical Characteristics of the Study Participants According to Gender

The demographic and clinical characteristics of participants in this study are shown
in Table S1. The gender ratio of this study included 47.9% women and 52.1% men in 2538
total subjects. The mean ages were 47.9 ± 7.0 for women and 47.8 ± 6.8 for men (p = 0.727).
Men constituted higher percentages of ex- or current smokers than women (35.4% vs. 1.0%
and 42.8% vs. 1.9%, respectively) (p < 0.001). Most women were homemakers (65.8%),
followed by blue collar workers (30.0%), whereas most men were blue collar workers
(69.7%), followed by white collar workers (23.7%) (p < 0.001). The average monthly income
of the family was at a higher percentage of KRW 2 to 4 million (43.2% for women and 48.6%
for men) and a lower percentage of KRW 1 million (15.1% for women and 7.3% for men)
(p < 0.001). Men had a higher level of education than women (32.0% vs. 11.3%) (p < 0.001).
Married status was higher in men than women (90.3% for women and 97.2% for men)
(p < 0.001). In total, 19.4% of women had experienced menopause. Height, body weight,
and alcohol consumption level were significantly higher in men than in women (p < 0.001).
In five metabolic component factors, WC, TG, SBP, and DBP levels were significantly higher
in men than in women (p < 0.001). HDL-cholesterol was significantly higher in women
than in men (p < 0.001). Mean HGS, BMS, BMI-, Weight-, and WC-relative muscle strength
levels were higher in men than in women (p < 0.001). Family history of DM (FHD, 15.8%
for women and 13.3% for men), family history of HTN (FHH, 20.9% for women and 20.0%
for men), BMI (24.4 ± 2.8 for women and 24.5 ± 2.7 for men), and exercise (127.0 ± 198.0
for women and 125.3 ± 198.7 for men) were not different between women and men.

3.2. Characteristics of Study Participants in Normal and Incident Metabolic Syndrome According
to Gender

The baseline characteristics of the study participants in normal and iMetS, according
to gender, are shown in Table 1. Men were significantly more likely to have experienced
iMetS than women (41.4% vs. 36.4%) (p < 0.001).

In women, age was significantly higher in the iMetS than in the normal group
(50.5 ± 7.9 vs. 46.4 ± 5.9) (p < 0.001). KRW 1 million of average family monthly in-
come and menopause status in iMetS were higher in percentage (19.9% vs. 12.4% and 26.7%
vs. 15.3%, respectively) (p ≤ 0.005). The BMI and body weight level were higher in the
iMetS than in the normal group. In contrast, married status in iMetS was lower by a few
percentage points (87.8% vs. 91.7%), and the height level was higher in the normal group
than in the iMetS group. In five metabolic component factors, WC, TG, SBP, and DBP levels
were significantly higher in iMetS than in the normal group (p < 0.001). On the contrary,
HDL-cholesterol was significantly higher in the normal group than in iMetS (p < 0.001).
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BMI-relative, weight-, and WC-relative muscle strength levels were higher in iMetS than in
the normal group (p < 0.001). In contrast, mean HGS and BMS were not significant between
iMetS and normal group. Smoking (1.0% for normal vs. 0.9% for iMetS for ex-smokers
and 1.6% for normal vs. 2.5% for iMetS for current smokers); family history of T2DM
(14.5% for normal and 18.1% for iMetS); family history of HTN (20.1% for normal and
22.4% for iMetS),;job (30.5% for normal and 29.2% for iMetS in blue collar workers, 4.7% for
normal and 3.2% for iMetS in white collar workers, 64.8% for normal and 67.6% for iMetS
in homemakers); education (12.4% for normal and 9.3% for iMetS); alcohol consumption
(1.3 ± 4.7 for normal and 1.9 ± 6.4 for iMetS); exercise (127.3 ± 200.3 for normal and
126.5 ± 194.3 for iMetS) were not different between the iMetS and normal groups.

Table 1. Demographic and clinical characteristics in baseline according to non-MetS and incident MetS.

Women (n = 1215) Men (n = 1323)

Normal
(n = 773,
63.6%)

iMetS
(n = 442,
36.4%)

Normal
(n = 775,
58.6%)

iMetS
(n = 548,
41.4%)

General Characteristics

Age (year) 46.4 ± 5.9 50.5 ± 7.9 <0.001 47.5 ± 6.5 48.2 ± 7.3 0.062
Smoker Ex-smoker 8 (1.0%) 4 (0.9%) 0.504 291 (37.5%) 178 (32.5%) <0.001

Current
smoker 12 (1.6%) 11 (2.5%) 291 (37.5%) 275 (50.2%)

Family history of T2DM Yes 112 (14.5%) 80 (18.1%) 0.097 91 (11.7%) 85 (15.5%) 0.047
Family history of hypertension Yes 155 (20.1%) 99 (22.4%) 0.332 132 (17.0%) 132 (24.1%) 0.002

Job Blue color 236 (30.5%) 129 (29.2%) 0.363 543 (70.1%) 379 (69.2%) 0.594
White color 36 (4.7%) 14 (3.2%) 185 (23.9%) 128 (23.4%)

Housekeeper 501 (64.8%) 299 (67.6%) 47 (6.1%) 41 (7.5%)
Income (KRW) <1 million 96 (12.4%) 88 (19.9%) 0.005 56 (7.2%) 41 (7.5%) 0.515

1–2 238 (30.8%) 133 (30.1%) 213 (27.5%) 154 (28.1%)
2–4 347 (44.9%) 178 (40.3%) 388 (50.1%) 255 (46.5%)
4≤ 92 (11.9%) 43 (9.7%) 118 (15.2%) 98 (17.9%)

Education <12 year 96 (12.4%) 41 (9.3%) 0.096 258 (33.3%) 165 (30.1%) 0.222
Marry Status Yes 709 (91.7%) 388 (87.8%) 0.026 754 (97.3%) 532 (97.1%) 0.820

Menopause Status Yes 118 (15.3%) 118 (26.7%) <0.001 NA NA
Body Mass Index (kg/m2) 23.6 ± 2.5 25.8 ± 2.8 <0.001 23.9 ± 2.6 25.4 ± 2.5 <0.001

Height (cm) 155.7 ± 5.1 154.5 ± 4.9 <0.001 167.8 ± 5.5 167.9 ± 5.8 0.635
Weight (kg) 57.3 ± 6.7 61.6 ± 7.2 <0.001 67.4 ± 8.4 71.6 ± 9.1 <0.001

Alcohol consumption (g/day) 1.3 ± 4.7 1.9 ± 6.4 0.072 17.0 ± 25.2 22.6 ± 30.2 <0.001
Leisure physical activity (Met) 127.3 ± 200.3 126.5 ± 194.3 0.945 124.0 ± 187.9 127.1 ± 213.1 0.781

Metabolic Components

Waist circumference (cm) 73.6 ± 6.2 79.5 ± 6.6 <0.001 80.9 ± 6.7 85.4 ± 6.6 <0.001
HDL-cholesterol (mg/dL) 54.9 ± 11.9 49.8 ± 10.7 <0.001 49.6 ± 10.7 44.6 ± 8.9 <0.001

Triglycerides (mg/dL) 100.0 ± 52.0 133.1 ± 75.0 <0.001 132.4 ± 70.1 188.1 ± 109.2 <0.001
Systolic Blood Pressure (mmHg) 107.0 ± 13.8 118.7 ± 15.9 <0.001 114.0 ± 13.8 120.3 ± 15.7 <0.001
Diastolic Blood Pressure (mmHg) 70.8 ± 9.0 78.2 ± 9.9 <0.001 77.9 ± 10.0 82.0 ± 10.8 <0.001

Muscle Strength

Hand grip Strength (HGS)

Mean HGS (kg) 22.0 ± 3.8 21.4 ± 3.8 <0.001 35.4 ± 5.5 35.0 ± 5.8 0.216
BMI-relative Mean HGS 0.94 ± 0.19 0.84 ± 0.16 <0.001 1.49 ± 0.26 1.39 ± 0.24 <0.001

Weight-relative Mean HGS 0.39 ± 0.07 0.35 ± 0.06 <0.001 0.53 ± 0.09 0.49 ± 0.08 <0.001
WC-relative Mean HGS 0.30 ± 0.06 0.27 ± 0.05 <0.001 0.44 ± 0.08 0.41 ± 0.07 <0.001

Back Muscle Strength (BMS)

Mean BMS (kg) 42.9 ± 12.3 42.5 ± 11.8 0.653 83.6 ± 19.2 84.3 ± 19.2 0.536
BMI-relative Mean BMS 1.83 ± 0.55 1.66 ± 0.46 <0.001 3.52 ± 0.82 3.34 ± 0.78 <0.001

Weight-relative Mean BMS 0.76 ± 0.22 0.69 ± 0.19 <0.001 1.25 ± 0.29 1.19 ± 0.28 <0.001
WC-relative Mean BMS 0.59 ± 0.17 0.54 ± 0.15 <0.001 1.04 ± 0.24 0.99 ± 0.23 <0.001

Abbreviation: iMetS, incident metabolic syndrome; T2DM, type 2 diabetes mellitus; KRW, Korean Won; BMI, body mass index; WC, waist
circumference.

In men, current smoking, a family history of HTN, and a family history of T2DM were
higher by percentage in iMetS than in the normal group (50.2% for iMetS vs. 37.5% for
normal group, 24.1% for iMetS vs. 17.0% for normal group, and 11.7% for normal and 15.5%
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for iMetS, respectively) (p ≤ 0.002). The BMI and body weight levels were significantly
higher in iMetS than in the normal group (25.4 ± 2.5 for iMetS vs. 23.9 ± 2.6% for normal
group, and 71.6 ± 9.1 for iMetS vs. 67.4 ± 8.4 for the normal group, respectively, p < 0.001).
For five metabolic component factors, WC, TG, SBP, and DBP levels were significantly
higher in iMetS than in the normal group (p < 0.001). In contrast, HDL-cholesterol was
significantly higher in the normal group than in iMetS (p < 0.001). BMI-, weight-, and
WC-relative muscle strength mean and maximum levels were higher in iMetS than in
the normal group (p < 0.001). In contrast, mean and maximum HGS and BMS were not
significantly different between iMetS and normal group. Age (47.5 ± 6.5 vs. 48.2 ± 7.3,
p = 0.062); job (70.1% for normal and 69.2% for iMetS in blue collar workers, 23.9% for
normal and 23.4% for iMetS in white collar workers, 6.1% for normal and 7.5% for iMetS in
homemakers, p = 0.594); income (27.5% for normal and 28.1% for iMetS in KRW 1–2 million,
50.1% for normal and 46.5% for iMetS in KRW 2–4 million, 15.2% for normal and 17.9% for
iMetS in more than KRW 4 million, p = 0.515); more than 12 years of education (33.3% for
normal and 30.3% for iMetS, p = 0.222); married status (97.3% for normal and 97.1% for
iMetS, p = 0.820); height (167.8 ± 5.5 for normal and 167.9 ± 5.8 for iMetS, p = 0.635); and
exercise (124.0 ± 187.9 for normal and 127.1 ± 213.1 for iMetS, p = 0.781) were not different
between the iMetS and normal groups.

Table S2 shows the sex-adjusted correlation coefficient of relative HGS and metabolic
components. BMI, Weight, and WC-relative HGS and BMS showed a higher correlation
with metabolic components than means HGS. In particular, relative HGS showed higher
correlation than relative BMS.

3.3. Cox Proportional Hazard Ratios for Incident Metabolic Syndrome According to Inverse One
Standard Deviation Increase in Mean Hand Grip Strength, Back Muscle Strength, and Relative
Muscle Strength in Gender

The MetS risk of inverse one SD increase in muscle strength and relative muscle
strength was shown in Table 2, adjusted for the confounding factors.

Table 2. Adjusted hazard ratio (HR) of incident metabolic syndrome associated with inverse one standard deviation increase
in mean hand grip strength, back muscle strength, and relative muscle strength according to gender.

HGS BMS

Univariate Multivariate Univariate Multivariate
HR (95% CI) p HR (95% CI) p * HR (95% CI) p HR (95% CI) p *

Women

Mean (kg) 1.176 (1.066–1.296) 0.001 1.042 (0.938–1.157) 0.445 1.045 (0.951–1.149) 0.355 0.932 (0.845–1.028) 0.161
BMI-relative 1.680 (1.514–1.864) < 0.001 1.494 (1.337–1.671) < 0.001 1.352 (1.224–1.494) < 0.001 1.192 (1.072–1.324) 0.001

Weight-relative 1.618 (1.461–1.792) < 0.001 1.454 (1.306–1.620) < 0.001 1.297 (1.175–1.432) < 0.001 1.158 (1.044–1.283) 0.005
WC-relative 1.662 (1.501–1.841) < 0.001 1.447 (1.293–1.620) < 0.001 1.314 (1.190–1.451) < 0.001 1.135 (1.022–1.261) 0.019

Men

Mean HGS (kg) 1.076 (0.984–1.176) 0.107 1.078 (0.982–1.182) 0.114 0.982 (0.903–1.069) 0.679 0.987 (0.905–1.076) 0.766
BMI-relative 1.454 (1.324–1.596) < 0.001 1.470 (1.335–1.618) < 0.001 1.203 (1.106–1.309) < 0.001 1.212 (1.113–1.320) < 0.001

Weight-relative 1.465 (1.338–1.604) < 0.001 1.472 (1.342–1.614) < 0.001 1.207 (1.110–1.313) < 0.001 1.212 (1.114–1.317) < 0.001
WC-relative 1.422 (1.298–1.559) < 0.001 1.431 (1.302–1.574) < 0.001 1.187 (1.091–1.292) < 0.001 1.190 (1.092–1.297) < 0.001

Abbreviation: HGS, handgrip strength; BMC, back muscle strength; HR, hazard ratio; CI, confidence interval; BMI, body mass index; WC,
waist circumference. * Adjusted for baseline muscle strength plus age; family history of DM (yes, no); family history of hypertension (yes,
no); job (homemaker, white collar, or blue collar); income (KRW < 1,000,000, KRW 1,000,000≤ or <2,000,000, KRW 2,000,000≤ or <4,000,000,
or KRW 4,000,000≤); education (<12 years and ≥12 years); married status (yes, no); smoker (never smoker, ex-smoker, or current smoker);
alcohol consumption (g/day); and leisure physical activity (METs). Women added menopause (yes, no).

In univariate analysis, the HR per inverse one SD increase in BMI-, weight-, and
WC-relative HGS and BMS was associated with a lower risk of iMetS in women and men
(HR = 1.187–0.168, p < 0.001). However, the HGS and BMS in both women and men were
not associated with iMetS. After adjusting for confounders, the HR per inverse one SD
increase in BMI-, weight-, and WC-relative HGS was associated with a lower risk of iMetS
in women and men (HR = 0.135–0.494, p < 0.005). However, HGS and BMS were not
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associated with iMetS in both women and men. For sensitivity analyses, we calculated the
HR for inverse one standard deviation increase in mean HGS, BMS, and relative muscle
strength, stratified by follow-up time (second, sixth, and ninth follow-up) and gender
subgroups (Table S3). We were able to confirm that a similar trend was maintained during
the follow-up period.

3.4. Cox Proportional Hazard Ratios for Incident Metabolic Syndrome According to Quartile
Groups of Mean Hand Grip Strength, Back Muscle Strength, and Relative Muscle Strength
by Gender

Participants were divided into quartile groups based on gender-specific HGS and
BMC, and relative HGS and BMC (Table 3 and Table S4). In univariate analysis, HGS and
BMS was not associated with iMetS in both women and men. However, BMI-, weight-,
and WC-relative HGS and BMS were shown to have higher HR rates for iMetS in women
and men (HR = 1.718–3.858, p ≤ 0.001 in women and HR = 1.377–2.515, p ≤ 0.015 for men),
excluding the third quartile of the BMS of men. After adjusting for confounders, HGS
and BMS was also not associated with iMetS in both women and men. However, the first,
second, and third quartile of BMI-, weight-, and WC-relative HGS and BMS was shown
to have higher HR values for iMetS in women and men (HR = 1.459–2.821, p ≤ 0.001 for
women and HR = 1.368–2.821, p ≤ 0.024 for men), excluding the third quartile of the BMS
of men. Additionally, the p value for linear trend was shown to be significant (p < 0.001).

Table 3. Adjusted hazard ratio (HR) of incident metabolic syndrome associated with quartile group of mean hand grip
strength, back muscle strength, and relative muscle strength according to gender.

Muscle Strength Group

HGS BMS

Women Men Women Men
HR (95% CI) p * HR (95% CI) p * HR (95% CI) p * HR (95% CI) p *

Mean (kg)

Q4 Reference Reference Reference Reference
Q3 0.880 (0.669–1.159) 0.363 1.032 (0.805–1.323) 0.801 1.135 (0.877–1.469) 0.336 0.897 (0.706–1.139) 0.372
Q2 0.896 (0.685–1.173) 0.426 1.117 (0.875–1.426) 0.375 0.907 (0.688–1.197) 0.491 1.141 (0.903–1.441) 0.268
Q1 0.897 (0.674–1.194) 0.456 1.173 (0.914–1.505) 0.211 0.895 (0.676–1.185) 0.439 0.968 (0.757–1.238) 0.794

p value for linear trend 0.506 0.166 0.224 0.72

BMI-relative

Q4 Reference Reference Reference Reference
Q3 1.801 (1.293–2.511) 0.001 1.369 (1.042–1.799) 0.024 1.787 (1.334–2.393) < 0.001 1.188 (0.921–1.531) 0.185
Q2 2.209 (1.597–3.057) < 0.001 1.553 (1.188–2.030) 0.001 1.631 (1.213–2.193) 0.001 1.551 (1.215–1.980) < 0.001
Q1 2.821 (2.028–3.923) < 0.001 2.401 (1.854–3.110) < 0.001 1.579 (1.163–2.143) 0.003 1.596 (1.247–2.041) < 0.001

p value for linear trend <0.001 <0.001 0.009 <0.001

Weight-relative

Q4 Reference Reference Reference Reference
Q3 1.868 (1.350–2.585) < 0.001 1.486 (1.129–1.955) 0.005 1.649 (1.236–2.200) 0.001 1.193 (0.925–1.538) 0.174
Q2 2.166 (1.572–2.986) < 0.001 1.858 (1.420–2.431) < 0.001 1.601 (1.197–2.141) 0.002 1.484 (1.165–1.890) 0.001
Q1 2.700 (1.962–3.717) < 0.001 2.514 (1.940–3.258) < 0.001 1.531 (1.134–2.067) 0.005 1.642 (1.291–2.089) < 0.001

p value for linear trend <0.001 <0.001 0.01 <0.001

WC-relative

Q4 Reference Reference Reference Reference
Q3 1.694 (1.229–2.335) 0.001 1.517 (1.156–1.991) 0.003 1.670 (1.258–2.217) < 0.001 1.006 (0.780–1.299) 0.962
Q2 2.109 (1.536–2.896) < 0.001 1.743 (1.333–2.279) < 0.001 1.459 (1.092–1.950) 0.011 1.368 (1.076–1.739) 0.011
Q1 2.242 (1.613–3.115) < 0.001 2.315 (1.783–3.006) < 0.001 1.485 (1.100–2.004) 0.010 1.460 (1.144–1.862) 0.002

p value for linear trend <0.001 <0.001 0.03 <0.001

Abbreviation: HGS, hand grip strength; BMS, back muscle strength; HR, hazard ratio, CI; confidence interval; BMI, body mass index; WC,
waist circumference. * Adjusted for baseline muscle strength plus age; family history of diabetes (yes, no); family history of hypertension
(yes, no); job (homemaker, white collar, or blue collar); income (KRW < 1,000,000, KRW 1,000,000≤ or <2,000,000, KRW 2,000,000≤ or
<4,000,000, or KRW 4,000,000≤); education (<12 year and ≥12 year), married status (yes, no); smoker (never smoker, ex-smoker, or current
smoker); alcohol consumption (g/day); and leisure physical activity (METs). Women added menopause (yes, no).

3.5. Cox Proportional Hazard Ratios for Incident Metabolic Syndrome According to Delta Change
of Mean Hand Grip Strength and Relative Hand Grip Strength in Gender

We obtained the delta change in HGS in baseline and at the which we used to confirm
risk of iMetS (Tables 4 and 5).
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Table 4. Adjusted hazard ratio (HR) of incident metabolic syndrome associated with invers one standard deviation increase
in mean hand grip strength delta change and relative muscle strength according to gender.

Standardized
Delta Change of HGS

Women Men

HR (95% CI) p * HR (95% CI) p § HR (95% CI) p * HR (95% CI) p §

Δ Mean (kg) 0.971 (0.865–1.091) 0.624 0.918 (0.816–1.031) 0.150 1.048 (0.946–1.160) 0.370 1.058 (0.953–1.176) 0.290
Δ BMI-relative 1.131 (1.009–1.269) 0.035 1.034 (0.916–1.168) 0.585 1.173 (1.060–1.297) 0.002 1.148 (1.033–1.276) 0.010

Δ Weight-relative 1.127 (1.003–1.267) 0.045 1.025 (0.907–1.159) 0.692 1.216 (1.099–1.345) < 0.001 1.174 (1.057–1.304) 0.003
Δ WC-relative 1.160 (1.033–1.302) 0.012 1.064 (0.942–1.201) 0.318 1.158 (1.046–1.283) 0.005 1.160 (1.041–1.291) 0.007

Abbreviation: HGS, hand grip strength; BMS, back muscle strength; HR, hazard ratio; CI, confidence interval; BMI, body mass index;
WC, waist circumference. * Adjusted for baseline muscle strength. § Adjusted for baseline muscle strength plus age; family history of
DM (yes, no); family history of hypertension (yes, no); job (homemaker, white collar, or blue collar); income (KRW < 1,000,000, KRW
1,000,000≤ or <2,000,000, KRW 2,000,000≤ or <4,000,000, or KRW 4,000,000≤); education (<12 years and ≥12 years); married status (yes,
no); smoker (never smoker, ex-smoker, or current smoker); alcohol consumption (g/day); and leisure physical activity (METs). Women
added menopause.

Table 5. Adjusted hazard ratio (HR) of incident metabolic syndrome associated with quintiles group of mean hand grip
strength, back muscle strength, and relative muscle strength according to gender.

Standardized
Delta Change in HGS

Women Men

HR (95% CI) p * HR (95% CI) p § HR (95% CI) p * HR (95% CI) p §

Δ Mean (kg)

Q1 1.105 (0.799–1.529) 0.545 1.181 (0.849–1.643) 0.323 1.425 (1.035–1.960) 0.030 1.349 (0.973–1.870) 0.073
Q2 0.762 (0.536–1.082) 0.128 0.749 (0.526–1.068) 0.110 1.389 (1.011–1.907) 0.043 1.192 (0.864–1.646) 0.285
Q3 Reference Reference Reference Reference
Q4 0.927 (0.661–1.301) 0.662 0.970 (0.689–1.365) 0.861 1.333 (0.967–1.837) 0.080 1.325 (0.959–1.832) 0.089
Q5 0.864 (0.612–1.221) 0.408 0.776 (0.547–1.100) 0.155 1.560 (1.136–2.142) 0.006 1.500 (1.080–2.085) 0.016

Δ BMI-relative

Q1 0.938 (0.658–1.337) 0.725 1.184 (0.825–1.699) 0.359 1.057 (0.769–1.454) 0.732 1.102 (0.798–1.523) 0.556
Q2 1.105 (0.784–1.559) 0.567 1.117 (0.789–1.581) 0.533 1.082 (0.789–1.485) 0.625 1.155 (0.840–1.589) 0.376
Q3 Reference Reference Reference Reference
Q4 1.417 (1.006–1.997) 0.046 1.332 (0.942–1.885) 0.105 1.342 (0.986–1.826) 0.061 1.335 (0.978–1.821) 0.069
Q5 1.305 (0.913–1.865) 0.144 1.258 (0.874–1.811) 0.217 1.504 (1.101–2.054) 0.010 1.502 (1.091–2.067) 0.013

Δ Weight-relative

Q1 0.842 (0.592–1.197) 0.337 1.028 (0.719–1.472) 0.878 1.066 (0.775–1.467) 0.693 1.157 (0.838–1.598) 0.376
Q2 1.005 (0.715–1.413) 0.977 0.993 (0.705–1.399) 0.966 1.057 (0.768–1.454) 0.734 1.132 (0.821–1.560) 0.450
Q3 Reference Reference Reference Reference
Q4 1.228 (0.872–1.730) 0.240 1.131 (0.796–1.606) 0.493 1.522 (1.119–2.069) 0.007 1.486 (1.089–2.029) 0.013
Q5 1.313 (0.923–1.866) 0.130 0.869 (0.612–1.234) 0.433 1.531 (1.117–2.099) 0.008 1.530 (1.107–2.114) 0.010

Δ WC-relative

Q1 0.719 (0.510–1.015) 0.061 0.836 (0.594–1.175) 0.303 1.130 (0.824–1.550) 0.448 1.044 (0.756–1.443) 0.792
Q2 0.812 (0.579–1.139) 0.227 Reference 1.100 (0.801–1.510) 0.557 1.028 (0.744–1.421) 0.866
Q3 Reference 1.160 (0.831–1.617) 0.383 Reference Reference
Q4 1.134 (0.817–1.574) 0.452 1.007 (0.710–1.428) 0.968 1.378 (1.010–1.881) 0.043 1.292 (0.944–1.768) 0.109
Q5 1.108 (0.785–1.564) 0.560 1.181 (0.849–1.643) 0.323 1.524 (1.114–2.085) 0.008 1.445 (1.048–1.992) 0.025

Abbreviation: HGS, hand grip strength; BMS, back muscle strength; HR, hazard ratio; CI, confidence interval; BMI, body mass index; WC,
waist circumference. * Adjusted for baseline muscle strength. § Adjusted for baseline muscle strength plus age; family history of DM (yes,
no); family history of hypertension (yes, no); job (homemaker, white collar, or blue collar); income (KRW< 1,000,000, KRW 1,000,000 ≤or
<2,000,000, KRW 2,000,000≤ or <4,000,000, or KRW 4,000,000≤); education (<12 years and ≥12 years); married status (yes, no); smoker
(never smoker, ex-smoker, or current smoker); alcohol consumption (g/day); leisure physical activity (METs); and BMI. Women added
menopause.

The MetS risk of increase in normalized delta change in muscle strength and relative
muscle strength was shown in Table 4. After the adjustment of baseline muscle strength,
the HRs per invers one SD increase in delta change in BMI-, weight-, and WC-relative
HGS and BMS were associated with a high risk of iMetS in women and men (HR = 1.131–
1.216, p ≤ 0.005). However, the delta changes in HGS in both women and men were not
associated with iMetS. In the full model, the HR per one SD increase in delta change in
BMI-, weight-, and WC-relative HGS were associated with a high risk of iMetS in only men
(HR = 1.148–1.174, p ≤ 0.010). However, women were not associated with iMetS.

The participants were divided into quintile groups based on gender-specific HGS and
relative HGS. The middle (third) quintile group was fixed as the reference group. The first
quintiles group is the group with increased HGS during the follow-up period, whereas the
last quintile group is that with decreased HGS (Table 5). After the adjustment of baseline
muscle strength, the fourth quintile of BMI-relative HGS was associated with iMetS in women.
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However, the other groups were not associated with iMetS in women. In men, the first, second,
and fifth delta changes in mean HGS, and fifth delta changes in BMI- and WC-relative HGS,
and fourth and fifth delta changes in weight-relative HGS were associated with iMetS. In the
full model, the fifth delta change in HGS and BMI-, and WC-relative HGS, and the fourth
and fifth delta changes in weight-HGS were also associated with iMetS (HR = 1.486–1.530,
p ≤ 0.025). Based on the comparison of the differences between baseline and the eighth
follow-up muscle strength and LPA, HGS and relative HGS were significantly reduced in
women (p < 0.001) and there was no difference in LPA. On the other hand, men showed
significant increases in HGS, relative HGS, and LPA (p < 0.05; Supplementary Table S5).
Similarly, we analyzed the effect of vigorous-LPA [34] and these delta changes on incident
metabolic syndrome, but the results were not significant (data not shown).

3.6. Cox Proportional Hazard Ratios for Incident Metabolic Syndrome Components According to
Mean Hand Grip Strength, Back Muscle Strength, and Relative Muscle Strength in Gender

We showed HR per one SD increase, 95% CIs, and p values for each one SD increase
in muscle strength and relative muscle strength in the incidence of each MetS component
adjusted for the confounding factors (Table 6 and Table S6).

Table 6. Adjusted hazard ratio (HR) of incident metabolic syndrome components associated with one standard deviation
increase in mean hand grip strength, back muscle strength, and relative muscle strength according to gender.

WC HDL TG HTN DM

HR (95% CI) p * HR (95% CI) p * HR (95% CI) p * HR (95% CI) p * HR (95% CI) p *

Women

HGS (kg) 1.040 (0.913–1.185)
0.554

0.902 (0.796–1.021)
0.103

0.924 (0.835–1.022)
0.124

1.046 (0.940–1.163)
0.409

0.818 (0.702–0.953)
0.010

BMI-relative HGS 0.579 (0.503–0.667)
<0.001

0.875 (0.773–0.990)
0.034

0.829 (0.747–0.919)
<0.001

0.826 (0.739–0.923)
0.001

0.650 (0.552–0.765)
<0.001

Weight-relative HGS 0.530 (0.462–0.608)
<0.001

0.880 (0.778–0.995)
0.042

0.846 (0.765–0.937)
0.001

0.833 (0.748–0.928)
0.001

0.693 (0.592–0.811)
<0.001

WC-relative HGS 0.647 (0.562–0.745)
<0.001

0.861 (0.759–0.976)
0.020

0.833 (0.748–0.927)
0.001

0.841 (0.751–0.942)
0.003

0.655 (0.556–0.772)
<0.001

BMS (kg) 1.088 (0.962–1.231)
0.180

0.924 (0.819–1.043)
0.202

0.957 (0.869–1.054)
0.373

1.028 (0.932–1.134)
0.579

0.916 (0.792–1.059)
0.235

BMI-relative BMS 0.740 (0.646–0.849)
<0.001

0.901 (0.798–1.018)
0.094

0.879 (0.797–0.970)
0.010

0.893 (0.804–0.991)
0.033

0.772 (0.660–0.904)
0.001

Weight-relative BMS 0.711 (0.621–0.813)
<0.001

0.907 (0.804–1.024)
0.114

0.900 (0.817–0.993)
0.035

0.905 (0.817–1.003)
0.056

0.820 (0.705–0.955)
0.011

WC-relative BMS 0.820 (0.717–0.938)
0.004

0.900 (0.796–1.018)
0.094

0.892 (0.808–0.986)
0.026

0.911 (0.820–1.012)
0.082

0.800 (0.684–0.935)
0.005

Men

HGS (kg) 1.073 (0.805–1.430)
0.632

0.963 (0.875–1.060)
0.441

1.007 (0.907–1.119)
0.891

0.927 (0.843–1.018)
0.114

0.925 (0.824–1.037)
0.182

BMI-relative HGS 0.416 (0.302–0.572)
<0.001

0.813 (0.739–0.894)
<0.001

0.870 (0.787–0.962)
0.007

0.793 (0.723–0.869)
<0.001

0.689 (0.612–0.775)
<0.001

Weight-relative HGS 0.322 (0.237–0.437)
<0.001

0.826 (0.754–0.905)
<0.001

0.861 (0.781–0.949)
0.003

0.780 (0.712–0.854)
<0.001

0.691 (0.617–0.774)
<0.001

WC-relative HGS 0.448 (0.329–0.610)
<0.001

0.826 (0.751–0.909)
<0.001

0.863 (0.780–0.954)
0.004

0.812 (0.740–0.891)
<0.001

0.700 (0.622–0.787)
<0.001

BMS (kg) 1.268 (0.967–1.663)
0.086

1.054 (0.963–1.153)
0.251

1.015 (0.919–1.120)
0.772

0.942 (0.861–1.031)
0.196

1.093 (0.982–1.216)
0.103

BMI-relative BMS 0.665 (0.502–0.882)
0.005

0.941 (0.862–1.027)
0.174

0.924 (0.840–1.015)
0.100

0.847 (0.776–0.923)
<0.001

0.890 (0.802–0.988)
0.028

Weight-relative BMS 0.560 (0.421–0.745)
<0.001

0.954 (0.876–1.040)
0.290

0.917 (0.836–1.005)
0.065

0.841 (0.771–0.917)
<0.001

0.894 (0.807–0.991)
0.033

WC-relative BMS 0.698 (0.527–0.925)
0.012

0.953 (0.872–1.041)
0.287

0.916 (0.832–1.008)
0.071

0.859 (0.787–0.938)
0.001

0.904 (0.813–1.004)
0.059

Abbreviation: HR, hazard ratio; CI, confidence interval; WC, waist circumference; HDL, high density lipoprotein; TG, triglyceride; HTN,
hypertension; DM, diabetes mellitus; HGS, hand grip strength; BMS, back muscle strength. * Adjusted for baseline muscle strength
plus age; family history of DM (yes, no); family history of hypertension (yes, no); job (homemaker, white collar, or blue collar); income
(KRW < 1,000,000, KRW 1,000,000 ≤ or <2,000,000, KRW 2,000,000≤ or <4,000,000, or KRW 4,000,000≤); education (<12 years and ≥12
years); married status (yes, no); smoker (never smoker, ex-smoker, or current smoker); alcohol consumption (g/day); leisure physical
activity (METs); and BMI. Women added menopause.
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In univariate analysis, the HR per one SD increase for incident WC, incident dyslipi-
demia (HDL-cholesterol and TG), incident HTN, and incident DM in women and men was
associated with a lower risk in BMI-, weight-, and WC-relative HGS and BMS (HR = 0.492–
0.666, p < 0.001 for women, and HR = 0.334–0.698, p ≤ 0.011 for men in incident WC;
HR = 0.863–0.892, p ≤ 0.044 for women, and HR = 0.803–0.818, p < 0.001 for men in incident
HDL-cholesterol; HR = 0.806–0.875, p ≤ 0.005 for women, and HR = 0.879–0.900, p ≤ 0.032
for men in incident TG; HR = 0.739–0.836, p < 0.001 for women, and HR = 0.788–0.877,
p ≤ 0.003 for men in incident HTN; HR = 0.610–0.769, p < 0.001 for women, and HR = 0.687–
0.891, p ≤ 0.029 for men in incident DM), excluding HSG and BMS in both women and
men, weight-relative HGS of women, and relative BMS of men.

After adjusting for confounders, the HR for all the metabolic components was not
associated with HGS and BMS in both men and women. The HR for incident WC, incident
dyslipidemia (HDL-cholesterol and TG), incident HTN, and incident DM in women and
men was associated with a lower risk in BMI-, weight-, and WC-relative HGS (HR = 0.530–
0.647, p < 0.001 for women, and HR = 0.322–0.448, p < 0.001 for men in incident WC;
HR = 0.861–0.880, p ≤ 0.042 for women, and HR = 0.813–0.826, p < 0.001 for men in incident
HDL-cholesterol; HR = 0.829–0.846, p ≤ 0.001 for women, and HR = 0.870–0.863, p ≤ 0.007
for men in incident TG; HR = 0.826–0.841, p ≤ 0.003 for women, and HR = 0.780–0.812,
p < 0.001 for men in incident HTN; HR = 0.650–0.693, p < 0.001 for women, and HR = 0.689–
0.700, p < 0.001 for men in incident DM). The HR for incident WC, HTN, and DM in
women and men was associated with a lower risk in BMI-, weight-, and WC-relative BMS
(HR = 0.711–0.820, p ≤ 0.004 for women, and HR = 0.560–0.698, p ≤ 0.012 for men in
incident WC; HR = 0.893, p = 0.033 for women, and HR = 0.841–0.859, p ≤ 0.001 for men in
incident HTN; HR = 0.772–0.820, p ≤ 0.011 for women, and HR = 0.890–0.894, p ≤ 0.033 for
men in incident DM), excluding weight- and WC-relative BMS for women, and WC-relative
BMS for men. The HR for incident TG in women was only associated with a lower risk in
BMI-, weight-, and WC-relative BMS (HR = 0.879–0.900, p ≤ 0.035).

4. Discussion

In this study, we studied relationship between mean and relative HGS and BMS
and iMetS using a 16-year follow-up of the population-based cohort. The present study
revealed that BMI-, weight-, and WC-relative HGS and BMS at baseline were independently
associated with iMetS in men and women. In addition, the changes in muscle strength over
16 years was significant in iMetS in men. Unfortunately, baseline LPA and these changes
were not associated with iMetS. The results of changes in muscle strength and LPA that had
not been previously demonstrated were shown here. Additionally, we showed that iMetS
components were strongly associated with a one standard deviation increase in relative
HGS and BMS both in women and men.

Muscle strength can be measured in various areas, such as the knee, elbow, hand,
leg, and back [15,35,36]. Additionally, it can be measured by an isokinetic dynamome-
ter, cardiorespiratory fitness, dual-energy X-ray absorptiometry (DEX), and bioelectrical
impedance analysis (BIA) [37]. Several studies have been reported, varying by the mea-
surement site and measurement method, but there are few studies compared to those for
HGS due to problems such as the measurement difficulty, high test cost, and challenges in
validation [37,38]. Therefore, HGS is being used to research muscle strength in clinical and
epidemiological studies [8]. Body composition and body size-independent measurements
for muscle strength are important. The use of a relative method is recommended when
investigating the relationship between diseases such as T2DM, HTN, MetS, and demen-
tia [8–11]. Therefore, BMI-, weight-, and WC-relative muscle strength are frequently used
methods for normalizing muscle strength [15].

The relevance of MetS components, iMetS, and HGS has also been reported in previous
reports. Lower HGS was associated with incident T2DM [15,39,40], and meta-analysis
results using the results of 10 observational cohort studies also demonstrated its relevance
to DM [8]. Weak HGS is associated with HTN [9,41]. The results of HGS and MetS
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showed contradictory results. In women, all results showed no association results [17,18].
Some of the results showed significant results in men [24]. Weight- [16,20,21,23] and BMI-
relative [4,17–19] HGS were consistently associated with MetS both men and women. In
addition, weight-relative HGS was associated with iMetS in both men and women [26]. In
our results, BMI-, weight-, and WC-relative HGS were related to iMetS. The mean HGS was
not significant. Moreover, sarcopenia is the age-related loss of skeletal muscle mass, quality,
and strength [42]. The results of the meta-analysis using the results of 13 observational
studies also demonstrated its relevance to MetS (2.01 fold) [43]. The development of MetS
by HGS change has not been reported. Our results show that the decrease in HGS in men
was significantly associated with iMetS.

Unfortunately, LPA was not relevant to the iMetS in our results. These results can
be explained through previous reports that aerobic exercise does not significantly affect
HGS. Therefore, resistance exercise is needed to improvement HGS [44,45]. In addition, in
a four-year follow-up study, iMetS did not differ by moderate-LPA, but was only 0.36-fold
lower in groups with a vigorous LPA of more than 7.5 METs per week for more than
60 min [34]. Another study showed an association with a 0.54-fold increase in MetS of more
than 990 MET-minutes per week [46]. The baseline average leisure activity of the subjects in
this study was 127.0 MET-minutes per week for women and 125.3 MET-minutes per week
for men, showing very low LPA compared to previous studies. The difference between
baseline and eighth follow-up HGS and relative HGS were significantly reduced in women.
LPA was not different in women. On the other hand, men showed significant increases in
HGS, relative HGS, and LPA. In our results, men showed high iMetS and decreased HGS.
It is thought that increased or maintained LPA offset the effects of iMetS on HGS, while
decreased LPA reduces HGS, increasing iMetS.

As the pace of aging increases, interest in dementia is also increasing. A recent meta-
analysis has shown that MetS groups have 2.95-fold higher progression from MCI to dementia
than in normal groups [47]. Therefore, the prevention of MetS is considered an important
preventive factor for chronic diseases as well as the dementia of aging. In addition, HGS
is used for the diagnosis of sarcopenia and frailty [48]. Sarcopenia is emerging as a large
problem in old age. Only persistent LPA can maintain or increase muscles, which is essential
for improving the quality of health, life, and living in aging [18,42].

MetS is not a disease. It is clustering of risk factors. MetS is a public problem because
it leads to cardiovascular disease morbidity, T2DM, serious disabilities, and mortality [10].
Interpretation is also very complex and not fully elucidated because the development of
MetS is a combination of five components [49]. Recent GWAS results have given us a
partial understanding of their varying pathophysiology [50]. The relevant genes included
genes related to T2DM (APOC1, FADS2, NEU2, SLC18A1, CMIP, PABPC4, etc.); HTN
(blood pressure; NEU2, CMIP, CELF1, JMJD1C, ARID1A, CEP68, etc.); lipid regulation
(ZPR1, CETP, LPL, CD300LG, TRIB1, ANGPTL4, etc.), and obesity (APOC1, FTO, BAZ1B,
CELF1, PABPC4, PCCB, etc.). The analysis contained most genes traditionally thought to
be the cause of metabolic syndrome [49,51]. Moreover, results of pathway analysis using
these significant genes showed involvement of immunity pathway [51], inflammation [52],
endosomal/vacuolar and ER-phagosome [53], and regulation of lipids and lipoprotein [54].

Recently, gender difference was confirmed in the longitudinal study [26]. However,
our results did not show the relative HGS of genders and baseline and the interaction of
BMS. Interestingly, in the delta change of relative HGS, women were not significant in
DM development, but men showed significance with iMetS. As a result, it is thought that
in-depth research between genders will be needed.

This study had some limitations. First, this study was limited to Koreans and, due to
ethnic differences, it is difficult to generalize the results of our research. Second, a more
accurate measurement of exercise is needed because the amount of exercise was calculated
by the questionnaires. Third, muscle mass, muscle strength, and function may be different
in various outcomes, so more research on this is needed.
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5. Conclusions

The results of this study show that BMI-, weight-, WC-relative HGS and BMS are more
sensitive indicators for iMetS than mean HGS and BMS. From the results of this study,
it is possible to elucidate, to some extent, the relationship between the development of
MetS through HGS and BMS. Studies are needed to confirm the exact mechanism and the
associations of relative HGS and BMS with MetS. Nevertheless, our results suggest that
relative HGS and BMS can be conveniently used as the simplest predictive method for
screening and preventing subjects at risk of metabolic syndrome.
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