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State of the Art of Innate Immunity—An Overview
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The innate immune system is the first line of defense against bacterial and viral infec-
tions and sterile inflammation through the recognition of pathogen-associated molecular
patterns (PAMPs) as well as danger-associated molecular patterns (DAMPs) by pathogen-
recognition receptors (PRRs), and produces proinflammatory and antiviral cytokines and
chemokines [1].

This Special Issue of Cells is devoted to many aspects of innate immunity and gives an
overview of different DAMPs, immune cells, special mechanisms, and therapeutic options
for treating diseases related to chronic inflammation or infections.

One of the well-known DAMPs is the high-mobility group box 1 protein (HMGB1),
which is either passively released by dying cells or actively secreted by immune and other
cells and was described as implicated in both stimulating and inhibiting innate immunity.
Andersson et al. reported that the pro- and anti-inflammatory activities of HMGB1 depend
on post-translational modification of its disulfide bonds by binding to different extracellular
cell surface receptors either directly or as a cofactor of PAMPs [2].

Another DAMP, extracellular ribosomal RNA, which is released under pathological
conditions from damaged tissue, acts synergistically with Toll-like receptor 2 ligands,
inducing the release of cytokines in a nuclear factor kappa B-dependent manner in vitro
as well as in vivo. Grote et al. suggest that extracellular RNA might sensitize Toll-like
receptor 2 to enhance the immune response under pathological conditions and therefore
might serve as a new target for the treatment of bacterial or viral infections [3].

Arnholdt et al. demonstrate that cells related to innate immunity and influencing
immunoregulatory and inflammatory processes, such as gamma delta T cells, play an
important role in angiogenesis and tissue generation. By using a femoral artery ligation
model in mice, depletion of this subset of T cells was demonstrated to impair angiogenesis,
increase the number of leukocytes and inflammatory M1-like macrophages, and promote
the formation of neutrophil extracellular traps (NETs) [4].

The topic of autoinflammation is also covered in this Special Issue. The review of
P. Georgel provides some examples of autoimmune/autoinflammatory diseases caused by
the deregulated expression of type I interferons and interleukin-1β. The role of interleukin-1
and type I interferons and their crosstalk in autoinflammatory diseases such as rheumatic
diseases are analyzed to reveal novel therapeutic opportunities [5].

Gullet et al. discuss the key components of programmed cell death pathways and
highlight the plasticity of pyroptosis, apoptosis, and necroptosis as well as significant
crosstalk among these pathways. The concept of PANoptosis, an inflammatory cell death
pathway that integrates components of different cell death pathways and is implicated in
driving innate immune responses and inflammation, is explained [6].

A review by Papendorf et al. provides a comprehensive overview of molecular
pathogenesis disorders caused by proteostasis perturbations, and current knowledge of

Cells 2022, 11, 2705. https://doi.org/10.3390/cells11172705 https://www.mdpi.com/journal/cells1
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the various mechanisms by which impaired proteostasis promotes autoinflammation is
summarized [7].

To investigate the crosstalk between coagulation and innate immunity, the effect of
thrombin on macrophage polarization is investigated by Ukan et al. Results demonstrate
that thrombin induces an anti-inflammatory phenotype in macrophages, which shows
similarities to as well as differences from the classical M2 polarization states regarding the
expression of secreted modular Ca2+-binding protein [8].

To investigate insect innate immunity, the in vitro cultivation of primary hemocytes
from D. Suzuki third-instar larvae is described by Carrau et al. as a valuable tool for
investigating hemocyte-derived effector mechanisms against pathogens, particularly for
the formation of extracellular traps [9].

Drugs such as ganciclovir and its pro-drug valganciclovir are often used to treat
viremic patients transfected with, e.g., human cytomegalovirus (HCMV). Results from
Landázuri now suggest that binding and signaling through endothelin receptor B (ETBR) is
crucial for viral replication and that selected ETBR blockers inhibit HCMV infections [10].

Lin et al. report that albumin attenuates chronic liver diseases (CLDs) via alleviat-
ing inflammation of Kupffer cells caused by bacterial products, which might provide a
compelling rationale for albumin therapy in patients with CLDs [11].

Funding: This research received no external funding.
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Abstract: High mobility group box 1 protein (HMGB1), a highly conserved nuclear DNA-binding
protein, is a “damage-associated molecular pattern” molecule (DAMP) implicated in both stimulating
and inhibiting innate immunity. As reviewed here, HMGB1 is an oxidation-reduction sensitive
DAMP bearing three cysteines, and the post-translational modification of these residues establishes
its proinflammatory and anti-inflammatory activities by binding to different extracellular cell surface
receptors. The redox-sensitive signaling mechanisms of HMGB1 also occupy an important niche
in innate immunity because HMGB1 may carry other DAMPs and pathogen-associated molecular
pattern molecules (PAMPs). HMGB1 with DAMP/PAMP cofactors bind to the receptor for advanced
glycation end products (RAGE) which internalizes the HMGB1 complexes by endocytosis for in-
corporation in lysosomal compartments. Intra-lysosomal HMGB1 disrupts lysosomal membranes
thereby releasing the HMGB1-transported molecules to stimulate cytosolic sensors that mediate
inflammation. This HMGB1-DAMP/PAMP cofactor pathway slowed the development of HMGB1-
binding antagonists for diagnostic or therapeutic use. However, recent discoveries that HMGB1
released from neurons mediates inflammation via the TLR4 receptor system, and that cancer cells
express fully oxidized HMGB1 as an immunosuppressive mechanism, offer new paths to targeting
HMGB1 for inflammation, pain, and cancer.

Keywords: HMGB1; RAGE; TLR4; DAMP; SIRT1; α7-nicotinic acetylcholine receptor; nociceptor;
inflammation; cancer; COVID-19

1. Introduction

High mobility group box 1 protein (HMGB1)s a DNA-binding molecule bound to chro-
matin in all eukaryotic cells [1]. When passively released by dying cells or actively secreted
by activated immune and other cells, it is an alarmin and damage-associated molecular
pattern molecule (DAMP). In general, alarmins perform distinct intracellular tasks during
homeostatic conditions but promote inflammation to initiate repair mechanisms when
released extracellularly in response to danger signals [2]. However, exaggerated alarmin
responses can increase tissue injury and cause organ dysfunction, a central mechanism
in the pathogenesis of acute and chronic inflammatory diseases. Extracellular HMGB1
has been implicated in chemokine, cytokine, metabolic, inflammatory, neuroinflammatory,
and anti-inflammatory activities, a diverse range of functions that depend on the molec-
ular binding partners of HMGB1, its extracellular or intracellular location, and its redox
state [3,4].

2. Extracellular HMGB1 Release

HMGB1 expresses 214 amino acids arranged in two consecutive DNA-binding HMG
box domains (box A and box B) and an acidic C-terminal tail, containing a stretch of thirty
continuous glutamic and aspartic acids (Figure 1).

Cells 2021, 10, 3323. https://doi.org/10.3390/cells10123323 https://www.mdpi.com/journal/cells3
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Figure 1. Position of binding sites for HMGB1-receptors, heparin, LPS, and the two nuclear localization sites (NLSs) in the
HMGB1 molecule.

The two DNA-binding boxes of HMGB1 contain three cysteines and the redox state
of each of these residues is critically important for the ability of the nuclear molecule
to be secreted and for the extracellular receptor usage. All three cysteines reside in a
fully reduced state with thiol groups (all-thiol HMGB1) in inactive cells. Mild HMGB1
oxidation generates disulfide HMGB1 characterized by a disulfide bond between Cys23
and Cys45 while keeping Cys106 in the reduced form. Further oxidation of HMGB1 will
produce sulfonyl groups on any or all cysteine residues creating an isoform called sulfonyl
HMGB1 [1]. Homo-dimerization of HMGB1 at Cys106 has recently but described to take
place both in the nucleus and extracellularly [5]. The biological significance of this molecule
needs further investigation.

Active HMGB1 release occurs in several steps. First, nuclear HMGB1 translocates
to the cytoplasm, a process that requires JAK-STAT1 signaling that will generate acety-
lation of critical lysine residues located in the two nuclear localization sites (NLSs) [6,7]
(Figure 1). Hyperacetylation of HMGB1 prevents the continuous bidirectional shuttle of
HMGB1 between the cytoplasm and the nucleus present in all cells and leads to cytoplasmic
accumulation of HMGB1. Nuclear hyperacetylation is also accomplished via increased
histone-acetylase (HAT) activity as well as decreased histone-deacetylase (HDAC) activ-
ity [7–9]. Several agents including metformin, resveratrol, and curcumin (which all enhance
sirtuin 1 (SIRT1) deacetylase activity) decrease extracellular HMGB1 release and reduce
HMGB1-dependent inflammation [10–18]. Decreased activity of SIRT1, a nicotinamide
adenine dinucleotide-dependent HDAC, occurs in aging and senescence, suggesting a
role for HMGB1 in the inflammation associated with aging (“inflammageing”) [19–21].
Additional HDACs including HDAC1 and HDAC4 have likewise been demonstrated to
efficiently inhibit active HMGB1 release [8,9,22]. Ethanol reduces HDAC1/4 performance
and thus enhances neuronal HMGB1 release [9]. Ischemia-reperfusion injury is another
cause of reduced nuclear HDAC1 and HDAC4 activities that generate increased levels of
extracellular hyperacetylated HMGB1 [8].

Intranuclear oxidation of HMGB1 to the disulfide isoform is also a prerequisite for
the translocation of HMGB1 to the cytosol [23]. Nuclear peroxiredoxins I and II induce
an intramolecular disulfide formation between Cys23 and Cys45 to generate disulfide
HMGB1 that will be transported out of the nucleus by binding to the nuclear exportin
chromosome-region maintenance 1 (CRM1) interacting with the two nuclear export signal
sites present in each of the HMG boxes of HMGB1 [7].

Second, cytoplasmic HMGB1 is released extracellularly via several mechanisms. One
route proceeds via exocytosis of secretory lysosomes, a pathway also used for IL-1β se-
cretion, although HMGB1 and IL-1β are stored in separate vesicles [24] (Figure 2A). The
intracellular events that control the sequestration of cytoplasmic HMGB1 in secretory lyso-
somes remain to be elucidated. A second route for HMGB1 to exit cells is via its expression
on the surface of microparticles derived from activated platelets [25,26]. Vascular injury
induces the massive extracellular release of HMGB1 from platelets displaying an important
role in the pathogenesis of thrombosis formation and neutrophil activation [27–29].
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Figure 2. Selected examples of mechanisms for HMGB1 release. (A) HMGB1 lacks a secretory signal
sequence and is instead packed into secretory lysosomes in hematopoietic cells, before being released
extracellularly. (B) Pyroptosis and necrosis are both lytic processes that generate HMGB1 release,
(C) Inflammasome-activated gasdermin D creates pore formation in the outer cell membrane enabling
HMGB1 release even before cell lysis may occur. (D) Stimulated nociceptors release HMGB1 in a
retrograde manner.

Programmed, proinflammatory cell death (pyroptosis) is an additional mechanism
for the regulated release of HMGB1, which is hyperacetylated and expresses the disulfide
redox isoform [30–32] (Figure 2B,C). This process takes place due to increased caspase-
1/caspase-11 activity that generates inflammasome activation and gasdermin D cleavage
inducing pore formation and eventually ruptures the outer cell membrane [33]. Gasdermin
D-generated nanopore formation and pyroptosis have been implicated as the dominant
pathway for HMGB1 release during gram-negative sepsis when caspase-1/caspase-11
double-deficient mice express markedly reduced systemic HMGB1 levels [34]. Recent evi-
dence indicates that stimulated sensory neurons actively secrete HMGB1 in an antidromic
fashion by molecular mechanisms that remain elusive [35] (Figure 2D). The neuronally
released HMGB1 is most likely disulfide HMGB1 since it acts via TLR4 to mediate in-
flammation and pain [13,36–47] and disulfide HMGB1 is the single redox form of HMGB1
capable of binding to the MD-2/TLR4 receptor complex [48]. Functional consequences
regarding the neuronal HMGB1-regulation of inflammation will be discussed later in
this review.

Various forms of cell deaths generate passive HMGB1 release expressing different
isoforms. Necrosis releases fully reduced, non-acetylated HMGB1 (the habitual nuclear
HMGB1 isoform), which acts as a chemotactic factor when bound to CXCL12 gener-
ating enhanced CXCR4 signaling [49,50]. Apoptosis causes insignificant extracellular
HMGB1 release since the nuclear HMGB1 strongly attached to modified DNA is retained in
membrane-sealed apoptotic bodies [51]. However, if the phagocytic clearance of the apop-
totic bodies fails this debris may undergo secondary-necrosis and discharge non-acetylated
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HMGB1 mainly in the sulfonyl redox isoform [52]. As already described, pyroptosis
generates disulfide, hyperacetylated HMGB1 [30–32].

3. HMGB1 Receptor Usage

The redox state of HMGB1 determines the ability for receptor interactions and thus
the functional outcome of extracellular HMGB1 interactions. TLR4 and the receptor for
advanced glycated end-products (RAGE) are the most extensively studied HMGB1 recep-
tors. TLR4 is the HMGB1 receptor causing cytokine and type 1 interferon production [53]
(Figure 3). This interaction requires disulfide HMGB1 to bind at low nanomolar avidity
to the TLR4 co-receptor MD-2, in an analogous way to LPS, but attaching at another
position [48].

Figure 3. Disulfide HMGB1 binds to MD-2 and activates the TLR4 receptor complex via two separate
intracellular signal pathways. Proinflammatory cytokines are formed when the adapter molecule
TIRAP gets associated with toll-like receptor 4 and the myeloid differentiation factor 88 (MyD88) that
activates the NF-κB signaling pathway. Interferon-β is produced when TRAM (TRIF-related adaptor
molecule) associates with TRIF (TIR-domain-containing adapter-inducing interferon-β).

RAGE is a multi-ligand receptor expressed by many cell types, predominantly as a
preformed intracellular molecule available for rapid NF-κB-controlled translocation to
the cell surface [54,55]. RAGE was originally identified as an HMGB1-receptor in the
context of studies of neurite outgrowth in the fetal brain without any signs of concomi-
tant proinflammatory activity. This RAGE-binding site in HMGB1 is located in sequence
150–83 [56] (Figure 1). One additional RAGE-binding site situated in the HMGB1 box A
domain (sequence 23–50) was later identified and RAGE-interaction with this site has pro-
found proinflammatory effects [57]. Extracellular HMGB1 readily forms heterocomplexes
with multiple extracellular DAMPs and PAMPs [58], which are subsequently endocytosed
by HMGB1 binding to RAGE for further intracellular transport to the endolysosomal
compartment [34,59–69]. Heparin, recombinant truncated HMGB1 box A protein, and
acetylcholine each blocks the endocytosis of HMGB1 and its partner molecules [60,70].
HMGB1 heterocomplexes are endocytosed via RAGE expressed on macrophages and finally
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accumulate in the lysosomal compartment [34] (Figure 4). HMGB1, at high concentration,
then accomplishes a unique function inside acidic lysosomes because HMGB1 disrupts the
lysosomal membrane at low pH allowing its partner molecules to circumvent degradation
and leak into the cytosol. In contrast, any molecule imported into the lysosomal system via
antibodies in the absence of HMGB1 is normally degraded there. The HMGB1-imported
extracellular DAMPs and PAMPs released from the ruptured lysosomes will subsequently
bind and activate cognate cytosolic sensors, a mechanism that would not occur in the ab-
sence of the RAGE/HMGB1-assisted transport. Stimulation of proinflammatory cytosolic
sensors generates inflammasome activation, pyroptosis, the release of proinflammatory
mediators, and activation of the extrinsic coagulation cascade [34,71,72]. Inflammasomes
cleave and activate inflammatory caspases such as caspase 1, 4, 5, and 11 resulting in acti-
vation of cytoplasmic gasdermin D. The truncated gasdermin D then forms oligomerized
molecules producing nanopores in the plasma membrane culminating in pyroptotic cell
death (Figure 2C). This process in live and dying cells mediates the release of IL-1α, IL-1β,
IL-18, and HMGB1 [30,31,71] (Figure 4). Furthermore, cleaved gasdermin D also activates
a membrane-located scramblase inducing phosphatidylserine externalization on the cell
surface, where the molecule assembles a complex of cofactor proteases of the coagulation
cascade initiating coagulation [33,73,74].

Figure 4. LPS needs HMGB1 to trigger severe inflammation. Injected LPS and type 1 interferon,
(which generates HMGB1 release) in TLR4 gene-deficient mice is lethal in contrast to when adminis-
tered to caspase-11 knockout mice [75,76]. The initial event in LPS toxicity is due to extracellular LPS
activation of cell surface TLR4, which triggers extracellular HMGB1 release. HMGB1 has two LPS-
binding sites (Figure 1) and thus forms extracellular HMGB1-LPS complexes that get endocytosed
via RAGE to finally reach the cytosol culminating in caspase-11 activation (in mice; caspases 4/5 in
humans) causing inflammation and coagulation.

Surprising new findings in tumor biology reveal that oxidized HMGB1 (sulfonyl
HMGB1) is an anti-inflammatory molecule that signals via RAGE [77] (Table 1). Sulfonyl
HMGB1 has until now been considered as a functionally inert molecule, mainly defined
by an absent capacity to generate inflammation, but these new observations implicate
sulfonyl HMGB1 in recruiting immunocompetent cells which inhibit cytotoxic cells, thereby
impairing their ability to attack and kill the tumor cells. Immunosuppressive cells recruited
by sulfonyl HMGB1 include regulatory T lymphocytes (Tregs), M2 macrophages, and
myeloid-derived suppressor cells (MDSC). Sulfonyl HMGB1 also downregulates antigen-
presenting cells including dendritic cells and plasmacytoid dendritic cells (summarized in
Table 1).
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Table 1. Extracellular HMGB1 redox forms determine functional outcomes in inflammation.

HMGB1 Redox
Form

Partner Molecule Receptor
Biological
Response

Reference

All-thiol CXCL12 CXCR4 Chemotaxis [50]
Disulfide None TLR4 Cytokines [53]

Sulfonyl Unknown RAGE
Accumulation of Tregs and MDSCs,
enhanced M2/M1 macrophage ratio

and dendritic cell tolerogenicity
[77]

Undetermined Many PAMPs and
DAMPs RAGE

Inflammasome activation,
hyperinflammation, coagulation,

pyroptosis
[34]

Undetermined None CD24+ Siglec-10 NF-κB inhibition [78]

Administration of HMGB1 inhibitors improved outcomes from cancer in several
experimental models. Anti-HMGB1 therapy inhibited tumor growth, diminished the
recruitment of immunosuppressive cells, and enhanced the antigen-presenting capacity of
tumor-associated dendritic cells [77]. Furthermore, the therapeutic efficacy of checkpoint
immune inhibitors was enhanced when concomitant HMGB1 blocking treatment was
provided. These results suggest a very intriguing scenario where sulfonyl HMGB1 may
occupy a supportive role in the resolution of inflammation, but a detrimental role in the
defense against tumors. The results suggest further studies of the mechanism are warranted
to determine the role of sulfonyl HMGB1/ RAGE-dependent biology in cancer because it
offers an interesting experimental therapeutic strategy (Figure 5).

Figure 5. Fully oxidized HMGB1 inhibits cytotoxicity versus tumors. Tumor secreting sulfonyl
HMGB1 which attracts M2 macrophages, regulatory T cells, and myeloid-derived suppressor cells
(MDSC) which all inhibit a cytotoxic cell response against the tumor.

The immunosuppressive regulation of sulfonyl HMGB1 via RAGE is not the only
HMGB1 anti-inflammatory mechanism [77]. It has previously been demonstrated that
HMGB1, of undefined redox isoform, binds to CD24 (Table 1) [78]. This cell surface
sialoglycoprotein is expressed by several cell types including dendritic cells, where it
provides costimulatory signals to T cells but lacks a mechanism for signal transduction.
HMGB1-CD24 forms a trimolecular complex on dendritic cells with the signaling receptor
Siglec-10, which subsequently associates with the tyrosine phosphatase SHP-1, a negative
regulator of nuclear factor-kB (NF-κB) activation [78] (Figure 6).

The consequence of these molecular events is thus downregulated inflammation.
Experimental administration of CD24-Fc fusion protein inhibited inflammation in pre-
clinical models of virus infection, autoimmunity, and graft-versus-host disease [79–81].
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Clinical studies based on the administration of soluble CD24 and CD24Fc are in progress
for patients with severe COVID-19 [82].

Figure 6. An anti-inflammatory HMGB1-dependent pathway. A trimolecular complex formed by HMGB1, CD24, and
Siglec-10 generates intracellular cell signaling that turns off NF-κB-dependent inflammatory processes.

4. Sensory Neurons Direct Inflammation via HMGB1 Release

Sensory neurons, termed “nociceptors” mediate neuroinflammation through the ret-
rograde or “antidromic” release of neuropeptides, neurotransmitters, and incompletely
defined mediators. Recently we reported that HMGB1 is a necessary and sufficient media-
tor of neuroinflammation because nociceptors harvested from transgenic mice expressing
channelrhodopsin-2 (ChR2) directly release HMGB1 when stimulated by light [35]. In
collagen antibody-induced arthritis in mice, ablation of neuronal HMGB1 decreased hyper-
algesia, delayed onset, and reduced intensity of joint inflammation and cartilage destruction
compared to wild type (WT) or HMGB1 floxed (HMGB1fl/fl) control mice (Figure 7).

Figure 7. Ablation of neuronal HMGB1 reduces joint inflammation. Polyarthritis was induced by
the administration of anti-collagen antibodies in mice. Wild type (WT) and HMGB1fl/fl control mice
developed severe polyarthritis. Significantly delayed onset and reduced severity of polyarthritis were
observed in neuronally HMGB1 gene-deficient mice (Syn-Cre/HMGB1fl/fl). *: p < 0.05, ****: p < 0.0001
vs. HMGB1fl/fl control. Reproduced from Yang et al. [35].
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Furthermore, sterile sciatic nerve injury produces inflammation, swelling, and hyper-
algesia in the paws of wild type mice (WT) and HMGB1 floxed HMGB1fl/fl mice, but these
responses are attenuated in neuronal-specific HMGB1 knock-out (Syn-Cre/HMGB1fl/fl)
mice (Figure 8A,B) [35]. These and other results indicate neuronal HMGB1 is required to
mediate nerve injury-induced tissue inflammation and neuropathic pain.

Figure 8. Ablation of neuronal HMGB1 reduces inflammation and hyperalgesia after sciatic nerve injury. Standardized
sciatic nerve injury was induced via nerve ligation. (A) HMGB1 levels were significantly increased in paw tissue from WT
and HMGB1fl/fl control mice in contrast to Syn-Cre/ HMGB1fl/fl mice (* p < 0.05, ** p < 0.01, *** p < 0.001). (B) Mechanical
sensitivity assessed using von Frey filaments and the Dixon up-down method to calculate the threshold response demon-
strated that hyperalgesia after sciatic nerve injury was significantly reduced in Syn-Cre/HMGB1fl/fl mice as compared to
HMGB fl/fl control mice (**** p < 0.0001). Reproduced from Yang et al. [35].

The redox state of the neuronally released HMGB1 is yet to be defined, but it is likely
the disulfide form because neuroinflammation and hyperalgesia are TLR4-dependent, and
disulfide HMGB1 is a specific TLR4 ligand [83–86]. Neuronal TLR4 KO mice are also
significantly protected from sciatic injury-induced allodynia and skin inflammation [87].
Other studies of global TLR4 knockout mice likewise indicate that TLR4 is required for
HMGB1-mediated hyperalgesia [83,84].

Active neuronal HMGB1 release is not restricted to peripheral sensory nerves but
has been demonstrated to occur in yet undefined neurons in the central nervous system
too [9,46,88–90]. Cultured primary cortical neurons stimulated by TNF release HMGB1 [88].
Ethanol triggers HMGB1 release from neurons in rat hippocampal-entorhinal cortex brain
slice cultures [9], as ethanol reduces HDAC activity which promotes the release of acety-
lated HMGB1. Targeting neuronal HMGB1 reduces the expression of TNF and IL-1β in
microglia cells in the cultured brain slices. Hyperexcitatory brain neurons from Alzheimer’s
patients also release HMGB1, which binds to TLR4 and mediates neurite degeneration [46].
A recently developed HMGB1-specific mAb blocking the TLR4-binding epitope of HMGB1
has demonstrated beneficial therapeutic effects in mouse models of preclinical Alzheimer´s
disease [46,91], and other neutralizing anti-HMGB1 mAbs exerted neuroprotection in a
rat model of Parkinson´s disease [89]. In the anti-HMGB1 mAb-treated group, HMGB1
was retained in the nucleus of neurons and astrocytes, whereas in the control mAb-treated
group cytoplasmic HMGB1 translocation was observed in both neurons and astrocytes.

In summary, these multiple observations suggest that HMGB1 is actively released dur-
ing neuronal depolarization and plays a key etiologic role in the initiation and amplification
of inflammation.
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5. HMGB1 in COVID-19

There are presently almost 200,000 publications about COVID-19 listed on PubMed
but only 40 of them investigated the role of HMGB1, out of which only 4 reports on
elevated systemic HMGB1 levels in COVID-19 patients [92–95]. This is a remarkably small
number considering that extensive necrosis and hyperinflammation in the disease should
generate substantial HMGB1 release. A hyperexcited HMGB1-RAGE axis would also be
expected since the respiratory tract macrophages, epithelial, and endothelial cells release
large amounts of extracellular HMGB1, and its cognate receptor RAGE is constitutively
abundantly expressed in the lungs only. It is therefore highly surprising that only a few
papers are documenting robustly increased systemic amounts of HMGB1 during the acute
stage of severe COVID-19. The HMGB1 ELISAs used in the four reports that demonstrated
high HMGB1 levels included antibodies with different specificities for HMGB1 than those
applied in standardized HMGB1 ELISAs used in the majority of HMGB1 studies. It is most
likely that these four papers reflect COVID-19 pathophysiology. We further speculate that
during the acute stage of the disease large amounts of extracellular endogenous DNA and
other DAMPs are released by extensive cell death. This combined with extracellular viral
RNA and other PAMPs bound to HMGB1 may interfere with HMGB1 assays. Standard
HMGB1 ELISA methods commonly include buffer steps to dissociate HMGB1 and partner
molecules bound to HMGB1 enabling the ELISA antibodies to recognize HMGB1. Based
on our unpublished results we suspect that some standardized HMGB1 ELISAs do not
perform accurately with COVID-19 plasma samples and fail to remove complex-bound
molecules efficiently from HMGB1, which produces confounding results.

This view is supported by our recent analysis of plasma samples from 9 COVID-19
patients with severe hyperinflammation using ELISA methods that revealed HMGB1 levels
within the normal range (Figure 9A). However, immunoblotting analysis under reducing
conditions of the same samples demonstrated highly elevated HMGB1 levels as compared
to normal controls indicating pathologically increased plasma concentrations (Figure 9B).
Pretreatment of the plasma samples with perchloric acid [96] to dissociate molecules at-
tached to HMGB1 shifted the ELISA results to demonstrate increased, pathological HMGB1
levels, despite that the harsh acidic handling partly damaged the samples (Figure 9A).
Taken together, it seems that there are exceptional problems regarding systemic HMGB1
quantification during acute COVID-19, due to yet undefined partner molecules attaching
strongly to HMGB1 and causing steric hindrance for antibody recognition.

Figure 9. Plasma HMGB1 levels are increased in patients with severe COVID-19. (A) Multiple plasma samples from
COVID-19 patients (27 samples from 9 patients) and healthy controls (14 samples from 4 healthy controls) were analyzed
in HMGB1 ELISA (IBL International GmbH, Germany). The samples were either pretreated by perchloric acid (PCA) or
not [96]. (B) Plasma samples from two COVID-19 patients and two healthy controls were subjected to SDS polyacrylamide
gel electrophoresis in reducing conditions and probed with a monoclonal anti-HMGB1 antibody. Lanes 1-4 shows plasma
samples from day 0, 2, 3, 4 from the admission of a patient with lethal Covid-19 infection; lanes 5–6 represent samples from
a severely ill COVID-19 patient on day 0 and 1 from admission, while lanes 7–8 demonstrate results in two healthy controls.
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ELISA measurement of systemic HMGB1 levels in some other clinical conditions
including active systemic lupus erythematosus (SLE) or septic shock has previously been
reported to underestimate results reminding of the problems that we encountered in our
pilot study in COVID-19 patients. Barnay-Verdier et al. studied HMGB1 quantification
using ELISA in plasma samples from patients with septic shock [96]. They compared
results in plasma versus plasma subjected to perchloric acid exposure prior to ELISA. The
results were straightforward, PCA-ELISA detected significantly higher amounts of HMGB1
in plasma samples compared to conventional ELISA. Another study unexpectedly found
that lupus patients with active disease had HMGB1 levels measured by ELISA to be at
the same or even at lower levels than in healthy controls [97]. In contrast, western blot
assessment demonstrated huge differences between healthy controls and patients with
active lupus, who expressed high HMGB1 levels. The plasma molecules that presumably
bound and masked HMGB1 in ELISA measurements were not identified.

6. HMGB1 and Acetylcholine-Potent Antagonists Balancing Inflammation

Over the past 20 years, amazingly consistent and successful results from preclinical
and in vitro studies have revealed that acetylcholine is a strong inhibitor of HMGB1-
provoked inflammation and pain [60,98–110]. The two ancient molecules acetylcholine
and HMGB1 have during evolution formed a functional yin-yang relationship. Homeosta-
sis in inflammation is obtained when the functional influences mediated by HMGB1
and acetylcholine are in balance. Therapeutic results in preclinical studies using va-
gus nerve stimulation, choline esterase inhibitors, or α7-nicotinic acetylcholine receptor
(α7nAChR) agonists are strikingly similar to those seen after HMGB1-specific blocking
treatment regarding kinetics and final outcome [3,111–114]. Acetylcholine inhibits HMGB1
release [102,103,105–107,115–117], TLR4/MyD88/NF-κB signaling [118], and RAGE-
mediated endocytosis of HMGB1 and HMGB1 complex-bound to DAMPs or PAMPs [60].
Each one of these inhibitory accomplishments is beneficial for controlling HMGB1-mediated
inflammation. SIRT1 functions were enhanced by α7nAChR-specific agonist stimulation
and inhibited by an α7nAChR- specific antagonists supporting a role for α7nAChR signal-
ing to mediate increased SIRT1 activity inhibiting HMGB1 release [119]. Furthermore, elec-
troacupuncture pretreatment using a specific acupoint termed ST36 attenuated acute lung
injury through α7nAChR-mediated inhibition of HMGB1 release in rats after cardiopul-
monary bypass [107]. It was recently demonstrated that low-intensity electroacupuncture
stimulation of the ST36 acupoint excited PROKR2-expressing sensory neurons to activate
the cholinergic anti-inflammatory system [116].

Enhancing nuclear HMGB1 deacetylation to inhibit the nucleocytoplasmic translo-
cation and subsequent extracellular release may thus offer a promising treatment for
HMGB1-mediated inflammation. This insight should encourage further clinical studies us-
ing non-invasive transcutaneous auricular vagus nerve stimulation or electroacupuncture
stimulation at carefully selected acupoints to treat uncontrolled HMGB1-triggered inflam-
mation and neuropathic pain [101,120]. These α7nAChR-mediated therapeutic means
augment SIRT1 function and thus inhibit HMGB1 release and subsequent inflammation. It
is thus conceivable that HMGB1 antagonists and cholinergic anti-inflammatory activation
generate almost interchangeable results in preclinical treatment studies since acetylcholine
inhibits extracellular HMGB1 release.

7. Key Challenges in the HMGB1 Field

Even though extracellular HMGB1 has been intensely studied for more than two
decades there are basic methodological shortcomings that need urgent attention. We need
improved methods to quantify extracellular levels of HMGB1 isoforms in clinical samples.
The problem of steric hindrance generated by molecules complex-bound to HMGB1 in vivo
has here been exemplified in the context of COVID-19, SLE, and septic shock and must
be resolved via the invention of improved tools for diagnostic and therapeutic purposes.
There are presently no existing methods to quantify HMGB1 redox isoforms or other
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posttranslational modifications. These obstacles severely delay a further exploration of the
fascinating and important biology created by extracellular HMGB1.

Despite numerous successful preclinical therapeutic studies with HMGB1 antagonists
in inflammation and pain conditions there is still no clinically approved treatment targeting
HMGB1 specifically, which is both disappointing and inspiring. The HMGB1 protein
expresses 99% identity among mammals, which should facilitate the process, while on the
other hand molecules attached to the extracellular HMGB1 complicate the development
of HMGB1-binding antagonists, especially when HMGB1-RAGE endocytosis needs to
be targeted. One academic research group in Japan has generated an anti-HMGB1 mAb
recognizing the repetitive C-terminal part of the molecule, which conceivably might be
an element less engaged by partner molecules in vivo [89,121–132]. This antibody has
exhibited impressive therapeutic efficacy in many animal models of neuroinflammation
both in the central nervous system and in the periphery, most of which events are TLR4-
dependent. Another Japanese research group recently reported a successful creation of an
HMGB1-specific mAb blocking the HMGB1 sequence engaged in MD-2/TLR4 interaction.
This antibody impeded HMGB1-mediated TLR4-dependent biological effects in vitro and
exerted beneficial therapeutic effects in a preclinical model of Alzheimer´s disease [91].
These are indeed encouraging examples to guide and inspire further clinical development
of HMGB1-targeted therapy.
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Abbreviations

HMGB1 high mobility group box 1 protein
RAGE receptor for advanced glycation end-product
TLR4 toll-like receptor 4
MD-2 myeloid differentiation factor 2
TIRAP TIR domain containing adaptor protein
TRAM toll-receptor-associated molecule
MyD88 myeloid differentiation primary response 88
TRIF TIR-domain-containing adapter-inducing interferon-β
CXCL12 C-X-C Motif Chemokine Ligand 12
CXCR4 C-X-C chemokine receptor type 4
NF-κB nuclear factor kappa-light-chain-enhancer of activated B cells
LPS lipopolysaccharide
DAMP damage-associated molecular pattern molecule
PAMP pathogen-associated molecular pattern molecule
HDAC histone-deacetylase
HAT histone-acetylase
SIRT1 sirtuin 1
CRMI nuclear exportin chromosome-region maintenance 1
NLS nuclear localization site
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SHP-1 Src homology 2 domain-containing protein tyrosine phosphatase 1
a7nAChR a7-nicotinic acetylcholine receptor
MDSC myeloid-derived suppressor cells
Treg cell regulatory T lymphocyte
M1 macrophage proinflammatory macrophage
M2 macrophage anti-inflammatory macrophage
Syn-Cre/HMGB1fl/fl mice neuronally HMGB1 gene-deficient mice
CD24 cluster of differentiation 24
Siglec-10 Sialic acid-binding Ig-like lectin 10
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Abstract: Self-extracellular RNA (eRNA), which is released under pathological conditions from
damaged tissue, has recently been identified as a new alarmin and synergistic agent together with
toll-like receptor (TLR)2 ligands to induce proinflammatory activities of immune cells. In this study,
a detailed investigation of these interactions is reported. The macrophage cell line J774 A.1 or C57
BL/6 J wild-type mice were treated with 18S rRNA and different TLR2 agonists. Gene and protein
expression of tumor necrosis factor (Tnf)-α; interleukin (Il)-1β, Il-6; or monocyte chemoattractant
protein (Mcp)-1 were analyzed and furthermore in vitro binding studies to TLR2 were performed. The
TLR2/TLR6-agonist Pam2 CSK4 (Pam2) together with 18S rRNA significantly increased the mRNA
expression of inflammatory genes and the release of TNF-α from macrophages in a TLR2- and nuclear
factor kappa B (NF-κB)-dependent manner. The injection of 18S rRNA/Pam2 into mice increased
the cytokine levels of TNF-α, IL-6, and MCP-1 in the peritoneal lavage. Mechanistically, 18S rRNA
built complexes with Pam2 and thus enhanced the affinity of Pam2 to TLR2. These results indicate
that the alarmin eRNA, mainly consisting of rRNA, sensitizes TLR2 to enhance the innate immune
response under pathological conditions. Thus, rRNA might serve as a new target for the treatments
of bacterial and viral infections.

Keywords: extracellular RNA; inflammation; cytokines; macrophages; endothelial cells; toll-like receptors

1. Introduction

Toll-like receptors (TLRs) are the best-characterized members of the family of pattern
recognition receptors (PRRs) on host cells in innate immunity and trigger inflammation,
induced by pathogen-associated molecular patterns (PAMPs) of infectious microbes as
well as damage-associated molecular patterns (DAMPs) as endogenous alarmins. On a
structural basis, each TLR contains a variable number of extracellular leucine-rich-repeats
(LRR), which are involved in ligand recognition [1], a transmembrane domain, and an
intracellular tail containing the Toll/IL-1 receptor (TIR) domain [2]. In immune cells, TLR1,
TLR2, TLR4, TLR5, and TLR6 are expressed on the cell surface and recognize mainly
bacterial products such as lipopeptides, peptidoglycans, lipopolysaccharide (LPS), or
flagellin, whereas endosomal TLRs, such as TLR3, TLR7, and TLR9 respond to nucleic
acid structures, which are only accessible after uptake of these microbial products by host
cells [3].
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The recognition of DAMPs, released by dying or damaged cells under stress conditions
such as ischemia/reperfusion or mechanical trauma, promotes sterile inflammation, which
is important for restoring tissue homeostasis, tissue repair, and regeneration. On the other
hand, DAMPs can also lead to the development of numerous inflammatory diseases or
cancer [4]. DAMPs or alarmins include cytosolic, mitochondrial, or nuclear components
such as heat shock proteins, high mobility group box 1 (HMGB1), histones, and self-nucleic
acids (including nuclear DNA and several types of RNA, especially rRNA).

Self-extracellular RNA (eRNA) released from damaged tissue or cells was identified
by our group as a new alarmin by contributing to disease progression in ischemic stroke,
thrombosis, myocardial infarction, atherosclerosis, rheumatoid arthritis, and cancer [5–12].

eRNA is not only released by passive but also by active processes, which are de-
pendent on an increase in the intracellular Ca2+ concentration leading to the release of
microvesicle-associated eRNA [13,14]. Analysis of eRNA in cell supernatants or plasma
samples by gel-electrophoresis revealed that rRNA is the main component of eRNA [13,15].
Accordingly, the amount of rRNA present in all eukaryotic cells was determined to be
about 80–90% of the total cellular RNA [16]. In previous studies, eRNA was shown to
induce prothrombotic, permeability-increasing, and inflammatory responses in immune
and vascular cells [5–8,17]. Additionally, lower concentrations of eRNA can serve as a
potent adjuvant, particularly for TLR2 ligands on macrophages, to increase their proinflam-
matory potential in a synergistic manner [14,18]. Moreover, eRNA can sensitize astrocytes,
active players in cerebral innate immunity, towards exogenous and endogenous activators
of inflammation (such as HMGB1) in a synergistic manner via TLR2-NF-κB-dependent
signaling pathways [14].

The present study aimed to gain further insight into the mechanism of the synergistic
action of eRNA and TLR2 agonists by using different TLR ligands, rRNA fragments, and
by performing in vitro TLR2-binding studies.

2. Materials and Methods

2.1. Cell Culture

The monocyte/macrophage cell line J774 A.1 was grown in Dulbecco’s modified Eagle
medium (DMEM) and Glutamax medium (Gibco, Darmstadt, Germany) containing 10%
fetal calf serum (FCS, Gibco) and 1% penicillin/streptomycin (Sigma-Aldrich, Munich,
Germany). The endothelial cell line MyEND, showing typical endothelial properties, was
grown in DMEM with 10% FCS and 1% penicillin/streptomycin, as recently described [19].

The following agents were used for cell treatments: Pam2 CSK4, Pam3 CSK4 (Pam3),
MAb-mTLR2, and mouse IgG from invivoGen (Toulouse, France); PD98059, SB203580, and
SP600125 from Calbiochem (Merk, Darmstadt, Germany); and Bay 11–7082 from Enzo Life
Sciences (Lörrach, Germany). The macrophage-activating lipopeptide of 2 kDa (MALP-
2) was synthesized and purified as described before [20]. Before stimulation, cells were
washed once with phosphate-buffered saline (PBS, Sigma-Aldrich) and incubated for the
indicated periods in FCS-free cell culture medium containing the different agents at the
indicated concentrations. The stimulation of cells with eRNA/Pam2 CSK4, 18S rRNA/
Pam2 CSK4, 18S rRNA/Pam3 CSK4, and 18S rRNA/MALP-2 mixtures was performed after
preincubating both agents in double-distilled water for 30 min at 37 ◦C.

2.2. Mice

Mice were housed in individually ventilated cages (IVC) under specific pathogen-free
(SPF) conditions in the local animal facility. Eight to ten-weeks-old male and female C57
BL/6 J wild-type mice were intraperitoneally injected with 10 ng Pam2 CSK4, 1 μg 18S
rRNA, or a combination of both in 250 μL PBS. The mixture was prepared as for the cell
culture experiments. After 4 h, peritoneal lavage with 3 mL of PBS was performed and the
blood was collected. All experiments were approved by the governmental animal ethics
committee (G13/2018) and conformed to the guidelines from directive 2010/63/EU of the
European Parliament.
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2.3. Isolation and Quantification of RNA

eRNA, which was used to stimulate cells, was isolated from confluent cultures of
mouse fibroblasts using a commercially available kit (Peqlab, Erlangen, Germany) and
extracted additionally two times with Trizol according to the manufacturer’s instructions
(kit from Thermo Fisher Scientific, Waltham, MA, USA). eRNA from cell supernatants was
isolated as previously described [18]. Briefly, cell supernatants were first centrifuged for
5 min at 200× g to remove cells and cell debris. To prevent degradation of RNA, RNase
inhibitor (4 U/mL, RNasin, Invitrogen) was added and samples were concentrated using
centricon tubes (cut off 10 kDa; Millipore, Burlington, MA, USA) that were centrifuged at
3400× g for 12 min at 4 ◦C and subsequently washed with autoclaved sterile water. The
same amounts of lysis buffer (peqGOLD total RNA kit from Peqlab) were added to the
concentrated cell supernatants and RNA was isolated in accordance with the instructions
of the manufacturer. RNA from lysates or cell supernatants was quantified using the
NanoDrop 2000 (Thermo Fisher Scientific) and the quality of RNA was confirmed by
electrophoresis on 1% agarose gels followed by ethidium bromide staining or by using
the Agilent 2100 bioanalyzer and the Agilent RNA 6000 Nano Kit (Agilent Technologies,
Konstanz, Germany), which demonstrated that the major components of isolated RNAs
were 28S and 18S rRNA. Furthermore, the purity of RNA was confirmed by performing the
endotoxin test using the PierceTM LAL chromogenic endotoxin quantification kit (Thermo
Fisher Scientific).

2.4. In Vitro Transcription of Human 18S rRNA

Human 18S rRNA (NR_145820.1) was amplified from genomic HEK293 DNA using
the primer pair 5′-TAC CTG GTT GAT CCT GCC AGT AGC-3′ and 5′-TAA TGA TCC TTC
CGC AGG TTC ACC TAC-3′ and cloned into pGEM®-T Easy Vector (Promega, Mannheim,
Germany). Fragments of 18S rRNA (18S-1, 18S-2 and 18S-3) were amplified from full-length
human 18S rRNA plasmid using the following primers: 18S-1: 5′-TAC CTG GTT GAT CCT
GCC AG-3′ and 5′-GCC GTC CCT CTT AAT CAT GG-3′, 18S-2: 5′-CGG GGG CAT TCG TAT
TGC GC-3′ and 5′-TAA TGA TCC TTC CGC AGG TTC-3′, 18S-3: 5′-GAC CCG CCG GGC
AGC TTC CG-3′, and 5′-CTG CCG GCG TAG GGT AGG CAC-3′. For in-vitro transcription,
a pGEM plasmid containing human 18S rRNA was linearized with Pvu II and purified with
GeneJet PCR purification kit (ThermoFisher, Germany) according to the manufacturer’s
recommendation or alternatively extracted with phenol/chloroform, precipitated, and
solubilized in reaction buffer. RNA was produced in vitro using T7-ScribeTM Standard
RNA IVT Kit, CELLSCRIPTTM according to the manufacturer’s recommendation. After
synthesis and removal of DNA by DNase I digestion, the RNA mixture was desalted with
Micro Bio-Spin™ Chromatography Columns (BIO RAD).

2.5. Electrophoretic Mobility Shift Assay (EMSA)

18S rRNA alone or preincubated with different concentrations of Pam2 for 30 min at
37 ◦C in the absence or presence of 1% SDS were separated on 0.7% agarose gels.

2.6. TLR2 Fusion Protein

The extracellular domain of murine toll-like receptor 2 (aa 1–587) was fused to the
human IgG1-Fc protein and expressed in HEK293 cells [21]. Following the concentration
of the 5-L cell supernatant with a Vivaflow 200 (Sartorius) ultrafiltration cassette (50 kDa
molecular weight cut-off), the TLR2 fusion protein was purified by protein A affinity
chromatography, and the purity was verified by SDS-polyacrylamide gel electrophoresis
(PAGE) and Coomassie staining.
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2.7. TLR2 Binding Assay

Maxisorp NUNC-immuno plates were coated with streptavidin (from Streptomyces
avdinii, Sigma) at 1 μg/well in PBS and incubated at 4 ◦C overnight. All incubations were
performed in a humid chamber. To avoid unspecific binding, the plates were blocked with
PBS containing 1% BSA (Sigma-Aldrich) for 1 h at 37 ◦C. After the blocking procedure, the
plates were washed three times with pre-warmed PBS.

To investigate the interactions of Pam2 with human 18S rRNA and TLR2 fusion protein,
Pam2-Biotin (Pam2-Biotin-Aca-Aca-NH2, Genaxxon bioscience) was preincubated with
human 18S rRNA in ultra-pure water (10 μL) for 30 min at 37 ◦C. Subsequently, TLR2 fusion
protein and medium were added (pure Opti-MEMTM medium, Gibco) for an additional 30
min at 37 ◦C. This mixture was added to the streptavidin-coated plates (50 μL/well) and
incubated for 15 min at 37 ◦C, followed by three washing steps with PBS.

For the detection of TLR2, each well was incubated with an anti-human IgG-peroxidase
conjugated antibody (1:1000, Dako) for 1 h at 37 ◦C. After the last washing step, a substrate
buffer with 20 mg o-phenylenediamine dihydrochloride (OPD, Sigma) and 30% of H2
O2 was applied to the wells (50 μL) and incubated for approximately 20 min at room
temperature in the dark. The reaction was stopped by adding 25 μL/well 2 M H2 SO4, and
absorption was measured with a photometer at 450–650 nm

2.8. Quantitative Real-Time PCR

Following the treatment of J774 A.1 or MyEND cells with various agonists as indicated
in the legends of the corresponding figures, cells were washed twice with PBS, lysed, and
RNA was isolated with the GenElute Mammalian Total RNA Miniprep Kit (Sigma). For
real-time PCR analysis, 1 μg of RNA was reverse-transcribed using the High-Capacity
cDNA Reverse Transcription Kit (Applied Biosystems, Carlsbad, CA, USA), and DNA am-
plification was performed with a StepOne Plus cycler (Applied Biosystems) and analyzed
with the StepOneTM software (v2.3) in a reaction volume of 10 μL using the SensiMix Sybr
Kit (Bioline, Luckenwalde, Germany) with 50 pmol of each primer. To avoid amplification
of the genomic DNA, primers were designed to span exon–exon junctions. The real-time
PCR was performed under the following conditions: an initial denaturation step at 95 ◦C
for 8.5 min followed by 45 cycles, consisting of denaturation (95 ◦C, 30 s), annealing (60 ◦C,
30 s) and elongation (72 ◦C, 30 s). Melt curve analysis was performed to control the specific
amplification. Results were normalized to the expression levels (E) of actin and expressed
as the ratio of E(target)/E(Actin). The following mouse primers were used: Tnf-α forward
5′-ACT GAA CTT CGG GGT GAT CG-3′,Tnf-α reverse 5′-TGG TTT GTG AGT GTG AGG
GTC-3′, Il-1β forward 5′-GGA TGA GGA CAT GAG CAC CT-3′, Il-1β reverse 5′-GGA GCC
TGT AGT GCA GTT GT-3′, Il-6 forward 5′-CTC TGC AAG AGA CTT CCA TCC A-3′, Il-6
reverse 5′-TTG TGA AGT AGG GAA GGCCG-3′,Mcp-1 forward 5′-AAG CTG TAGTTT
TTG TCA CCA AGC-3′, Mcp-1 reverse 5′-GAC CTT AGG GCA GAT GCA GTT-3′, Tlr2
forward 5′-TCT TGT TTC TGA GTG TAG GGG C-3′, Tlr2 reverse 5′-CAT CCT CTG AGA
TTT GAC GCT TTG-3′, Tlr6 forward 5′-TGA ATG ATG AAA ACT GTC AAA GGT TAA-3′,
Tlr6 reverse 5′-GGG TCA CAT TCA ATA AGG TTG GA-3′, actin forward 5′-CGC GAG
CAC AGC TTC TTT G-3′, and actin reverse 5′-CGT CAT CCA TGG CGA ACT GG-3′.

2.9. Enzyme-Linked Immunosorbent Assay (ELISA)

Supernatants from J774 A.1 cells, MyEND cells, as well as samples from peritoneal
lavage were analyzed by ELISA. ELISAs for TNF-α (detection limit = 8 pg/mL), Il-1β
(detection limit = 8 pg/mL), IL-6 (detection limit = 4 pg/mL), and MCP-1 (detection
limit = 15 pg/m) were performed using the commercially available kit from eBioscience
(Frankfurt, Germany).
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2.10. Statistical Analysis

All data were represented as means ± SEM. Two-tailed unpaired Student t-test was
used to compare two independent groups; one-way ANOVA followed by Fisher´s LSD
post hoc test was used when more than two groups with one independent variable were
compared and two-way ANOVA followed by Fisher´s LSD post hoc or Tukey’s multiple
comparison tests were used when more than two groups with two independent variables
were compared (GraphPad Prism, version 7.0; GraphPad Software, La Jolla, CA). A value of
P < 0.05 was considered statistically significant. The numbers of independent experiments
were indicated in the respective figure legends.

3. Results

3.1. Synergistic Activity of 18S rRNA and Pam2 CSK4

In previous studies, we demonstrated that eRNA synergistically enhanced TLR2
ligand-induced expression of cytokines and their secretion from murine macrophages
(differentiated from bone marrow-derived stem cells) by shifting the dose-response curve
(and the IC50 value) for the TLR2 ligand Pam2 to much lower concentrations [18]. As
eRNA appears to be heterogeneous with regard to the composition of RNA and mainly
consists of rRNA, we wanted to study whether purified full-length 18S rRNA, synthesized
by in vitro transcription, could duplicate the observed results using the macrophage cell
line J774 A.1. The observed data were initially compared with those of eRNA isolated from
mouse fibroblasts. The preincubated mixtures consisting of low concentrations of Pam2
(0.1 ng/mL) and either eRNA or 18S rRNA significantly increased the mRNA expression of
inflammatory cytokines such as Tnf-α, Il-1β, Il-6, or Mcp-1 (Figure 1A–D), as well as the
protein release of TNF-α from macrophages as compared to each of the RNA-forms alone
as agonists (Figure 1E). In all experiments, early time points were used to avoid secondary
effects such as autocrine effects of TNF-α [18]. Furthermore, 18S rRNA/Pam2 had a slightly
higher (although not significant) potency compared to eRNA/Pam2 in mediating cytokine
expression. 18S rRNA, eRNA, and Pam2 at low concentrations alone showed no or only
minor effects on the cytokine expression without any significant differences between them
(Figure 1A–E).

Figure 1. Cont.
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Figure 1. Synergistic activity of 18S rRNA and Pam2 CSK4. Macrophages (J774 A.1 cells) were
treated for 2 h with Pam2 CSK4 (Pam2, 0.1 ng/mL) and either self-extracellular RNA (eRNA, 1
μg/mL) or 18S rRNA (1 μg/mL) alone or with the preincubated mixture of Pam2 with either eRNA
or 18S rRNA. PBS-treated cells without any additives served as control. Real-time PCR was used
to determine transcript levels of Tnf-α (A), Il-1β (B), Il-6 (C), or Mcp-1 (D). TNF-α protein levels in
cellular supernatants were quantified by ELISA (E). Values are expressed as mean ± SEM; N = 3;
** p < 0.01, *** p < 0.001 between indicated groups.

3.2. Signaling Pathways Involved in 18S rRNA/Pam2 CSK4-Induced Activities

While primary macrophages were previously used to study the activities of Pam2/eRNA,
the involvement of TLR2 in the induction of gene expression by Pam2 and 18S rRNA
could now be confirmed with the macrophage cell line J774 A.1. 18S rRNA/Pam2-induced
cytokine induction was inhibited by a neutralizing antibody against TLR2, whereas the
corresponding control IgG did not show any effect (Figure S1A–D). In accordance with
the eRNA/Pam2-induced signaling pathways identified in primary macrophages, the
blockade of the NF-κB pathway by Bay completely abolished the mRNA expression of
Tnf-α, Il-1β, and Il-6, as well as the release of TNF-α in J774 A.1 cells. Also, the activation
of the mitogen-activated protein (MAP)-kinase p38 was involved in 18S rRNA/Pam2-
mediated mRNA expression of Il-1β, as shown in experiments using the p38 MAP-kinase
inhibitor SB203580 (Figure S1A–D). Likewise, the release of TNF-α—but not the mRNA
expression of Tnf-α—was dependent on MAP-kinase p38-signaling (Figure S1A,D). The
activation of MAP-kinase 42/44 as well as of c-Jun N-terminal kinase (JNK) was not
involved in inflammatory activities of 18S rRNA/Pam2, as cytokine induction was not
blocked by MAP-kinase 42/44 pathway inhibitor PD98059 or the JNK inhibitor SP600125,
respectively (Figure S1A–D). These results indicate that J774 A.1 cells proved to be a suitable
cell line for further studies since the inflammatory potential of 18S rRNA/Pam2 in the
J774 A.1 macrophage cell line appeared to be transmitted by the same mechanisms as in
primary macrophages. Therefore, all the following experiments were performed using the
macrophage cell line.
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Previous investigations of our group with endothelial cells demonstrated that eRNA
acts via the activation of vascular endothelial growth factor (VEGF) receptor 2 (VEGF-R2)
by increasing the binding of VEGF to its receptor [22]. Likewise, in J774 A.1 cells, the potent
and selective VEGF-R2 tyrosine kinase inhibitor SU5416 [23] significantly decreased 18S
rRNA/Pam2-induced expression of Tnf-α, Il-1β, and Il-6, as well as the release of TNF-α
(Figure 2A–D). In contrast, the cytokine expression induced by higher concentrations of
Pam2 was not decreased by SU5416. These data indicate that VEGF-R2 is involved in the
synergistic activities of 18S rRNA/Pam2 but not in TLR2 activation induced by higher
concentrations of active Pam2 alone.

- +   - - +   - +
- - +   +   +   - -
- - - - - +   +
- - - +   +   - -

- +   - - +   - +
- - +   +   +   - -
- - - - - +   +
- - - +   +   - -

Tn
f-
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Figure 2. Synergistic activity of 18S rRNA and Pam2 CSK4 after blocking VEGF-R2 activation and
heparinase treatment. (A–D): Macrophages (J774 A.1 cells) were treated for 2 h with a preincubated
mixture of Pam2 CSK4 (Pam2, 0.1 ng/mL) and 18S rRNA or Pam2 alone (1 ng/mL), both without
or after pretreatment of cells with SU5416 (10 mM) and additionally with Pam2 alone (0.1 ng/mL).
Real-time PCR was used to determine transcript levels of Tnf-α (A), Il-1β (B), or Il-6 (C). TNF-α
protein levels in cellular supernatants were quantified by ELISA (D). (E,F) Macrophages (J774 A.1)
were pretreated for 1 h with heparinase (50 mU/mL), stimulated with a preincubated mixture of
Pam2 CSK4 (Pam2, 0.1 ng/mL) and 18S rRNA (1 μg/mL) for 2 h, and Tnf-α expression was analyzed
by real-time PCR, (E) and the release of TNF-α protein levels was quantified by ELISA (F). PBS-treated
cells without any additives served as control. Values are expressed as mean ± SEM; N = 3–6; * p < 0.05,
** p < 0.01, *** p < 0.001 versus control value or between indicated groups.
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To investigate if regulatory proteins such as growth factors, which are known to bind to
cell membrane-bound heparan sulfate proteoglycans, are involved in the 18S rRNA/Pam2-
induced effects, cells were pretreated with heparinase to remove the glycosaminoglycans.
Yet, pretreated macrophages did not change the expression and release of TNF-α in response
to the 18S rRNA/Pam2 agonist (Figure 2E,F), indicating that heparan sulfate proteoglycans
are not involved in cellular activation.

3.3. Synergistic Effects of 18S rRNA with Other TLR Ligands

To further analyze the availability and specificity of 18S rRNA for other TLR ligands,
MALP-2 (another TLR2/TLR6 agonist) and the TLR2/TLR1 ligand Pam3 were used. Alone,
both agonists induced Tnf-α mRNA expression in a concentration-dependent manner in
J774 A.1 cells (Figure S2). To investigate potential synergistic effects with 18S rRNA, MALP-
2 and Pam3 were used at low concentrations from 0.1–10 ng/mL, which per se had no
or only a moderate influence on Tnf -α mRNA expression. The presence of 18S rRNA (1
μg/mL) synergistically increased MALP-2- and Pam3-induced Tnf -α mRNA expression
as well as TNF-α release (Figure 3A,B). Of note, compared to Pam2 and 18S rRNA, higher
concentrations of each respective TLR2 ligand were required (1 ng/mL for MALP-2 and
Pam3 vs. 0.1 ng/mL for Pam2) to observe the described cell activation. The same results
were obtained for Il-6, whereby Il-1β gene expression was only significantly increased by
18S rRNA/MALP-2 (Figure 3C,D). Also, the Mcp-1 transcript level was not further elevated
(Figure 3E). 18S rRNA alone (left pair of bars without MALP-2 or Pam3) was unable to
induce cytokine expression.

Figure 3. Cont.
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Figure 3. Synergistic activity of 18S rRNA together with the TLR ligands MALP-2 and Pam3 CSK4.
Macrophages (J774 A.1 cells) were treated for 2 h with different concentrations of MALP-2, Pam3, or
18S rRNA (1 μg/mL) alone or with a preincubated mixture of different concentrations of MALP-2 or
Pam3 together with 18S rRNA. PBS-treated cells without any additives served as control. Real-time
PCR was used to determine transcript levels of Tnf-α (A), Il-1β (C), Il-6 (D), or Mcp-1 (E). TNF-α
protein levels in cellular supernatants were quantified by ELISA (B). Values are expressed as mean ±
SEM; N = 3–10; * p < 0.05, *** p < 0.001 between indicated groups.

3.4. Detection of 18S rRNA/Pam2 Complexes and Influence of 18S rRNA on Pam2 Binding
to TLR2

To investigate a possible interaction of 18S rRNA with Pam2, we performed elec-
trophoretic mobility shift assays. Preincubation of 18S rRNA with increasing concentra-
tions of Pam2 for 30 min at 37 ◦C resulted in a dose-dependent shift of a higher molecular
band in the gel, indicating the formation of 18S rRNA/Pam2 complexes. The formation of
this complex was prevented by the addition of detergent (1% SDS) during preincubation
(Figure 4A).
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Figure 4. Detection of 18S rRNA/Pam2 complexes and binding assay of Pam2 to TLR2. 18S rRNA
alone or preincubated with different concentrations of Pam2 for 30 min at 37 ◦C in the absence or
presence of 1% SDS were separated on 0.7% agarose gels. Arrowheads indicate 18S rRNA/Pam2
complex, M = DNA marker (size in bp) (A). SDS-PAGE and Coomassie staining of the extracellular
domain of TLR2 fused to IgG1-Fc protein, expressed in HEK293 and purified from cell supernatants,
was performed. Arrowhead indicates TLR2-Fc, M = protein marker (size in kDa), S = purified
and concentrated supernatant from HEK293 cells (B). Pam2-Biotin (7.5 ng/mL) was preincubated
for 30 min in the absence or presence of 18S rRNA (0.1 μg/mL) and subsequently with the TLR2
fusion protein (10 μg/mL) (C). The binding of Pam2-Biotin to TLR2 was measured after binding to
streptavidin and detection of bound TLR2 by IgG-peroxidase-conjugated antibody. After adding the
peroxidase substrate, the absorbance of the product was measured at 450–650 nm. The mean values
are presented as mean ± SEM; N = 3–4; *** p < 0.001 versus corresponding control values or between
indicated groups.

To investigate whether the binding affinity of Pam2 to TLR2 is influenced by the
presence of 18S rRNA, in vitro binding assays were performed. For these studies, the
extracellular domain of murine TLR2 was fused to the IgG1-Fc protein and expressed in
HEK293 cells. Following purification of the fusion protein from cell supernatants, the
purity of the construct was verified by SDS-gel electrophoresis and used for interaction
studies (Figure 4B). The binding of Pam2 to TLR2 fusion protein was significantly increased
in the presence of 18S rRNA, which corresponds with the high inflammatory potency of
the 18S rRNA/Pam2 complex in the previous cell assays (Figure 4C).

3.5. Synergistic Activities of Different 18S rRNA Fragments Together with Pam2 CSK4

In order to investigate specific regions of 18S rRNA that might be responsible for the
observed synergistic effects with the indicated PAMPs, different parts of the 18S rRNA
were cloned. Afterwards, the respective RNA fragments of different sizes were in vitro
transcribed (18S-1 = 5′-fragment, 18S-2 = 3′-fragment, 18S-3 = partial 3′-fragment, 18S
= full-length) (Figure 5A). Following the stimulation of J774 A.1 cells with Pam2 in the
presence of such fragments in comparison to the full-length 18S rRNA revealed that the
different fragments were quite similar in their synergistic potential. However, the 18S rRNA
fragment 18S-1 transcribed from the initial 5′-region of 18S rRNA (1–930 bp) increased
Tnf-α, Il-1β, or Il-6 mRNA expression, as well as TNF-α released the most, even though
these differences were not significant compared to the other fragments and the full-length
18S rRNA (Figure 5B–E).
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Figure 5. Synergistic activities of 18S rRNA fragments with Pam2 CSK4. The 18S rRNA fragments
of different sizes were generated by in vitro transcription (A). Macrophages (J774 A.1 cells) were
treated for 2 h with Pam2 CSK4 (Pam2, 0.1 ng/mL), 18S rRNA (1 μg/mL), or 18S rRNA fragments
(18S-1, 18S-2, 18S-3; each 1 μg/mL) alone or with preformed complexes together with Pam2 each.
PBS-treated cells without any additives served as control. Real-time PCR was used to determine
transcript levels of Tnf-α (B), Il-1β (C), or Il-6 (D). TNF-α protein levels in cellular supernatants were
quantified by ELISA (E). Values are expressed as mean ± SEM; N = 6–12; * p < 0.05, ** p < 0.01,
*** p < 0.001 between indicated groups.

3.6. Synergistic Effects of 18S rRNA and Pam2 CSK4 In Vivo

To evaluate the possible synergistic effects of 18S rRNA and Pam2 in vivo, the 18S
rRNA fragment 18S-1 (1 μg) preincubated with Pam2 (10 ng) was intraperitoneally injected
into C57 BL/6 J mice. 18S-1/Pam2 was found to significantly increase the protein levels
of TNF-α, IL-6, and MCP-1, but not of IL-1β (at the detection limit of the ELISA) in the
peritoneal lavage, whereas 18S-1 or Pam2 alone had no effect at these concentrations
(Figure 6A–D).
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Figure 6. Synergistic activity of 18S rRNA and Pam2 CSK4 in vivo. C57 BL/6 J mice were intraperi-
toneally injected with either 10 ng Pam2 CSK4 (Pam2) or 1 μg 18S-1 rRNA alone or with preformed
complexes of both in 250 μL PBS. PBS injection alone was used as sham control (PBS). After 4 h,
peritoneal lavage was collected and TNF-α (A), IL-1β (B), IL-6 (C), and MCP-1 (D) protein levels
were quantified by ELISA. Values are expressed as mean ± SEM; N = 4–9; * p < 0.05, ** p < 0.01 versus
control value (PBS) or between indicated groups.

3.7. Lack of Synergism between 18S rRNA and Pam2 CSK4 on Cytokine Induction in
Endothelial Cells

In addition to the macrophage-like J774 A.1 cell line, the potential synergistic effects
of 18S rRNA and Pam2 were tested on endothelial cells, which likewise express TLRs
for pathogen recognition and immune defense. To this end, the endothelial MyEND cell
line was used, which was recently characterized with regard to its endothelial-specific
properties and the expression of Tlr2 and Tlr6 [19]. Following 3 h of stimulation, Pam2
alone increased the mRNA levels of Tnf-α and Il-6, as well as the protein secretion of IL-6
in a dose-dependent manner, being significant at ≥10 ng/mL Pam2. Contrary to J774
A.1 cells, TNF-α protein was not detectable in MyEND cells (Figure S3A–D), indicating a
different posttranscriptional regulation of the mRNA or a different proteolytic activation of
the protein in these cell types. As opposed to J774 A.1 cells, inactive low concentrations of
Pam2 (up to 1 ng/mL) in the presence of 18S rRNA (1 μg/mL) were ineffective to exhibit
any synergistic effects on the mRNA expression levels of Tnf-α or Il-6 as well as on IL-6
protein secretion in MyEND cells (Figure 7A–C). As in J774 A.1 cells, 18S rRNA alone (left
pair of bars without Pam2) was unable to induce cytokine expression in MyEND cells
as well.

These differences between macrophages and endothelial cells with regard to the
synergistic activities of 18S rRNA/Pam2 on cytokine expression could be due to different
expression levels or a different regulation pattern of the Pam2 receptors, TLR2 and TLR6,
in these cell types. In fact, Tlr2 and Tlr6 expression was significantly lower expressed
in MyEND cells compared to J774 A.1 cells (Figure 8A,B). Furthermore, Pam2-increased
Tlr2 expression in macrophages was considerably more effective than in endothelial cells.
However, the presence of 18S rRNA did not show any significant increase of Pam2-induced
Tlr2 mRNA expression in both cell types (Figure 8C,D). The expression of Tlr6 mRNA was
not changed by Pam2 alone or in the presence of 18S rRNA in macrophages or endothelial
cells (Figure 8E,F).
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Figure 7. Lack of synergistic activity of 18S rRNA and Pam2 CSK4 in endothelial cells. Endothelial
cells (MyEND cells) were treated for 3 h with different concentrations of Pam2 CSK4 (Pam2) and 18S
rRNA (1 μg/mL) alone or with preformed complexes of different concentrations of Pam2 together
with 18S rRNA. PBS-treated cells without any additives served as control. Tnf-α (A) and Il-6 (B)
mRNA levels were quantified by real-time PCR. Release of IL-6 (C) protein in cellular supernatants
was quantified by ELISA. Values are expressed as mean ± SEM; N = 3–8.
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Figure 8. Influence of 18S rRNA on Pam2 CSK4-dependent Tlr2 and Tlr6 expression. Tlr2 (A) and Tlr6
(B) mRNA levels under basal conditions were quantified by real-time PCR in macrophages (J774 A.1
cells) and endothelial cells (MyEND cells). MyEND and J774 A.1 cells were treated for 3 h with 18S
rRNA (1 μg/mL) alone or with preformed complexes of Pam2 CSK4 (Pam2, 100 pg/mL). PBS-treated
cells without any additives served as control. Tlr2 (C,D) and Tlr6 (E,F) mRNA levels were quantified
by real-time PCR. Values are expressed as mean ± SEM; N = 4–8; * p < 0.05, ** p < 0.01, *** p < 0.001
versus control value or between indicated groups.
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4. Discussion

To study the established synergistic activities of eRNA with TLR2 ligands in more
detail, in-vitro-transcribed 18S rRNA was used, which increased the expression of inflam-
matory genes such as Tnf-α, Il-1β, Il-6, and Mcp-1, as well as the release of TNF-α from
the macrophage cell line J774 A.1 in a TLR2-dependent manner. Thus, we confirmed our
previous results obtained with eRNA and primary bone marrow-derived macrophages
and could further document that mainly rRNA is responsible for the described activities of
eRNA [18].

Except for TLR3, most TLRs (including TLR1, TLR2, TLR4, TLR5, TLR7, TLR8, and
TLR9) use the intracellular adaptor proteins myeloid differentiation primary response 88
(MyD88) and IL-1 receptor-associated kinases (IRAK-4 and -1) via their death domain
interactions to activate the canonical NF-κB and MAP-kinase pathways, leading to the
generation of proinflammatory cytokines such as TNF-α, IL-1β, or IL-6 [24–26]. According
to our previous results, the signaling pathways induced by 18S rRNA/Pam2 also involved
the activation of the NF-κB- and of MAP-kinase 38-dependent pathways [18,27].

Unlike other TLRs, which are functionally active as homodimers, TLR2 is known to
exist as a heterodimer together with TLR1 or TLR6, respectively [28], to attain specificity
for different lipopeptide ligands. The dimers utilize two TIR domain-containing adaptor
proteins, MyD88 and TIR domain-containing adaptor protein (TIRAP), and subsequently
activate NF-κB- and MAP-kinase-dependent signaling pathways [28]. In this regard, Pam2
is known to bind and activate TLR2/TLR6 dimers [29]. However, Pam2 is also active as an
agonist in TLR6-deficient cells [30,31], indicating that TLR2 alone may also function as a
Pam2 receptor. The synergistic activity of 18S rRNA on Pam2-induced, TLR2-dependent
cytokine upregulation seems to involve the activation of VEGF-R2 as well because the
overall cell activation was significantly decreased by SU5416 as a specific inhibitor of the
tyrosine phosphorylation of VEGF-R2 [23]. Since the induced cytokine expression after
stimulation of TLR2 by higher concentrations of Pam2 was unaffected by SU5416, a new
coreceptor function of VEGF-R2 in the presence of low, by itself ineffective concentrations
of Pam2 together with 18S rRNA is proposed.

It is already known that the TLRs require coreceptors. For example, the TLR2 het-
erodimer TLR2/TLR1 needs the coreceptor CD14, and the heterodimer TLR2/TLR6 ad-
ditionally requires CD36, which both were supposed to act as an intermediate complex
facilitating the loading of ligands to both TLR2 heterodimers [32]. Additionally, integrins
can function as coreceptors for TLR2. Although membrane integrin α3β1 does not directly
bind the lipopeptide ligand Pam3, blocking of the α3-subunit decreased TLR2-mediated IL-
6 release from macrophages [33]. Furthermore, the functional association of other receptors
such as C-X-C motif chemokine receptor 4 (CXCR4), a seven-transmembrane G-protein-
coupled chemokine receptor, with TLR2 inside lipid rafts, led to a downregulation of the
TLR2 response [34,35]. Moreover, proteins such as mannan-binding lectin (MBL), which
modify TLR3 activation by interacting with poly(I:C), suppressed the poly(I:C)-induced
activation of the TLR3 pathway and the subsequent cytokine production [36]. Additionally,
several studies demonstrated that certain TLR ligand combinations induced a synergistic
production of proinflammatory cytokines, which likely occur at the transcriptional level
and involve the activation of multiple signaling pathways and transcription factor fam-
ilies [37–41]. Based on our present data, VEGF-R2 can be designated as an additional
coreceptor for TLR2.

Many cytokines such as VEGF (or other basic proteins) can bind to membrane-bound
heparan sulfate proteoglycans to become presented to their cognate signaling receptors such
as VEGF-R2. However, this type of interaction appears not to be involved in the synergistic
action of 18S rRNA/Pam2, since the pretreatment of macrophages with heparinase to
remove cell membrane-localized heparan sulfate glycosaminoglycans and any associated
proteins did not influence the 18S rRNA/Pam2-mediated cytokine induction. Al-though
the mechanism for the coreceptor role of VEGF-R2 in 18S rRNA/Pam2-induced cytokine
expression needs to be investigated in more detail, our results demonstrate that rRNA
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appears to induce interactions between VEGF-R2 and TLR2, which are necessary for
the increased inflammatory response towards Pam2. These data are reminiscent of the
previously characterized interaction between VEGF-R2 and its coreceptor neuropilin-1,
which was reinforced by eRNA as well [6,22]. Accordingly, the expression of specific
cofactors (e.g., CD36, CD14) can vary between different organs and cell types, which
might explain the cell-type specificity of 18S rRNA/Pam2-mediated synergistic effects
(https://www.proteinatlas.org/ENSG00000135218-CD36/tissue accessed on 27 January
2022). Ongoing studies are currently in progress to clarify these differences.

The synergistic influence of 18S rRNA on TLR2 activation also depends on the type
of TLR2 ligand. While the release of cytokines induced by MALP-2, another TLR2/TLR6
activator, was also increased in the presence of 18S rRNA, the ligand concentration needed
for this activation was much higher compared to Pam2 and comparable to the extent
of activation for the TLR2/TLR1 ligand Pam3. These results indicate that rRNA might
increase the binding of Pam2 to its receptor to a much higher degree in comparison to the
other investigated agonists. This was confirmed by in-vitro binding assays, demonstrating
that the binding affinity of the TLR2 ligand Pam2 to TLR2 was increased in the presence of
18S rRNA, which might be the reason for the observed higher inflammatory response in
the cellular studies.

In accordance with our findings, it has been suggested that both the acyl groups as
well as the N-terminal peptide moieties of the lipopeptide ligands are critical for their
TLR2-dependent activating efficiency [30,42,43]. In this study, we were able to prove for the
first time our hypothesis on the existence of a complex between 18S rRNA and Pam2 that is
most likely based on the ionic interaction of positively charged amino acids in Pam2 and the
negatively charged rRNA backbone. Therefore, the above-cited data could likewise depend
on these structural features of rRNA. Yet, whether differences in fatty acid composition or
other structural features of lipopeptides may influence the interactions between rRNA and
TLR2 to promote the observed strong synergistic inflammatory response is currently under
investigation.

The 18S rRNA secondary structure contains a high number of double-stranded regions
and loops. To investigate whether the synergistic effect of 18S rRNA/Pam2 depends
on sequence specificity and/or length, different fragments of 18S rRNA were generated.
However, these 18S rRNA fragments did not show any significant differences in the
expression of cytokines in the presence of Pam2. Consequently, the size, as well as the
sequence of rRNA motifs, are likely not responsible for its synergistic influence, but it
cannot be ruled out that secondary structural features of rRNA such as double-/single-
stranded regions or stem-loops regions play a particular role. Therefore, the generation
of 18S rRNA fragments with different secondary structures (hairpins, loops, etc.) will be
investigated in future experiments.

We previously demonstrated, by blocking the TNF-α receptor, that longer periods of
treatment of macrophages with eRNA/Pam2 included autocrine effects of TNF-α, resulting
in an increased inflammatory potential [18]. It is well known that cellular interactions of
TNF-α lead to the activation of NF-κB, and thereby increase not only its own expression
and release at longer stimulation times but also that of other cytokines such as IL-6 [44,45].
Thus, to study only direct effects to elucidate the mechanism of activation of macrophages
by 18S rRNA/Pam2 in vitro, only early time points were assessed. However, the release
of cytokines, except for TNF-α, is too low after 2h of stimulation and, therefore, only the
release of TNF-α was measured.

For in vivo experiments, we studied peritoneal cytokine production as an innate im-
mune response towards the administration of the 18S rRNA/Pam2 complex. The model
provides the opportunity to explore the effects of resident and recruited cells in the defined
compartment of the peritoneum. In addition, for practical analytical reasons, a much larger
lavage volume and higher cytokine concentrations in the peritoneum are an advantage
compared to the respective analysis in blood. In fact, the preformed 18S rRNA/Pam2
complex was found to induce peritoneal cytokine production of TNF-α, IL-6, and MCP1,
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but not IL-1β in vivo in the peritoneum of mice, thereby corroborating the indicated cellular
experiments. These data confirmed our previous in vitro findings, which demonstrated
that IL-1β was not detectable in supernatants of macrophages even after 24 h of stimu-
lation with eRNA/Pam2. Subsequently, activation of the inflammasome, which leads to
the caspase-1-dependent release of Il-1β, seems not to be involved in synergistic activi-
ties of eRNA/Pam2 with the TLR2 activation [18,46]. However, it needs to be verified
whether these complexes between eRNA and DAMPs/PAMPs can be formed in vivo as
well, such as upon tissue damage or during infections. Several endogenous DAMPs such
as HMGB1 were already shown to increase the sensitivity of PRRs and thereby promote the
inflammatory response of viral or bacterial components [47,48]. Accordingly, it has been
suggested that DAMPs, which accumulate during cell damage and aging, may play a role
in the elevated severity and susceptibility of virus infections in the elderly [49]. Thus, the
presence of small amounts of self eRNA released by processes of cell damage or during
processes of sterile inflammation appears to sensitize the immune response by activating
TLRs, induced by either a body’s DAMPs such as HMGB1 or by PAMPs during viral or
bacterial load [9,14].

5. Conclusions

Taken together, our results indicate that the DAMP rRNA, released from damaged
tissue under situations of sterile inflammations, serves as a strong cofactor in facilitating
TLR2 ligand-induced proinflammatory activities. This sensitization reaction might favor
the development of specific endogenous antagonists such as RNase1 to prevent hyperin-
flammatory reactions during processes of sterile inflammation or infectious diseases.
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Abstract: γδ T cells, a small subset of T cells in blood, play a substantial role in influencing im-
munoregulatory and inflammatory processes. The functional impact of γδ T cells on angiogenesis
in ischemic muscle tissue has never been reported and is the topic of the present work. Femoral
artery ligation (FAL) was used to induce angiogenesis in the lower leg of γδ T cell depleted mice and
wildtype and isotype antibody-treated control groups. Gastrocnemius muscle tissue was harvested
3 and 7 days after FAL and assessed using (immuno-)histological analyses. Hematoxylin and Eosin
staining showed an increased area of tissue damage in γδ T cell depleted mice 7 days after FAL.
Impaired angiogenesis was demonstrated by lower capillary to muscle fiber ratio and decreased
number of proliferating endothelial cells (CD31+/BrdU+). γδ T cell depleted mice showed an in-
creased number of total leukocytes (CD45+), neutrophils (MPO+) and neutrophil extracellular traps
(NETs) (MPO+/CitH3+), without changes in the neutrophils to NETs ratio. Moreover, the depletion
resulted in a higher macrophage count (DAPI/CD68+) caused by an increase in inflammatory M1-like
macrophages (CD68+/MRC1−). Altogether, we show that depletion of γδ T cells leads to increased
accumulation of leukocytes and M1-like macrophages, along with impaired angiogenesis.

Keywords: angiogenesis; γδ T cells; gamma delta T cells; proliferation; macrophages; macrophage
polarization; neutrophils; neutrophil extracellular traps; NETs; ischemia

1. Introduction

The occlusion of arterial vessels, being the main cause of the most prevalent forms
of cardiovascular diseases (CVD), namely coronary heart disease (CHD), cerebrovascular
accidents (CVA) and peripheral artery diseases (PAD), can often only be treated by invasive
medical methods, which always present a certain risk for the patient. CVD in general
have been the leading cause of death for years [1] and belong to the severe pathologies
identified in SARS-CoV-2 patients [2,3]. Despite some improvements in the prevention and
treatment of CHD and PAD, these diseases still represent a substantial medical burden
worldwide [4]. The reduced perfusion in the affected tissue caused by the narrowing or
complete occlusion of a vessel leads—without immediate treatment—to insufficient supply
of oxygen and nutrients in the peripheral tissue, and after some time to ischemic tissue
damage [5]. Ischemia in turn works as a stimulus to increase capillarity. This process is
called angiogenesis [6,7] and can be explained by the development of new capillaries from
the pre-existing vasculature, either by sprouting or by splitting; the most studied variant
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of angiogenesis is sprouting angiogenesis. Here, hypoxia leads to an increased release
of vascular endothelial growth factor (VEGF-A), followed by a cascade which ultimately
causes endothelial cells (ECs) to proliferate into the surrounding matrix and form solid
sprouts [6]. Splitting angiogenesis, on the other hand, also known as intussusceptive
angiogenesis, represents a process of reorganization and a strong increase in the capillary
network by splitting existing vessels into two [6–8]. Unregulated angiogenesis, however,
can represent the onset of cancer and various ischemic and inflammatory diseases [9].
The balance of various pro- and anti-angiogenic cytokines and enzymes, the influence of
different cell types (such as ECs and pericytes and their interaction) and the components of
the extracellular matrix regulate the growth and remodeling of capillary networks. Hereby,
the supply of oxygen and nutrients can be ensured [10].

Under stimulation of various influencing factors, such as fMet-Leu-Phe (fMLP) or
tumor necrosis factor α (TNF-α), neutrophils can release a large amount of VEGF-A and
thus make a crucial contribution to angiogenic growth by enhancing endothelial cell (EC)
proliferation [11–13]. In addition, several studies have shown a positive angiogenic effect
through neutrophil extracellular traps (NETs) [14,15]. However, the enhancement of angio-
genesis depends on a sensitive balance of NET formation, since excessive accumulation
of NETs may in turn lead to cytotoxic damage to ECs and impaired tissue repair [16,17].
Macrophages also play a fundamental role in the angiogenic cascade by secreting growth
factors, cytokines and enzymes, and facilitating neovascularization by modifying the extra-
cellular matrix [18–21]. In addition, the polarization of macrophages was detected to have a
crucial impact on angiogenesis: tissue containing predominantly anti-inflammatory and re-
generative macrophages of the M2 phenotype showed enhanced angiogenesis, whereas an
accumulation of pro-inflammatory M1-like macrophages led to a deteriorating angiogenic
process [22,23].

B and T lymphocytes represent, among many other cell types, the cellular components
of the immune system, which are also particularly essential elements of the adaptive
immune system. In addition to their role as actors in the immune defense, it has been
shown that different subgroups of B and T lymphocytes have a critical role in regulating
angiogenesis as well [24–27]. With only 3–5% of all CD3+ cells and compared to αβ T cells,
γδ T cells present only a small fraction of all T lymphocytes in peripheral blood [28]. The
difference between these two subgroups lies in the different structure of the T cell receptor,
which consists in the αβ T cells of an alpha and a beta chain, whereas a gamma and a
delta chain form the receptor of TCRγδ+ T cells. In contrast to αβ T cells, γδ T cells do
not contain CD4 or CD8 co-receptors; thus, antigen recognition is not restricted to MHC
molecules [29]. However, γδ T cells interact with a broad range of different antigens, such
as small peptides, proteins, phospholipids or sulfatides. γδ T cells, natural killer (NK) cells
and other cell types express the receptor natural killer group 2 member D (NKG2D). This
receptor can bind MHC class 1-related ligands, such as MHC class I chain-related protein
A and B (MICA and MICB) and UL16-binding protein (ULBP) [30], whose expression can
be induced by stress, transformation of cells and DNA damage, and thus activate γδ T
cells [31–35].

These data indicate that the depletion of γδ T cells might have an influencing effect on
the recruitment of leukocytes, polarization of macrophages and angiogenesis in ischemic
muscle tissue. Interestingly, the direct impact of γδ T cells on sterile, ischemia-induced
angiogenesis has never been investigated and is the subject of the present study.

2. Materials and Methods

2.1. Animal Protocol and Treatments

The following procedures were all performed after approval from the Bavarian Animal
Care and Use Committee (ethical approval code: ROB-55.2Vet-2532.Vet_02-17-99) in strict
accordance with German and NIH animal welfare and legislation guidelines. To investigate
the role of γδ T cells, 8–10 week old C57BL/6J (Charles River Laboratories, Sulzfeld,
Germany) mice with γδ T cell depletion were compared to wildtype C57BL/6J mice without

40



Cells 2022, 11, 1490

any treatment and—as negative control to exclude unrecognized side effects caused by
the depleting antibody—to C57BL/6J mice treated with an isotype control antibody (ISO).
For γδ T cell depletion, a single dose of 200–250 μg of anti-γδ TCR mAb clone UC7-13D5
(cat. no. 107517, BioLegend, San Diego, CA, USA) was injected intravenously (i.v.) one day
before the surgical intervention. The control group was treated with the same concentration
of Ultra-LEAF™ Purified Armenian Hamster IgG isotype control antibody clone HTK888
(cat. no. 400959, BioLegend). All mice were administered 1.25 mg bromodeoxyuridine
(BrdU, dissolved in phosphate-buffered saline (PBS)) (Sigma-Aldrich, St. Louis, MO, USA)
i.p. daily, beginning directly after surgery.

2.2. Experimental Procedures and Tissue Harvesting

Before the surgery, a combination of anesthetics consisting of midazolam (5.0 mg/kg,
Ratiopharm GmbH, Ulm, Germany), fentanyl (0.05 mg/kg, CuraMED Pharma, Karlsruhe,
Germany) and medetomidine (0.5 mg/kg, Pfister Pharma, Berlin, Germany) were injected
subcutaneously. After anesthetizing, unilateral ligation of the right femoral artery was
performed, while the same operation was done on the left side without closing the surgical
thread to obtain an internal sham control [5]. The operation led to unilateral initiation
of angiogenesis in the gastrocnemius muscle, which could be investigated by further
tissue processing. Tissue collection was performed on day 3 or day 7 after ligation of
the femoral artery. For this purpose, after another anesthesia, the hindlimb was perfused
first with adenosine buffer (5% bovine serum albumin (BSA, Sigma-Aldrich) and 1%
adenosine (Sigma-Aldrich, dissolved in PBS)) and for fixation of the muscle tissue with 3%
paraformaldehyde (PFA, Merck, Darmstadt, Germany; dissolved in PBS, pH 7.4). Finally,
gastrocnemius muscle from both legs was harvested and stored at −80 ◦C after being
embedded in Tissue-Tek compound (Sakura Finetek Germany GmbH, Staufen, Germany).

2.3. Histology and Immunohistology

The cryopreserved tissue blocks of the gastrocnemius muscle were cut into 8–10
μm thick slices. Gastrocnemius muscle sections of day 3 aFAL were used for neutrophil
and NETs staining, whereas ECs, leukocytes, macrophages, activated VEGF receptor 2
(Tyr1175) and the extent of ischemic tissue damage were analyzed in tissue samples isolated
7 days aFAL.

To investigate the area of ischemic muscle tissue out of the total gastrocnemius muscle
on day 7 aFAL, Hematoxylin and Eosin (H&E) staining was conducted.

Endothelial cells were stained along with BrdU and leukocytes (CD45). Therefore,
cryo-sections were incubated with pre-warmed 1N HCL at 37 ◦C for 30 min in a humid
chamber. The tissue was then permeabilized using 0.2% Triton X-100 solution (AppliChem
GmbH, Darmstadt, Germany; 10 min at room temperature (RT)) in 1 × PBS/0.5% BSA/0.1%
Tween-20 (AppliChem GmbH) and blocked with 10% goat serum (Abcam, cat. ab7481,
Cambridge, UK; dissolved in 1 × PBS/0.5% BSA/0.1% Tween-20) for 1 h at RT. BrdU
staining was now performed using the primary antibody mRat BrdU (Abcam, ab6326;
diluted 1:50 in blocking solution; incubated at 4 ◦C overnight) and the secondary antibody
GantiRat Alexa Fluor 546 (Thermo Fisher Scientific, A11081, Waltham, MA, USA; diluted
1:100 in PBST; incubated at RT for 1 h). After secondary blocking with 1 × PBS/4%
BSA/0.1% Tween-20 (for 30 min at RT), endothelial cells were stained using the antibody
Ranti-mouse CD31-Alexa Fluor® 647 (BioLegend, 102516, diluted 1:50 in 1 × PBS/0.1%
Tween-20 (PBS-T); for 2 h at RT), and leukocytes were stained using anti-CD45-Alexa Fluor®

488 antibody (BioLegend, 11-0451-85, diluted 1:100 in PBS-T for 2 h at RT).
To characterize angiogenesis by VEGF receptor 2 activation at tyrosine 1175 in addition

to quantification of capillaries in relation to the number of muscle fibers and Brdu+ ECs
per muscle fiber, co-staining of CD31 and phospho-VEGF receptor 2 at tyrosine 1175
(19A10) rabbit mAb (Cell Signaling Technology, 2478, Danvers, MA, USA; dilution 1:100
in PBS) was performed. Donkey anti-rabbit IgG Alexa Fluor® 488 antibody (Thermo
Fisher Scientific, A-21206, dilution 1:200 in PBS) served as a secondary antibody for the
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phospho-VEGFR-2 (Tyr1175) antibody. All remaining staining steps were analogous to the
CD31/CD45/BrdU staining.

To study neutrophils and NETs on muscle tissue collected 3 days aFAL, fixation
was performed with 4% PFA (for 10 min at RT), permeabilization with 0.2% Triton X-100
(dissolved in 1 × PBS/0.5% BSA/0.1% Tween-20 for 2 min at RT) and blocking with 10%
donkey serum (Abcam, ab7475; dissolved in 1 × PBS/0.5% BSA/0.1% Tween-20 for 1 h
at RT). Subsequently, incubation with primary antibodies anti-citrullinated histone H3
(Cit-H3; polyclonal rabbit anti-Histone H3 (citrulline R2 + R8 + R17), Abcam, ab5103,
diluted 1:100 in blocking solution) and anti-myeloperoxidase (MPO; R&D Systems, AF3667,
Minneapolis, MN, USA; diluted 1:20 in blocking solution) at 4 ◦C overnight and incubation
with secondary antibodies donkey anti-goat Alexa Fluor 594 (Thermo Fisher Scientific,
A-11058, diluted 1:100 in PBS-T) and donkey anti-rabbit Alexa Fluor 488 antibody (Thermo
Fisher Scientific, A-21206, diluted 1:200 in PBS-T) for 1 h at RT was performed.

To investigate macrophages and their polarization, sections were fixed (4% PFA,
5 min at RT), blocked (4% BSA, 1 h at RT) and incubated with the primary antibody anti-
MRC1 (mannose receptor C-type 1; Abcam, ab64693, diluted 1:200 in PBS; incubation
overnight at 4 ◦C) and secondary antibody donkey anti-rabbit IgG Alexa Fluor 546 (Thermo
Fisher Scientific, A-10040, dilution 1:200 in PBS-T; incubation for 1 h at RT). Additionally,
incubation with anti-CD68 Alexa Fluor 488 antibody (Abcam, ab201844, diluted 1:200 in
PBS-T) overnight at 4 ◦C was performed.

For more detailed classification of macrophage populations into pro- and anti-inflamma
tory macrophages, sections were permeabilized (0.2% Triton X-100 in PBS; 10 min at RT)
and incubated with either purified anti-mouse IL-10 antibody (BioLegend, 5050001, di-
lution 1:50 in PBS) or TNF-α monoclonal antibody (MP6-XT22, Thermo Fisher Scientific,
14-7321-81, diluted 1:100 in PBS) overnight at 4 ◦C. For IL-10, as well as TNF-α, secondary
antibody donkey anti-rat IgG Alexa Fluor Plus 647 (Thermo Fisher Scientific, A48272,
diluted 1:200 in PBS; incubation for 1 h at RT) was used.

Additionally, to label nucleic DNA, all sections were counter-stained with DAPI
(Thermo Fisher Scientific, 62248, diluted 1:1000 in PBS; incubation for 10 min at RT) and
mounted with Dako mounting medium (Agilent, Santa Clara, CA, USA).

Using the 20× objective (415 μm × 415 μm) of a confocal LSM 880 (Carl-Zeiss Jena
GmbH, Jena, Germany) and the 20× objective (630 μm × 475 μm) of an epifluorescence
microscope (Leica DM6 B, Leica microsystems, Wetzlar, Germany), stained gastrocnemius
muscle tissue was analyzed. To comparatively analyze the CD31/CD45/BrdU/DAPI,
CD31/Phospho-VEGF receptor 2 (Tyr1175) and CD68/MRC1/TNF-α or IL-10/DAPI stains
of the 3 groups (wildtype, isotype control, and TCR γ/δ depletion), epifluorescence micro-
scope was used. For this purpose, we selected 5 defined areas of ischemic muscle tissue
to count cells. To evaluate angiogenesis, we first counted all CD45+/DAPI+ cells (leuko-
cytes) and then inferred CD31+/CD45− cells as ECs. To analyze proliferating ECs, we also
checked for colocalization with an intranuclear positive BrdU signal. Macrophages (CD68+

cells) were first counted and then differentiated by their polarization using the anti-MRC1
antibody. H&E stainings were also imaged using the epifluorescence microscope. For
neutrophils and NETs quantification, 5 confocal pictures were analyzed.

To obtain a negative control of our immunohistochemical staining and to guarantee
a valid assessment of the immunofluorescence images, the primary antibody was omit-
ted for unconjugated antibodies (BrdU, MRC1, MPO, CitH3, phospho-VEGF receptor 2
(Tyr1175), IL-10, TNF-α), whereas the sham-operated muscles were comparatively assessed
for conjugated antibodies (CD31, CD45, CD68, DAPI).

For all immunohistochemical studies, gastrocnemius muscles of 5 mice per group were
evaluated. In addition, for all quantitative studies, we evaluated 5 images from ischemic
regions of the gastrocnemius muscle per mouse per group.

The open-source program ImageJ (Wayne Rasband, retired from National Institutes of
Health) and ZEN 3.2 software (blue edition, Carl Zeiss AG, Wetzlar, Germany) were used
for cell counting and measurements of the percentage of tissue.
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2.4. Statistical Analyses

Statistical analyses and graph plottings were performed using GraphPad Prism 8
(GraphPad Software, La Jolla, CA, USA). All data are stated as means ± standard error of
the mean (SEM). Statistically significant results were considered at p ≤ 0.05.

2.5. Graphical Abstract

The graphical abstract was created with Biorender.com (accessed on 24 April 2022).

3. Results

To investigate the influence of γδ T lymphocytes on angiogenesis in ischemic muscle
tissue, we used the well-established murine hindlimb model of ischemia [5]. For that
purpose, the right femoral artery was ligated in a surgical procedure, while the left leg
was sham operated. This led to unilateral reduced perfusion of the lower leg, resulting in
ischemia in the gastrocnemius muscle. All investigations were performed comparatively
between wildtype (WT), isotype antibody-treated (ISO), and γδ T cell depleted (TCRγδ
depl.) mice.

3.1. γδ T Cell Depleted Mice Show Increased Ischemic Tissue Damage

To evaluate and compare the tissue damage of WT, ISO and γδ T cell depleted mice,
H&E stains were performed on gastrocnemius muscles collected on day 7 after femoral
artery ligation. As expected, no ischemic damage was found in samples of sham-operated
legs in any group of mice (data not shown). In the gastrocnemius muscles of the occluded
side, ischemic damage was found in all muscles (Figure 1a,b), with a significantly increased
area of ischemic tissue damage in the γδ T cell depleted group (Figure 1c), while gas-
trocnemius muscles of the ISO and the WT group showed an almost similar extent of
tissue damage.

3.2. γδ T Cell Depletion Leads to Reduced Capillarity

To investigate the specific influence of γδ T cells on angiogenesis, the capillary to
muscle fiber ratio of ischemic muscle tissue collected 7 days aFAL was analyzed us-
ing CD31/CD45/BrdU/DAPI staining. CD31 antibody was used as an endothelial cell
marker, CD45 as a panleukocyte marker, BrdU in combination with CD31 as a marker
for proliferating ECs, and DAPI to stain nuclei. To exclude CD31+ leukocytes, only
CD31+/CD45−/DAPI+ cells were counted as ECs. γδ T cell depleted mice showed a
decreased capillary to muscle fiber ratio compared to WT and ISO mice (Figure 2a,c). In
addition, a decreased ratio of proliferating ECs per muscle fiber was observed in γδ T
cell depleted mice (Figure 2b,c). WT and ISO mice showed both a similar capillary to
muscle fiber ratio and a similar ratio of proliferating ECs per muscle fiber (2 a,b,c). The
non-ischemic muscles isolated from sham-operated mice in all three groups showed no
significant differences in capillarity or in the ratio of proliferating ECs per muscle fiber
(data not shown).

3.3. γδ T Cell Depletion Leads to Reduced Activation of VEGF Receptor 2 (Tyr1175)

To examine the influence of γδ T cells on the phosphorylation of VEGF receptor 2 at
tyrosine 1175, and thus its activation, muscle tissue collected on day 3 aFAL was triple
stained for phospho-VEGF receptor 2 (Tyr1175), CD31 and DAPI. γδ T cell depleted mice
showed significantly decreased activated VEGF receptor 2 (Tyr1175) compared to WT and
ISO mice (Figure 3a,b). In nonischemic muscle tissue of sham-operated mice, no significant
difference in the number of activated VEGF receptor 2 (Tyr1175) was found in all three
groups (data not shown).
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Figure 1. γδ T cell depleted mice show increased ischemic tissue damage. (a) Representative H&E
pictures of gastrocnemius muscles of wildtype (WT) (top), isotype antibody-treated (ISO) (middle)
and γδ T cell depleted mice (bottom) 7 days after femoral artery ligation (aFAL). Scale bars: 1000 μm.
(b) Detailed images of the black boxes shown in (a). Scale bars: 100 μm. (c) The scatter plot shows the
area of ischemic tissue damage (%) of WT, ISO and TCRγδ T cell depleted mice 7 days aFAL. Data are
means ± SEM, n = 5 per group. * p < 0.05, ns ≥ 0.05 (WT vs. ISO vs. TCRγδ depletion) by one-way
ANOVA with the Tukey’s multiple comparisons test.
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Figure 2. Absence of γδ T cells decreases angiogenesis. Scatter plots show the number of (a) en-
dothelial cells (CD31+/CD45−) and (b) proliferating endothelial cells (CD31+/CD45−/BrdU+) per
muscle fiber of ischemic gastrocnemius muscles of WT, ISO and γδ T cell depleted mice 7 days after
femoral artery ligation (aFAL). Data are means ± SEM, n = 5 per group. * p < 0.05, ns ≥ 0.05 (WT vs.
ISO vs. TCRγδ T cell depletion) by one-way ANOVA with the Tukey’s multiple comparisons test.
(c) Representative images of ischemic gastrocnemius muscles of WT (top), isotype antibody-treated
(middle) and TCRγδ T cell depleted mice (bottom) 7 days aFAL. Single channel pictures (small
images) show endothelial cells (CD31, gray) and proliferating cells (BrdU, red). Merged images also
show leukocytes (CD45, green) and nuclei (DAPI, blue). Scale bars: 30 μm.
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Figure 3. γδ T cell depletion leads to reduced activation of VEGF receptor 2 (Tyr1175). (a) The
scatter plot shows the number of VEGF receptor 2 (Tyr1175)/CD31 double-positive endothelial
cells (Phospho-VEGF receptor 2 (Tyr1175)+/CD31+) per muscle fiber in ischemic gastrocnemius
muscles of WT, ISO and TCRγδ T cell depleted mice 3 days after femoral artery ligation (aFAL).
Data are means ± SEM, n = 5 per group. * p < 0.05, ns ≥ 0.05 (WT vs. ISO vs. TCRγδ depletion) by
one-way ANOVA with the Tukey’s multiple comparisons test. (b) Representative images of ischemic
gastrocnemius muscles of wildtype (WT, top), isotype antibody-treated (ISO, middle) and TCRγδ T
cell depleted mice (TCRγδ depl., bottom) 3 days aFAL. The VEGF receptor 2 was stained with an
antibody recognizing the activated phospho-VEGF receptor 2 (Tyr1175) form (green). Endothelial
cells were stained with an antibody against CD31 (white), while nuclei were labeled using DAPI
(blue). Scale bars: 30 μm.

3.4. γδ T Cell Depleted Mice Show Enhanced Leukocyte Infiltration

To investigate the infiltration of leukocytes in ischemic tissue, we analyzed the tissue
obtained on day 7 aFAL using the pan-leukocyte marker CD45. The ischemic area of the γδ

T cell depleted group showed a significantly increased number of CD45+ leukocytes per
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mm2 and accordingly total number of leukocytes compared to the wildtype and isotype
control groups (Figure 4a,b). Without initiation of ischemia (sham operation), there was no
detectable difference in the number of CD45+ cells in the tissue among all three different
treatment groups (Supplementary Materials, Figure S1).

Figure 4. Mice lacking γδ T cells showed increased accumulation of leukocytes in ischemic muscle
tissue. (a) Representative immunofluorescence images of analyzed gastrocnemius muscles of WT
(top), isotype antibody-treated (middle) and TCR γδ T cell depleted mice (bottom) 7 days after
femoral artery ligation (aFAL). Leukocytes were stained with an antibody against CD45 (green), while
nuclei were labeled using DAPI (blue). Scale bars: 50 μm. (b) The scatter plot shows the absolute
number of leukocytes (CD45+) per mm2 in ischemic gastrocnemius muscle tissue from WT, ISO and
TCR γδ T cell depleted mice 7 days aFAL. Data shown are means ± SEM, n = 5 per group, a defined
area of 1.5 mm2 of ischemic muscle was analyzed per mouse. * p < 0.05, ns ≥ 0.05 (WT vs. ISO vs.
TCR γδ depletion) by one-way ANOVA with the Tukey’s multiple comparisons test.
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3.5. γδ T Cell Depleted Mice Show Higher Amount of Neutrophils

In order to assess the total number of neutrophils and the formation of NETs, mus-
cle tissue collected on day 3 aFAL was triple stained for myeloperoxidase (MPO), for
citrullinated histone H3 (CitH3) as well as for DAPI. MPO+/DAPI+ cells were counted
as neutrophils and MPO+/CitH3+/DAPI+ cells were classified as NETs. The evaluation
showed a significantly increased number of neutrophils in muscle tissue of γδ T cell de-
pleted mice compared to WT and isotype control antibody-treated mice (Figure 5a,d). In
addition, the amount of NETs per mm2 was significantly increased in comparison to the
control groups (Figure 5b,d). However, the percentage of NETs related to the total number
of neutrophils showed no significant differences in all three groups (Figure 5c,d). In nonis-
chemic muscles of sham-operated mice, almost no neutrophils or NETs could be found in
all three groups (Supplementary Materials, Figure S2). Moreover, there was no difference
in the NETs to neutrophil ratio (data not shown).

3.6. γδ T Cell Depletion Leads to Increased Number of Macrophages with Inflammatory
M1-like Polarization

To analyze the number and polarization of recruited macrophages in the gastrocne-
mius muscle, tissue collected 7 days aFAL was stained for CD68 and the mannose receptor
C-type 1 (MRC1) to differentiate between M1-like polarized macrophages and M2-like po-
larized macrophages. CD68+/MRC1+/DAPI+ signals were interpreted as M2-like polarized
macrophages, whereas M1-like polarized macrophages were defined as MRC1-negative
cells (CD68+/MRC1−/DAPI+).

A significantly increased total number of macrophages was found in γδ T cell depleted
mice in comparison to wildtype and isotype control antibody-treated mice (Figure 6a,d).
Examination of macrophage polarization showed a significant increase in the absolute
count of MRC1-negative macrophages (M1-like macrophages) in γδ T cell depleted mice
compared to the two control groups, whereas no difference in the number of M2-like
macrophages was found in all three groups (Figure 6b,c,d). To further investigate whether
MRC1-negative macrophages (CD68+/MRC1−) show inflammatory features, co-staining
of CD68 and MRC1, together with TNF-α as a pro-inflammatory marker, was performed
(see Supplementary Materials, Figure S3). Indeed, our results evidenced that virtually
all CD68+/MRC1− macrophages expressed TNF-α and identified them as inflammatory
macrophages. In contrast, all CD68+/MRC1+ macrophages expressed IL-10, identifying
them as anti-inflammatory macrophages (see Supplementary Materials, Figure S4).

In non-ischemic muscles of sham-operated mice, no difference was found between all
three groups either regarding the number of macrophages or their polarization
(Supplementary Materials, Figure S5).
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Figure 5. Absence of γδ T cells results in increased accumulation of neutrophils without affecting the
formation of neutrophil extracellular traps. The scatter plots show (a) the total number of neutrophils
(myeloperoxidase; MPO+ cells) per mm2 (upper plot), (b) the occurrence of NETs (MPO+/CitH3+

(citrullinated histone 3)) per mm2 (middle plot), and (c) the relative proportion of NETs positive
MPO+ cells of all MPO+ cells (lower plot) in the ischemic gastrocnemius muscle tissue of mice of the
WT, isotype antibody-treated and γδ T cell depleted group 3 days after femoral artery ligation (aFAL).
Data are means ± SEM, n = 5 per group. * p < 0.05, ns ≥ 0.05 (WT vs. ISO vs. TCR γδ depletion) by
one-way ANOVA with the Tukey’s multiple comparisons test. A defined area of 1.5 mm2 of ischemic
gastrocnemius muscle tissue was analyzed per mouse. (d) Representative immunofluorescence
images of ischemic gastrocnemius muscles from WT (top), ISO (middle) and TCR γδ T cell depleted
mice (bottom) 3 days aFAL. Images show neutrophils (MPO+/DAPI+), NETs (MPO+/CitH3+/DAPI+)
and nuclei (DAPI+) labeled with anti-MPO (red), anti-CitH3 (green) and DAPI (blue). Scale bars:
20 μm.
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Figure 6. Depletion of γδ T cells leads to an increased number of M1-like polarized macrophages.
Scatter plots show the absolute number of (a) all macrophages (CD68+) per mm2 (top plot), (b) MRC1-
negative macrophages (CD68+/MRC1− (mannose receptor C-type 1)) (middle plot) and (c) MRC1-
positive macrophages (CD68+/MRC1+) (bottom plot) in ischemic gastrocnemius muscle tissue
of wildtype (WT), isotype (ISO) and TCR γδ T cell depleted mice 7 days aFAL. Data are means
± SEM, n = 5 per group. * p < 0.05, ns ≥ 0.05 (WT vs. ISO vs. TCR γδ depletion) by one-
way ANOVA with the Tukey’s multiple comparisons test. (d) Representative immunofluores-
cence images of analyzed ischemic muscle tissue of WT, ISO and TCR γδ T cell depleted mice.
Macrophages (CD68+/DAPI+) were stained with antibodies targeting CD68 (green), MRC1 (red)
and DAPI (blue). CD68+/MRC1−/DAPI+ cells were defined as M1-like polarized macrophages and
CD68+/MRC1+/DAPI+ cells as M2-like polarized macrophages. Scale bars: 30 μm.
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4. Discussion

In the present study, the influence of γδ T lymphocytes on the process of angiogenesis
was studied. Our data demonstrated that the depletion of γδ T cells results in increased
ischemic tissue damage and impaired angiogenesis. Increased infiltration of immune cells
(CD45+ cells) was based on an increased number of neutrophils and macrophages. In
addition, we found that the higher number of macrophages in γδ T cell depleted mice was
due to a strong increase in inflammatory TNF-α+ M1-like polarized macrophages.

Neutrophils represent the first recruited cells of the innate immune system in our
murine ischemic hindlimb model leading to inflammation and angiogenesis [36]. Their
influence on angiogenesis is characterized by phagocytosis, removal of cell debris, participa-
tion in tissue repair and delivery of various growth factors [36]. Under hypoxic conditions,
neutrophils play an important role in the initiation of angiogenesis by secreting VEGF-
A and providing MMPs [37–39]. MMPs released by neutrophils, especially MMP-9, are
responsible for the degradation of extracellular matrix components and through this mech-
anism are able to release further growth factors, including VEGF-A, which are bound to the
extracellular matrix. The singularity of neutrophils among immune cells is their ability to
release MMP-9 without the tissue inhibitor of metalloproteinases (TIMP), an endogenous
inhibitor of MMP-9, and thus can positively influence angiogenesis [38]. However, our data,
showing increased numbers of neutrophils with decreased angiogenesis in the γδ T cell
depleted group, suggest that neutrophils may have had a negative effect on the angiogenic
process. In addition to the pro-angiogenic properties of neutrophils, many reports have
uncovered limiting effects on angiogenesis as well: In vitro studies have shown that upon
proinflammatory stimulation, neutrophils can release proteolytically active elastase, which
can cleave plasminogen to angiostatin fragments [40]. The resulting angiostatin fragments,
comprising kringle domains 1–3, show an inhibitory effect on endothelial cell proliferation
by degrading basic-fibroblast growth factor (bFGF) and VEGF [40,41]. Furthermore, the
release of α-defensins by neutrophils can inhibit angiogenesis by preventing endothelial
cell adhesion and blocking VEGF-induced endothelial cell proliferation [42]. In an ischemia-
reperfusion injury (IRI) model in the lung, liver, kidney and intestine, Funken et al. showed
that the absence of γδ T cells led to increased neutrophil recruitment, which is in line with
our results [43]. The simultaneously higher tissue damage could also be a result of the
release of reactive oxygen species (ROS) as neutrophils are known to release ROS, which
may entail endothelial dysfunction and increased tissue damage [44].

Moreover, neutrophils have multiple strategies in the context of immune regulation,
pathogen clearance and disease pathology. Phagocytosis, secretion of specialized granules
and release of NETs are the three most important mechanisms to exert these tasks [45]. In
particular, the formation of NETs and their impact on inflammatory processes has received
increasing attention in recent years. Here, we evaluated by immunohistological analysis the
neutrophil-derived formation of neutrophil extracellular traps (NETs) using MPO/CitH3
co-staining. We found an increased number of NETs, but no difference in the ratio of NETs to
neutrophils. Hence, the depletion of γδ T cells does not influence the formation of NETs in
our experimental setup. NETs are described as extracellular, web-like structures consisting
of globular protein domains and DNA from neutrophils [46]. Regarding angiogenesis,
different evidence was obtained: Aldabbous et al. demonstrated a positive angiogenic
effect of NETs in studies of patients with pulmonary hypertension in vivo and in vitro [14].
However, a highly increased incidence of NETs did not seem to have any further beneficial
effect on angiogenesis. Rather, a balance of NETs seems to be important for a positive
angiogenic microenvironment [16]. Especially in wound healing, NET formation was not
associated with improved angiogenesis, but with increased tissue damage [17,47]. Based
on our data showing an increased occurrence of NETs caused by an increased number of
neutrophils, we suggest that γδ T-cell depletion led to a pro-inflammatory NET formation
that contributed to increased tissue damage and decreased angiogenesis.

Leukocytes with their manifold properties play a crucial role in the context of an-
giogenesis. The ischemic stimulus of damaged tissue resulting in inflammation leads to
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infiltration of leukocytes, whose transmigration to the tissue is facilitated by increased
permeability of the endothelium [48]. Infiltrated leukocytes begin to remove cell debris,
enhance local inflammation, and recruit additional immune cells, including neutrophils
and macrophages. The release of pro-angiogenic factors, including VEGF-A [49], and
proteins such as matrix metalloproteinase 9 (MMP9), responsible for remodeling of the
extracellular matrix, contribute to further alteration of the microenvironment [23,36,50].
Rani et al. showed in a mouse model, studying the inflammatory process of acute lung
injury (ALI) after trauma-hemorrhage (TH), that an absence of γδ T cells leads to an increase
in inflammatory cells, such as monocytes or granulocytes [51]. These findings correspond
to our results of increased infiltration of leukocytes, i.e., neutrophils and macrophages, and
indicate that γδ T cells have a regulatory effect on the recruitment of different leukocyte
subtypes. Another aspect that is in line with our findings of increased tissue damage
is the fact that prolonged infiltration of leukocytes in ischemic tissue damage may also
result in anti-angiogenic effects [50,52]. Several studies have shown that mice lacking γδ T
cells displayed a prolonged inflammatory phase, whereas WT mice recovered faster from
ischemia [53,54]. Furthermore, a rescue experiment showed that external administration
of wildtype γδ T cells to the aforementioned mice led to resolution of inflammation and
recovery [53].

Macrophages are well known as fundamental modulators of inflammation and an-
giogenesis. They represent an extremely plastic cell population due to their different
phenotypes, which can affect angiogenesis, for example, through the release of paracrine-
acting substances or directly as cellular chaperones that promote the fusion of vascular
sprouts [48,55]. Depending on the prevailing stimuli, macrophages can polarize to pro-
inflammatory M1 macrophages or to anti-inflammatory, regenerative M2 macrophages.
However, the M1/M2 nomenclature is only valid for in vitro conditions and reflects the ex-
treme edges of possible polarizations [56,57]. Accordingly, for in vivo situations, very often
the terms M1-like and M2-like macrophages are used to indicate that these macrophages
show pro-inflammatory features as M1 macrophages do, or anti-inflammatory, regen-
erative properties like M2 macrophages [58–60]. Accordingly, we denoted in our study
CD68+/MRC1−/TNF-α+ macrophages as pro-inflammatory M1-like polarized macrophages
and CD68+/MRC1+/IL-10+ macrophages as anti-inflammatory regenerative M2-like polar-
ized macrophages.

By release of cytokines such as TNF-α or IL-10 and other paracrine signals, macrophages
are considered to play an important role as enhancers of angiogenesis at the side of is-
chemic tissue [10,61–63]. At the onset of inflammation, M0-like monocytes mature into
the pro-inflammatory M1-like macrophages with the function of phagocytosis, leukocyte
recruitment and delivery of both pro-angiogenic factors (VEGF-A) and pro-inflammatory
cytokines, such as TNF-α or IL-1β [23,61]. The pro-angiogenic influence of macrophages of
the M1 phenotype is limited due to several reasons. One important reason is the matrix
metalloproteinase-9 zymogen (proMMP-9) secreted by M1-like macrophages, which loses
its pro-angiogenic effect through complexation with the tissue inhibitors of metallopro-
teinases metallopeptidase inhibitor 1 (TIMP-1) [64]. Polarization of macrophages to the
M2 phenotype leads to downregulation of TIMP-1 expression, resulting in the release of
TIMP-1 deficient, pro-angiogenic proMMP-9 [64]. Thus, the higher absolute number of
M1-like macrophages in the tissue of γδ T cell depleted mice only leads to an increased
level of TIMP-1 complexed pro-MMP-9, which cannot contribute to angiogenic processes.
The pro-inflammatory phase is followed by the regenerative phase with the polarization of
the initially classically activated macrophages (M1-like macrophages) to the alternatively
activated M2-like macrophages [65,66]. M2-like macrophages can resolve the inflamma-
tory conditions, provide tissue repair, and facilitate growth, tissue remodeling and thus
angiogenesis [67,68]. Compared to WT and ISO mice, γδ T cell depleted mice showed in
our experimental setup a strong predominance of pro-inflammatory M1-like macrophages
along with an increased extent of tissue damage and reduced angiogenesis. Thus, the
increased infiltration of macrophages (CD68+ cells) in γδ T cell depleted mice, which pre-
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dominantly displayed M1-like polarization, may indicate an impaired switch to M2-like
macrophages, which could be responsible for the reduced angiogenesis and the increased
tissue damage. However, this is only an assumption, since mechanistic correlations are
difficult to provide using in vivo experiments, and in vitro results do not always reflect
the in vivo situation. Nevertheless, detailed investigations on the expression profile of
the M1-like and M2-like macrophages should provide further insights and be topics of
future examinations. Interestingly, a recent study has demonstrated that IFNγ priming of
macrophages via epigenetic and transcriptional changes leads to decreased recruitment of
leukocytes and therefore resolved inflammation [69]. Since T cells can secrete IFNγ, among
others, it seems possible that the absence of IFNγ release from γδ T cells in the depleted
mice could further account for the observed increase in leukocyte number.

Depletion of γδ T cells using the anti-γδ TCR mAb clone UC7-13D5 has been per-
formed in many different experimental setups [70–75]. In addition to the depletion of γδ T
cells, it is conceivable that side effects were induced by the administration of the antibody,
which contribute to the observed findings in γδ T cell depleted mice. Indeed, it has been
observed that treatment with the anti-γδ TCR mAb clone UC7-13D5 led to a slight and
short-term increase in the percentage of αβ T lymphocytes, which, however, returned to
normal levels within the first days [76]. Furthermore, changes in IFNγ production or in
the activity of cytotoxic T cells and natural killer cells observed in other studies indicate
that γδ T cell depletion may have led to similar side effects also in our experimental set-
ting [77,78]. Finally, it is known that the binding of anti-γδ TCR mAb to γδ T cells leads to
the formation of antigen-antibody complexes, resulting in the production and release of
cytokines via activation of the complement system and further binding to Fcγ receptors
on immune cells [79–82]. Accordingly, further detailed studies are necessary to define
whether the observed effects (found in femoral artery ligated but not sham-operated legs)
are exclusively due to the lack of γδ T cells or due to unrecognized side effects caused by
the depleting antibody, although we did not find major differences between untreated and
isotype control treated mice.

Ligation of the femoral artery results in reduced blood flow to the lower leg, leading
to ischemia, local tissue damage and fibrosis [5,10]. It is known that increased tissue
damage represents an increased ischemic stimulus for enhanced angiogenesis [83]. Our
results showed that the increased tissue damage in the γδ T cell depleted group, however,
was associated with reduced capillarity and therefore decreased angiogenesis. Thus, the
depletion of γδ T cells did not result in improved angiogenesis compared to the WT and
ISO groups despite the increased ischemic tissue damage. In addition to the initiation
of angiogenesis in the lower leg, in our murine hindlimb model, ligation of the femoral
artery simultaneously induces arteriogenesis in the thigh. Pre-existing collateral vessels,
connecting the profunda femoral artery to the femoral artery, begin to grow (arteriogenesis)
and are responsible for the additional blood supply to the lower leg. In 2016, Chillo et al.
described that improved arteriogenesis results in decreased ischemic tissue damage in the
lower leg [83]. Thus, an influence of a potentially comprised arteriogenesis on the degree
of ischemic tissue damage found in the gastrocnemius muscle tissue of γδ T cell depleted
mice cannot be excluded.

In general, tissue ischemia results in the development of new capillaries. Two mecha-
nisms of angiogenesis are known: (a) sprouting angiogenesis, which is the formation of new
capillary branches from pre-existing capillaries through the migration and proliferation of
ECs, and (b) intussusception, in which splitting of a single capillary results in the formation
of two vessels [6–8]. In our studies, we demonstrated that the depletion of γδ T cells led to
reduced angiogenesis by a decreased number of proliferating ECs and a decreased capillary
to muscle fiber ratio. The reduced number of proliferating ECs (BrdU+ ECs) indicates that
sprouting angiogenesis was impaired in γδ T cell depleted mice. In addition, we found a
reduced number of phospho-VEGFR-2 (Tyr1175) positive ECs in γδ T cell depleted mice.
VEGFR-2 is considered the most important receptor for VEGF-A-mediated mitotic effects
in ECs. Reduced activation of this receptor as reflected by reduced forms of VEGFR-2 phos-
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phorylated at tyrosine 1175 points furthermore to reduced sprouting angiogenesis [84,85].
However, it also suggests that VEGF-A mediated mitotic signaling is impaired in γδ T cell
depleted mice. However, intussusception, also referred to as splitting angiogenesis, might
be affected as well. Dimova et al. showed in two experiments that mononuclear cells can
contribute to the formation and stabilization of transluminal pillars, which is a prerequisite
for the splitting of the preexisting vessels. Since lymphocytes belong to the mononuclear
cells, it seems possible that the absence of γδ T cells in our experiment led to impaired
intussusceptive angiogenesis. However, whether the mononuclear cells affecting splitting
angiogenesis are actually monocytes or lymphocytes or other immune cells remains to be
investigated [86,87].

In summary, we show that depletion of γδ T cells results in impaired angiogenesis
and increased tissue damage in our murine hindlimb model of ischemia. Together with
the increased infiltration of leukocytes, reflected by an increased number of neutrophils
and predominantly pro-inflammatory M1-like polarized macrophages in γδ T cell depleted
mice, our data indicate that γδ T cells play a crucial role in the context of angiogenesis and
tissue regeneration.
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ISO and γδ T cell depleted mice; Figure S3: MRC1 negative macrophages (CD68+/MRC1−) show
co-staining with TNF-α; Figure S4: MRC1 positive macrophages (CD68+/MRC1+) show co-staining
with IL-10; Figure S5: Representative immunofluorescence images of sham-operated legs showing
low numbers of macrophages in WT, ISO and γδ T cell depleted mice.
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Abstract: Interleukin-1β (IL-1β) and type I interferons (IFNs) are major cytokines involved in autoin-
flammatory/autoimmune diseases. Separately, the overproduction of each of these cytokines is well
described and constitutes the hallmark of inflammasomopathies and interferonopathies, respectively.
While their interaction and the crosstalk between their downstream signaling pathways has been
mostly investigated in the frame of infectious diseases, little information on their interconnection is
still available in the context of autoinflammation promoted by sterile triggers. In this review, we will
examine the respective roles of IL-1β and type I IFNs in autoinflammatory/rheumatic diseases and
analyze their potential connections in the pathophysiology of some of these diseases, which could
reveal novel therapeutic opportunities.

Keywords: inflammation; type I interferons; interleukin-1β; crosstalk

1. Introduction

Numerous reports have documented the roles of IL-1β and type I interferons (IFNs)
in the defense mechanisms that are engaged upon bacterial (such as M. tuberculosis [1])
and viral [2] infections. Type I (and type III) IFNs exert powerful antiviral activities that
have been extensively described [3,4], while those mediated by IL-1β are more scarcely
defined [5]. Furthermore, the interplay of these cytokines and their downstream signaling
pathways has also been largely explored during infectious diseases [6], COVID-19 being
the most recent example [7].

These cytokines are produced following the activation of dedicated pattern-recognition
receptors (PRRs) [8] in response to specific pathogens and the associated molecular patterns
(PAMPs) that they express. Interestingly, the same PRRs (nucleotide-binding oligomer-
ization domain-like receptors—NLRs, Toll-like receptors—TLR or AIM2-like receptors—
ALRs) are also activated upon the detection of danger signals (DAMPs [9–11]) produced
in sterile conditions. In this case, inflammation, instead of creating the appropriate con-
ditions to clear off an invading pathogen, generates tissue damage and evolves towards
detrimental endpoints for the host. First, this review will provide some examples of au-
toimmune/autoinflammatory diseases that are caused by the deregulated expression of
type I IFNs and IL-1β. Indeed, these cytokines are major mediators of inflammation and
can be incriminated in many cytokinopathies [12], which are diseases caused by alterations
in a single gene affecting cytokines expression. Several examples of interferonopathies and
inflammasomopathies will illustrate these cases. Additionally, type I IFNs and IL-1β per-
turbations can also result from interactions between many genes and the host environment.
Lupus, a disease in which patients exhibit an “IFN signature” [13] (i.e., overexpression of a
subset of IFN-stimulated genes) and Alzheimer’s disease, during which IL-1β is known to
be overexpressed [14], will serve as examples for such complex (multigenic/multifactorial)
diseases in which these cytokines are involved. Next, we will analyze several cases where
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reciprocal interactions between them have been observed, and the therapeutic perspectives
that have been derived from these observations. Multiple sclerosis, a disease treated with
IFN-β (among other therapeutic options) and which is also characterized by increased
IL-1β expression, will be described. In parallel, gout and rheumatoid arthritis (RA) are joint
inflammatory diseases in which reducing IL-1β overexpression can represent an efficient
therapeutic opportunity. Interestingly, promoting type I IFNs expression recently appeared
as an attractive way to dampen IL-1β production in animal models for gout and RA [15,16].
These examples in which type I IFNs and IL-1β exert a reciprocal control will reveal novel
options to treat patients suffering from these inflammatory diseases, whose general features
are given in Table 1. Finally, innovative cell culture methods designed to investigate and
aimed at deciphering these interactions between cytokines at the molecular and cellular
levels will be discussed in a prospective chapter.

Table 1. Type I IFNs- and IL-1β-mediated pathologies discussed in this review.

Disease Type Genetic Defect Cytokine Profile Treatment

STING-associated
vasculopathy with

onset in infancy (SAVI)
interferonopathy STING gain-of-function exessive type I

IFN secretion
corticosteroids

jakinhibs (clinical trials)

Systemic Lupus
Erythematosus (SLE)

rheumatic autoim-
mune/autoinflammatory

disease
multifactorial disease

IFN signature
(overexpression of

IFN-stimulated genes)

corticosteroids
Immunosuppressants

(e.g., methotrexate)
biologics (e.g.,

antiB-cell mAb)

Familial Mediterranean
Fever (FMF) inflammasomopathy

mutations in MEFV
(Mediterranean fever,
also named PYRIN)

constitutive IL-1β
secretion

colchicin biologics
(IL-1β receptor
antagonist, anti

IL-1β mAb)

Alzheimer’s
disease (AD)

Neurodegenerative
disease multifactorial disease excessive IL-1β, IL-6

and TNF secretion

Cholinesterase
inhibitors N-methyl
D-aspartate (NMDA)

antagonists anti
amyloid-β mAb
(clinical trials)

Gout
rheumatic

autoinflammatory
disease

multifactorial disease excessive IL-1β
secretion

colchicin biologics
(IL-1β receptor
antagonist, anti

IL-1β mAb)

Rheumatoid
Arthritis (RA)

rheumatic autoim-
mune/autoinflammatory

disease
multifactorial disease

TNF overexpression
IL-1β overexpression

IFN signature
(overexpression of

IFN-stimulated genes)

corticosteroids
Immunosuppressants

(e.g., methotrexate)
biologics (e.g., anti

TNF mAb)

Multiple sclerosis (MS)
inflammatory,

neurodegenerative
disease

multifactorial disease
increased IFNγ,

IL-12, IL-17
secretion/activation

IFN-β biologics (e.g.,
antiB-cell mAb)

2. Type I IFNs in Autoinflammation

Since their initial discovery in 1957 [17], type I IFNs have been essentially considered
beneficial with regards to their unique antiviral activities [18]. More recently, however, it
appeared that the deregulated and inappropriate expression of these cytokines could be
harmful. Indeed, in the absence of any obvious viral trigger, the overexpression of type
I IFNs was noted in patients suffering from inflammatory disorders [19], some of which
were caused by single-gene mutations (monogenic diseases), while others are classified
within complex diseases, i.e., requiring environmental factors and many specific genetic
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alterations to promote pathogenic features. STING-associated vasculopathy with onset in
infancy (SAVI) belongs to the first category of ailments and is caused by a gain-of-function
mutation in the STING gene; this gene encodes a protein that is at the cross-roads between
the cGAS (cyclic GMP-AMP synthase, an exogenous DNA sensor) and the interferon
regulatory factors (IRFs)-3 and -7, which induce type I IFN transcription [20]. In these
patients, TANK-binding kinase (TBK1) is constitutively activated in the absence of viral
RNA, leading to spontaneous and massive type I IFN production. Fortunately, Janus
kinase inhibitors might be promising drugs to block the signaling pathway downstream
of the type I IFNs receptor (IFNAR) and provide relief to a subset of patients with SAVI
syndrome [21]. In past years, many additional genetic origins of type I interferonopathies
were elucidated following whole-exome sequencing in patients and controls in families
affected by these rare symptoms [22,23].

On the other hand, systemic lupus erythematosus (SLE), with the exception of
childhood-onset SLE, is a complex disease driven by a combination of genetic, epige-
netic and environmental factors [24]. Of note, a hallmark of SLE is the so-called “IFN
signature”, describing the overexpression of IFN-stimulated genes (ISGs) in circulating
mononuclear blood cells or target tissues [25]. Of note, the level of ISGs expression appears
correlated with disease severity [26]. Interestingly, ISGs overexpression is also observed in
other inflammatory diseases, such as rheumatoid arthritis [13]. More recently, single-cell
RNAseq technology enabled a precise description of gene expression in SLE patients that
appeared to form a more heterogeneous population than previously suspected [27]. Such
stratification of patients with multiOMICs technologies already sets the grounds for more
targeted, individualized therapies [28]. In the frame of the present review, it is noteworthy
to observe that, in addition to type I IFNs, IL-1 family member expression can also be
used as a biomarker in SLE patients [29]. Finally, severe complications occurring in lupus
patients, such as macrophage activation syndrome or pericarditis, have been successfully
reduced with anakinra, an IL-1b antagonist [30,31], showing that both IFNs-I and IL-1
participate in lupus pathogenesis, at least in a subset of patients.

3. IL-1β in Autoinflammation

Similar to type I IFN-dependent diseases, many inflammatory syndromes result
from uncontrolled IL-1β expression. Among them, inflammasomopathies are a group
of monogenic diseases caused by hereditary defects in inflammasomes components. In-
flammasomes are intracellular multiprotein complexes composed of a sensor (detecting
pathogen-associated molecules, such as peptidoglycans from Gram-positive bacteria or ster-
ile components, such as silicate or urate crystals), an adaptor (ASC for apoptosis-associated
speck-like protein containing a caspase recruitment domain) and the Caspase 1. Following
multimerization of this complex, activated Caspase 1 cleaves pro IL-1β into its mature,
bioactive form, which is exported out of the cell through pores formed by GasderminD [32].
The prototypical inflammasomopathy with periodic fever is familial mediterranean fever
(FMF), a disease caused by mutations in the MEFV (mediterranean fever) gene encoding
the protein PYRIN, which is part of the inflammasome complex. Gain-of-function muta-
tions in the MEFV gene lead to increased Caspase 1 activation and IL-1β levels [33]. The
development of IL-1β antagonists has considerably improved the management of these
patients [34].

In addition to these monogenic inflammatory diseases, emerging evidence suggests
that IL-1β is also involved in complex neurological disorders, such as Alzheimer’s disease
(AD) [35]. Indeed, AD occurrence depends on many factors, such as age, comorbidities,
genetics and education level. However, a strong correlation between AD and reactive
oxygen species (ROS) production has been evidenced, where ROS are major inducers of
NLRP3-dependent IL-1β production [36], including in neurons [37]. Importantly, this
observation has led to novel therapeutic options for neurodegenerative disorders affecting
an increasing number of patients worldwide.
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4. Interplay between Type I IFNs and IL-1β in Inflammatory/Autoimmune Diseases

Whilst interferonopathies and inflammasomopathies may appear as very divergent or
even antagonistic inflammatory diseases (although an overlap can be observed in some
instances, as mentioned in the previous chapters), the pathogenesis of some inflammatory
conditions clearly involves both type I IFNs and IL-1β. Multiple sclerosis (MS) belongs to
this category, since IL-1β is strongly implicated in this inflammatory, neurodegenerative
disease [38], and IFN-β is still a classical first-line therapy [39], although rituximab (an anti-
CD20 monoclonal antibody designed to induce B cell ablation) was shown recently as
a promising option [40]. Low STING-dependent type I IFNs expression in peripheral
blood mononuclear cells (PBMC) isolated from MS patients [41] is in agreement with
these observations.

The mechanism by which IFN-β exerts its anti-inflammatory actions has been partially
elucidated [42]. It is now very clear that type I IFNs promote IFNAR-dependent IL-1Ra
(encoding an antagonist of the IL-1β receptor) and IL-10 gene expressions. Furthermore,
type I IFNs and IL-10 were recently shown to negatively regulate the activation of the
NLRP3 inflammasome in a STAT3-dependent manner [43–45]. These data support the
notion that IL-1β and type I IFNs exert antagonistic activities that have been experimentally
tested in various inflammatory settings (collagen-induced arthritis, allotransplant rejection),
whereby the beneficial administration of type I IFNs has been documented.

Reduced expression of NLRP3 was also shown to participate in the anti-inflammatory
benefits of type I IFNs in MS [46,47]. This observation also likely accounts for the spectacu-
lar therapeutic potential of imiquimod, a TLR7 agonist and strong inducer of type I IFNs,
which we observed in a mouse model of acute uratic inflammation [15]. Importantly, our
work using this mouse model of gout as well as RA models [16] enabled us to develop a
framework in which complex cellular interactions are required to account for the counter-
regulatory effects mediated by type I IFNs on IL-1β [48]. Future work using elaborate
cell culture systems will be necessary to decipher this cellular dialog, as discussed below.
Surprisingly, the regulatory roles of IL-1β on type I IFNs and ISGs expression are more
scarcely documented [49], and these experimental cell culture experiments would also
be useful to explore this issue. In this regard, the recent observation that IL-1β promotes
type I IFN and ISGs expression in bone marrow-derived dendritic cells (BMDC) appears
of particular interest [6]. A schematic network of type I IFNs and IL-1β interactions is
depicted in Figure 1.

Figure 1. Schematic network of interactions between type I IFNs and IL-1β. Pathogens- or danger-
associated molecular patterns (PAMPs, DAMPs) interact with their cognate pattern recognition
receptor (PRRs). In the example shown here, DNA binding and activation of the cGAS/STING
pathway leads to type I interferons (IFNs) secretion, while monosodium urate (MSU) crystals
activate the NLRP3 inflammasome, which induces IL-1β release. In most cases, both cytokines exert
antagonistic activities, mutually repressing their expression levels by various mechanisms.
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5. Therapeutic Consequences

As mentioned above, some overlap may exist between IL-1β and type I IFNs in
various inflammatory settings, opening novel therapeutic opportunities.

5.1. Targeting Type I IFNs in Il-1β-Dependent Diseases

Type I IFNs-based therapies were developed long ago and were particularly useful
in hepatitis C virus-infected patients, despite considerable side effects [50]. In this regard,
our strategy to perform epicutanieous application of a cream containing imiquimod, a
powerful promoter of IFN synthesis to treat inflamed joints of RA or gout mice, appeared as
a promising approach to avoid adverse reactions [15,16]. Importantly, we observed a drastic
reduction in neutrophils in the cellular infiltrate following imiquimod application, which
also certainly participates in the reduced local inflammation through the limitation of ROS
production. Topical imiquimod has been used for 20 years in humans to treat genital warts
and skin carcinoma [51]; its pharmacokinetics and precautions for use are well known.
Therefore, we believe that our pre-clinical studies advocate for using this drug to treat
joint inflammation in RA or gout patients, as well as localized skin inflammation, showing
evidence of a massive neutrophilic infiltrate (neutrophilic dermatoses). On the other hand,
strategies presently in use or under development aim at reducing the IFN-dependent
signaling pathway, for instance, in SLE patients with anifrolumab, a monoclonal antibody
targeting the type I IFN receptor subunit 1 [52]. Other tools to reduce IFN signaling are
the Janus kinase (JAK) inhibitors (jakinhibs), a novel family of compounds effective in
myeloproliferative or autoimmune (such as RA) diseases [53]. Given their antagonism, a
rise in IL-1β can be expected in patients with reduced type I IFN production as a result
of treatment with anifrolumab or jakinhibs, which might require specific attention, and
possibly the need for additional anti-IL-1β therapy.

5.2. Targeting IL-1β in Interferonopathies

Jakinhibs are the most promising therapeutic opportunities for patients afflicted by
type I interferonopathies [54]. As mentioned above, following IL-1β expression levels
might be critical in these critically ill patients.

In addition, IL-1β inhibition might also represent a useful strategy in various inflam-
matory diseases, including interferonopathies. Indeed, this cytokine is also expressed in
the central nervous system, where it mediates pain [55]. Supporting this notion is the
observation that psoriatic arthritis (PsA) patients treated with anti-TNF antibodies still
experience pain, while joint inflammation is concomitantly reduced [56]. In these patients,
and possibly in others treated with TNF inhibitors or more generally experiencing pain as
a result of inflammatory reactions, there might be room for IL-1β blockers (canakinumab,
anakinra). Finally, it is interesting to note that experiments in the experimental autoim-
mune encephalomyelitis (EAE) mouse model support the therapeutic potential of IL-1
blockade in MS [57], an approach that has been tested in a very limited number of patients
suffering colchicine-resistant familial mediterranean fever (FMF, an inflammasomopathy)
and MS [58]. Strikingly, MS symptoms were markedly reduced in these patients.

Altogether, these observations indicate that the management of patients suffering
inflammatory symptoms might require a combination of drugs targeting various players
involved in the pathogenesis of these diseases. Future work aiming at a better characteriza-
tion of the interplay between these players is needed to provide more efficient and targeted
therapeutic approaches. Some insights aiming at this goal are suggested in the perspectives
and conclusions of the present review.

6. Perspectives

Although several molecular interactions between type I IFNs and IL-1β have been
described (transcriptional induction of IL-1Ra and IL-10 genes upon IFN-β treatment [42];
and reciprocally, increased transcription of IFN-β and ISGs following IL-1β addition in
the culture medium of BMDCs [6]), most studies have been performed in cell cultures
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where one cell type only has been investigated (dendritic cell, monocytes/macrophages,
etc.). This constitutes a fundamental weakness, since these cytokines are produced by
different cell types (neutrophils [59], eosinophils [60]) interacting in a specific microenvi-
ronment. To gain access to more physiological interactions at the cellular and molecular
levels, co-cultures, either in two-dimension systems (Boyden chambers) or even using
more complex organoids, need to be developed [61]. As seen in Figure 2, considering only
type I IFNs (IFN-α/β) and IL-1β and the five main immune cell types that are able to
produce them, upon the TLR7-dependent stimulation (with imiquimod, IMQ) of pDCs, an
already complex network of interactions is created, in which the reciprocal effects of these
cytokines are presently totally unknown and certainly quite different from what can be
observed in monotypic cell cultures. Producing mixed cultures in Boyden chambers (which
has been previously performed [62]) could be a good starting point, in which each cell
type (for instance, pDC and macrophages, or pDC and neutrophils) could be investigated
separately after cell sorting with high-throughput technologies (RNAseq) and analyzed
morphologically (apoptosis, NETosis, polarization) in various conditions driving cytokine
(type I IFNs or IL-1β) synthesis. Such approaches might be instrumental to better charac-
terize, at the cellular level, the recently described interaction between IL-1β-dependent
mitochondrial DNA release and cGAS/STING-dependent type I IFNs secretion [63]. In
the future, spheroids or organoids might add complexity to the system by adding support
cells such as keratinocytes or fibrocytes and extracellular matrix components.

Figure 2. The complex network of interactions between type I IFNs, IL-1β and the cells that produce
them. Simplified representation of the potential interactions between plasmacytoid (pDC) or conven-
tional (cDC) dendritic cell, macrophages/monocytes, neutrophils and eosinophils upon, for example,
imiquimod (IMQ) stimulation acting via TLR7 in pDCs. Blue arrows denote cytokine expression, red
arrows indicate that these cytokines exert an effect (activation or inhibition) on target cells and green
arrows represent retro-control of the cytokines on the cells that produce them.

7. Conclusions

We have merely touched on the complexity of inflammation here by analyzing the
reciprocal interactions of two cytokines. Despite the paramount importance of IL-1β and
type I IFNs in autoinflammatory diseases, many other cytokines, among which TNF are
self-evident, can certainly not be neglected. In 2006, Banchereau and Pascual published
a seminal paper in which they extended the Th1/Th2 concept into a “compass of immu-
nity and immunopathology” organized into two perpendicular axes: one defined by the
reciprocal interactions of IFN-α and TNF and the other by IL-4 and IFN-γ [64]. Accord-
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ing to this model, SLE was identified by an overexpression of IFN-α. Fifteen years later,
high-throughput technologies have evidenced the heterogeneity of patients suffering from
complex diseases such as SLE or RA, which are now defined as pathotypes [65]. Because
some cytokines are direct drivers of immunopathology and because the quantification
of most cytokines is easily feasible with multiplex technology, we suggest that provid-
ing an extensive profiling of cytokines (in the blood or the affected tissue if accessible),
a “cytokinome” as suggested by others [66], would be a useful tool to better define pa-
tients sub-groups by comparison with a reference of healthy subjects [67]. This approach,
illustrated by the “multidimensional compass” illustrated in Figure 3, would also be in-
strumental in defining the best therapeutic option for a patient, following its impact on the
normalization of its cytokine profile and eventually adjusting it. In this example, two RA
patients are identified by increased TNF expression compared to a control group (with the
reference cytokinome resulting from a set of healthy donors) with variables (age, sex, etc.)
matching the patients. However, following anti-TNF therapy, each exhibited a different
outcome. In patient 1, the normalization of TNF levels was accompanied by increased
IFN-α/β secretion and paradoxical psoriasis (a recently described possible consequence of
anti-TNF antibodies [68]), which might require appropriate management (jakinhibs, even-
tually). On the other hand, patient 2, in which the same treatment also enabled a marked
reduction in the circulating TNF level and improvement of joint inflammation, responded
by an additional strong decrease in IL-1β expression (as previously described [69]), putting
him at risk of developing various microbial infections and therefore requiring specific
monitoring in the future. These hypothetical cases indicate that the determination of the
cytokinome and its evolution upon treatment might bring substantial benefits to patients
with inflammatory diseases.

Figure 3. The multidimensional compass of inflammation. Radar plot showing the hypothetical
expression levels of 43 cytokines/chemokines in the Control and two RA patients before and after
anti-TNF therapy.
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Abstract: The innate immune system provides the first line of defense against cellular perturbations.
Innate immune activation elicits inflammatory programmed cell death in response to microbial
infections or alterations in cellular homeostasis. Among the most well-characterized programmed
cell death pathways are pyroptosis, apoptosis, and necroptosis. While these pathways have histori-
cally been defined as segregated and independent processes, mounting evidence shows significant
crosstalk among them. These molecular interactions have been described as ‘crosstalk’, ‘plasticity’,
‘redundancies’, ‘molecular switches’, and more. Here, we discuss the key components of cell death
pathways and note several examples of crosstalk. We then explain how the diverse descriptions of
crosstalk throughout the literature can be interpreted through the lens of an integrated inflammatory
cell death concept, PANoptosis. The totality of biological effects in PANoptosis cannot be individually
accounted for by pyroptosis, apoptosis, or necroptosis alone. We also discuss PANoptosomes, which
are multifaceted macromolecular complexes that regulate PANoptosis. We consider the evidence for
PANoptosis, which has been mechanistically characterized during influenza A virus, herpes simplex
virus 1, Francisella novicida, and Yersinia infections, as well as in response to altered cellular home-
ostasis, in inflammatory diseases, and in cancers. We further discuss the role of IRF1 as an upstream
regulator of PANoptosis and conclude by reexamining historical studies which lend credence to the
PANoptosis concept. Cell death has been shown to play a critical role in infections, inflammatory
diseases, neurodegenerative diseases, cancers, and more; therefore, having a holistic understanding
of cell death is important for identifying new therapeutic strategies.

Keywords: PANoptosis; PANoptosome; pyroptosis; apoptosis; necroptosis; inflammatory cell death;
inflammasome; inflammation; innate immunity; infection; NLR; caspase; IRF1; ZBP1; RIPK1;
RIPK3; MLKL; NLRP3; AIM2; Pyrin; caspase-1; ASC; caspase-8; caspase-3; caspase-7; crosstalk;
plasticity; redundancy

1. Introduction

The innate immune system is the first line of defense against infection and cellular
insults; innate immune receptors can recognize the molecular signatures of pathogens,
called pathogen-associated molecular patterns (PAMPs), as well as components released by
damaged cells, called damage-associated molecular patterns (DAMPs). The innate immune
system activates genetically defined programmed cell death pathways in response to micro-
bial infections or alterations in cellular homeostasis; among the most well characterized of
these programmed cell death responses are pyroptosis, apoptosis, and necroptosis. Though
canonically proposed as segregated cellular processes responding to individualized PAMPs
and DAMPs, mounting evidence shows significant interactions between the components
of pyroptosis, apoptosis, and necroptosis. Historically, the literature on cell death and
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innate immune signaling has used different terms to describe these interactions, such as
‘crosstalk’, ‘plasticity’, ‘redundancies’, and ‘molecular switches’. Consideration of the total-
ity of biological effects from cell death in multiple studies has led to the conceptualization
of PANoptosis [1–20], an inflammatory cell death pathway that integrates components from
other cell death pathways. PANoptosis is implicated in driving innate immune responses
and inflammation and cannot be individually accounted for by pyroptosis, apoptosis, or
necroptosis alone. PANoptosis is regulated by PANoptosomes, multifaceted macromolecu-
lar complexes. Here, we review the key components of programmed cell death pathways
and highlight the plasticity among pyroptosis, apoptosis, and necroptosis. We then discuss
the conceptualization of PANoptosis, which continues to evolve over time based on data,
and examine the current evidence supporting this concept.

Key Components in Inflammatory Programmed Cell Death Pathways

Among the most comprehensively studied cell death processes to date are pyroptosis,
apoptosis, and necroptosis [21,22]. Each occurs in response to cellular insults, but they
differ in terms of their molecular machinery. Pyroptosis is a lytic form of proinflammatory
cell death that was originally described as a caspase-1-mediated death [23]. Pyroptotic cell
death typically involves the formation of the inflammasome, a supramolecular platform
that is composed of a sensor, adaptor protein ASC, and caspase-1 [24]. The five most
well-known inflammasomes, which are named after their corresponding sensor based on
the genetic characterization of sensors and triggers, are the NLR family inflammasomes,
NLRP1 [24], NLRP3 [25–27], and NAIP/NLRC4 [28–30], as well as those formed by other
sensors containing pyrin domains, such as Pyrin [31] and AIM2 [32,33]. Sensor activa-
tion polymerizes the adaptor protein ASC into prion-like structures referred to as ASC
specks [34–36], which recruit caspase-1 to allow its autoproteolysis and activation [24,37].
Activated caspase-1 cleaves inflammatory cytokines IL-1β and IL-18 [38] as well as the
pore-forming molecule gasdermin D (GSDMD) [39]. The GSDMD-mediated pores allow
the release of the inflammatory cytokines [40–44] along with other inflammatory molecules
such as HMGB1, which serve as DAMPs and further propagate an innate immune in-
flammatory response. GSDMD is also activated by caspase-11 (mice) and caspase-4/5
(humans) in the process of non-canonical inflammasome activation [39–41,44,45]. In addi-
tion to requiring cleavage for activation, GSDMD is also regulated at the transcriptional
level by IFN regulatory factor 2 (IRF2), with a compensatory role for IRF1, in murine
bone marrow-derived macrophages (BMDMs) [46]; in human cells IRF2 does not regu-
late GSDMD expression but does regulate caspase-4-mediated cell death, and IRF1 acts
cooperatively in this process in response to IFN-γ [47].

Apoptosis is a form of programmed cell death originally described as a ‘mechanism of
controlled cell deletion’ characterized by its distinct morphological membrane blebbing
and subsequent cell shrinkage [48]. It proceeds through either an extrinsic or intrinsic
pathway, though both result in the activation of the same executioner caspases. The intrinsic
pathway forms an APAF1-mediated apoptosome in response to homeostatic disruptions,
such as DNA damage or loss of mitochondrial stability [49]. This multiprotein complex
includes APAF1, cytochrome c, and the initiator caspase caspase-9 which, upon cleavage,
activates the downstream effector/executioner caspases, caspase-3 and -7 [50,51]. Extrinsic
apoptosis occurs after ligand binding to death receptors, such as Fas and TNF-α receptor
(TNFR), on the cell surface; downstream of death receptor binding, FADD translocates to
the receptor, which recruits caspase-8. Caspase-8 is the key extrinsic apoptotic initiator
caspase which cleaves downstream caspases, caspase-3 and -7, to execute cell death [52,53].
Caspase-8 can also induce activation of intrinsic apoptosis by activating the proapoptotic
molecule Bid [54–56], which translocates to the mitochondria to facilitate pore formation
by BAX/BAK and induce mitochondrial outer membrane permeabilization (MOMP) and
apoptosome formation [57,58].

Necroptosis, another lytic form of cell death, occurs in response to caspase-8 inhibition
and is RIPK3- and MLKL-dependent [22,59–61]. The apoptotic caspase-8 typically blocks
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necroptosis by cleaving RIPK3, CYLD, and RIPK1 [62–64]. Necroptosis can be initiated in
response to the activation of toll-like receptors (TLRs), death receptors, or through inter-
feron (IFN) signaling [65]. A well-characterized necroptosis response is induced by TNF-α.
Its binding to TNFR induces signaling that activates RIPK1 to become phosphorylated
and, along with TRADD, FADD, and caspase-8, form complex II [66]. When caspase-8 is
inhibited, RIPK1 interacts with RIPK3 to form a cell death-inducing necrosome. The RIPK1-
RIPK3 complex promotes phosphorylation of MLKL, causing its oligomerization. The
MLKL multimer then translocates to the plasma membrane, where it interacts with phos-
pholipids and forms pores [67,68]. In addition to MLKL phosphorylation by RIPK3, MLKL
activity is also regulated by other post-translational modifications, such as ubiquitylation,
which is necessary for higher-order oligomerization [69].

Within each of these cell death pathways, there are several regulators and auxiliary
components. For example, additional inflammasome components have been identified that
are involved in its regulation and activation, such as NEK7 [70–73] and DDX3X [74], as well
as transcription factors such as IRF1 [75], IRF2 [46,47], and IRF8 [76]. Additionally, NINJ1
has been identified as a critical component for plasma membrane rupture [77]. There are
also variations in the signaling cascades that exist within each programmed cell death path-
way, making the complexity of these cellular processes, including regulatory components,
cell- and trigger-specific responses, and time-dependent responses, limitless. Additional
components and layers of complexity have been extensively reviewed elsewhere [22,78,79].

2. Evidence of Crosstalk at the Molecular Level

Understanding the activation and execution of inflammatory cell death pathways has
been an active area of research, particularly given the clinical relevance of cell death path-
ways in infections, inflammatory diseases, cancers, and beyond [2,4,5,7–9,11–13,16,18–20].
As a result of these studies, several examples of crosstalk and flexibility have been identified
between the molecular components of programmed cell death pathways. Here, we will
limit our discussion to genetically defined examples over time.

At their core, apoptosis and necroptosis are intricately molecularly linked, given that
TNF-induced caspase-8 activation drives apoptosis while inhibition of caspase-8 during
this process drives necroptosis [80]. The rescue of caspase-8-deficient embryos by the loss
of RIPK3 or MLKL has long been documented [81–84], and enzymatically active caspase-8
is critical in the regulation and balance of apoptosis and necroptosis [85,86].

Beyond the intrinsic connection between apoptosis and necroptosis, caspase-1, an
essential component of inflammasomes, cleaves apoptosis-associated caspase-7 during
Salmonella infection (NLRC4 inflammasome trigger) as well as in response to LPS + ATP
stimulation (NLRP3 inflammasome trigger) [17]. The pyroptotic caspase-1 also cleaves
apoptotic PARP1 in response to inflammasome-activating triggers [6], and loss of caspase-1
during Salmonella infection leads to activation of apoptotic proteins instead [87]. In addition,
cells lacking pyroptotic caspase-1 and caspase-11 have reduced mitochondrial damage in
response to inflammasome-activating triggers such as the NLRP3-activating LPS + ATP
treatment or AIM2-activating dsDNA transfection [88], suggesting additional crosstalk be-
tween inflammasomes and apoptotic processes. Reciprocally, the apoptotic caspase-8 serves
as a regulatory component of pyroptotic inflammasomes [19]. Fluorescence microscopy has
shown the colocalization of caspase-8 and ASC in both pyroptosis-deficient and pyroptosis-
sufficient cells in response to infections [12,89–91]. Additionally, caspase-8, along with
FADD, is required to both prime and activate canonical (ligand-induced) and noncanoni-
cal (E. coli- or Citrobacter rodentium-induced) NLRP3 inflammasomes [19]. Caspase-8 can
be recruited during NLRC4 and NLRP1b inflammasome formation [91–93] and at ASC
specks involving multiple inflammasome sensors, such as NLRP3 and NLRC4 or AIM2
and Pyrin [12,94]; FADD can also be recruited to these ASC specks in response to FlaTox, a
combination of the bacterial PAMPs Bacillus anthracis protective antigen and the N-terminus
of lethal factor fused to Legionella pneumophila flagellin [93]. However, caspase-8 is not
required for Salmonella-induced cell death at 2, 6, and 24 h post-infection using an MOI of 1

71



Cells 2022, 11, 1495

or 10 [91], showcasing the variability of the roles of caspase-8 within the programmed cell
death response.

Crosstalk has also been identified between cell death molecules by studying the total-
ity of biological effects in disease processes. For example, inflammatory bone disease in
mice carrying the Pstpip2cmo mutation persists despite deletion of caspase-1 or combined
deletion of caspase-8/RIPK3 (deletion of caspase-8 alone is embryonically lethal [84]);
the inflammation is only rescued by the combined deletion of NLRP3 or caspase-1 with
caspase-8/RIPK3 [16,18], highlighting the functional redundancies of pyroptotic molecules
NLRP3 and caspase-1 with the apoptosis-necroptosis modulator caspase-8. In the context
of infection, influenza A virus (IAV) induces activation of pyroptotic, apoptotic, and necrop-
totic proteins, and loss of RIPK3 protects against much of the cell death, but combined
deletion of caspase-8 and RIPK3 is necessary to further reduce cell death [9], providing
additional mechanistic evidence of overlaps in the functions of molecules involved in cell
death activation.

Beyond caspase-8 and RIPK3, the necroptotic molecule MLKL has also been impli-
cated in crosstalk between cell death pathways. For example, ASC oligomerization to
induce NLRP3 inflammasome activation can occur in response to treatment with TLR3
ligands and zVAD, but the ASC oligomerization is blocked in MLKL-deficient cells [95].
As oligomerized MLKL forms pores in the plasma membrane, a cascade of cellular con-
sequences begins, including the efflux of potassium ions. This necroptosis-induced ionic
efflux has been shown to activate the NLRP3 inflammasome [96,97]. Together, these data
show how necroptosis and inflammasomes (pyroptosis) are interconnected.

Given the recently identified role of gasdermins in cell death, it has also been found
that gasdermins mediate crosstalk between cell death pathways. GSDMD was initially
identified as an executioner of pyroptotic cell death in response to caspase-1, caspase-4/-5
(human) or caspase-11 (mouse) cleavage [39,45]. Caspase-8 can also cleave GSDMD to
activate pore formation and cell death during Yersinia infection [3,98–100]. Further studies
have found that GSDMD can also be processed by the apoptosis-inducing caspase-3 in such
a manner that renders GSDMD inactive, suppressing pyroptosis [101]. However, inflam-
masome and GSDMD activation in response to Shiga toxin 2 and LPS are also associated
with increased mitochondrial ROS [102], and GSDMD can form pores in the mitochon-
drial membrane to release canonically proapoptotic molecules and activate caspase-3 in a
BAK/BAX-independent manner [103,104]. Other members of the gasdermin family are
also increasingly implicated in cell death crosstalk. Microarray and subsequent pathway
analysis of inner ear samples from day-0 postnatal mice showed that the gene set involved
in apoptosis is downregulated in mice lacking Gsdme as compared with wild-type con-
trols [105]. Furthermore, GSDME can be cleaved by caspase-3, an apoptotic cell death
effector, and can induce pyroptotic death [106,107]. In THP-1 cells lacking GSDMD, GSDME
allows the release of IL-1β in response to nigericin, Val-boroPro, or Salmonella infection,
though limited cell death was observed with endogenous GSDME expression levels in
these cells [108]. In murine cells, NLRP3 inflammasome activation in GSDMD-deficient
cells results in IL-1β and IL-18 release through caspase-8/-3 and GSDME activation [109].
GSDME serves in a feed-forward loop to promote caspase-3 activation by forming pores
in the mitochondrial membrane and inducing the release of cytochrome c in response to
traditional intrinsic and extrinsic apoptotic stimuli; overexpression studies have shown
similar results with GSDMA [103]. Beyond these connections, in cells lacking pyroptosis via
GSDMD-deficiency, caspase-1 can cleave caspase-3 and Bid to promote apoptotic cell death
in response to inflammasome triggers such as LPS priming and poly(dA:dT) transfection, or
during Salmonella infection [110,111]. Furthermore, the APAF1-apoptosome has been shown
to interact with caspase-11 when cells are challenged with bile acid; the result is caspase-3
cleavage and the execution of pyroptotic death in a GSDME-mediated process [112]. Other
pore-forming molecules may also be involved in this crosstalk, as pannexin-1 activation
downstream of caspase-8 or -9 activation leads to NLRP3 inflammasome formation in a
GSDMD- and GSDME-independent process [113].
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3. Prototypical Examples of PANoptosis

The depth and breadth of literature encompassing innate immune signaling and pro-
grammed cell death is impressive. Repeatedly, the literature acknowledges instances of
crosstalk between components of pyroptosis, apoptosis, and necroptosis. This crosstalk
occurs in context-dependent manners and is sometimes referred to as ‘plasticity’ or ‘re-
dundancy’, with cell death components often labeled as ‘molecular switches’. The over-
whelming amount of evidence for the interconnectedness between cell death pathways
has led to the conceptualization of PANoptosis as an inflammatory cell death pathway.
The totality of biological effects in PANoptosis cannot be individually accounted for by
pyroptosis, apoptosis, or necroptosis alone [2–20]. PANoptosis has been increasingly
implicated in infectious and inflammatory diseases as well as in cancers and cancer
therapies [2–5,7–16,18,20,114–118]. Here, we will focus on the most mechanistically well-
characterized examples of PANoptosis and PANoptosomes [3,7,9–12,20] (Figure 1).

As the conceptualization of PANoptosis implies, PANoptosis involves the activation
of several molecules previously characterized as mediators of independent cell death path-
ways. For instance, Z-DNA-binding protein 1 (ZBP1) was previously known to induce
necrosis in response to a mutant form of MCMV expressing a tetra-alanine RHIM sub-
stitution in vIRA (M45mutRHIM) [119] and was shown to interact with the necroptotic
molecules RIPK1 and RIPK3 [120], but more recent evidence has shown that ZBP1 acts
as a cytosolic innate immune sensor for endogenous nucleic acids or during IAV infec-
tion to induce activation of the NLRP3 inflammasome, caspase-1, caspase-8, caspase-3,
caspase-7 [7,9,11], and MLKL [7,11,121]. Molecularly, ZBP1 mediates the formation of a
multiprotein ZBP1-PANoptosome complex, containing ZBP1, RIPK3, RIPK1, caspase-8,
caspase-6, ASC, and NLRP3 [10,11]. To date, this complex has been characterized by im-
munoprecipitation [7,10,11], and immunofluorescence has also shown colocalization of
caspase-8 and RIPK3 with ASC specks in individual cells during IAV infection [122]. Fur-
ther studies, including biochemical analyses and cryo-EM evaluation, are needed to fully
understand how components come together in individual cells. The ZBP1-PANoptosome
complex can also be implicated in tumorigenesis, where ADAR1 acts as a negative regulator
to prevent the interaction between ZBP1 and RIPK3 and promote tumorigenesis. Limiting
the interaction between ADAR1 and ZBP1 by sequestering ADAR1 in the nucleus, through
treatment with nuclear transport inhibitors (KPT-330) in conjunction with IFN, potentiates
PANoptosis and limits tumorigenesis [7].

Additionally, the inflammasome sensor AIM2 also initiates the formation of PANopto-
some complexes during herpes simplex virus 1 (HSV1) and Francisella novicida infections.
This PANoptosome, termed the AIM2-PANoptosome, contains AIM2, ZBP1, Pyrin, ASC,
caspase-1, caspase-8, RIPK3, RIPK1, and FADD [12]. PANoptosomes have also been iden-
tified by immunoprecipitation during Yersinia infection, where RIPK1, RIPK3, caspase-8,
FADD, ASC, and NLRP3 can be co-immunoprecipitated [3]. In the context of Yersinia
infection, RIPK1 is necessary for activation of caspase-1, GSDMD, caspase-8, caspase-3, and
caspase-7, but it negatively regulates the activation of MLKL, highlighting the multifaceted
modulation of cell death effectors that can occur within PANoptosis [3]. PANoptosis has
also been observed in response to TAK1 inhibition in macrophages, which can occur as a
result of Yersinia infection due to its effector YopJ or in response to genetic mutations or
treatment with TAK1 inhibitors [5,20,98,100]. In the case of TAK1-deficient macrophages,
spontaneous PANoptosis occurs and is characterized by the activation of the NLRP3 in-
flammasome, caspase-1, caspase-3, caspase-8, and MLKL [5,20]; stimulation with LPS in
TAK1-deficient macrophages induces colocalization of RIPK1, ASC, and caspase-8 in a
RIPK1 kinase-independent manner [20].
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Inflammatory cell death
PANoptosisDAMPs and 

cytokine release

Francisella

Figure 1. PANoptosis and PANoptosome formation. Upon exposure to cellular insults, such as
microbial infection or altered cellular homeostasis, sensors can detect the perturbation and activate
PANoptosis. Prototypical examples of PANoptosis are depicted here. Sensor activation can lead to
the formation of a multiprotein complex, the PANoptosome. PANoptosomes have the potential to
bring together diverse components from previously segregated cell death pathways. These may be
dynamic complexes, and their protein composition may vary in trigger- and time-dependent manners.
Potential PANoptosome components putatively include inflammasome sensors, such as nucleotide-
binding oligomerization domain-like receptor family pyrin domain-containing 3 (NLRP3), absent
in melanoma 2 (AIM2), Pyrin, Z-DNA-binding protein 1 (ZBP1), or others; apoptosis-associated
speck-like protein containing a caspase activation and recruitment domain (ASC); caspase-1 (CASP1);
receptor-interacting serine/threonine protein kinase 3 (RIPK3); RIPK1; caspase-8 (CASP8); Fas-
associated protein with death domain (FADD); and/or caspase-6 (CASP6). PANoptosis involves
membrane pore formation for the execution of cell death to release cytokines, such as IL-1β and IL-18,
and DAMPs. Figure created with https://biorender.com/ (accessed on 17 March 2022).

4. PANoptosis Regulation via IRF1

As with other cell death pathways, PANoptosis must be tightly regulated to control
the execution of cell death. IRF1, a molecule long recognized for its roles in regulating cell
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death [123,124], is a key upstream regulator of PANoptosis. In the absence of IRF1 dur-
ing IAV infection, ZBP1 protein expression, along with NLRP3 inflammasome, caspase-1,
caspase-8, caspase-3, and MLKL activation, are all reduced [75]. In the context of colorectal
tumorigenesis, IRF1 facilitates the activation of PANoptosis to limit tumorigenesis [8].
PANoptosis has also been observed to be driven by IRF1 in response to the combination of
TNF and IFN-γ. TNF and IFN-γ release can occur physiologically during cytokine storm
syndromes, including during SARS-CoV-2 infection [2], and together they induce PANop-
tosis through the JAK/IRF1 signaling axis [2,4]; this observation has led to a mechanistic
definition for cytokine storm as a life-threatening condition caused by excessive production
of cytokines mediated by PANoptosis [125]. Additionally, the AIM2 inflammasome has also
been shown to be regulated by IRF1 during Francisella infection [126], suggesting a possible
regulatory role of IRF1 in PANoptosis mediated by the AIM2-PANoptosome, although this
remains to be investigated.

5. A Rose by Any Other Name

Given the extensive history characterizing innate immune signaling and cell death
molecules, complexes, and processes, it is important to revisit previous studies to po-
tentially connect key concepts. The recent expansion of studies on PANoptosis further
combined with a fresh look at the full body of literature in the cell death field suggests that
the concept of PANoptosis has been hiding in plain sight (Tables 1 and 2). Many researchers
have reported instances of cell death crosstalk, functional redundancy, or interconnected-
ness [127], all of which sets the foundation for PANoptosis. As one key example, a wealth
of literature exists on the apoptotic caspase-8 and how its loss or impaired functionality
modulates multiple programmed cell death pathways and their plasticity in development
and disease [62,128–132]. Mice expressing a catalytically inactive version of caspase-8,
i.e., Casp8C362A/C362A, are embryonically lethal [130]. Cells carrying Casp8C362A/C362A form
ASC specks, induce activation of the inflammatory caspase substrate GSDMD, and acti-
vate apoptotic caspases, caspase-3 and caspase-7, to mediate cell death. While embryonic
lethality in mice carrying Casp8C362A/C362A can be partially rescued by deleting pyrop-
totic caspase-1 or ASC, mice with combined deletions of caspase-1/-11/RIPK3 have the
best survival outcome [130], suggesting that multiple cell death pathways are respon-
sible for the embryonic lethality. Similar results are observed in mice carrying another
enzymatically inactive caspase-8 mutation, Casp8C362S/C362S, where lethality is rescued by
combined deletion of MLKL/ASC or MLKL/caspase-1 [128], suggesting that the apoptotic
caspase-8 can play a scaffolding role, and multiple cell death effectors are involved in the
cell death in mice carrying catalytically inactive caspase-8. On the one hand, mice carry-
ing a non-cleavable version of caspase-8 (Casp8D387A/D387A [Casp8DA/DA] or homozygous
Casp8D212A/D218A/D225A/D387A [Casp84DA/4DA]) are viable and normal [62,129,132], while,
on the other hand, Casp8DA/DAMlkl−/− and Casp8DA/DARipk3−/− mice develop extensive
inflammation. This inflammation can be rescued by deletion of one allele of FASL, FADD,
or RIPK1 [129], implicating apoptotic and necroptotic molecules in this inflammation. Fur-
thermore, cell type-specific deletions of caspase-8 have identified additional connections.
Mice lacking intestinal epithelial cell (IEC) caspase-8 develop colitis and ileitis which can
be rescued by deletion of MLKL. Colitis and ileitis also occur in mice lacking FADD in
IECs, with cell death mediated by MLKL and caspase-8-dependent activation of GSDMD.
Upstream, loss of ZBP1 is sufficient to prevent ileitis in both mice with caspase-8- and
FADD-deficient IECs [131]. Collectively, these results align well with the PANoptosis
concept, where there is a totality of biological effects in the phenotype that do not fit within
pyroptosis, apoptosis, or necroptosis alone.
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Many other in vivo disease phenotypes can be assessed through the PANoptosis lens.
For instance, the osteomyelitic disease observed in mice carrying a Pstpip2cmo mutation
is likely associated with PANoptosis. The bone disease in these mice is driven by aber-
rant production of IL-1β and is associated with inflammasome activation and cell death.
Given the clear role of inflammasome-mediated cytokine release in the disease, it seemed
likely that deletion of pyroptotic molecules, such as NLRP3 or caspase-1, would rescue
the disease. However, this was not the case. Only mice lacking combinations of cell
death molecules, including NLRP3/caspase-8/RIPK3 or caspase-1/-8/RIPK3, are pro-
tected from disease [16,18]. Similar results are observed in the Sharpincpdm mouse model,
where mutations in SHARPIN, a linear ubiquitin chain assembly complex component
critical for TNF signaling activation, result in skin inflammation. In these mice, deletion
of NLRP3 or caspase-1 [142] or MLKL alone [143] delays, but does not prevent, the skin
inflammation, while combined deletion of FADD/RIPK3 in epidermal cells rescues the
inflammation [144]. Additionally, footpad inflammation in mice carrying the Ptpn6spin

mutation is not rescued by single deletions of caspase-1, NLRP3, RIPK3, MLKL, or the
combined deletion of caspase-8/RIPK3 [147,148]. The inflammatory disease in these mice,
which resembles neutrophilic dermatosis in humans, is mediated by the RIPK1/IL-1α
signaling axis, but combined deletion of caspase-8/RIPK3/RIPK1 is needed to prevent the
inflammation [148]. Furthermore, innate immunity and programmed cell death have been
connected to neurodegenerative diseases such as Alzheimer’s disease (AD). Elevated levels
of proinflammatory cytokines that can be released by cell death, such as TNF-α and IL-1β,
are found in the brains and serum of people with AD and can cause neuroinflammation and
AD-related pathologies [153]. The potential for PANoptosis is shown in studies with amy-
loid precursor protein/presenilin 1 (APP/PS1) transgenic mice carrying kinase-dead RIPK1
(Ripk1D138N). A deficiency in functional RIPK1 results in reduced disease and decreased
proinflammatory IL-1β release [154], linking necroptotic and pyroptotic molecules in this
model. Given the multifaceted nature of the cell death in many in vivo disease phenotypes,
it is likely that many others could also be considered within the PANoptosis concept.

Several infection models have also demonstrated cell death crosstalk and intercon-
nectivity that can be considered within the PANoptosis concept. As discussed above,
ZBP1-mediated cell death during IAV infection is the prototypical example of PANoptosis.
In initial studies, IAV-induced cell death was often viewed as redundant or thought to con-
currently activate multiple cell death pathways [75,121,155], but later work elucidated the
molecular mechanisms of ZBP1-PANoptosome formation and established the complex [11].
ZBP1-mediated PANoptosis has also been implicated in tumorigenesis [7] and fungal in-
fections with Candida albicans and Aspergillus fumigatus [14]. In response to other viruses,
PANoptosis mediated through AIM2-PANoptosome formation has also been characterized
during HSV1 infection [12]. Additionally, during hepatitis C virus infection, fluorescence
microscopy has shown concurrent caspase-1 and caspase-3 activation [156], suggesting
simultaneous activation of these molecules in individual cells, which could be explained
by PANoptosis.

Bacterial pathogens have also been found to induce cell death where the molecular
phenotypes observed do not fall within pyroptosis, apoptosis, or necroptosis activation
alone, suggesting PANoptosis is occurring. In response to FlaTox, mice lacking either the
combination of caspase-1/RIPK3 or the combination of caspase-8/RIPK3 still experience
pathology, while combined loss of caspase-1/-8/RIPK3 provides protection [151]. Similarly,
co-deletion of ASC or caspase-8/RIPK3 with caspase-1/-11 phenocopies NLRC4 deletion
during challenge with flagellin or infection with Legionella [92,151]. In Salmonella infection,
’flexible’ cell death has been observed, and it has been reported that components of different
cell death pathways interact. Salmonella-induced NLRC4 inflammasome activation drives
cell death to clear bacteria from the host, and mice deficient in RIPK3 and caspase-1 are
moderately impaired in their ability to clear the bacteria, while bacterial clearance in
mice deficient in RIPK3, caspase-1, and caspase-8 is significantly more impaired [151].
Subsequent studies have shown that cells deficient in caspase-1/-11 or caspase-8/RIPK3
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still undergo cell death in response to the infection, while cells deficient in caspase-1/-
11/-8/RIPK3 [10] or cells deficient in caspase-1/-11/-12/-8/RIPK3 [135] are protected
from cell death. Infection with Bacillus anthracis also activates multiple cell death effectors,
including caspase-1, -8, and -3. Deletion of RIPK3 is not sufficient to protect cells from
death during this infection, while the combined deletion of caspase-8/RIPK3 does prevent
cell death [157]. Additionally, Pseudomonas aeruginosa induces cell death characterized
by activation of caspase-1, GSDMD, caspase-8, -3, -7, and MLKL. While deletion of the
pyroptotic sensors NLRP3 and NLRC4 together significantly reduces cell death in response
to P. aeruginosa, combined deletion of caspase-1/-11/-8/RIPK3 provides full protection
from cell death [137]. As each of these phenotypes cannot be explained by activation of
pyroptosis, apoptosis, or necroptosis alone, they may fit in the category of PANoptosis.

Having PANoptosis as a component of the innate immune response is likely advanta-
geous on the organismal level. Inhibiting cell death effectors is a commonly used pathogen
defense strategy [158–160], and PANoptosis allows the cell to utilize multiple routes of
cell death if one or more key cell death effectors is inhibited. Biologically, the redundancy
displayed by PANoptosis ensures a fail-safe mechanism for cell death, thereby increasing
the likelihood of organismal survival. During Yersinia infection, the bacteria secrete YopJ,
a bacterial effector that inhibits TAK1-dependent inflammatory signaling [98,100]. How-
ever, in response to the inhibition of TAK1, host cells undergo cell death characterized
by activation of the NLRP3 inflammasome, caspase-1, -3, -7, and MLKL [5]. Recently,
Yersinia infection was found to activate PANoptosis, with infection inducing the forma-
tion of a PANoptosome containing RIPK1, RIPK3, caspase-8, ASC, FADD, and NLRP3 [3].
Shigella flexneri also uses its effector molecules, OspC1 to inhibit caspase-8 and OspD3 to
inhibit RIPK1/RIPK3, in an attempt to evade the cell death crosstalk [161], which could
give this bacterium a strategy to prevent PANoptosis.

6. Discussion and Future Directions

Experimental design often restricts how we test the innate immune response, limiting
our ability to fully determine connections between molecular processes. The host response
is likely more complex than we understand, but we can appreciate that the host must be
able to recognize and respond to a variety of danger signals and cellular insults to execute
the appropriate cellular response. It would likely be evolutionarily advantageous for a
barrage of cellular insults to be neutralized using an integrated immune response, such as
that stemming from PANoptosis. Therefore, it is important to be inclusive and consider the
totality of biological effects in PANoptosis when studying cell death. These phenotypes may
be missed when focusing on a single cell death pathway due to functional redundancies
and overlaps between molecules. Additionally, the activation of molecular executioner
signatures of pyroptosis, apoptosis, and necroptosis are not required simultaneously in an
individual cell for a cell death process to fit within the PANoptosis concept. Furthermore,
there are certainly conditions where pyroptosis, apoptosis, or necroptosis alone carries out
the cell death, such as pyroptosis in wild-type cells exposed to LPS + ATP or necroptosis
in wild-type cells exposed to TNF + zVAD. Only by studying the totality of the effects of
programmed cell death in physiologically relevant models can we identify the important
differences between these instances and PANoptosis.

Multiple PANoptosome complexes have been associated with PANoptosis to
date [3,7,9–12,20], and additional work is required to fully understand these complexes.
Their molecular composition may be flexible and dynamic. In the case of other cell death-
inducing complexes, such as the NLRP3 inflammasome, there are canonical and non-
canonical iterations; the same may also be true for PANoptosomes. Canonical PANop-
tosomes may contain caspase-8, RIPK3, and inflammasome components, as has been ob-
served during IAV, HSV1, Francisella, and Yersinia infections [3,10–12], while non-canonical
PANoptosomes may contain caspase-8 and RIPK3 as major molecules, as is likely the case
during TNF + IFN-γ stimulation [2,4]. More work is needed to continue to evaluate these
complexes, the dynamics of their formation, and their regulation. Furthermore, in addition
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to the ZBP1- and AIM2-PANoptosome complexes that have been molecularly characterized
based on their upstream sensors, it is likely that many other sensor-specific PANoptosomes
exist and form in response to infections and conditions of altered cellular homeostasis that
have not yet been tested. This has been found with inflammasomes and will likely be a
conserved phenomenon. Whether sensors are strictly intracellular, or cell surface receptors
are also involved, is also currently unknown.

The complexity of tissue- and cell-specific responses, in relation to PANoptosis, should
also be considered and further investigated. PANoptosis is a fluid process due to the many
ways cell death can be executed. Some routes of cell death may be favored in certain
tissues or cell types. Additionally, the PANoptotic response may be executed differently
in various cell types based on differences in gene expression of key cell death molecules
that exist among cells. It is also worth noting that many cancers are largely associated
with dysregulation of apoptosis, further highlighting pathway specificity in some contexts.
Understanding the subtle nuances which make each tissue and cell type unique may
be useful in determining how PANoptosis occurs in order to harness this process for
therapeutic purposes.

Furthermore, there is a need to mechanistically understand the regulation of PANop-
tosis, as this could be the key to developing new clinical therapeutics for human cancers
and diseases. IRF1 has been implicated as a central upstream regulator [2,4,8,75], and other
components of this pathway should be elucidated. Inhibiting certain molecular components
of cell death may enhance the activation of others, as has been observed previously [15,137],
and this requires careful consideration during the drug design process. Perhaps targeting
one aspect of cell death will result in subpar clinical therapies due to the redundancy of
PANoptotic molecules.

PANoptosis has been implicated across the disease spectrum, including in cerebral is-
chemia [114]; bacterial, viral, and fungal infections [3,9–15], including oral infections [115,116];
inflammatory diseases [2,5,16,18,20]; cancers [4,7,8]; and cancer therapies [4,7,117,118]. It
will be important to improve our understanding of this pathway and identify how previous
descriptions of crosstalk, plasticity, redundancies, molecular switches, and interconnected-
ness among cell death processes fit within this inclusive concept to gain a holistic picture
of cell death. Only when we identify all the ingredients in the PAN can we begin to effec-
tively target these molecules and develop novel therapeutics to save lives and improve
patient outcomes.
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Abstract: Proteostasis, a portmanteau of the words protein and homeostasis, refers to the ability of
eukaryotic cells to maintain a stable proteome by acting on protein synthesis, quality control and/or
degradation. Over the last two decades, an increasing number of disorders caused by proteostasis
perturbations have been identified. Depending on their molecular etiology, such diseases may be
classified into ribosomopathies, proteinopathies and proteasomopathies. Strikingly, most—if not
all—of these syndromes exhibit an autoinflammatory component, implying a direct cause-and-effect
relationship between proteostasis disruption and the initiation of innate immune responses. In this
review, we provide a comprehensive overview of the molecular pathogenesis of these disorders and
summarize current knowledge of the various mechanisms by which impaired proteostasis promotes
autoinflammation. We particularly focus our discussion on the notion of how cells sense and integrate
proteostasis perturbations as danger signals in the context of autoinflammatory diseases to provide
insights into the complex and multiple facets of sterile inflammation.

Keywords: proteostasis; autoinflammation; ribosomopathies; proteinopathies; proteasomopathies

1. Introduction

Inflammation describes a highly conserved generally beneficial reaction—if controlled—of
the body in response to a variety of danger signals [1–3]. It is triggered by the innate immune
system and characterized by the rapid mobilization of specialized cells and humoral factors
which combat the insult with a relatively low specificity [4–6]. Noxious signals capable of
initiating innate responses are traditionally divided into exogenous and endogenous insults in
order to facilitate self and non-self-discrimination [7,8]. External stimuli are typically derived
from infectious agents and include a wide range of microbial products referred to as pathogen-
associated molecular patterns (PAMPs) which are recognized by pathogen-recognition receptors
(PRR) such as Toll-like receptors (TLR), RIG-I-like receptors (RLR), NOD-like receptors (NLR),
among others [9,10]. The binding of PAMP to PRR triggers multiple intracellular signaling
cascades ultimately resulting in the activation of the NF-κB and IRF3 transcription factors
which in turn promote the expression of pro-inflammatory cytokines (i.e., TNFα, IL-1, IL-6)
and type I and/or II interferons (IFN) [11,12]. Type I IFN is a large cytokine family consisting
of 18 members with 14 IFN-α species and one single specimen each of IFN-β, IFN-κ, IFN-ω and
IFN-ε which are produced by both immune and non-immune cells [13]. Following autocrine
and/or paracrine binding to their receptor IFNAR1/2, type I IFN engage JAK/STAT signaling
that results in the rapid transcription of a myriad of so-called IFN-stimulated genes (ISG) [14].
Prominent ISG include PKR and OAS1 whose products confer the cell an antiviral state by
arresting protein translation and promoting RNA degradation, respectively [14]. Internal stimuli
also known as damage-associated molecular patterns (DAMPs) are widely regarded as self-
molecules that accidently reach undedicated compartments following tissue injury [15,16].
Prime examples of DAMPs include extracellular and/or cytosolic DNA as well as extracellular
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ATP or histones, only to name a few [17–20]. Like PAMPs, DAMPs use various PRR to elicit
innate immune responses which are characterized by the prompt production of NF-κB- and
IRF3-responsive genes [21,22]. As innate immunity triggered by DAMPs is pathogen-free, it
is frequently categorized as sterile inflammation [23,24]. Importantly, sterile inflammation is
not necessarily restricted to the unphysiological release of molecules from necrotic cells and/or
damaged intracellular organelles. Disturbances in protein flux have also long been known
to be immunostimulant and prominent hallmarks of a flurry of autoimmune diseases. It is
indeed more than 60 years ago that extracellular protein aggregates initially called “rheumatoid
factors” have been described in the plasma and synovial tissues of patients with rheumatoid
arthritis (RA) [25]. It became rapidly evident that such aggregates were in fact large insoluble
autoimmune complexes (IC) made up of self-reactive immunoglobulin (Ig) G [26]. It is their
inefficient clearance by circulating proteases and/or phagocytes that results in their deposition
in tissues and contributes to autoinflammation, notably through the stimulation of monocytes,
macrophages and dendritic cells (DC) [27,28]. Herein, RA provided the first example of sterile
inflammation triggered by loss of protein homeostasis. Meanwhile, over 40 autoinflammatory
diseases have been reported to be associated with protein homeostasis (or more commonly
referred to as “proteostasis”) perturbations.

2. Proteostasis Sensors and Their Roles in Triggering Sterile Inflammation

Imbalances of protein flux are not limited to the extracellular space but can also occur
within the cell as a consequence of a disequilibrium between protein synthesis at ribosomes
(i.e., translation) and degradation by the ubiquitin–proteasome system (UPS) and/or au-
tophagy [29]. Regardless of localization, it is becoming increasingly clear that proteostasis
perturbations behave as danger signals and have the potential to initiate sterile inflam-
mation. Although our current knowledge on the mechanisms perceiving and integrating
these signals are not fully understood, a growing body of evidence suggests a critical role
of the endoplasmic reticulum (ER) in the surveillance of intracellular proteostasis. The
mechanisms monitoring proteostasis outside the cell are less clear, albeit a couple of studies
point to a potential involvement of PRR in this process, as discussed below.

2.1. The Unfolded Protein Response (UPR)

As shown in Figure 1, the ER-membrane resident proteins IRE1, ATF6 and PERK
belong to the mechanisms by which the cell is capable of sensing intracellular proteostasis
disruption. One estimates that approximately 30–40% of the newly synthetized proteins
traffic through the endoplasmic reticulum (ER) [30]. It is further understood that up
to 25% of these proteins fail to achieve final conformation and that such products are
recognized by the protein quality control machinery in the ER and transported back to
cytosol by the ER-associated degradation (ERAD) pathway for subsequent degradation
by 26S proteasomes [31]. Given that retro-translocation is driven by degradation [32–34],
proteasome dysfunction ultimately results in the accumulation of misfolded proteins within
the ER lumen and subsequent activation of the IRE1, ATF6 and PERK receptors. This in turn
engages the so-called unfolded protein response (UPR), a compensatory reaction which
mostly aims to restore proteostasis by

I. Arresting global protein biosynthesis;
II. Upregulating specific genes coding for chaperones and ERAD components [35–37].

While transient stimulations of the UPR are physiological reactions devoid of inflam-
mation, excessive UPR activation is considered pathological and associated with persistent
innate responses [35,38]. The mechanisms by which the UPR triggers sterile inflammation
are diverse, complex, poorly understood and have been already discussed elsewhere [35,39].
Of particular interest is the PERK arm of the UPR which mediates the phosphorylation of
eIF2α, an event that shuts down canonical translation of 5′ capped mRNA molecules and
affects the steady-state level of short-lived proteins [40]. These proteins include notably
IκBα whose increased turnover upon activation of the UPR facilitates the nuclear translo-
cation of NF-κB and the subsequent production of inflammatory mediators [41,42]. As
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discussed later, the UPR has been proposed as a major contributor to autoinflammation in
various proteinopathies [35].

Figure 1. Most inflammatory pathways engaged following proteostasis disruption originate from
the ER. Proteostasis perturbations are typically caused by proteasome dysfunction and/or excessive
protein misfolding, as indicated. (1) Sustained misfolding of secretory proteins results in their
accumulation within the ER lumen and generates ER stress, which is sensed by the IRE1, ATF6 and
PERK receptors upon dissociation of the chaperone protein Bip. This, in turn, initiates the UPR that
comprises the formation of sXBP1, ATF6f as well as a translational arrest, the activation of ATF4
and the formation of SGs following phosphorylation of eIF2α by PERK. Persistent activation of all
UPR branches have been reported to trigger sterile inflammation by various mechanisms (for more
details, see main text). (2) Misfolding of IL-24 typically results in its subsequent retro-translocation
back to the cytosol by the ERAD machinery. In case of proteasome dysfunction, IL-24 misfolded
species accumulate in the cytosol and activate PKR to trigger a type I IFN response and inflammation
via eIF2α phosphorylation. (3) Proteome imbalance is also sensed by the short-lived ER-membrane
resident protein TCF11/Nrf1 whose turnover rate decreases with increased proteasome dysfunction.
This results in its proteolytic cleavage by DDI2, thereby giving rise to a transcription factor inducing
the expression of proteasome genes to restore protein homeostasis and mitophagy genes that may
exacerbate inflammation through persistent glycolysis, as indicated. (4) Proteasome defects also
reduce the intracellular pool of free amino acids and result in mTORC1 downregulation. This, in
turn, promotes sterile inflammation by increasing mitophagy and blocking lipid synthesis (for more
details, see the main text). Amino acid depletion in the cell also activates GCN2 of the integrated
stress response (ISR) which facilitates inflammation following eIF2α phosphorylation.

2.2. The Integrated Stress Response (ISR)

As proteasome-mediated protein degradation produces peptides which are further
degraded into amino acids by peptidases [43], it is legitimate to assume that the intracellular
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pool of amino acids is regulated—at least partially—by the UPS. This hypothesis, which
has been proven to be true in yeast [43], implies that proteostasis perturbations caused by
impaired protein breakdown are followed by a parallel depletion of intracellular amino acids.

A major sensor of amino acid deficiency in the cell is the general control nonderepress-
ible 2 (GCN2) kinase which undergoes activation by uncharged tRNA that accumulate upon
amino acid starvation [44]. As shown in Figure 1, like PERK, GCN2 promotes the phospho-
rylation of eIF2α in a pathway referred to as the integrated stress response (ISR) [45] which,
by definition, intersects with the UPR. As both the ISR and PERK branch of the UPR con-
verge to eIF2α, these pathways share similar consequences regarding their proinflammatory
properties in case of sustained stimulus. Another kinase of the ISR capable of phosphory-
lating eIF2α is protein kinase R (PKR) [46], which is primarily activated by double-stranded
(ds) RNA in infected cells during viral replication [47,48]. Besides phosphorylating eIF2α,
PKR also triggers a signaling cascade resulting in the nuclear translocation of the transcrip-
tion factor IRF3 and subsequent transcription of type I IFN genes [49–52]. Interestingly, the
PKR activation spectrum is not restricted to RNA viruses and can be expanded to a flurry
of non-microbial stimuli including proteostasis disruptors such as tunicamycin, oxidative
stress and heat shock [53–58]. A recent study by Davidson et al. described cytosolic IL-24 as
a potent PKR activator following proteasome dysfunction [59]. In this process, misfolding
of newly synthetized IL-24 within the ER lumen results in its retro-translocation back to the
cytosol by ERAD where it accumulates and activates PKR to engage a type I IFN response.
Supporting the notion that abnormal cytosolic accumulation of IL-24 is a danger signal
alerting the immune system via PKR, cells devoid of IL-24 and/or PKR fail to exhibit a type
I IFN signature in response to proteasome inhibition [59]. The work of Davidson et al. there-
fore unambiguously identifies the IL-24/PKR axis as a new surveillance pathway capable
of initiating sterile inflammation in response to perturbed proteostasis. This notion is fully
in line with the observation that PKR is found constitutively phosphorylated/activated
in the CNS of patients suffering from neurodegenerative proteinopathies [60–63] and that
PKR inhibition is able to delay neuroinflammation in rats [64].

2.3. The mTORC1 Signaling Complex

Apart from GCN2, major amino acid sensors include the cytosolic SESN2 and CASTOR
proteins which sense leucine and arginine levels, respectively [65]. Binding of these amino
acids to their respective receptors activate GATOR2, which in turn inhibits the mTORC1
complex inhibitor GATOR1 [66]. Subsequently, mTORC1 itself undergoes activation and
engages several downstream signaling pathways inhibiting autophagy, while promoting
protein translation, lipid biosynthesis and mitochondria biogenesis [67]. Based on the as-
sumption that the UPS regulates amino acid homeostasis, one would expect that impaired
proteostasis result in downregulation of mTORC1 signaling (Figure 1). Indeed, our recent
investigation on cells isolated from patients with PSMD12 haploinsufficiency confirmed that
proteasome loss-of-function was associated with reduced activation of mTORC1 [68]. From
the mTORC1 downstream pathways, lipid biosynthesis seems of particular interest regarding
sterile inflammation. It was indeed recently suggested that a reduced cholesterol flux in the
cell engages spontaneous type I IFN responses in a poorly understood process involving the
cGAS/STING pathway [69]. Likewise, increased autophagy by reduced mTORC1 activation
might be relevant with respect to sterile inflammation following proteotoxic stress. Elevated
autophagy does not only imply increased lysosomal protein breakdown but also presupposes
increased elimination of intracellular organelles including mitochondria, a process referred
to as “mitophagy”. Supporting the notion that mTORC1 is a proteostasis sensor, increased
mitophagy has been observed in patients with proteasomopathies [68]. Interestingly, sustained
mitophagy implies a switch of the energetic metabolism from oxidative phosphorylation to
glycolysis, the latter being associated with the accumulation of PEP, succinate, citrate and
itaconate all exhibiting pro-inflammatory properties (i.e., M1 phenotype) by various and
sometimes poorly understood mechanisms [70]. Whether mitophagy indeed participates in
the initiation of sterile inflammation in response to impaired proteostasis is not known, but the
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observation that glycolysis is increased in microglia and astrocytes of patients in AD [70–72]
supports this notion.

2.4. Stress-Induced Granulation

A cellular feature frequently shared by many neurodegenerative proteinopathies is the
formation of so-called stress granules (SGs) in the CNS [73–84]. SGs are cytoplasmic liquid-like
seemingly compartmentalized structures devoid of membranes mostly containing translation
factors, RNA as well as RNA-binding proteins [85–88]. Importantly, SGs are not an exclusive
feature of neurodegenerative diseases, and their formation may be induced in all cell types
in response to various stress reactions driven by eIF2α phosphorylation, namely following
activation of the UPR and/or ISR (Figure 1) [89]. Accordingly, SGs are induced in situations in
which the proteostasis network is challenged such as viral infection and proteasome inhibition
and [90–92]. Interestingly, while the role of SGs in the propagation of type I IFN responses
during viral infection seems to be established [93–95], their contribution to inflammation
following sterile proteostasis disruption is not known. Viral SGs are thought to amplify innate
immune signaling by building a platform that facilitates the recruitment of the DNA/RNA
sensors cGAS, PKR and RIG-1 [96–98]. It is unclear whether viral SGs are biochemically
distinct from those observed in proteinopathies. In this regard, further investigations are
warranted to answer the question whether SGs due to impaired proteostasis of non-viral
origin predispose the cells to generate type I IFN responses.

2.5. The TCF11/Nrf1-NGLY1-DDI2 Axis

Another proteostasis sensor is the ER membrane-resident protein TCF11/Nrf1, also
referred to as nuclear factor erythroid derived 2-related factor 1 (NFE2L1) and encoded
by the NFE2L1 gene [99,100]. TCF11/Nrf1 is a highly glycosylated short-lived protein
which under normal conditions is rapidly targeted to proteasome-mediated degradation by
ERAD [99,100] following its de-glycosylation by the enzyme N-glycanase 1 (NGLY1) [101].
Consequently, in case of proteasome dysfunction, TCF11/Nrf1 becomes stabilized and
prone to enzymatic processing by the aspartyl protease protein DDI1 homolog 2 (DDI2) at
the ER membrane [102]. As shown in Figure 1, following proteolytic cleavage, processed
TCF11/Nrf1 translocates into the nucleus and binds to ARE promoters to induce the
transcription of 20S and 19S proteasome subunit genes and a subset of ubiquitin factors.
The TCF11/Nrf1-DDI2 pathway is widely viewed as a compensatory mechanism ensuring
the replacement of defective 26S complexes by newly synthetized ones. Like all proteostasis
sensors, TCF11/Nrf1 seems to have the potential to engage proinflammatory programs.
This assumption is based on the observation that TCF11/Nrf1 also up-regulates mitophagy
genes [103]. While the safe elimination of damaged mitochondria by autophagy prevents
the accidental leakage of immunostimulatory mitochondrial (mt) DNA into the cytosol, the
removal of the healthy ones due to excessive mitophagy might reprogram the cells towards
glycolytic processes and their inherent proinflammatory consequences. On the other hand,
TCF11/Nrf1 has been shown to mitigate lipid-mediated inflammation acting as a sensor
for cholesterol [104]. Altogether, these studies highlight that our current understanding of
TCF11/Nrf1 in inflammation remains incomplete and warrants further investigation.

2.6. Pathogen Recognition Receptors (PRR)

Unexpectedly, works aimed to unravel the pathogenesis of neurodegenerative pro-
teinopathies have revealed that PRR are able to sense intra- and extracellular proteostasis
perturbations. Indeed, normally specialized in the recognition of PAMP and/or DAMPs,
PRR are also capable of perceiving abnormal protein aggregates. For instance, extracellular
α-syn oligomers and fibrils produced during the course of Parkinson disease (PD) bind to
TLR4 and TLR2 expressed on microglia [105–110]. In a very similar fashion, Aβ aggregates
from Alzheimer disease (AD) are captured by TLR2, 4, 6 and 9 [111–115]. In ALS, the
inflammasome is activated by cytosolic TDP-43 aggregates [116–118]. These observations
suggest a role for PRR beyond sensing PAMP and/or DAMP in surveilling both intra- and
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extracellular proteostasis disturbances. It remains however unclear whether this perception
is limited to certain types of proteins and/or aggregates.

3. Causes of Proteostasis Perturbations and Associated Autoinflammatory Syndromes

Depending on the source of perturbation, proteostasis imbalances carry two possible
consequences, namely

I. Protein aggregation or;
II. Protein depletion.

As illustrated in Figure 2, protein aggregation is frequently found in disorders such as
proteinopathies or proteasomopathies following excessive protein misfolding or protea-
some dysfunction, respectively. By contrast, intracellular protein depletion mostly occurs
as a consequence of impaired translation in so-called ribosomopathies. The investigation of
the molecular pathogenesis of such disorders have greatly improved our knowledge on
how the innate immune respond reacts to disrupted proteostasis, as discussed below.

 

Figure 2. Proteostasis perturbations may arise at any stage of the protein life cycle and typically
result in the initiation of sterile inflammation. Depicted are three pathological situations causing
impaired proteostasis in which translation (1), protein folding (2) and proteasome-mediated protein
degradation of defective ribosomal products (DRiPs) following their polyubiquitination by E1, E2
and E3 enzymes of the ubiquitin-conjugation pathway (3) are affected.

3.1. Proteostasis Perturbations Caused by Translation Deficiency

Defects in protein synthesis are typically due to loss-of-function mutations in genes
encoding components of the translation machinery. Prominent vulnerable genes in this
category include those coding for proteins of the 40S and 60S ribosomal subunits (RPS and
RPL, respectively). Genomic alterations of the RPS and/or RPL genes generally result in
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ribosome assembly disruption which itself causes a wide range of disorders traditionally
referred to as “ribosomopathies” [119].

At the molecular level, this group of syndromes is essentially characterized by re-
duced protein synthesis due to persistently depressed translation [120]. Accordingly,
ribosomopathies primarily affect cells with high protein demand, particularly those of
the hematopoietic lineage. Major ribosomopathies include the various forms of Diamond-
Blackfan anemia (DBA), which are inherited monogenic autosomal dominant genetic
disorders characterized by ineffective erythropoiesis and caused by mutations in either RPS
or RPL genes [121]. Here, insufficient protein synthesis leads to protein depletion and cell
death. Specifically, it is understood that the ribosomal subunits that fail to become incorpo-
rated into ribosomes initiate a so-called nucleolar stress response that results in cell cycle
arrest and apoptosis [122,123]. Paradoxically, ribosomopathies also increase cancer risk
overtime [124]. This seemingly inconsistency can be however easily explained by the fact
that cell proliferation defects exert a strong pressure that results in the progressive selection
of transformed cells that have acquired compensatory mutations in proto-oncogenes [124].

Most importantly, it was recently suggested that proteostasis disruption in DBA was
associated with the generation of inflammatory gene signatures [125–127]. Autoinflamma-
tion could be confirmed in a DBA zebrafish model in which affected animals constitutively
express type I IFN-stimulated genes (ISG) [128]. Further evidence for a functional cause-
and-effect relationship between translation deficiency and sterile inflammation comes from
the observation that mutations in RPL10 drive type I IFN responses in T cell leukemia [129].
The mechanisms by which ribosomopathies favor autoinflammation remain unclear, but it
is conceivable that senescence due to prolonged cell cycle arrest might play a role in this
process. Indeed, as shown in Figure 3, it was recently shown that senescence is intrinsically
associated with genome instability and the subsequent leakage of DNA fragments into the
cytosol which trigger type I IFN response by the cGAS/STING pathway [130,131]. Con-
sistent with a potential role of cGAS in driving inflammatory responses upon ribosomal
dysfunction, Wan et al. have shown that ribosome collision during translation results in the
cytosolic accumulation of cGAS [132], thereby predisposing the cells to respond stronger to
cytosolic, even background, DNA (Figure 3).

3.2. Proteostasis Perturbations Caused by Protein Misfolding

It is well established that protein biosynthesis (or mRNA translation) in eukaryotic
cells is not an accurate process. Early works from Yewdell’s lab estimate that approximately
30% of newly synthetized proteins fail to reach their 3D structure because of damage,
premature termination and/or incorporation of wrong amino acids [133,134]. As these
improperly folded proteins (or DRiPs) are non-functional and, in most cases, prone to
aggregation, they are rapidly sampled and sorted out by various protein quality control
(PQC) systems. One major co-translational PQC mechanism relies on the action of the
molecular chaperones Hsp70 and Hsp90 that are capable of sensing hydrophobicity exposed
by all misfolded nascent proteins [135]. Both Hsp70 and Hsp90 recruit E3 ubiquitin ligases
such as the carboxy-terminus of the Hsc70 interacting protein (CHIP), leucine-rich repeat
and sterile alpha motif-containing 1 (LRSAM1) and/or E6-associated protein (E6-AP) which
themselves mediate the ubiquitination of the presented protein substrates and target them
for subsequent degradation by the 26S proteasome [136,137].

Besides aging, major causes for excessive misfolding include alterations in genes
coding for

(i) UPS components or;
(ii) Highly translated host (or viral) proteins.
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Figure 3. Molecular pathogenesis of ribosomopathies and their potential inflammatory consequences.
The failure of mutant ribosomal proteins of the small 40S (RPS) and/or large 60S (RPL) ribosomal
subunits to assemble into ribosomes induces the nucleolar stress response leading to p53 stabilization
via persistent inactivation of the MDM2 E3 ubiquitin ligase. This, in turn, results in genome instability
and subsequent leakage of double-stranded (ds)DNA into the cytosol. Cytoplasmic dsDNA is
then sensed by the cyclic GMP-AMP synthase (cGAS) which promotes a type I IFN response via
the STING/IRF3 signaling pathway, as indicated. The recruitment of cGAS in the cytosol is itself
facilitated by defective and collided ribosomes.

These events may result in the accumulation of insoluble protein aggregates, a typi-
cal feature of a heterogenous group of disorders known as proteinopathies [138,139]. As
mentioned above, proteostasis disruption in proteinopathies is not necessarily due to UPS
dysfunction. Indeed, virtually every protein variant with a particularly high synthesis rate
may increase protein supply and/or misfolding, thereby surpassing UPS capacity. Prime ex-
amples of protein mutants predisposed to misfolding and aggregating include the HLA-B27
allele as well as various variants of the cystic fibrosis transmembrane conductance regulator
(CFTR), transthyretin (TTR), α-1 antitrypsin (AAT), amyloid protein precursor (APP), α-
synuclein (SNCA), huntingtin (HTT) and transactive response RNA/DNA-binding protein
(TDP-43), just to name a few. With the exception of HLA-B27, CFTR and AAT, all these
proteinopathies primarily affect CNS and promote typical neurodegenerative phenotypes.
The reasons for this tissue selectivity remain obscure and intriguing in view of the wide
distribution of these proteins throughout the body. An undebatable issue in this field,
however, is that neurodegeneration has a sterile inflammatory component—commonly
referred to as neuroinflammation—predominantly triggered by glia cells (i.e., microglia,
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astrocytes and/or oligodendrocytes). Likewise, non-neurodegenerative proteinopathies
are strongly associated with autoinflammation. These observations unambiguously point
to a cause-and-effect relationship between protein aggregation and innate immunity, as
discussed below.

3.2.1. Non-Neurodegenerative Proteinopathies

These disorders are essentially caused by misfolding and subsequent aggregation of
protein variants outside the CNS. These typically include ankylosing spondylitis (AS), cystic
fibrosis (CF), alpha-1-antitrypsin deficiency (AATD) and hereditary transthyretin amyloidosis
(ATTR) which are all associated with inflammatory reactions. As a large fraction of these
mutant proteins (i.e., HLA-27, CFTR and AATD in AS, CF and AATD, respectively) typically
misfold within the ER lumen, persistent activation of the UPR is thought to contribute to the
disease inflammatory phenotype [140–148]. Nevertheless, additional pathways may synergize
with the UPR to trigger autoinflammation in these patients.

For instance, ATTR is an autosomal dominant proteinopathy with neuronal and car-
diac manifestations which provides an excellent example of extracellular proteostasis
perturbation. It is characterized by the extracellular deposition of transthyretin (TTR)-
derived amyloid fibrils, particularly in the peripheral nervous system (PNS) [149]. The
pathologic basis of ATTR are single amino acid variations in the TTR protein, among which
the Val30Met and Val142Ile substitutions are the most frequent ones [150]. The TTR protein
is produced by the choroid plexus and liver and found in the cerebrospinal fluid (CSF)
as well as in the bloodstream where it carries thyroxin and retinol [35,151]. TTR misfold-
ing mutations typically result in the formation of extracellular precipitates resembling
β-pleated sheet structures named amyloid fibrils which cause tissue dysfunction [152].
Although patients with ATTR exhibit no evidence of systemic inflammation, they present
with elevated circulating inflammatory markers [153,154]. Recent evidence suggests that
activation of the innate immune system in ATTR occurs extracellularly as well with TTR
aggregates capable of activating immune cells, notably neutrophils and microglia to pro-
duce proinflammatory cytokines [155,156]. The receptors involved in this process remain
however ill-defined.

3.2.2. Neurodegenerative Proteinopathies

This group of proteinopathies is by far the largest and includes prominent disorders
such as Alzheimer’s disease (AD), Parkinson’s disease (PD), Huntington’s disease (HD),
spinocerebellar ataxias and polyglutamine (polyQ) diseases, among others. Although
these disorders are clinically and phenotypically distinct, their molecular etiology is iden-
tical and based on the uncontrolled accumulation of protein variants mostly in the CNS.
As alluded to earlier, one major mechanism by which proteostasis perturbations trigger
neuroinflammation in these diseases involves the release of protein aggregates into the
extracellular space and their subsequent binding to PRR such as TLR and/or TREM2 on mi-
croglia [105–115]. However, recent research on the molecular pathogenesis of amyotrophic
lateral sclerosis (ALS) has expanded the spectrum of the molecular pathways initiating
sterile inflammation in response to proteostasis disruption.

ALS is a neurodegenerative proteinopathy characterized by a progressive loss of motor
neurons [157,158]. While most cases of ALS are sporadic, a dozen of predisposition genes
have been identified over the past two decades [159,160]. These include notably SOD1
and TARDBP which code for the superoxide dismutase 1 (SOD1) and transactive response
DNA binding protein 43 (TDP-43), respectively [161,162]. Both proteins tend to misfold
and aggregate in neurons upon specific point mutations. In particular, abnormal accu-
mulation and/or localization of TDP-43 accounts for 90% of ALS cases [163]. TDP-43 is a
ribonucleoprotein highly expressed in the CNS with functions in RNA processing [164,165]
and its deposition is favored by aging, variations in the TDP-43 gene itself and/or in the
C9orf72, GRN or TBK1 genes. [166–171]. Not surprisingly, ALS is associated with constitu-
tive activation of microglia and ongoing neuroinflammation [172,173]. The mechanisms

97



Cells 2022, 11, 1422

involved in the inflammatory component of ALS are diverse and seem to depend on genetic
lesion. For instance, TDP-43 or its variants, as cytosolic proteins not trafficking in the ER,
do not generate ER stress and/or induce the UPR [174]. By contrast, SOD1 mutant species,
although devoid of signal sequence, have been shown to impair ERAD and activate the
UPR [175], which itself conceivably contributes to autoinflammation (Figure 4). In addition,
SOD1 aggregates are released to activate microglia via binding to TLR2, TLR4 and/or
CD14 (Figure 4) [176]. The neuroinflammatory phenotype of individuals with ALS is also
thought to be a direct consequence of aggregation of TDP-43 or its mutant in the mitochon-
dria [177,178]. Indeed, a recent study showed that mislocalization of TDP-43 variants in
mitochondria results in mitochondrial DNA leakage into the cytosol, subsequent activation
of the cGAS/STING innate pathway and IFN signaling in ALS. (Figure 4) [118]. In addition,
cytosolic TDP-43 aggregates may promote innate immune responses by activating the in-
flammasome (Figure 4) [116,117]. Whether these processes occur simultaneously is unclear
and their respective contributions to neuroinflammation may be also difficult to assess. In
any case, these works reveal that the ability of the cells to react to impaired proteostasis
due to protein misfolding is broad and probably even wider than initially assumed.

 

Figure 4. Neuroinflammation caused by impaired proteostasis in ALS involves multiple pathways.
Pathogenic variants of superoxide dismutase 1 (SOD1) facilitate the formation of intracellular protein
aggregates which themselves promote sterile inflammation by causing persistent activation of the
unfolded protein response (UPR) via inhibition of the ER-associated degradation machinery (ERAD),
as indicated. In addition, extracellular SOD1 protein aggregates exert their pro-inflammatory effects
by binding to phagocyte pattern recognition receptors such as Toll-like receptors (TLR)-2, 4 and 6.
Pathogenic mutations within the TAR DNA-binding protein 43 (TDP-43) results in protein aggregation
which activates the inflammasome and triggers the release of mitochondrial (mt) DNA. The latter, in
turn, initiates a type I IFN response following sensing by the cytosolic cyclic GMP-AMP (cGAS) synthase
and subsequent STING activation, as indicated. NLRP3: NOD-like receptor pyrin domain-containing-3;
ASC: apoptosis associated speck-like protein containing a CARD; pro-CASP1: pro-caspase 1.

3.3. Proteostasis Perturbations Caused by Impaired Protein Degradation

As alluded to earlier, the breakdown of intracellular proteins in eukaryotic cells is
ensured by two major conserved machineries from yeast to humans, namely
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I. The ubiquitin–proteasome system (UPS) and;
II. The autophagy–lysosomal system [179].

The UPS allows the specific elimination of ubiquitin-tagged protein by the 26S pro-
teasome [180]. Ubiquitination is a three-step process involving three groups of enzymes
(i.e., E1, E2 and E3) that catalyze the transfer of ubiquitin moieties or chains on lysine,
serine, threonine or cysteine residues of target proteins (a modus operandi described in
excellent reviews) [181,182]. The 26S proteasome is formed by 20S core complex and a
19S regulatory particle [183,184]. While the 20S core complex contains the three different
catalytic activities that permit degradation, the 19S regulatory particle is specialized in
the recognition and unfolding of ubiquitin-modified substrates [185]. Specifically, the 20S
proteasome is a large complex comprised of two outer α-subunits rings (α1–7) embracing
two central head-to-head oriented rings containing β-subunits (β1–7). The catalytic activity
is conferred by three of the β subunits, namely β1, β2 and β5 which exhibit caspase-like,
trypsin-like and chymotrypsin-like activity, respectively [186]. The 19S regulatory particle
is made up of a base containing six ATPase subunits (Rpt1–6) which unfold the protein
substrate and a lid carrying subunits (i.e., Rpn10, Rpn13) capable of binding ubiquitin-
modified proteins [187]. Importantly, the β1, β2 and β5 standard subunits may be replaced
by the so-called β1i, β2i and β5i inducible ones in newly synthetized complexes to promote
a switch from constitutive proteasomes to immunoproteasomes [188,189]. It is appreciated
that immunoproteasomes are more effective than their standard counterparts at degrading
ubiquitin-modified proteins, making them particularly important in situations in which
protein homeostasis is challenged such as during infection or oxidative stress [190–195].
Due to its unique position at the intersection of multiple pathways [196], the UPS is in-
volved in the regulation of myriad of cellular processes, and as such any dysfunction of
one of its components may carry serious consequences on cell functioning or viability.

3.3.1. The UPS and its Dysfunctions

One major cause of proteasome dysfunction is aging [197]. Although not always
consistent, investigations in animals and patients suffering from sporadic aging-related
neurodegenerative diseases point to a decline ability of the UPS to eliminate undesir-
able proteins [198–205]. Other causes of UPS impairment are loss-of-function mutations
in genes encoding proteasome subunits [35]. Surprisingly, as shown in Table 1, such
genomic alterations lead to two clinical distinct phenotypes, namely autoinflammation
(CANDLE/PRAAS) and neurodevelopmental disorders (NDD).

3.3.2. Proteasome-Associated Autoinflammatory Syndromes (PRAAS)

From the mid-eighties, an increasing number of cases of rare autoinflammatory syn-
dromes sharing similar clinical features such as lipodystrophy, skin lesions and recurrent
fever have been reported. These conditions were referred to by a number of different
names including Nakajo–Nishimura syndrome (NNS) [228–230], joint contractures, mus-
cle atrophy and panniculitis-induced lipodystrophy (JMP) syndrome [230] and chronic
atypical neutrophilic dermatitis with lipodystrophy and elevated temperatures (CAN-
DLE) [231,232]. From 2010, it became evident that such syndromes were caused by loss-of-
function mutations in genes encoding proteasome subunits and/or proteasome assembly
factors and were subsequently renamed proteasome-associated autoinflammatory syn-
dromes (PRAAS) [207,210–212,220,221,223,233] (Table 1). Two major hallmarks of PRAAS
are the presence of a constitutive type I IFN gene signature in patients’ blood cells and a
concomitant increased accumulation of ubiquitin-modified proteins in various cell types
including fibroblasts. Recent studies have identified cells of the hematopoietic lineage
as decisive mediators of type I IFN in PRAAS [208,234] and in view of increased eIF2α
phosphorylation in B cells isolated from PRAAS subjects [221], a possible role of the UPR
has been suggested in the induction of autoinflammation in these patients [35]. This notion
was supported by in vitro studies showing that blocking the IRE1 arm of the UPR prevents
the upregulation of IFN-stimulated genes (ISG) in response to proteasome inhibition in
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microglia cells [235]. Later studies however have shown that the IL-24/PKR axis of the ISR
was the key contributor to type I IFN responses in ten unrelated PRAAS subjects [59,236].
These works unambiguously identify cytosolic IL-24 and PKR as a new DAMP/PRR pair
involved in proteostasis surveillance. Whether other mechanisms contribute to sterile
inflammation in PRAAS, notably in cells expressing no or low levels of IL-24, is currently
not known.

Table 1. Summary of the genetic characteristics and associated clinical phenotypes of the proteasome
variants identified so far.

Proteasome Gene Variant Genetic Model Origin Phenotype Reference

20S Complex

PSMB1 p.Y103H Homozygous, monogenic Recessive
inheritance NDD [206]

PSMB4
5′ UTR: c.–9G > A Compound heterozygous,

monogenic
Recessive

inheritance PRAAS [207]p.D212_V214del

PSMB4
p.L78Wfs * 31 Compound heterozygous,

monogenic
Recessive

inheritance PRAAS [208]c.494 + 17A > G

PSMB4/
PSMB8

p.Y222 * Double heterozygous,
digenic

Recessive
inheritance PRAAS [207]p.K105Q

PSMB8 p.G179V Homozygous, monogenic Recessive
inheritance PRAAS [209]

PSMB8 p.G201V Homozygous, monogenic Recessive
inheritance PRAAS [210]

PSMB8 p.C135 * Homozygous, monogenic Recessive
inheritance PRAAS [211]

PSMB8 p.T75M Homozygous, monogenic Recessive
inheritance PRAAS [212]

PSMB8
p.R125C Compound heterozygous,

monogenic
Recessive

inheritance PRAAS [213]p.D119N

PSMB8
p.Q55 * Compound heterozygous,

monogenic
Recessive

inheritance PRAAS [214]p.S118P

PSMB8
p.A92V Compound heterozygous,

monogenic
Recessive

inheritance PRAAS [215]p.K105Q

PSMB8 p.A92T Homozygous, monogenic Recessive
inheritance PRAAS [216]

PSMB8 - Homozygous, monogenic Recessive
inheritance PRAAS [217]

PSMB8/
PSMA3

p.T75M Double heterozygous,
digenic

Recessive
inheritance PRAAS [207]p.H111Ffs * 10

PSMB8/
PSMA3

p.T75M Double heterozygous,
digenic

Recessive
inheritance PRAAS [207]p.R233del

PSMB9/
PSMB4

p.G165D Double heterozygous,
digenic

Recessive
inheritance PRAAS [207]p.P16Sfs * 45

PSMB9 p.G156D Heterozygous, monogenic de novo,
dominant PRAAS [218]

[219]

PSMB10 p.F14S Homozygous, monogenic Recessive
inheritance PRAAS [220]
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Table 1. Cont.

Proteasome Gene Variant Genetic Model Origin Phenotype Reference

Assembly
Factors

POMP p.E115Dfs * 20 Heterozygous, monogenic de novo,
dominant PRAAS [207]

POMP p.F114Lfs * 18 Heterozygous, monogenic de novo,
dominant PRAAS [221]

POMP p.I112Wfs * 3 Heterozygous, monogenic de novo,
dominant PRAAS [221]

POMP p.D109Efs * 2 Heterozygous, monogenic de novo,
dominant PRAAS [222]

PSMG4
p.Y223Sfs * 2 Compound heterozygous,

monogenic
Recessive

inheritance PRAAS [223]p.N225K

19S Complex

PSMD12 p.R123 * Heterozygous, monogenic de novo,
dominant NDD

[224]PSMD12 p.L425 * Heterozygous, monogenic de novo,
dominant NDD

PSMD12 p.R201 * Heterozygous, monogenic de novo,
dominant NDD

PSMD12 c.909−2A > G Heterozygous, monogenic de novo,
dominant NDD

PSMD12 Deletion Heterozygous, monogenic de novo,
dominant NDD

PSMD12 p.R201 * Heterozygous, monogenic de novo,
dominant NDD [225]

PSMD12 p.R182 * Heterozygous, monogenic de novo,
dominant NDD

[68]

PSMD12 p.R357fs * 3 Heterozygous, monogenic de novo,
dominant NDD

PSMD12 p.T146Kfs * 3 Heterozygous, monogenic de novo,
dominant NDD

PSMD12 p.E313 * Heterozygous, monogenic de novo,
dominant NDD

PSMD12 p.Q170Gfs * 40 Heterozygous, monogenic de novo,
dominant NDD

PSMD12 p.L149 * Heterozygous, monogenic de novo,
dominant NDD

PSMD12 p.Q106 * Heterozygous, monogenic de novo,
dominant NDD

PSMD12 p.Q345 * Heterozygous, monogenic de novo,
dominant NDD

PSMD12 c.1083 + 1G > A Heterozygous, monogenic de novo,
dominant NDD

PSMD12 p.Q416 * Heterozygous, monogenic de novo,
dominant NDD

PSMD12 p.S176Qfs * 15 Heterozygous, monogenic de novo,
dominant NDD

PSMD12 c.1162−1G > A Heterozygous, monogenic de novo,
dominant NDD

PSMD12 p.S434Hfs * 2 Heterozygous, monogenic de novo,
dominant NDD

PSMD12 c.795 + 1G > A Heterozygous, monogenic de novo,
dominant NDD

PSMD12 p.L50Gfs * 26 Heterozygous, monogenic de novo,
dominant NDD

PSMD12 p.T146Kfs * 3 Heterozygous, monogenic de novo,
dominant NDD

PSMD12 p.R182 * Heterozygous, monogenic de novo,
dominant NDD

PSMD12 p.L354Efs * 6 Heterozygous, monogenic de novo,
dominant NDD

PSMD12 p.Y302 * Heterozygous, monogenic de novo,
dominant NDD

PSMD12 p.R289 * Heterozygous, monogenic de novo,
dominant NDD [226]

PSMC3 p.S376Rfs15 * Homozygous, monogenic Recessive
inheritance NDD [227]

* Asterisks indicate termination codons.
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3.3.3. Neurodevelopmental Disorders (NDD) Caused by Proteasome Variants

Surprisingly, the phenotypic spectrum of proteasome loss-of-function mutations is
broader than initially assumed. In 2017, the identification of pathogenic variants of the
PSMD12 gene in patients showing a predominant neuronal phenotype came as a sur-
prise [224]. Subjects with PSMD12 mutations presented with short stature, facial dys-
morphism, intellectual disability, limb anomalies and sometimes absent of speech. Later,
similar manifestations were reported in patients carrying variants of the PSMB1 and PSMC3
genes [206,227], thereby confirming the causal relationship between proteasome loss-of-
function and NDD. One particularly intriguing observation from these studies is that, in
contrast to PRAAS patients, subjects with NDD were devoid of clinical signs of autoinflam-
mation. However, recent investigation revealed that leukocytes isolated from NDD patients
with PSMD12 haploinsufficiency do exhibit a typical type I IFN gene signature [68]. The
reason why the upregulation of ISG in these cells is not associated with the development of
clinical autoinflammation as observed in PRAAS patients is obscure, but this phenomenon
has been described in other interferonopathies [237–240]. Interestingly, it was shown that
PSMD12 haploinsufficiency was accompanied by a profound remodeling of mTORC1
and its downstream autophagy pathway. Specifically, the elimination of mitochondria by
mitophagy in PSMD12-deficient cells was induced [68].

3.3.4. Disorders due to Deficient DUB and/or E3 Ubiquitin Ligases

A number of autoinflammatory syndromes have been described to be caused by
genomic alterations in genes coding for DUB and E3 ubiquitin ligases. These include
notably loss- or gain-of-function mutations in the TNFAIP3, USP18 and OTULIN, RNF31,
RBCK1 genes [241–247]. However, in contrast to their proteasome counterparts, pathogenic
variants from DUB and/or E3 ubiquitin ligases exert their proinflammatory effects mostly
by interfering with specific PRR signaling cascades rather than by destabilizing the whole-
cell proteome [248].

3.3.5. The Autophagy-Lysosomal System and Its Defects

The 2016 Nobel Prize in Physiology or Medicine went to Yoshinori Ohsumi for his
discoveries of the “mechanisms of autophagy” [249,250]. Together with the UPS, autophagy
is the main contributor to protein breakdown in the cell. Unlike the UPS, which is con-
stitutive active, autophagy requires signals such as starvation, growth, etc. It relies on
the formation of autophagosomes capable of sequestering intracellular material prior to
delivery to lysosomes for subsequent degradation. Over the past few years, various types
of autophagy have been described including micro-autophagy and macro-autophagy [251],
the latter enabling the elimination of protein aggregates [252], a process frequently referred
to as “aggrephagy” [253]. In this selective form of autophagy, ubiquitin-modified protein
aggregates are recognized by the autophagy receptors p62, NBR1 and OPTN which them-
selves interact with lipidated LC3II on the inner phagophore membrane [254], thereby
targeting them to autophagosomes. As such, protein homeostasis critically depends on
functional autophagy under stress conditions and any and loss of autophagy has been early
associated with the aggregation of abnormal proteins and neurodegeneration [255].

Another major cause of autophagy dysfunction and a fortiori protein homeostasis
perturbations are loss-of-function mutations in genes encoding any one of the many com-
ponents involved in this process. A particularly vulnerable gene in this regard is SQSTM1
encoding the autophagy receptor p62 and whose pathogenic variants are associated with
the onset of various metabolic, myopathic and skeletal disorders as well as neurodegen-
erative disease including ALS. Strikingly, syndromes caused by SQSTM1 disruption are
clearly associated with signs of autoinflammation [256–258]. However, given that p62
is also directly involved in the regulation of NF-κB signaling [259,260], the precise con-
tribution of impaired aggrephagy to inflammation in these diseases is difficult to assess.
Other ALS genes potentially causing imbalanced protein homeostasis include ATG5 and
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ATG7 [261,262]. Although clearly associated with protein aggregates, no inflammation was
observed in these patients.

4. Conclusions and Future Directions

Altogether, these studies revealed that eukaryotic cells are equipped with various
sensitive systems capable of sensing quantitative aberrations of their intra- and extracellular
proteomes. Strikingly, these sensors are more or less directly connected to innate signaling
pathways, and the continuous sampling of proteostasis perturbations consistently results in
autoinflammation. The reason why the cell mostly responds to impaired proteostasis by the
production of proinflammatory mediators is however not fully understood. One possible
explanation is that inflammation might be part of autocrine program primarily aimed to
help restoring proteostasis. This hypothesis is particularly based on the fact that many of
the target genes (i.e., ISG) of type I IFN encode products that act on the proteostasis network
at various levels. For instance, type I IFN limits the proteostatic burden by supporting
a translation arrest via the induction of PKR. Conversely, by inducing immunoprotea-
some subunits and proteasome activators [263], type I IFN accelerates protein breakdown
and as such help the cells to cope with proteotoxic stress. Given that inflammation has
proliferation-promotive effects [264], it might also well be that the initiation of innate
responses under these circumstances is intended to preserve integrity by generating new
cellular space for the accumulating protein aggregates. Herein, when limited in time, sterile
inflammation might represent a beneficial reaction rebalancing dysregulated proteostasis.
However, the onset of sterile autoinflammation or neuroinflammation in patients with
impaired proteostasis might signify a point of no return from which protein homeostasis
cannot be rescued any longer. In this regard, a better comprehension of the mechanisms
driving these processes is needed.
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Abstract: Macrophages are plastic and heterogeneous immune cells that adapt pro- or anti-inflammatory
phenotypes upon exposure to different stimuli. Even though there has been evidence supporting a
crosstalk between coagulation and innate immunity, the way in which protein components of the
hemostasis pathway influence macrophages remains unclear. We investigated the effect of thrombin
on macrophage polarization. On the basis of gene expression and cytokine secretion, our results sug-
gest that polarization with thrombin induces an anti-inflammatory, M2-like phenotype. In functional
studies, thrombin polarization promoted oxLDL phagocytosis by macrophages, and conditioned
medium from the same cells increased endothelial cell proliferation. There were, however, clear
differences between the classical M2a polarization and the effects of thrombin on gene expression.
Finally, the deletion and inactivation of secreted modular Ca2+-binding protein 1 (SMOC1) attenu-
ated phagocytosis by thrombin-stimulated macrophages, a phenomenon revered by the addition
of recombinant SMOC1. Manipulation of SMOC1 levels also had a pronounced impact on the ex-
pression of TGF-β-signaling-related genes. Taken together, our results show that thrombin induces
an anti-inflammatory macrophage phenotype with similarities as well as differences to the classical
alternatively activated M2 polarization states, highlighting the importance of tissue levels of SMOC1
in modifying thrombin-induced macrophage polarization.

Keywords: SMOC1; macrophage polarization; thrombin

1. Introduction

The coagulation cascade and the innate immune system are activated in response to
insult or injury and act to stop blood loss; eradicate invading pathogens; and, later on, to
re-establish homeostasis. Despite evidence of collaboration between the two pathways,
humoral connections between blood constituents and inflammatory macrophages are not
well understood. One potential molecular mediator of such communication is the serine
protease thrombin [1]. Best known for its actions on fibrinogen and platelets, thrombin
exerts its effects via the activation of G-protein-coupled receptors belonging to the protease
activated receptor (PAR) family [2]. Four different PARs are expressed by different cell
types, and thrombin interacts with PAR1, 3, and 4 to initiate downstream actions [3]. The
best studied are probably the PAR1- and PAR4-mediated effects on platelet aggregation [4],
but thrombin plays an important nonhemostatic role in the disruption of endothelial cell
barrier function [5] and endothelial cell activation, leading to monocyte adhesion [6,7] and
even cancer [8,9].
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PARs are also expressed by monocytes where their activation has been linked with
atherosclerosis [10,11], but the consequences of thrombin on macrophage responses are un-
clear. Indeed, in mice, thrombin has been reported to activate PAR2 to promote macrophage
polarization into a classically activated or M1-like phenotype to induce inflammatory re-
sponses [12,13] and to sensitize macrophages to M1 polarization induced by interferon-γ
(IFN-γ) [14]. However, thrombin has also been reported to induce alternative or M2
macrophage polarization with impaired plasticity [15,16]. There are a number of proteins
known to inhibit thrombin activity, but recently, a matricellular protein, i.e., secreted mod-
ular Ca2+-binding protein (SMOC 1), was reported to bind to and activate thrombin to
promote platelet activation [17]. The aim of the present study was, therefore, to revisit the
topic of thrombin-induced macrophage polarization and to determine how SMOC1 affects
thrombin-induced macrophage polarization.

2. Materials and Methods

2.1. Animals

Wild-type (C57BL/6) mice were from Charles River (Sulzfeld, Germany), SMOC1
(B6D2-Smoc1 < Tn(sb-lacZ,GFP)PV384Jtak > /JtakRbrc) mice (SMOC1+/−) were from the
RIKEN BioResource Center (Tsukuba, Japan), and mTnG (B6.129(Cg)-Gt(ROSA)26Sortm4
(ACTB-tdTomato,-EGFP)Luo/) mice were kindly provided by Ralf Adams (Münster). All
animals were housed in conditions that conform to the Guide for the Care and Use of
Laboratory Animals published by the U.S. National Institutes of Health (NIH publication
no. 85-23). Both the University Animal Care Committee and the Federal Authority for
Animal Research at the Regierungspräsidium Darmstadt (Hessen, Germany) approved the
study protocol (V54-19c, 2.04.2020). For the isolation of bone marrow, mice were sacrificed
using 4% isoflurane in air and cervical dislocation.

2.2. Monocyte Isolation and Culture

Murine monocytes: Monocytes were isolated from the bone marrow of 8–10-week-
old mice and cultured in RPMI 1640 medium (Invitrogen, Karlsruhe, Germany, Baden-
Wurtemberg) supplemented with M-CSF (15 ng/mL; Peprotech, Hamburg, Germany) and
GM-CSF (15 ng/mL; Peprotech, Hamburg, Germany) for 7 days to generate macrophages.

2.3. Macrophage Polarization

Macrophages were polarized to classical activated M1 macrophages by treating with
LPS (human: 100 ng/mL, murine: 10 ng/mL; Sigma-Aldrich, Munich, Germany) and IFN-γ
(human: 20 ng/mL, murine: 1 ng/mL; Peprotech, Hamburg, Germany) for 12 h and to
alternative M2a macrophages by treating with IL-4 (20 ng/mL; Peprotech, Hamburg, Ger-
many) for 24 h. Pro-resolving M2c macrophages were repolarized from M1 macrophages
by the addition of TGF-β1 (10 ng/mL; Peprotech, Hamburg) for 48 h. Thrombin-induced
macrophage polarization was achieved by incubating macrophages with thrombin (0.1 or
1 U/mL; Haemochrom Diagnostica Essen, Germany) for up to 48 h.

2.4. Immunoblotting

Bone-marrow-derived macrophages were lysed in ice-cold Triton X-100 lysis buffer
(20 mmol/L Tris/HCl (pH 7.5), 1% Triton X-100, 25 mmol/L β-glycerolphosphate,
150 mmol/L NaCl, 10 mmol/L Na pyrophosphate, 20 mmol/L NaF) containing 2 mmol/L
Na orthovanadate, 10 mmol/L okadaic acid, and a protease inhibitor mix (2 μg/mL an-
tipain, 2 μg/mL aprotinin, 2 μg/mL chymostatin, 2 μg/mL leupeptin, 2 μg/mL pepstatin,
2 μg trypsin inhibitor, and 40 μg/mL phenylmethysulfonylfluoride). Samples were then
separated by SDS-PAGE and subjected to Western blotting. Detection was performed by
enhanced chemiluminescence using a commercially available kit (Amersham, Freiburg,
Germany) as described [18].
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2.5. RT-qPCR

Total RNA was extracted and purified from wild-type and SMOC1+/− macrophages
using Tri Reagent (ThermoFisher Scientific, Karlsruhe, Germany) according to the manufac-
turer’s instructions. RNA was eluted in nuclease-free water, and RNA concentration was
spectrophotometrically determined at 260 nm using a NanoDrop ND-1000 (ThermoFischer
Scientific, Karlsruhe, Germany). For the generation of complementary DNA (cDNA), total
RNA (250 ng) was reverse-transcribed using SuperScript IV (ThermoFischer Scientific,
Karlsruhe, Germany) and random hexamer primers (Promega, Madison, WI, USA) accord-
ing to the manufacturer’s protocol. qPCR was performed using SYBR green master mix
(Biozym, Hessisch Oldendorf, Germany) and appropriate primers (Table 1) in a MIC-RUN
quantitative PCR system (Bio Molecular Systems, Upper Coomera, Australia). Relative
RNA levels were determined using a serial dilution of a positive control. The data are
shown relative to the mean of the housekeeping genes, elongation factor (EF) 2 and 18S
RNA.

Table 1. PCR primers used.

Gene Forward Reverse

NOS GTGGTGACAAGCACATTTGG GTTCGTCCCCTTCTCCTGTT
TNF-α GGCCTTCCTACCTTCAGACC CCGGCCTTCCAAATAAATAC
FIZZ-1 CCCTTCTCATCTGCATCTCC CAGTAGCAGTCATCCCAGCA
CD206 TGGATGGATGGGAGCAAAGT GCTGCTGTTATGTCTCTGGC
MMP9 GAAGGCAAACCCTGTGTGTT AGAGTACTGCTTGCCCAGGA
CD36 AAACCCAGATGACGTGGCAA AAGATGGCTCCATTGGGCTG
EF2 GACATCACCAAGGGTGTGCAG GCGGTCAGCACACTGGCATA
18S CTTTGGTCGCTCGCTCCTC CTGACCGGGTTGGTTTTGAT

2.6. Phagocytosis Assays

Murine bone-marrow-derived monocytes were seeded onto 96-well plates and differen-
tiated into macrophages by treating with MCSF and GMCSF for 7 days. After differentiation
was complete, macrophages were polarized as described above, or treated with thrombin
for up to 48 h. Thereafter, either dil-oxLDL (1:200; Thermofisher, Darmstadt, Germany) or
pHrodo Green zymosan bioparticles (1 mg/mL, Thermofisher, Darmstadt, Germany) was
added, and phagocytosis was monitored over 24 h using an automated live cell imaging
system (IncuCyte; Sartorius, Göttingen Germany).

2.7. FACS Analysis

Detection of the pro-inflammatory cytokine, and chemokine secretion was performed
according to the instructions of manufacturer (BioLegend, LEGENDplex Mouse Proinflam-
matory Chemokine Panel). In brief, macrophage supernatant was collected in 1.5 mL tubes,
snap froze with liquid nitrogen, and kept in −80 ◦C until measurement. Samples and
standards provided by the kit were transferred onto a 96-well filter plate, then incubated
with equal amounts of assay buffer, and in beads for 2 h at room temperature on a shaker.
Wells were washed with wash buffer twice, followed by an incubation with the detection
antibody for an hour again on a shaker. At the end of incubation, SA-PE was added into
the wells, and the plate was left to incubate for 30 min on a shaker; then, wells were again
washed with wash buffer twice, and samples were re-suspended with wash buffer for
immediate FACS analysis.

2.8. RNA Sequencing

Total RNA was isolated from macrophages by using an RNeasy Micro kit (Qiagen,
Hilden, Germany) on the basis of the manufacturer’s instructions. The RNA concentrations
were determined by using NanoDrop ND-1000 (TFS, Waltham, MA, USA; λ 600 nm). Total
RNA (1 μg) was used as input for the SMARTer Stranded Total RNA Sample Prep Kit—HI
Mammalian (Takara Bio, Kusatsu shi, Japan).
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Trimmomatic version 0.39 was employed to trim reads after a quality drop below a
mean of Q20 in a window of 20 nucleotides and keeping only filtered reads longer than
15 nucleotides [19]. Reads were aligned versus Ensembl mouse genome version mm10
(Ensembl release 101) with STAR 2.7.10a [20]. Aligned reads were filtered to remove dupli-
cates with Picard 2.25.5 (Picard: A set of tools (in Java) for working with next-generation
sequencing data in the BAM format), multi-mapping, ribosomal, or mitochondrial reads.
Gene counts were established with featureCounts 2.0.2 by aggregating reads overlapping
exons on the correct strand, excluding those overlapping multiple genes [21]. The raw
count matrix was normalized with DESeq2 version 1.30.1 [22]. Contrasts were created
with DESeq2 on the basis of the raw count matrix. Genes were classified as significantly
differentially expressed at average count > 5, multiple testing adjusted p-value < 0.05, and
−0.585 < log2FC > 0.585. The Ensemble annotation was enriched with UniProt data [23].

2.9. Metabolomics

Metabolites for targeted metabolomics were extracted by scraping the cells on ice,
with ice-cold extraction buffer, containing methanol, formic acid (0.1%), TCEP (1 mmol/L),
and sodium ascorbate (1 mmol/L). After centrifugation and removal of protein, the sample
extract was divided into equal fractions for amino acid and TCA cycle analysis.

2.9.1. Amino Acid Analyses

Samples were spiked with an internal standard mix and dried (Concentrator plus;
Eppendorf, Hamburg, Germany) at 45 ◦C. The dried samples were reconstituted in 20 μL
HCl (20 mmol/L) and derivatized according to the AccQ-Tag derivatization kit protocol
(Waters GmbH, Eschborn, Germany) by adding 70 μL borate buffer and 20 μL ACQ-
Tag reagent and incubating at 55 ◦C for 10 min. For data acquisition, an Agilent 1290
Infinity II ultra-performance liquid chromatography (UPLC) system coupled to a QTrap
5500 LC–MS/MS system from ABSciex (Darmstadt, Germany) was used in positive ion
mode. Metabolite separation of derivatized amino acids was achieved with a flow rate of
300 μL/min at 35 ◦C on an Extend C18-column (150 × 2.1 mm, 1.8 μm; Agilent). Raw data
extraction and peak identification was performed using the SCIEX OS (2.2) software.

2.9.2. TCA Cycle

An internal standard mix was added to the corresponding fraction, and samples
were freeze-dried (Alpha 3–4 LSCbasic; Christ, Osterode am Harz, Germany). Dried
samples were reconstituted in formic acid (0.5%) and introduced to an Agilent 1290 Infinity
UPLC platform coupled to an Agilent 6495 Triple quadrupole LC/MS system (Santa Clara,
CA, USA) used in negative ion mode. Metabolites were separated on an ACQUITY UPLC
HSS T3 column (150 × 2.1 mm, 1.8 μm; Waters) at a flow rate of 300 μL/min at 40 ◦C. Raw
data extraction and peak identification were performed using the MassHunter Quantitative
Analysis software.

Data analysis was performed after normalization to the protein content. For the
unsupervised principal component analysis, MetboAnalyst 5.0 (www.metaboanalyst.ca
(accessed on 22 March 2022)) was used.

2.10. Immunofluorescence

After polarizations were completed, macrophages were treated with diloxLDL 1:200
(Thermo Fischer Scientific) for 15 min, then fixed with 4% Rotifix, and blocked with 3%
horse serum for an hour. At the end of incubation macrophages were incubated with
primary antibodies overnight at +4 ◦C on a shaker, then washed 3 times with 1X PBS. After
the washing was completed, macrophages were incubated with secondary antibodies for
an hour on a shaker and washed again 3 times with phosphate-buffered saline. Finally,
macrophages were incubated with Hoechst (1:1000), and images were taken with a confocal
microscope (LSM-780; Zeiss, Jena, Germany) with ZEN Software (Zeiss).
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2.11. Endothelial Cell Proliferation

Murine pulmonary endothelial cells were isolated from mTnG mice as described
previously [18] and used at passage 5 following repurification with CD31-antibody-coated
magnetic beads. Thereafter, cells (104 cells/96-well) were seeded in DMEM/F12 containing
glucose/L (5 mmol/L), 20% FCS, endothelial cell growth supplement with heparin, and
penicillin and streptomycin (each 50 ug/mL). After complete adherence (4 to 6 h), the
medium was exchanged to 50% MLEC basal medium (2% FCS but without ECGS-H)
and 50% macrophage-conditioned medium. Pictures for phase contrast and GFP-emitted
fluorescence were taken every 4 h with an InCucyteS3 (Sartorius, Göttingen, Germany) to
monitor cell division and plate coverage. Green nuclei were normalized to the number of
nuclei at 4 h.

2.12. Statistical Analyses

Data are expressed as mean ± SEM. One-way ANOVA was used for comparison of
three or more groups with one variable, and two-way ANOVA was used for compari-
son of variance between multiple groups and two variables. ANOVA was followed by
Bonferroni’s or Tukey’s multiple comparison tests. Values of p < 0.05 were considered
statistically significant.

3. Results

3.1. Effects of Thrombin on Macrophage Gene Expression

Murine bone-marrow-derived macrophages were maintained in culture or treated
with LPS and IFN-γ to generate classically activated M1 macrophages, with IL-4 to generate
alternatively activated M2a macrophages, or with LPS and IFN-γ followed by TGF-β to
result in pro-resolving M2c macrophages. The expression of routinely used polarization
markers was then assessed and compared with the effects of incubating macrophages
with thrombin (1 U/mL) for up to 48 h. Different time points of thrombin stimulation
were assessed as the M1 response usually peaks at or before 12 h, while the pro-resolving
polarization takes up to 48 h.

Thrombin–treated macrophages did not express classical M1 markers such as tumor
necrosis factor-α (TNF-α), inducible nitric oxide synthase (iNOS), or the M2 marker gene
found in inflammatory zone-1 (Fizz-1) (Figure 1A). Thrombin did, however, increase the
expression of MRC-1, MMP9, and CD36, with slightly higher expression detected after
48 rather than 24 h. The lack of effect on iNOS was confirmed at the protein level, as was
the inability to induce the phosphorylation of STAT6 (Figure 1B), which tends to be elevated
in M2a-polarized macrophages [24]. Different cytokines are secreted by macrophages in
different polarization states [25]. For example, CCL5 (RANTES) and CCL2 (monocyte
chemoattractant protein-1) were produced by M1- and M2c-polarized macrophages, but
high levels of CCL22 (macrophage-derived chemokine) were only generated by M2c
macrophages. This contrasted with previous reports of it being elevated in M2a-polarized
cells [26]. Thrombin did not elicit the expression of CCL2 or CCL5 but did increase CCL22
levels (Figure 1C). These observations indicate that thrombin elicits changes in macrophage
gene expression that are consistent with a state intermediate between M2a and M2c.

3.2. Metabolic Characterization of Thrombin-Polarized Macrophages

Monitoring metabolism provides a more accurate indication of functional similarities
than the analysis of specific marker genes. Therefore, TCA cycle pathway metabolites as
well as amino acids were quantified in M0-, M1-, M2a-, M2c-, and thrombin-polarized
murine macrophages. Principal component analysis revealed metabolic signatures that
were clearly distinct in M0-, M1-, M2a-, and M2c-polarized cells (Figure 2A). Thrombin-
treated macrophages were most similar to M2a-polarized cells after 24 h and most similar
to the M0 state after 48 h. Metabolites of the TCA cycle were largely comparable in
M2a- and thrombin-polarized macrophages (Figure 2B). An analysis of amino acid levels,
however, revealed clear differences between the M2a- and thrombin-polarized groups
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(Figure 3A,B). While levels of citruilline, allantoin, and tryptophan were comparable in
M2a- and thrombin-polarized macrophages (Figure 3C), levels of arginine, lysine, alanine,
anthranilic acid, ethanolamine, and itaconate were clearly different. These metabolic data
confirmed the results on the expression studies, i.e., that thrombin does not induce an M1-
like activation of macrophages but rather reprograms them to a state with some similarities
to M2 states.

Figure 1. Effects of thrombin in murine macrophage chemokines. Murine bone-marrow-monocyte-
derived macrophages were treated with either solvent (MØ) or with the combination of LPS
(10 ng/mL) and INF-γ (1 ng/mL) for M1 polarization; IL-4 (20 ng/mL) for M2a polarization; and
thrombin (1 U/mL) for 12, 24, and 48 h for Mth polarization. M1 macrophages were treated with
TGF-β1 (10 ng/mL) for 48 h for M2c polarization. (A) mRNA expression of macrophage pheno-
type markers with qPCR; n = 6 mice. HK = housekeeping genes. (B) Representative blots show-
ing the expression of iNOS and the phosphorylation of STAT6 (pSTAT6) in differently polarized
macrophages; n = 4 mice. NMM = non muscle myosin. (C) Cytokine levels in the macrophage
supernatant; n = 4 mice. All experiments were performed at least twice. (A,C) One-way ANOVA
followed by Tukey’s multiple comparison test. * p < 0.05, *** p < 0.001, **** p < 0.0001.
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Figure 2. Effects of thrombin on macrophage TCA cycle metabolites. (A) Principal component (PC)
analysis of TCA and glycolysis-related metabolites of the different macrophage polarization states
versus cells treated with thrombin for 24 (MT24) or 48 h (MT48). (B) Polarization-dependent changes
in specific glycolytic pathway and TCA cycle metabolites; n = 6 mice (one-way ANOVA and Tukey’s
multiple comparison test). * p < 0.05, ** p < 0.01, *** p < 0.001, **** p < 0.0001.

3.3. Functional Characterization of Thrombin-Polarized Macrophages

Alternatively activated or M2 macrophages are regarded as a continuum of function-
ally and phenotypically related cells, with a critical role in type II inflammation and in the
resolution and tissue repair phases [27]. These cells can be subdivided into M2a and M2b,
corresponding to type-II-activated macrophages obtained by triggering Fcγ receptors in
the presence of a Toll receptor stimulus, and M2c, which includes deactivation programs
elicited by agents such as transforming growth factor β (TGF-β) [27]. There is even an M2d
phenotype that results from adenosine-dependent “switching” of M1 [28].

One characteristic of M2 macrophages is their ability to clear apoptotic cell debris, as
well as to take up different lipids by phagocytosis [29]. We, therefore, compared the phago-
cytosis of oxidized low-density lipoprotein (ox-LDL) by polarized murine macrophages
and observed the expected low uptake by M1-polarized cells (Figure 4A). There was,
however, a clear increase in phagocytosis following M2a and M2c polarization that was
even surpassed by the effects seen in cells pretreated with thrombin for 48 h. A similar
phenomenon was observed using pHrodo-labelled zymosan (Figure 4B,C). M2-polarized
macrophages also release exosomes and a number of soluble factors to promote angio-
genesis. Therefore, conditioned medium from polarized macrophages was collected and
added to subconfluent pulmonary endothelial cells from mice expressing GFP in their
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nuclei. Conditioned medium from thrombin-treated macrophages clearly increased en-
dothelial cell proliferation (Figure 4D) and was equally as effective as medium from M1-
and M2a-polarized macrophages, which is consistent with the well-described effects of
cytokines on angiogenesis [30].

Figure 3. Effects of thrombin on macrophage amino acid metabolism. (A) Volcano plot comparing
amino acid levels in M0 versus M2a macrophages. (B) Volcano plot comparing amino acid levels
in M0 macrophages compared to macrophages treated with thrombin for 24 h (MT24). (C) Levels
of selected amino acids in M0-, M1-, M2a-, and M2c-polarized macrophages versus macrophages
treated with thrombin for up to 48 h; n = 6 mice (one-way ANOVA and Tukey’s multiple comparison
test). * p < 0.05, ** p < 0.01, *** p < 0.001, **** p < 0.0001.

3.4. Transcriptional Characterization of Thrombin-Polarized Macrophages

In order to gain insight into the impact of thrombin stimulation on alterations in
macrophage gene expression, we performed RNA sequencing. While our metabolic data
showed similar clustering between naïve, anti-inflammatory, and thrombin-polarized
macrophages, the gene profile of thrombin-stimulated macrophages was clearly distinct
from that of M0 macrophages (Figure 5A). For example, thrombin-polarized macrophages
expressed higher levels of genes related to the TGF-β pathway, e.g., Id1, Id3, Smad6,
and Smad9 than M0 cells. The expression of more inflammatory genes, e.g., Ifi213, Ifi44,
Ifi206, Irf7, Tnfsf8, and Ccl5 was, on the other hand, lower, following stimulation with
thrombin. There were also distinct differences between the expression profiles of M2a and
thrombin-polarized cells, e.g., the classical M2a marker genes Il4i1, Arg1, Jak2, and Klf4
were significantly lower following thrombin stimulation (Figure 5B). GO term analysis
revealed that while M2a macrophages favored pathways related to the cell cycle, thrombin-
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polarized macrophages expressed genes linked to responses to viruses and interferons as
well as phagocytosis and engulfment (Figure S1).

Figure 4. Consequences of thrombin polarization on macrophage function. Murine bone-marrow-
monocyte-derived macrophages (M0) were either treated with solvent; polarized to the M1, M2a,
or M2c phenotypes; or incubated with thrombin for up to 48 h. (A) Volume of dil-labeled oxLDL
taken up over 15 min; n = 4 mice per group. (B) Time course of the phagocytosis of pHrodo-
labaled particles over 10 h; n = 6 mice. (C) Quantification of phagocytic cells per field after 5 h;
n = 6 mice. (D) Endothelial cell proliferation assay upon treatment with thrombin-polarized
macrophage supernatants; n = 4 independent cell batches/mice. All experiments were performed
at least twice. (A,C,D) One-way ANOVA and Bonferroni’s multiple comparisons test. ** p < 0.01,
*** p < 0.001.
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Figure 5. Thrombin-induced changes in macrophage gene expression. Murine bone-marrow-
monocyte-derived macrophages (M0) were either treated with solvent, polarized to the M2a pheno-
type, or incubated with thrombin (0.1 U/mL, 24 h). (A) Top 50 differentially regulated genes between
M0 and thrombin-treated macrophages; n = 5 mice. (B) Top 50 differentially regulated genes between
M2a and thrombin-treated macrophages; n = 5 mice per group.

3.5. Impact of SMOC1 on Thrombin Polarized Macrophages

SMOC1 was recently identified as a platelet-derived thrombin activator, and antibodies
directed against the protein attenuated the thrombin-induced aggregation of murine and
human platelets [17]. Given the close association between platelets and macrophages, we
determined the impact of SMOC1 on macrophage gene expression and function. When
gene expression was compared in macrophages treated with thrombin in the absence
and presence of SMOC1 antibodies, we observed the differential regulation of several of
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the genes reported above. In particular, the expression of transcripts involved in TGF-β
signaling (Id1, Id3, Smad6, Smad9) were all downregulated by the antibody, while members
of the interferon signaling pathway increased (Figure 6A).

Figure 6. Modulation of thrombin-induced macrophage polarization by SMOC1. (A) Differentially
regulated genes in murine bone-marrow-monocyte-derived macrophages treated with thrombin
(0.1 U/mL, 24 h) in the absence and presence of an antibody directed against SMOC1 (1 μg/μL);
n = 5 mice. (B) Phagocytosis of pHrodo zymosan in M0-, M1-, M2a-, and M2c-polarized macrophages
compared to thrombin stimulation (Thr; 1 U/mL, up to 24 h) in the absence and presence of re-
combinant SMOC1 (rSMOC1; 0.5 μg/mL). n = 3 mice with all experiments preformed in duplicate.
(C) Uptake of dil-oxLDL under the same conditions as in (B); n = 5 mice. (D) Phagocytosis of pHrodo
zymosan in M0-, M1-, M2a-, and M2c-polarized macrophages compared to stimulation by thrombin
(0.1 U/mL, up to 24 h) in the absence and presence of recombinant SMOC1 (rS1; 0.5 μg/mL) or an
antibody directed against SMOC1 (abS1; 1 μg/μL); n = 5 mice. (E) Phagocytosis of pHrodo zymosan
in M0- and M2a-polarized macrophages from wild-type (WT) and SMOC1+/− mice (+/−) compared
to stimulation by thrombin (0.1 U/mL, up to 24 h) in the absence and presence of recombinant SMOC1
(rSMOC1; 0.5 μg/mL); n = 5 mice. Experiments (B–D) were performed at least twice. One-way
ANOVA and Bonferroni’s multiple comparisons test (B–D), and two-way ANOVA and Bonferroni’s
multiple comparisons test (E). * p < 0.05, ** p < 0.01, *** p < 0.001. **** p < 0.0001.

To determine the effect of SMOC1 on macrophage function, we focused on the phago-
cytosis of zymosan and ox-LDL. As was the case previously, the phagocytosis was highest
in M2a- and M2c-polarized macrophages, but thrombin also stimulated phagocytosis
(Figure 6B,C). Importantly, the addition of recombinant SMOC1 to macrophages amplified
responses to thrombin, particularly to a low concentration of thrombin (0.1 U/mL), while
an antibody directed against SMOC1 attenuated responses (Figure 6D). SMOC1−/− mice
die shortly after birth [31,32], but the phagocytosis of zymosan induced by thrombin was
attenuated in macrophages from SMOC1+/− mice and was rescued by the addition of
recombinant SMOC1 (Figure 6E). Thus, the presence of SMOC1 has pronounced effects on
the polarization of macrophages by thrombin.
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4. Discussion

The results or our study indicate that thrombin elicits effects on macrophages that are
distinct from the phenotype induced by classical activation protocols. Rather, thrombin
stimulation resulted in macrophages adopting a pro-resolving phenotype characterized
by the secretion of CCL22, a cytokine most akin to M2 and tumor-associated macrophages
that impacted expression of genes of the TGF-β pathway. The manipulation of SMOC1
levels had a pronounced impact on the expression of TGF-β signaling-related genes as well
as on macrophage function, highlighting the fact that tissue levels of SMOC1 can clearly
modify thrombin-induced macrophage polarization.

The phenotypic characterization of macrophages is highly complicated, and there
are many more distinct genetic fingerprints and metabolic states than are reflected in a
basic M0/M1/M2 classification [33,34]. There is even still controversy about the cellular
markers for each of the reported phenotypes and how in vitro polarization studies can be
compared with the in vivo situation [35]. Such discrepancies in markers or the timing of
the experiments may account for the previous reports that thrombin stimulation results
in the M1-like [12–14] as well as M2-like polarization of macrophages [15]. In the current
study, we characterized macrophages by virtue of classical polarization marker levels as
well as by their ability to phagocytose extracellular material and to promote endothelial
cell proliferation. The expression of genes regularly used to identify polarization subtypes
indicated that thrombin induced an M2a-like polarization. For example, we observed
comparable levels of CD36, which is a scavenger receptor for oxLDL uptake [36], and
MMP9, which is also highly expressed by M2-type macrophages [37], in M2a- and thrombin-
treated macrophages. However, levels of Fizz-1 were clearly induced by M2a polarization
but unaffected by thrombin.

Changes in macrophage polarization are linked with changes in cell metabolism, not
only that these alterations affect energy metabolism and biosynthesis but also influence
immune function of the resulting macrophage phenotype. For example, pro-inflammatory
macrophages display enhanced glycolysis and impaired TCA cycle function to meet with
their metabolic needs and regulate the production of reactive oxygen species and inflam-
masome formation (for a review, see reference [38]). Conversely, alternatively activated
M2 macrophages rely on oxidative phosphorylation and the TCA cycle to promote tis-
sue remodeling and the reestablishment of homeostasis. Changes in arginine and cit-
rulline levels generally reflect alterations in the activity of iNOS and arginase. Thus, the
decreased citrulline and increased arginine levels in thrombin-polarized macrophages
contrasts clearly with the M1 phenotype and has more similarity with M2a-polarized
cells. However, there were some clear differences between M2a and thrombin-treated
macrophages, and our finding that ethanolamine was higher in thrombin-polarized than
in classical M2a-polarized macrophages may reflect their increased ability to phagocytose
ox-LDL. Indeed, ethanolamine is the most frequent head group present in mammalian
plasmalogens [39], and membrane ethanolamine plasmalogen deficiency has been reported
to result in a decreased phagocytosis capacity [40]. There were also differences in itaconate,
which is generated by diverting aconitate away from the TCA cycle during inflamma-
tory macrophage activation and has been reported to link cell metabolism with stress
and immune responses [41]. We found that itaconate levels were higher in more tran-
sitional phenotypes, i.e., repolarized M2c macrophages as well as thrombin-stimulated
macrophages. Functionally, we focused on the ability of macrophages to phagocytose
ox-LDL and zymosan, as well as the effects of the macrophage supernatant on endothelial
cell growth, two classical functions of M2-polarized macrophages. In all of these assays, the
function of M2a and thrombin-treated macrophages were similar, but there was a tendency
for thrombin-treated macrophages to take up ox-LDL more efficiently.

RNA sequencing, however, clearly revealed distinctions between the M0 and M2a
phenotypes and that induced by thrombin, including altered TGF-β signaling. Indeed,
the expression of Id1 and Id3, which partner with TGF-β to regulate cell proliferation and
survival [42], were increased in thrombin-stimulated versus naïve M0 macrophages, as
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were Smad6 and Smad9, which are inhibitors of the TGF-β [43] and BMP [44] pathways,
respectively. In agreement with the phenotypic and metabolic data, thrombin decreased the
expression of bona fide pro-inflammatory genes, several of them related to IFN-γ (Ifi213,
Ifi44, Ifi206, Irf7), TNF-α (Tnfsf8), and chemokine (Ccl5) pathways. Moreover, several genes
that drive polarization towards M2a such as Arg [45], Il4i1 [46], Klf4 [47], Jak2 [48], and
Socs2 [49] were clearly attenuated by thrombin stimulation.

In addition to our focus on clarifying the effects of thrombin on macrophage polar-
ization, we set out to determine the impact of SMOC1 on thrombin-induced responses.
SMOC1 is a matricellular protein that is generally localized to the basement membrane of
different tissues [50–53]. Little is known about its role in physiology or pathophysiology,
but it has been associated with both Waardenburg anophthalmia syndrome [31,32] and
Alzheimer’s disease [54–56]. More recently, SMOC1 was identified as a glucose-responsive
hepatokine important for glycemic control in mice [57], a phenomenon that could not be
confirmed in a human population [58]. Rather, circulating levels of SMOC1 were found to
increase in subjects with type 2 diabetes in parallel with platelet hyperactivity to throm-
bin [17]. To date, nothing is known about effects of SMOC1 in macrophages, but SMOC1
expression is at least partly regulated by miR-223 [59], and decreased levels of miR-223
in monocytes/macrophages have been linked with atherosclerosis and macrophage acti-
vation [60–62], as well as the transition between inflammation and cancer [63,64]. Given
that SMOC1 expression is regulated by miR-223 [59], which when secreted can potentiate
the actions of thrombin [17], it was tempting to suggest that the combination of thrombin
and SMOC1 could affect innate immune responses. We found that SMOC1 did, indeed,
increase phagocytosis by thrombin-treated macrophages, and that effects were attenuated
in SMOC1+/− mice as well as by antibodies directed against SMOC1 and rescued by
the addition of recombinant SMOC1 protein. All of these observations indicate that the
macrophage expression of SMOC1 has a major impact on thrombin-induced macrophage
polarization. At the level of gene expression, antibodies directed against SMOC1 reversed
the thrombin-induced changes in a subset of genes, particularly those relating to TGF-β
signaling and inflammatory interferon signaling. The overall effect was that the inactivation
of SMOC1 in macrophages curbed the anti-inflammatory effects of thrombin.

Taken together, we have shown that thrombin stimulation polarizes macrophages to
a distinct phenotype that initially seemed to be closest to the alternatively activated M2a
phenotype. At first sight, this observation was unexpected, given the pro-inflammatory
role attributed to thrombin in atherosclerosis [65] and reports that negative regulators of
thrombin have athero-protective effects. For example, heparin cofactor II can protect elderly
persons against carotid atherosclerotic lesions and hirudin; another thrombin inhibitor has
been shown to decrease restenosis after angiography (for a review, see reference [66]). How-
ever, an M2a-like polarization of macrophages has previously been linked to a pro-fibrotic
state, which could impact on wound healing [16]. Moreover, there is a well-established
link between thrombosis and cancer [8], where thrombin-induced PAR1 signaling has been
suggested to promote the immunosuppressive microenvironment that protects the tumor
against host antitumor immune responsiveness [67]. There are also links between throm-
bin and epithelial–mesenchymal transition in several cancer cells, which is a key process
implicated in cancer invasion and metastasis [68,69]. SMOC1 levels are elevated in some
forms of cancer [70–72], and given that the cleavage of osteopontin by thrombin initiates
its tumor promoting activity [73], it will be interesting to determine whether or not the
interaction between SMOC1 and thrombin underlies some of this tumor-promoting ability.

Supplementary Materials: The following supporting information can be downloaded at:
https://www.mdpi.com/article/10.3390/cells11101718/s1, Figure S1: Thrombin induced changes in
macrophage gene expression.
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Abstract: Drosophila suzukii is a neobiotic invasive pest that causes extensive damage to fruit crops
worldwide. The biological control of this species has been unsuccessful thus far, in part because of its
robust cellular innate immune system, including the activity of professional phagocytes known as
hemocytes and plasmatocytes. The in vitro cultivation of primary hemocytes isolated from D. suzukii
third-instar larvae is a valuable tool for the investigation of hemocyte-derived effector mechanisms
against pathogens such as wasp parasitoid larvae, bacteria, fungi and viruses. Here, we describe the
morphological characteristics of D. suzukii hemocytes and evaluate early innate immune responses,
including extracellular traps released against the entomopathogen Pseudomonas entomophila and
lipopolysaccharides. We show for the first time that D. suzukii plasmatocytes cast extracellular traps
to combat P. entomophila, along with other cell-mediated reactions, such as phagocytosis and the
formation of filopodia.

Keywords: cell culture; Drosophila suzukii; hemocytes; plasmatocytes; extracellular traps

1. Introduction

Drosophila suzukii Matsumura (Diptera: Drosophilidae), also known as the spotted
wing Drosophila, is a neobiotic invasive pest native to Asia that has spread all over the
world and now infests a broad range of fruit crops [1–4]. Female flies are equipped with
a serrated ovipositor that can penetrate intact fruit skins [5]. Eggs are laid inside intact
fruits, protecting the developing larvae from topical pesticides [6,7]. The high reproduction
rate and rapid life cycle of D. suzukii pose a serious economic threat to fruit and wine
production. A natural innate resistance to pathogenic stressors appears to reflect the high
hemocyte count of infected individuals and efficient hemocyte recruitment to infection
sites [8–10]. Hemocytes mediate diverse innate defense mechanisms, such as phagocytosis,
degranulation, nodulation and encapsulation, as part of the arthropod innate immune
system [11,12].

Hematopoiesis in Drosophila species produces two hemocyte populations, one origi-
nating from the head mesoderm during early embryogenesis and the other arising later
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from the mesodermal lymph glands [12]. Differentiation of the embryonic hemocytes into
lamellocytes, crystal cells and plasmatocytes occurs during the final stage of embryogenesis.
The lamellocytes are an independent hemocyte lineage maintained in low numbers, but the
population expands significantly in response to parasitoid wasp invasion [13]. These large
flat cells encapsulate invading organisms that are too large to be phagocytosed [14]. Crystal
cells are involved in the melanization of pathogens and also produce free radicals, such
as reactive oxygen species (ROS) [14]. Plasmatocytes are small, spherical cells capable of
phagocytosis. They originate in the procephalic mesoderm and migrate to colonize the en-
tire embryo, making up the majority of all hemocytes in vivo [14–20]. Plasmatocytes act as
macrophages by recognizing and eliminating microorganisms and apoptotic cells [19–21].

Hemocytes have been studied extensively in the model organism Drosophila
melanogaster [13]. However, much less is known about these cells in D. suzukii. Simi-
larities to mammalian leukocytes, such as neutrophils, suggest a conserved set of functions
(and consequences of dysfunction) [20–23]. In vertebrates, polymorphonuclear neutrophils
(PMNs) are the first leukocytes to arrive at an infection site, where they facilitate the re-
moval of pathogens not only by phagocytosis, ROS production and degranulation, but also
by NETosis, the release of neutrophil extracellular traps (NETs) [23]. These extracellular
webs are composed mainly of DNA decorated with nuclear histones (H1A, H2A/H2B, H3
and H4) and various antimicrobial molecules [24–26]. The release of extracellular traps is
not limited to PMNs, but also occurs as a highly conserved mechanism in other vertebrate
nucleated immune cells (e.g., monocytes, macrophages, eosinophils and mast cells), as well
as their invertebrate counterparts [27–32]. In insects, for example, extracellular traps are
produced by hemocytes in the larvae of the greater wax moth (Galleria mellonella) [32].

The systemic and oral infection of Drosophila by the entomopathogenic bacteria Pseu-
domonas entomophila has been shown to be a well-suited model system for the analysis
of the insects’ humoral and cellular immune response mechanisms [33]. Assuming the
bacterial infection would similarly activate defense responses in D. suzukii hemolymph, we
investigated the ability of different hemocytes to cast extracellular traps following exposure
to live P. entomophila cells or lipopolysaccharides (LPSs). We found that the coculture of P.
entomophila with D. suzukii plasmatocytes not only triggered the extrusion of extracellular
traps, but also resulted in firm bacterial entrapment. Primary cultures of D. suzukii plasma-
tocytes therefore provide a useful in vitro model for the analysis of insect innate immunity,
particularly the formation of extracellular traps.

2. Materials and Methods

2.1. Preparation of Drosophila suzukii Fly Stocks

Flies were maintained at 26 ◦C and 60% humidity with a 12 h photoperiod. They
were reared on a soybean and cornmeal medium comprising 10.8% (w/v) soybean and
cornmeal mix, 0.8% (w/v) agar, 8% (w/v) malt, 2.2% (w/v) molasses, 1% (w/v) nipagin and
0.625% propionic acid. To avoid contamination, the food was cooked using a MediaClave
10 media sterilizer (WVR International). Before the experiments, the stock was tested for
pathogens as previously described [34], including a panel of viruses that commonly infect
D. suzukii [35].

2.2. Hemocyte Collection and Identification

Third-instar larvae (L3) were washed up to 10 times in distilled water to remove debris.
Then, larvae were immobilized and dissected as described by Tracy et al. [36]. The latter
protocol was followed for hemocyte isolation with slight modifications: hemocytes were
isolated directly in Nunc Lab-Tek II chamber slides (Thermo Fisher Scientific, Schwerte,
Germany) containing Grace’s insect medium (Thermo Fisher Scientific, Schwerte, Germany)
supplemented with 0.1% (w/v) phenylthiourea (Merck, Darmstadt, Germany) and 10% fetal
bovine serum (Merck, Darmstadt, Germany). Up to 100 larvae per well/condition were
required to recover 5000 hemocytes. The hemocytes were allowed to attach to the surface
of the chamber for at least 30 min and were then washed several times with sterile PBS to
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prevent cross-contamination [36]. For morphological characterization, isolated hemocytes
were fixed in 4% paraformaldehyde (PFA) for 5 min at room temperature and stained with
1% toluidine blue (Merck, Darmstadt, Germany), and at least 100 hemocytes per sample
were counted under a Leica DM4 B microscope (Leica Microsystems, Wetzlar, Germany).

2.3. Cell Viability Assay

Hemocytes (n = 100) were resuspended in imaging medium, which is Grace’s insect
medium containing Hoechst (diluted 1:1000) to label DNA and SYTOX Green (diluted
1:2000), to label dead cells. For 3D holotomography, hemocytes in imaging medium were
seeded into 35 mm low-rimmed tissue culture μ-dishes (Ibidi®, Gewerbehof, Germany)
and allowed to settle for 10–15 min. Images were acquired using a 3D Cell Explorer-
fluo microscope (Nanolive®, Tolochenaz, Switzerland) equipped with 60× magnification
(λ = 520 nm, sample exposure 0.2 mW/mm2) and a depth of field of 30 μm and an Ibidi®

top-stage chamber (Ibidi®, Gewerbehof, Germany ) to keep the temperature stable (RT). At
the end of the experiment, images were analyzed using Steve® software v.2.6 (Nanolive®,
Tolochenaz, Switzerland) to obtain refractive index (RI)-based z-stacks [37]. Further, 3D
rendering and digital staining were performed based on RI values and thereafter illustrated.
Additionally, each channel was exported separately using Steve® software v.2.6 (Nanolive®,
Tolochenaz, Switzerland) and managed with Image J Fiji v1.7 (NIH, Bethesda, MD, USA)
as described elsewhere [38,39].

2.4. Immunofluorescence Staining

Plasmatocytes were identified using an anti-NimC1 antibody mix (diluted 1:30) con-
taining antibodies P1a and P1b [40]. Lamellocytes were identified using the L1 anti-Atilla
antibody mix (diluted 1:300) containing antibodies L1a, L1b and L1c [40]. The NimC1 and
L1 antibodies were kindly provided by István Andó (Biological Research Centre, Szeged,
Hungary). Crystal cells were identified using antibody HC12F6 (diluted 1:30) kindly
provided by Martin Speckmann and Tina Trenczek (Justus Liebig University, Giessen, Ger-
many). Nuclear histones within hemocyte-derived extracellular traps were detected using
the global anti-histone antibody MAB3422 (Merck, Darmstadt, Germany) recognizing H1,
H2A/H2B, H3 and H4 (diluted 1:1000).

Samples were washed in sterile PBS, fixed with 4% PFA for 5 min and blocked for 5 min
in sterile PBS containing 2% bovine serum albumin (Merck, Darmstadt, Germany) and 0.1%
Triton X-100 (Merck, Darmstadt, Germany). After incubation with the primary antibodies
described above at room temperature for 1 h, binding was detected with a goat anti-mouse
Alexa Fluor 555 secondary antibody (Thermo Fisher Scientific, Schwerte, Germany, diluted
1:500) at RT for 1 h. The samples were then washed in PBS and mounted in Fluoromount-
G anti-fading medium (Thermo Fisher Scientific, Schwerte, Germany) for analysis by
confocal microscopy on an LSM 710 instrument (Zeiss, Oberkochen, Germany) with 63×
magnification and a numerical aperture of 1.2 μm. Each experiment was repeated three
times (using 100 larvae per condition; obtaining n ≈ 5000 hemocytes). Imaging processing
was performed in Image J Fiji v1.7 using merged channels plugins and restricting to minor
adjustment of brightness and contrast.

2.5. Detection of Plasmatocyte Phagocytosis and Extracellular Traps

Phagocytosis by activated hemocytes was induced in vitro by exposure to a P. en-
tomophila strain (OD 600 nm = 0.1) expressing green fluorescent protein (GFP), kindly
provided by Bruno Lemaitre (École Polytechnique Fédérale de Lausanne, France) [41].
Different ODs were previously tested for the scope of this experiment; however, this led to
an excess of background. To this end, OD 600 nm = 0.1 was shown to trigger the desired
immune responses without interfering with the imaging background. The formation of
filopodia was induced by adding 500 mg/mL LPS (Merck, Darmstadt, Germany) [42].
Bacteria or LPS were added to Grace’s insect medium containing 0.001% Hoechst and were
incubated at room temperature for 1 h. The medium was then removed and hemocyte
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monolayers were gently washed with PBS before fixing with 4% PFA for 10 min. Plas-
matocyte immunostaining was carried out as described above. Actin was stained using
Texas Red-X phalloidin (Thermo Fisher Scientific, diluted 1:500) at room temperature for
90 min. For the visualization of extracellular DNA filaments, cells were stained with DAPI
for 5 min. Bacteria were identified by visualizing GFP expression. Each experiment was
repeated three times (using 100 larvae per condition; obtaining n ≈ 5000 hemocytes) and
a representative image was chosen. Imaging processing was performed in Image J Fiji
v1.7 using merged channels plugins and restricting to minor adjustment of brightness
and contrast.

2.6. Scanning Electron Microscopy (SEM)

Plasmatocytes from D. suzukii were co-cultivated with GFP+ P. entomophila (OD
600 nm = 0.1) for 1 h on 10 mm coverslips (Thermo Fisher Scientific, Schwerte, Germany)
pre-coated with 0.01% poly-L-lysine (Merck, Darmstadt, Germany) for 15 min at RT. The
cells were then fixed in 2.5% glutaraldehyde (Merck, Darmstadt, Germany), post-fixed
in 1% osmium tetroxide (Merck, Darmstadt, Germany) and washed in distilled water
before dehydration and critical point drying with CO2. Finally, the cells were gold coated
by sputtering and viewed on a Philips XL30 scanning electron microscope (Institute of
Anatomy and Cell Biology, Justus Liebig University, Giessen, Germany). Each experiment
was repeated three times (using 100 larvae per condition; obtaining n ≈ 5000 hemocytes)
and a representative image was chosen.

3. Results

3.1. Characterization of D. suzukii Larval Hemocytes

Hemocytes isolated from D. suzukii L3 larvae ranged in diameter from 10 to 50 μm. The
isolated cells were classified by their morphology after toluidine blue staining (Figure 1A–C)
followed by staining with hemocyte-specific antibodies (Figure 1D–F). Round granular
cells, presenting an average diameter of 9.69 ± 2.96 μm and ranging from 5.14 to 14.70 μm
(n = 100) (Figure 1A), that were stained by the NimC1/P1 antibody (Figure 1D), were
identified as plasmatocytes. The crystal cells were similar in size (average diameter of
9.66 ± 2.07 μm, ranging from 5.82 μm to 13.41 μm; n = 100) to the plasmatocytes, but
were stained darkly with toluidine blue due to the presence of crystals in the cytoplasm
(Figure 1B). They were also stained by the C1-specific antibody, which reacts with prophe-
noloxidase 2 (PPO2) in Drosophila spp. [32] (Figure 1E). The lamellocytes ranged in mor-
phology from oval to elongated forms (average diameter of 28.24 ± 9.66 μm, ranging
from 17.89 μm to 47.89 μm; n = 100) with a dark nucleus (Figure 1C), but they could be
identified by staining with the L1 Atilla-specific antibody (Figure 1F). The most abun-
dant cells (Figure 1G) were plasmatocytes (89.9%), followed by crystal cells (7.5%) and
lamellocytes (2.6%).

3.2. Viability of Freshly Isolated D. suzukii Larval Plasmatocytes

The viability of plasmatocytes from D. suzukii L3 larvae was assessed by 3D holo-
tomography [38]. Freshly isolated cells were incubated in an imaging medium at room
temperature until more than 90% of the cells were dead. At the beginning of the incubation
period, plasmatocytes were generally rounded (Figure 2, RI), with a central nucleus stained
with Hoechst (Figure 2, DNA). Visible granules surrounding the nucleus registered higher
RI values than the rest of the cell contents (Figure 2, zoomed images). After 2 h of isolation,
circa 50% of the cells remained viable (Figure 2, absence of SYTOX Green staining) but 90%
of the cells were stained with SYTOX Green after 4 h (Figure 2, survival rate), indicating
cell death, even though the cells maintained their shapes. Accordingly, all subsequent
experiments were limited to 2 h post-isolation to ensure that most of the freshly isolated
plasmatocytes were viable.
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Figure 1. Characterization of hemocytes from Drosophila suzukii L3 larvae. Cells isolated from the hemolymph of D. suzukii
L3 larvae were fixed with 4% paraformaldehyde for 5 min at room temperature and stained with 1% toluidine blue (A–C)
followed by immunofluorescence staining (D–F). Plasmatocytes (A), identified by staining with the anti-NimC1 antibody
(D), were rounded cells with central nuclei. Crystal cells (B), identified by staining with antibody HC12F6 (E), were rounded
cells containing crystals that were stained densely with toluidine blue. Lamellocytes (C), identified by staining with the L1
anti-Atilla antibody (F), were oval or elongated cells. Nuclei were counterstained with DAPI (D–F, blue). Cell population
analysis (G) revealed plasmatocytes to be the most abundant cells (89.9%), followed by crystal cells (7.5%) and lamellocytes
(2.6%). Scale bar = 20 μm.

Figure 2. Plasmatocyte viability assay and characterization by 3D holotomography. Plasmatocytes were mostly rounded
cells (RI) with a central nucleus (DNA) and perinuclear granules (zoomed images on bottom row). SYTOX Green staining,
which is specific for dead cells, showed that circa half of the cells remained viable for at least 2 h but that 90% were dead
after 4 h. Scale bar = 5 μm.

3.3. Response of D. suzukii L3 Plasmatocytes to P. entomophila

The exposure of D. suzukii plasmatocytes to a GFP+ P. entomophila strain triggered
the formation of extracellular trap structures with a range of phenotypes (Figure 3), as
described for other species elsewhere [42–44]. Electron microscopy confirmed that D.
suzukii plasmatocytes react against P. entomophila, not only by casting extracellular traps,
but also by forming filopodia (Figure 3).

The plasmatocytes were able to cast short spread extracellular traps (sprETs) that
captured the cocultured bacteria (Figure 3A, green arrows). Some filigree filaments
(Figure 3A,B, blue arrows) were also attached to bacterial cells, but not to hemocytes.
These were probably extracellular DNA filaments derived from sprETs that were damaged
by the evasion attempts of bacteria or by experimental handling. We also observed the
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presence of so-called aggregated extracellular traps (aggETs) in response to GFP+ P. ento-
mophila (Figure 3B,C). These formed large meshes of extracellular fibers containing many
immune cells releasing individual extracellular traps (Figure 3C, green arrows) and were
able to trap several bacteria at once (Figure 3B, white arrows).

Figure 3. SEM images of extracellular traps formed by Drosophila suzukii plasmatocytes in response to Pseudomonas
entomophila. The isolated plasmatocytes were incubated with P. entomophila (A–E) or PBS (control, F) at room temperature
for 1 h. The plasmatocytes cast short spread extracellular traps (sprETs) to entrap P. entomophila (A, green arrows). Filigree
filaments (A,B, blue arrows) from disrupted extracellular DNA filaments also attached to P. entomophila. So-called aggregated
extracellular traps (aggETs) were observed when cells were challenged with P. entomophila (B,C), resulting in massive clusters
of mesh fibers containing many immune cells (C, green arrows) and bacteria (B, white arrows). The formation of filopodia
(D) was observed after further incubation, and P. entomophila was found stuck to these structures (D,E, white arrows). Scale
bar = 5 μm.

To confirm that D. suzukii plasmatocytes cast extracellular traps, we stained the typical
components of such structures in immunofluorescence assays. After challenging plasma-
tocytes with P. entomophila or 500 mg/mL LPS, the formation of extracellular traps was
confirmed by the co-localization of extracellular DNA and histones (Figure 4). Interestingly,
LPS induced short sprETs (Figure 4, blue arrow) and diffuse extracellular traps (diff ETs), the
latter characterized by nuclear expansion and thus cell expansion with histone redistribu-
tion (Figure 4, red arrows). We observed the same response to three different concentrations
of LPS (100, 250 and 500 μg/mL). In contrast, P. entomophila induced sprETs (Figure 4, blue
arrows) and aggETs (Figure 4, green arrows), both of which were shown to entrap the GFP+

bacteria (Figure 4, white arrows), confirming the SEM data.
The percentage of plasmatocytes that produced extracellular traps was calculated

after coculture with P. entomophila or stimulation with LPS (Figure 5). Approximately 9% of
plasmatocytes produced extracellular traps in response to P. entomophila, whereas only 3.6%
produced extracellular traps in response to stimulation with LPS, although the difference
was not statistically significant (Figure 5A). Additionally, different ETs were displayed
when cells were stimulated after each condition (Figure 5B). In response to P. entomophila,
41% of the displayed ETs represented sprETs, whereas 59% displayed aggETs (Figure 5B).
In addition, 77% of the LPS-stimulated plasmatocytes displayed diff ETs whereas 23%
displayed sprETs.

To confirm that the observed immunoreactive behavior was cast by D. suzukii plasma-
tocytes, plasmatocyte-specific anti-NimC1 antibody staining was used. Positive stained
cells were the ones releasing extracellular traps (Figure 6, white asterisk). The D. suzukii
plasmatocytes also engulfed P. entomophila by phagocytosis (white arrows). One hour after
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the challenge, 9.86% of the plasmatocytes were shown to engage in the phagocytosis of P.
entomophila (Figure 7, orange arrow).

Figure 4. Characteristics of extracellular traps formed by Drosophila suzukii plasmatocytes in response to Pseudomonas
entomophila and lipopolysaccharides (LPS). Isolated plasmatocytes were incubated with GFP+ P. entomophila, LPS or PBS
as a control for 1 h before fixing with 4% PFA for 5 min at room temperature and staining with Hoechst (blue). Histones
(H1, H2A, H2B, H3 and H4) were then detected with the monoclonal antibody MAB3422 followed by staining with the
goat anti-mouse IgG Alexa Fluor 555 (red) and nuclear counterstaining with DAPI (blue). One hour after the challenge,
two different phenotypes were observed. LPS induced spread extracellular traps (sprETs, blue arrows), as well as diffuse
extracellular traps (diff ETs, red arrows), whereas P. entomophila (white arrows) induced sprETs (blue arrows) and aggregated
extracellular traps (aggETs, green arrows). Scale bar = 20 μm.

Figure 5. Quantification of extracellular traps induced by P. entomophila or LPS. (A) We compared the
proportion of plasmatocytes that cast extracellular traps in response to GFP+ P. entomophila and LPS.
P. entomophila induced higher ET formation than LPS when compared to control (no ET formation).
(B) The three different ETs phenotypes were quantified and LPS induced sprETs, as well as diff ETs (in
greater percentage), whereas P. entomophila induced sprETs and aggETs, the latter in higher proportion.
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Figure 6. Drosophila suzukii plasmatocytes cast extracellular traps and engulf Pseudomonas entomophila by phagocytosis.
Plasmatocytes were challenged with GFP+ P. entomophila and stained with the plasmatocyte-specific antibody anti-NimC1 to
confirm their identify. We observed the formation of extracellular traps (white asterisk, lower row) but also the phagocytosis
of P. entomophila (white arrows, middle and lower rows), indicating that plasmatocytes respond to the challenge by deploying
multiple defense mechanisms. Scale bar = 20 μm.

 

Figure 7. Drosophila suzukii plasmatocytes phagocyte Pseudomonas entomophila. After plasmatocytes were challenged with
GFP+ P. entomophila, bacteria were observed intracellularly near to the nucleus of plasmatocytes (orange arrows), showing
that plasmatocytes use multiple defense mechanisms, including phagocytosis. Nucleus was stained with DAPI (blue),
histones in red and bacteria in green. Auto-fluorescence of the cell is observed. Scale bar = 10 μm.

In addition to phagocytosis and extracellular traps, we also observed the formation
of filopodia as a third effector mechanism against pathogenic bacteria (Figure 3D, red
arrow), followed by the adhesion of bacteria to these structures (Figure 8). Texas Red-
X phalloidin staining (Figure 8, phalloidin) confirmed the actin-dependent formation
filopodia in response to the bacteria and LPS, resulting in the presentation of rounded to
slightly elongated plasmatocytes.
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Figure 8. Formation of filopodia by D. suzukii plasmatocytes. Isolated plasmatocytes were incubated with GFP+ P.
entomophila, 500 μg/mL LPS or PBS as a control for 1 h before fixing in 4% paraformaldehyde for 5 min at room temperature
and staining for DNA with Hoechst (blue) and for actin with Texas Red-X phalloidin (Phalloidin, red). Filopodia (red
arrows) formed in response to both LPS and P. entomophila (white arrows), resulting in the presentation of rounded to
slightly elongated cells (arrow). Scale bar = 20 μm.

4. Discussion

In insects and other invertebrates, hemocytes are the first line of defense, eliminating
pathogens upon first encounter in vivo and therefore fulfilling a similar role to professional
phagocytes (PMNs, monocytes and macrophages) in mammals. We characterized the
hemocyte population of the invasive pest insect D. suzukii to add to the understanding
of diverse effector mechanisms as part of the early innate immune response, which has
not been reported for other drosophilid species thus far. We observed phagocytosis and
the formation of filipodia by D. suzukii plasmatocytes exposed to P. entomophila or LPS,
but also the formation of extracellular traps (ETosis), highlighting the importance of this
widespread cellular immune defense mechanism in eukaryotes [23,45]. ETosis has been
reported in other insects [33,46], and also in other invertebrates, such as oysters [47,48],
mussels [46] and slugs [29], and the mechanism appears highly conserved. The traps are
composed of extracellular DNA decorated with nuclear histones (chromatin), combined
with lactoferrin, pentraxin, myeloperoxidase, elastase, gelatinase and cathelicidin, among
other antimicrobial molecules [22–24,26,40]. Interestingly, we observed the presence of
multiple histones (H1, H2A/H2B, H3 and H4), whereas one recent study in the cockroach
Periplaneta americana only identified H1/DNA complexes in extracellular traps [42], with
only one study in slugs supporting our findings [29]. However, our results align with
the mechanism of ETosis in mammals, where histones are one of the main components of
extracellular traps both in vitro and in vivo [46]. The formation of extracellular traps by
drosophilid hemocytes has not been reported before, and the absence of nucleic acid clots
in the hemolymph of D. melanogaster was reported following a challenge with Escherichia
coli JM109 [49]. The nature of the pathogenic stimulus may determine the mode of cellular
defense. Here, we used P. entomophila, a bacterial pathogen that has already been shown to

141



Cells 2021, 10, 3320

cause systemic infections that induce a range of immune responses in drosophilids [50,51].
The bacteria can be highly pathogenic when flies receive inoculum sizes sufficient to
disrupt the gut epithelium and enter the hemolymph, which brings them into contact with
hemocytes [50,51].

We characterized the morphology of D. suzukii hemocytes in detail and observed
similar characteristics to the closely related fly D. melanogaster [13]. We were able to
distinguish between lamellocytes, crystal cells and plasmatocytes using both morphological
criteria and specific immunostaining, which allowed us to demonstrate the unique defense
mechanisms of the plasmatocyte population. The revelation that such cells can form
filopodia and extracellular traps in response to P. entomophila supports findings in other
insects [42]. The initial detection of pathogenic bacteria is facilitated by the recognition
of pathogen-associated molecular patterns (PAMPs) such as LPS. Our results suggest
that PAMPs alone, which bind pathogen recognition receptors (PRRs) on the surface of
plasmatocytes, are sufficient for inducing the formation of filopodia and the release of
extracellular traps. Similar (dose-dependent) effects have been described in the cockroach
P. americana [42] when hemocytes are stimulated with delipidated LPS. Naturally, hemocyte
PRRs sense and respond differently to LPS or infections with live bacteria [52], highlighting
the importance of adjusting the bacterial titer in order to study humoral and cellular
immune responses. However, future studies should address the effect of delipidated
LPS and/or other bacterial strains on the D. suzukii cellular response. The potential
role of hemocyte “trained immunity” after a primary infection with P. entomophila is
also an interesting topic because this form of innate immune memory has been well
described in mammals and, despite the long-believed lack of “immune priming” capacities
in invertebrates, more recent studies indicate its presence also in insects [53–56].

Interestingly, D. suzukii plasmatocytes-derived ETosis revealed up to three different
types of extracellular traps, namely sprETs, aggETs and diff ETs, as previously described
for other hosts and cells [29,43]. Exposure to bacteria or LPS induced the release of sprETs,
whereas diff ETs were only observed following a challenge with LPS. In addition, aggETs
were cast after P. entompohila stimulus. Neutrophils are known to discriminate between LPS
and bacterial infection, releasing NETs that differ in structure and activity [57]. In mammals,
it is likely that sprNETs and diff NETs are preliminary structures, whereas aggNETs are
later and more mature forms [43]. Further experiments with longer exposure times would
be necessary in determining whether a similar temporal profile exists in insects with
the presence of even larger or a higher number of aggETs. It would also be interesting
to investigate whether insect aggETs inhibit inflammation by degrading cytokines and
chemokines as they do in mammals [44].

D. suzukii robust cellular immune responses might have facilitated its rapid world-
wide spread by allowing it to overcome pathogen infections in newly colonized environ-
ments [55–57]. Such immunological diversity can help invasive species deal with unfamiliar
pathogens [10–47,49–58], as recently shown for the invasive harlequin ladybird Harmonia
axyridis [48,55–61]. We therefore propose that extracellular traps are a key component of
the D. suzukii cellular innate immune response against pathogenic bacteria. The similar-
ity between vertebrate and invertebrate cellular immunity highlights the evolutionary
conservation of this ancient mechanism.
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Abstract: Human cytomegalovirus (HCMV) infection is an important cause of morbidity and mor-
tality in immunocompromised patients and a major etiological factor for congenital birth defects
in newborns. Ganciclovir and its pro-drug valganciclovir are the preferred drugs in use today for
prophylaxis and treatment of viremic patients. Due to long treatment times, patients are at risk for
developing viral resistance to ganciclovir and to other drugs with a similar mechanism of action. We
earlier found that the endothelin receptor B (ETBR) is upregulated during HCMV infection and that it
plays an important role in the life cycle of this virus. Here, we tested the hypothesis that ETBR block-
ade could be used in the treatment of HCMV infection. As HCMV infection is specific to humans, we
tested our hypothesis in human cell types that are relevant for HCMV pathogenesis; i.e., endothelial
cells, epithelial cells and fibroblasts. We infected these cells with HCMV and treated them with the
ETBR specific antagonist BQ788 or ETR antagonists that are approved by the FDA for treatment of
pulmonary hypertension; macitentan, its metabolite ACT-132577, bosentan and ambrisentan, and as
an anti-viral control, we used ganciclovir or letermovir. At concentrations expected to be relevant
in vivo, macitentan, ACT-132577 and BQ788 effectively inhibited productive infection of HCMV. Of
importance, macitentan also inhibited productive infection of a ganciclovir-resistant HCMV isolate.
Our results suggest that binding or signaling through ETBR is crucial for viral replication, and that
selected ETBR blockers inhibit HCMV infection.

Keywords: cytomegalovirus; endothelin receptor; repurposing

1. Introduction

Human cytomegalovirus (HCMV) is a ubiquitous, opportunistic double-stranded
DNA virus of the herpesviridae family [1]. Depending on geographical location and
socioeconomic status, 40% to >90% of the population is infected with HCMV [1]. After
a primary HCMV infection, which is typically asymptomatic, the virus establishes life-
long latency and persistence. Latent HCMV has no obvious complications in otherwise
healthy people. However, in immunocompromised individuals, such as AIDS patients
and transplant patients, reactivation of HCMV can lead to significant morbidity and
mortality [1]. HCMV establishes latency in myeloid lineage progenitor cells and can be
transferred from donors to recipients of solid organ and bone marrow transplants [2,3].
The virus can be reactivated when monocytes differentiate into macrophages or dendritic
cells by inflammatory stimuli [4–6], which may occur as a consequence of organ or stem
cell graft rejection. Transplant recipients can hence acquire a primary infection from an
HCMV-positive donor [2,3,7].

Cells 2021, 10, 3072. https://doi.org/10.3390/cells10113072 https://www.mdpi.com/journal/cells147



Cells 2021, 10, 3072

During acute infection, epithelial cells are major portal of entry and a main source of
HCMV dissemination. HCMV is commonly excreted from epithelial cells and spreads to
other individuals through saliva, urine, breast milk, and genital excretions [8]. Endothelial
cells lining the vascular tree are also a primary source of HCMV entry and mediate viral
spread to different organs during acute infection. Fibroblasts are easily infected with
HCMV [9] and also represent target cells in widespread HCMV disease. In AIDS patients,
HCMV infection of retinal epithelial cells is a major HCMV-driven complication causing
retinitis, which can lead to blindness [10,11]. Moreover, HCMV infection is the most
common etiological agent for congenital birth defects in newborns and is implicated in
cardiovascular disease and cancer [12–14].

Patients at risk for HCMV-related complications are treated with antivirals either
prophylactically for at least 3 months or as a pre-emptive therapy when frequent PCR
monitoring shows evidence of HCMV replication in the patient [3]. Ganciclovir and its
per oral pro-drug valganciclovir are long-standing first-line systemic drugs in use for
prophylaxis and treatment of HCMV infections [15]. Ganciclovir, a deoxyguanosine analog,
is phosphorylated once by the viral kinase encoded by UL97 and then twice by cellular
kinases. The active form, ganciclovir triphosphate, is incorporated into the elongating
DNA and inhibits the viral DNA polymerase encoded by the HCMV gene UL54 [15,16].
Mutations arising in the UL97 or UL54 genes often mediate resistance to ganciclovir [17,18].

Ganciclovir resistance may develop after treatment for more than 3–4 months, and
necessitate the use of alternative drugs [3]. Extended treatment can also lead to myelo-
suppression [19], a detrimental side effect for hematopoietic stem cell transplant patients
or for patients treated with myelosuppressive drugs to prevent graft-versus-host disease.
Ganciclovir is therefore not suitable for prophylactic use in this group of patients. Second-
line drugs for systemic therapy also target the UL54 viral DNA polymerase. These include
cidofovir, a nucleotide analog of cytidine, which only requires phosphorylation by cellular
enzymes, and Foscavir, a pyrophosphate analog that prevents incorporation of dNTPs into
the viral DNA polymerase [3]. Ganciclovir, cidofovir and Foscavir have similar mecha-
nisms of action and cross-resistance has been reported [16,20]. Letermovir, which targets
the viral terminase complex [21], was approved for HCMV prophylaxis and treatment in
2017 [22]. This was the first drug to be approved for HCMV treatment since 2003. Therefore,
additional clinically approved drugs are needed that target other critical steps of HCMV
infection, which can be used especially in patients infected with drug-resistant strains.

Previously, we found that HCMV infection upregulates the endothelin receptor type
B (ETBR) at the transcriptional and protein levels in endothelial and smooth muscle
cells [23], which raised the possibility that this receptor or the endothelin axis may play
an important role during HCMV infection. In support of this hypothesis, we recently
found that HCMV infection inhibits ET-1 transcript expression, and via downregulation
of endothelin converting enzyme-1 (ECE-1) that cleaves the ET-1 precursor protein to
mature ET-1, it also inhibits release of the ET-1 peptide [24]. ET-1 is the most common
isoform peptide of endothelin and acts as a very potent vasoconstrictor. ET-1 provides its
effect through binding to two G-protein-coupled receptor subtypes: ETAR and ETBR [25],
which have opposite functions on vascular tone. Binding to both receptors on vascular
smooth muscle cells leads to vasoconstriction, while binding to ETBR on endothelial cells
leads to clearance of ET-1 and release of nitric oxide and prostacyclin, and consequent
vasodilatation [25]. ETBR thus helps to clear endothelin-1 (ET-1) from the circulation.

ET-1 concentration is often elevated in patients with cardiovascular diseases, which can
lead to vasoconstriction and hypertension [26]. Endothelin receptor (ETR) antagonists have
been developed to treat pulmonary hypertension [27]. Three different ETR antagonists are
today FDA-approved for the treatment of pulmonary hypertension: bosentan, macitentan,
and ambrisentan [28–31]. Bosentan and macitentan target both ETAR and ETBR, while
ambrisentan targets ETAR.

Here, we tested the hypothesis that an ETR antagonist could be repurposed to treat
HCMV infections by testing their effects to prevent HCMV infection in clinically relevant
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cell types: endothelial cells, epithelial cells, and fibroblasts. We found that ETBR antagonists
can inhibit HCMV infection in various cell types.

2. Materials and Methods

2.1. Materials

BQ788, ACT-132577, macitentan, and bosentan were from MedChemExpress LCC
(MedChemExpress LCC, Princeton, NJ, USA). Ambrisentan was from Ark Pharm Inc.
(Ark Pharm Inc., Microsoft Libertyville, IL, USA). Ganciclovir was from Hoffmann La
Roche (Stockholm, Sweden). Human primary RPE-1 retinal pigment epithelial cells (a
kind gift from Dr. Richard J. Stanton and Dr. Derrick Dargan, Medical Research Council
Centre for Virology, UK [32,33]) were cultured in RPMI with 10% fetal bovine serum,
penicillin (100 U/mL), and streptomycin (100 μg/mL). Human MRC5 fibroblasts (ATCC,
US) were cultured in minimum essential medium with 10% fetal bovine serum, penicillin
(100 U/mL), and streptomycin (100 μg/mL). Primary human umbilical vein endothelial
cells (HUVECs) were harvested with collagenase as described [34] or purchased (Lonza,
Basel, Switzerland) and cultured in endothelial cell growth medium (Lonza). All cells were
cultured at 37 ◦C in 5% CO2/95% air.

2.2. Cell Viability and Toxicity

Cells were plated on 96-well plates and treated the next day with BQ788, ACT-132577,
macitentan, bosentan, ambrisentan, or ganciclovir (0–25 μM). Cell proliferation was evalu-
ated with the CellTiter 96 AQueous Non-Radioactive Cell Proliferation Assay (Promega
Biotech, Nacka, Sweden) according to the manufacturer’s instructions.

2.3. Viral Infectivity

Cells were plated on chamber slides. The next day, cell monolayers were treated
with the aforementioned chemical compounds and infected with HCMV strain VR1814
(titer of 2.5 × 106 pfu/mL) at multiplicity of infection (MOI) of 0.1 (or MOI of 2 when it’s
indicated in the text). The ganciclovir-resistant clinical isolate C17222 [35] was propagated
in MRC5 fibroblasts. As this isolate is highly cell-associated, we infected HUVECs by
exposing them to C17222 infected MRC5s at a HUVEC: infected MRC5 ratio of 100:1; 50:1
or 1:1, respectively. Infected cells were treated or not with 10 μM of ganciclovir, 10 μM of
letermovir, 100 μM of BQ788 or 25 μM of macitentan, respectively. As a control, we verified
that the infected MRC5 cells could no longer proliferate. Cells were immunostained with an
antibody against HCMV immediate-early antigen (targeting exon 2 recognizing IE72, IE86
and IE55 [36], Argene, Biomerieux, Marcy l’Etoile, France) or an antibody against HCMV
immediate-early antigen clone 6F8.2 (Merck, Darmstadt, Germany). Antibody binding was
visualized with the anti-mouse ImmPRESS kit (Vector Laboratories, Peterborough, UK) or
an anti-mouse antibody conjugated with AlexaFluor 488 (Invitrogen, Camarillo, CA, USA).
The percentage of IE-positive cells was determined in at least three different images per
well in duplicates of each experment. The t-test (two-tailed, unpaired) was conducted with
Microsoft Excel 2011 (Microsoft, Redmond, WA, USA) or GraphPad Prism (versions 6 or 8,
GraphPad Software, San Diego, CA, USA) and used for comparison between a treatment
group and the control group, respectively. Differences were considered significant at
p-values < 0.05.

2.4. Viral Output Assay

Cells were plated on 12- or 24-well plates. The next day, we treated the cells with the
chemical compounds and infected them with HCMV VR1814 (at multiplicities of infection
between 0.1 and 0.2). Three to four days later, the cells were washed with PBS, and the
culture medium was replaced with drug-containing fresh medium. Seven days later, the
supernatant was harvested. Since the virus produced by RPEs is strongly cell-associated,
the cells were scraped and collected with the supernatant. The mixture was sonicated
or freeze thawed, and cell debris was pelleted to harvest the supernatant that could
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contain infectious virus. As cells were incubated with the compounds for several days
before collection of the virus-containing supernatant, the presence of active compounds
was assumed to be minimal, if any. To account for any remaining active compounds
and minimize their action, we diluted the collected supernatants 10-fold in fresh cell
culture medium. MRC5 cells, plated on chamber slides, were exposed to the diluted
supernatants for 1 or 2 days, fixed, and stained for HCMV-IE as described above. The
percentage of IE-positive cells was determined in at least three images for each condition
by manual counting. The EC50 for each compound-cell combination was determined in
two independent experiments, using GraphPad Prism (versions 6 or 8, GraphPad Software,
San Diego, CA, USA) and a non-linear fit of log[inhibitor] vs. response equation with
three parameters, a standard slope (Hill Slope = −1.0) and a constraint of the bottom
value greater than 0.0. The virus titer was measured by a standard TCID50 method [37]
in MRC5 cells with minor modifications. Briefly, the cells were exposed for 5 days to a
ten-fold dilution of virus inoculum from either the supernatants or cell-associated virions of
HUVEC-infected VR1814 with or without treatment with 100 μM of BQ788 at the indicated
time points (i.e. 5 hours after infection and at 3-, 5- and 7-dpi). The cytopathic effects
were visualized by IE immunofluorescence staining and the TCID50/mL was calculated as
previously described [37].

2.5. Plaque Formation Assay

Virus-containing supernatants collected from cells infected in the presence of chemical
compounds (as described in the previous paragraph) were serially diluted and used to
infect MRC5 cells. Two hours later, the cell culture medium was replaced with cell culture
medium containing 0.5% methylcellulose. When plaques formed (10–14 days for HCMV),
cells were fixed and stained with 70% methanol and 0.1% methylene blue. Plaques from
wells where plaques were clearly distinguishable were counted and the titer of each
supernatant was calculated.

2.6. Statistical Analysis

All analyses were performed using GraphPad Prism versions 6 or 8 (GraphPad Soft-
ware, Inc., La Jolla, CA, USA). One-way ANOVA test followed by Dunnett’s multiple
comparisons test was used to assess the statistical significance between different variables.
Data are presented as the mean ± standard error of the mean. p < 0.05 was considered as a
statistically significant difference. ****; p < 0.0001 ***; p < 0.001; ** p < 0.01, *; p < 0.05. All
experiments were performed with three independent repeats.

3. Results

3.1. ETR Antagonists Are Well Tolerated at Low Concentrations

We first assessed if macitentan, its metabolite ACT-132577, bosentan, ambrisentan,
the ETBR-specific chemical compound BQ788, and ganciclovir affected cellular viability in
HUVECs (human umbilical cord endothelial cells), MRC5 (human fibroblasts) and RPE-1
cells (human retinal pigment epithelial cells) (Figure 1A). After 7 days of treatment, the
compounds did not affect cell viability at the expected peak serum concentration in patients
reported in literature [38,39], considering that macintentan has a plasma protein binding
capacity exceeding 99%. The most dramatic effect we observed was a reduced cell viability
of approximately 30–35% in HUVECs and RPEs treated with the highest concentration of
ACT-132577 (Figure 1B and Table 1).
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Figure 1. ETR antagonists are not toxic at low concentrations. HUVECs, MRC5, and RPE-1 cells were exposed to various
concentrations of macitentan, ACT-132577, BQ788, ambrisentan, bosentan, or ganciclovir. (A) Chemical structures of the
compounds. (B) Cells were treated with the compounds for 7 days, whereafter cell viability was quantified and normalized
to untreated cells. ETR antagonists were not toxic for HUVECs, MRC5, and RPE-1 cells at low concentrations. Values are
mean ± SD of triplicates.

Table 1. Treatment of HCMV infected MRC-5, HUVEC and RPE cells with ETR Antagonists or
Ganciclovir at different concentrations and cellular viability was quantified.

MRC5 HUVEC RPE

Concentrations Concentrations Concentrations

Compounds 12.5 μM 25.0 μM 3.2 μM 6.25 μM 12.5 μM 25.0 μM 12.5 μM 25.0 μM

Macitentan ns ns - ns ns ns **** ****

ACT-
132577 ns ns * *** **** - **** ****

BQ788 ns ns - ns ns ns **** ****

Bosentan * **** - ns ns * ns ****

Ganciclovir ns ns - ns ns ns ns ns

Ambrisentan ** * - ns ns ns * ns
Values are mean ± SD of triplicates. ns; not significant, -; not done. ****; p < 0.0001 ***; p < 0.001; ** p < 0.01,
*; p < 0.05.

3.2. ETR Antagonists Prevent Production of Infectious HCMV

To assess the antiviral properties of the different ETR antagonists, we infected HU-
VECs, MRC5 and RPE-1 cells with HCMV (VR1814 strain) in the presence of macitentan
(12.5 μM for HUVEC and 25 μM for RPE-1 and MRC5), ACT-132577 (6.25 μM for HUVEC
and 12.5 μM for RPE-1 and MRC5), BQ788 (25 μM), or bosentan (25 μM) and quantified
infected cells by their expression of the HCMV IE protein. We did not observe a reduc-
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tion in the number of IE-positive cells on day 1 after infection (Figure 2A). On day 5, the
cell-to-cell spread of the virus appeared to be inhibited by some of the compounds as
judged from a reduced formation of IE-positive foci. The IE foci formed in the presence
of macitentan, ACT-132577 and BQ788 were visibly smaller than those formed in control
or bosentan-treated cells (Figure 2B). This implied that ETR antagonists prevented viral
replication or spread.

 

Figure 2. ETR antagonists prevent virion production. HUVECs, RPE-1 and MRC5 cells were treated
with macitentan (12.5 μM for HUVEC, 25 μM for RPE and MRC5), ACT-132577 (6.25 μM for HUVEC,
12.5 μM for RPE and MRC5), BQ788 (25 μM), or bosentan (25 μM) and simultaneously exposed to
HCMV. Infectivity was assessed by immunostaining for IE. (A) Number of IE-positive cells on day 1
post-infection normalized to infected, non-treated cells. (B) Representative images of HCMV-driven
foci on day 5 after infection. Broken line corresponds to the level of IE expression in infected cells not
treated with drugs. Scale bar 100 μM.

3.3. ETR Antagonists Inhibit HCMV Replictaion by Post Entry Mechanisms

To determine whether blockade of ETR prior to virus entry was necessary to inhibit
viral replication, we pretreated HUVECs with ETR antagonists for 1 h before infection with
HCMV. As a control, we exposed cells to the virus for 1 h to allow binding and entry of
viral particles [40,41] before we added the antagonists to the culture medium. Seven days
later, virus-containing supernatants were harvested and used to infect MRC5 fibroblasts
(Figure 3A). At one day post infection and before new virions could be produced [42],
the percentage of IE-positive MRC5 cells was similar regardless of whether cells had
been treated with ETR blockers before or after infection, indicating that the ETR blockers
inhibited, to a great extent, post-entry steps of HCMV infection (Figure 3B,C).
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Figure 3. ETR antagonists prevent virus production. HUVECs were treated with ETR antagonists for 1 h before (pretreat-
ment) or after (post-treatment) exposure to HCMV. (A–C) At seven days post infection, the virus-containing supernatant was
harvested and used to infect MRC5 cells. (A) Schematic diagram of the experimental procedure. (B) Representative images
of infected MRC5 fibroblasts 1 day after infection. The brown stain corresponds to IE immunoreactivity. (C) Percentage of
IE-positive MRC5 cells after 1 day post infection after exposure to supernatant from 7-day infected HUVECs. The arrow
indicates data points with no drug (0 μM). (D) TCID50/mL was measured in MRC-5 cells. Cells were exposed for 5 days
to either supernatants or HUVECs infected with VR1814 (MOI of 2) and treated or not with 100 μM of BQ788 and were
collected at 5 h after infection (0-dpi), 3-, 5- and 7-dpi. (E) Percentage of positive IE stained cells in HUVECs exposed to
C17222 infected MRC-5 cells with ratio 1:50 (p = 0.058). (F) Representative images of infected and infected and treated with
BQ788 at 100 μM with confocal microscopy (×20 magnification). The nuclei are stained with DAPI (blue) and an IE specific
antibody (green). Values are mean ± SD of at least triplicate images.
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At concentrations as low as 6–12 μM of macitentan and its metabolite ACT-132577,
dual ETAR and ETBR antagonists, we did not detect any measurable levels of viral produc-
tion (Figure 3C and Table 2). BQ788, an ETBR-specific antagonist, inhibited viral production
by 80% at 12 μM (Figure 3C) and completely at 100 μM (Figure 3D). Ambrisentan, and
ETAR-specific antagonist, did not affect viral output (Figure 3C and Table 2), which sug-
gests that the ETAR is not essential for HCMV replication. However, the dual ETAR-ETBR
antagonist bosentan also failed to inhibit viral replication (Table 2). The ETBR binding site
for bosentan may hence differ from that of macitentan and BQ788. Bosentan either does
not interfere with the binding of HCMV proteins to this receptor, or the drug does not
affect post entry effects of HCMV involving ETBR signaling.

Table 2. Pre and post treatment of HCMV infected HUVECs with Ambrisentan, and ETAR- antago-
nists at different concentrations.

PRE-TREATMENT POST-TREATMENT

Compounds 6.25 μM 12.5 μM 25 μM 6.25 μM 12.5 μM 25.0 μM

Macitentan * *** *** * **** ****

ACT-
132577 *** *** *** *** **** ****

BQ788 ns ns ** * *** ***

Bosentan ns *** ns ns ns ns

Ambrisentan *** ns ns ns ns ns
ns; no significance, -; not done. ****; p < 0.0001 ***; p < 0.001; ** p < 0.01, *; p < 0.05.

3.4. HCMV Infection Is Inhibited at Low Concentrations of ETR Antagonists in HUVECs, MRC5
and RPE-1 Cells

Next, we treated HUVECs, MRC5 and RPE-1 cells with macitentan, ACT-132577,
BQ788, ambrisentan or ganciclovir, and thereafter infected them with HCMV. Seven days
later, we collected the virus-containing supernatants (HUVECs and MRC5 fibroblasts) or
virus-containing cell lysates (RPE-1 cells) and used them to infect MRC5 cells (Figure 3A).
We judged viral output from the percentage of IE-expressing cells one day after infection
(Figure 4A, Table 3). We also titered the virus-containing supernatants and lysates with
a plaque assay (Figure 4B). Ambrisentan did not inhibit virus production in HUVECs or
in MRC5 cells and was the least effective inhibitor in RPE-1 cells. BQ788 was the most
efficient compound that inhibited virus production in MRC5 and RPE-1 cells and at 25
μM, it essentially blocked virus production in all cell types. Interestingly, we observed that
the number of IE positive cells only trended to be reduced (Figure 3E), but the IE staining
pattern was completely different in BQ788 treated cells (Figure 3F), which suggest that
ETBR signaling is linked to regulation of HCMV IE expression and possibly to control of
HCMV replication. At 12.5 μM, macitentan and ACT-132577 reduced virus production by
98–100% in HUVECs, respectively.

Table 3. HCMV infected HUVECs, MRC5 and RPE were treated with different concentrations of ETR antagonists or
Ganciclovir and viral output was calculated from the percentage of IE-expressing cells one day after infection. These results
were obtained from data in Figure 4.

Viral output from different cell lines as determined by IE-positive staining in MRC5 cells

HUVEC

Compounds 0.8 μM 1.6 μM 3.0 μM 6.25 μM 12.5 μM 25.0 μM

Macitentan ns ns ns **** **** ****

ACT-132577 ns ns **** **** **** ****
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Table 3. Cont.

Viral output from different cell lines as determined by IE-positive staining in MRC5 cells

BQ788 - ns ns * *** ****

Ambrisentan - - - - - ns

Ganciclovir ns **** **** **** **** ****

MRC5

Compounds 0.8 μM 1.6 μM 3.0 μM 6.3 μM 12.5 μM 25.0 μM

Macitentan - - - ns ** **

ACT-132577 - - - ns **** ns

BQ788 - - ns * **** ****

Ambrisentan - - - - - ns

Ganciclovir **** **** **** **** **** ****

RPE

Compounds 0.8 μM 3.0 μM 6.3 μM 12.5 μM 25.0 μM

Macitentan - - ns ns ***

ACT-132577 - - ns ns **

BQ788 - ns - *** ****

Ambrisentan - - - ns *

Ganciclovir **** **** - - -

Viral output from different cells lines as determined by plaque formation in MRC5 cells

HUVEC

Compounds 1.6 μM 3.0 μM 6.25 μM 12.5 μM 25.0 μM

Macitentan - **** **** **** ****

ACT-132577 **** **** **** **** ****

BQ788 **** **** **** **** ****

Ambrisentan ns **** **** **** ****

Ganciclovir **** **** **** **** ****

MRC5

Compounds 1.6 μM 3.0 μM 6.3 μM 12.5 μM 25.0 μM

Macitentan - - - ns ns

ACT-132577 - - - ns ns

BQ788 - ns ns * **

Ambrisentan - - - - ns

Ganciclovir - **** **** **** ****

RPE

Compounds 1.6 μM 3.0 μM 6.3 μM 12.5 μM 25.0 μM

Macitentan - - - ns ns

ACT-132577 - ns ns ns -

BQ788 - ns ns *** ****

Ambrisentan - - - ns ns

Ganciclovir **** **** **** **** ****

ns; no significance. ****; p < 0.0001 ***; p < 0.001; ** p < 0.01, *; p < 0.05.

155



Cells 2021, 10, 3072

Figure 4. ETR antagonists at low concentrations inhibit production of HCMV in various cell types. HUVECs, MRC5 and
RPE-1 cells were treated with low concentrations of ETR antagonists or ganciclovir (GCV) and exposed to HCMV. Seven
days later, the virus-containing supernatant was collected or, in the case of RPEs, viral particles were extracted from cells by
sonication. The harvested virus containing supernatant was used to infect MRC5 cells. (A) The percentage of IE-positive
MRC5 cells was determined one day after infection. (B) The harvested virus was subjected to serial dilution and titered by
a plaque assay in MRC5 cells. Two hours after infection, the supernatant was replaced with methylcellulose-containing
medium. At 14 days post infection, the number of plaques formed was quantified from wells where plaques were easy to
distinguish, and the titers were calculated. Values are presented as percentage of control without drugs (mean ± SD).

3.5. Macitentan, Its Metabolite ATC-132577 and BQ788 Inhibit Infection of a
Ganciclovir-Resistant HCMV Strain

To determine whether ETR antagonists could be used as an alternative therapy for
ganciclovir-resistant HCMV infections, we treated HUVECs with ETR antagonists and
exposed them to MRC5s that were infected with a ganciclovir-resistant HCMV clinical
isolate (C17222). This HCMV strain contained the viral UL97 kinase amino acid changes
A594V and L595S, which confers ganciclovir resistance [35]. The C17222 virus is highly cell
associated, wherefore we used infected MRC-5 cells to infect HUVECs. At the same time,
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we treated cells with 10 μM of ganciclovir, 10 μM of letermovir, 100 μM of BQ788 or 25 μM
of Macitentan, respectively. Three days after infection, we assessed the level of IE expression
in HCMV infected cells by immunostaining. We found that macitentan, its metabolite
ATC-132577 and BQ788 decreased IE positive cells by 60 to 67% (Figure 5A,B,D) and by
42% with letermovir (5D) compared to controls in cultures infected with the ganciclovir-
resistant HCMV isolate. We observed significantly less IE-positive foci in HUVECs treated
with ETR antagonists (Figure 5C) or letermovir (Figure 5D), while ganciclovir, as expected,
did not affect infection with this ganciclovir-resistant HCMV strain (Table 4).

Figure 5. Decreased HCMV-IE positive cells in cultures treated with macitentan, its metabolite
ATC-132577 and BQ788. HUVECs were treated with ETR antagonists (12.5 μM) and exposed to
MRC5s infected with the ganciclovir-resistant HCMV clinical isolate C17222. Seven days later, IE
expression was assessed by immunostaining. (A) Representative images. Brown stain corresponds
to IE immunoreactivity and represent HCMV positive cells. (B) The number of IE-immunopositive
cells per field of view was quantified. (C) The number of IE-positive foci (comprising more than
3 IE-positive cells) per field of view was quantified. (D) HUVEC cells were infected by exposing
them to C17222 infected MRC5s (HUVEC: infected MRC5 ratio of 1:1) and treated or not with 10 μM
of ganciclovir, 10 μM of letermovir, 100 μM of BQ788 or 25 μM of macitentan. At seven days post
infection, the virus-containing cells were harvested and used to infect MRC5 cells. Percentage of
positive IE stained cells was measured at 3 dpi. Values are mean ± SD of at least triplicate images.
Asterisks (*) denote a statistically significant difference with respect to the control ((*) p-value < 0.05
and (**) a p-value < 0.01).
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Table 4. EC 50 for inhibition of infectious viral production.

HUVEC RPE-1 MRC5

Compound EC50 (μM) R2 EC50 (μM) R2 EC50 (μM) R2

Macitentan
0.05 0.66 17.30 0.60 20.49 0.33

4.32 0.81 9.90 0.63 23.95 0.55

ACT-132577
1.01 0.66 29.16 0.28 5.66 0.59

2.75 0.78 9.58 0.50 12.26 0.44

BQ-788
3.61 0.66 3.32 0.90 1.66 0.91

10.07 0.80 9.90 0.58 6.08 0.72

Ganciclovir
0.49 0.80 0.09 0.97 0.22 0.88

0.68 0.87 0.66 0.83 0.24 0.86
Two EC 50 values for each cell-drug combination derived from two independent experiments.

4. Discussion

This study shows that the FDA-approved drug macitentan, its metabolite ACT-132577,
and the ETBR-specific antagonist BQ788 are highly effective to inhibit HCMV replica-
tion and spread in different human cell types. Macitentan also inhibited infection with a
ganciclovir-resistant strain, which is generally very difficult to treat and lacks good treat-
ment options for patients. The effect of macitentan on infection with a ganciclovir-resistant
HCMV strain was similar or slightly better than the most recently approved antiviral
drug against HCMV; letermovir. Therefore, macitentan may serve as a novel drug with
potential efficacy in the treatment of HCMV infections including those infected with a
ganciclovir-resistant strain.

The most common cell types infected during acute HCMV disease are macrophages,
endothelial cells and epithelial cells. These cell types are relevant during both acute and late
phases of infection due to their role in viral dissemination and pathogenesis. The choice of
HUVECs, MRC5 and RPE-1 cells also allowed us to compare the outcome of ETR blockade
on cells with different modes of viral entry. Specific glycoprotein complexes that are present
in the virus envelope bind to particular receptors on target cells, which determine, at least
in part, cellular viral tropism [43]. Entry can occur through fusion of the virion with the
cellular plasma membrane in a pH-independent manner, as in fibroblasts [44], or through a
pH-dependent receptor-mediated endocytosis, which occurs in monocyte/macrophages,
endothelial and epithelial cells [9,40,45,46].

HCMV infection is initiated by tethering of the virus to heparin sulphate proteo-
glycans. The gM/gN heterodimer and the gB protein bind to heparin, whereafter the
virus docks to more stable virus receptor interactions before fusion and release of viral
components to the cytoplasm takes place. This can occur either at the plasma membrane
or after receptor mediated endocytosis, which is followed by intracellular fusion of the
viral envelope with the endosome. Several different receptors including platelet-derived
growth factor receptor-α (PDGFR-α) [47], integrins (especially subtype αVβ3) [48,49], epi-
dermal growth factor receptor (EGFR) [50], CD13 [51], Neuropilin-2 [52], CD147 [53] and
OR14I1 [54] have been shown to mediate entry into different cell types. Two glycopro-
tein complexes appear to be the main viral components mediating virus cellular tropism.
The gH/gL/gO trimer engages PDGFR-α [55] and mediates infection into fibroblasts by
initiating fusion at the plasma membrane, but this protein complex does not support
HCMV entry into monocytes, endothelial or epithelial cells [56]. In contrast, HCMV enters
monocyte/macrophages, endothelial and epithelial cells by an interaction between the
gH/gL/UL128/UL130/UL131A pentamer complex and specific receptors on these cell
types that mediate receptor mediated endocytosis [52–54]. The pentamer complex receptor
was difficult to identify, but recent studies suggest that Neuropilin-2 [52], OR14I1 [54] or
CD147 [53] can serve as receptors for the pentamer complex.
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The pentamer also activates EGFR, and pharmacological inhibition of EGFR signaling
hampers translocation of the viral DNA to the nucleus in CD34+ cells. This led to the
hypothesis that EGFR activation is involved in pentamer dependent virus entry into
myeloid lineage cells [57]. In this context, it is interesting to note that endothelin activation
of ETBR transactivates EGFR [58]. Thus, if HCMV interacts with ETBR, this may also
result in EGFR activation. Furthermore, when HCMV attaches to target cells, it also
elicits a potent cellular interferon-like response, which results in activation of downstream
growth factor-like receptor tyrosine kinase (RTK) and integrin pathways [49,59]. Both
EGFR and PDGFR, in conjunction with αvβ3 integrins, activate downstream signaling
via PI3K/Akt, phospholipase Cγ and focal adhesion kinase [47–50] and trigger endosome
formation and virus uptake. In monocytes, engagement of the viral pentamer complex
with an unidentified cellular receptor results in engagement of integrins, src and paxillin,
which is followed by activation of an actin and dynamin process that also promotes
endocytosis of the viral particle for later intracellular fusion and capsid release [60]. EGFR
and downstream PI3K signaling are also important to mediate infection that leads to
establishment of latency in CD34+ cells [57]. Thus, an interaction between HCMV and its
receptors will result in activation of intracellular signaling pathways that are critical for
both latent infection and efficient virus production.

In the present study, we provide evidence that macitentan, its metabolite ATC-132577
and BQ788, all targeting ETBR and prevent HCMV infection. Although it cannot be
excluded that binding to ETBR is relevant for HCMV entry, ETBR appears to mediate
post-entry cellular activation that is necessary for productive HCMV infection, perhaps by
controlling IE expression. With an MOI = 1, we observed very little, if any, inhibition of
BQ788 in infected MRC5, which suggests post-entry effects of this drug in this cell type
at a low MOI (unpublished data). It is possible that ETBR -mediated cellular signaling
triggers transcription of viral or cellular genes that favors completion of the viral life
cycle. We provide evidence that the expression pattern of IE is completely different
in BQ788 treated infected cells, which suggest that ETBR signaling is connected with
regulation of IE expression that could have a profound effect on virus replication. It is also
possible that interactions between HCMV proteins and ETBR take place in intracellular
compartments or that the interaction between HCMV and ETBR leads to activation of
intracellular mechanisms of crucial relevance for HCMV replication. As ETBR inhibitors
could also affect HCMV replication after infection, common signaling pathways activated
by binding of HCMV to receptors on fibroblasts, endothelial and epithelial cells may be
similar to those induced by ETBR ligand interaction. HCMVs ability to activate intracellular
signaling pathways is however complex and still poorly understood in the context of
promoting HCMV replication.

Today, clinical management of HCMV infections is dependent on effective anti-viral
therapies, and multiple options for antiviral therapy of HCMV infections in patients
are therefore warranted. An emerging problem of acyclovir- and ganciclovir-resistant
strains has fueled the development of new anti-virals. Letermovir, which is the latest
approved antiviral drug against HCMV acts on ganciclovir-resistant strains. We found that
macitentan compared equal or slightly better than letermovir at tested concentrations to
inhibit HCMV infection in vitro, wherefore this drug may provide one additional option
for treatment of patients infected with ganciclovir-resistant HCMV strains. Whether or
not letermovir or ETR antagonist-resistant HCMV strains could emerge under long term
culture or during treatment in patients, is unknown and will require evaluation in future
studies.

In addition to an important role of antiviral compounds to combat HCMV infec-
tions, immunotherapy strategies have been evaluated for treatment of HCMV disease in
transplant patients and for HCMV-positive glioblastoma. HCMV vaccines are also under
evaluation for congenitial infections. Development of vaccines have been hampered by the
lack of knowledge of the mechanisms of entry into monocyte/macrophages, endothelial
cells and epithelial cells, as these cells serve as primary virus targets in early infections.
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This knowledge has increased in recent years, and our results presented here demonstrate
that targeting ETBR is an additional potential new therapeutic option for HCMV infected
patients, even for those infected with ganciclovir-resistant strains. Findings from our
study suggest that binding or signaling through ETBR is essential for the replication and
spread of HCMV. Thus, we provide proof-of-concept evidence that an FDA-approved
drug for treatment of PAH may be possible to repurpose for prevention and treatment of
HCMV infections. We have observed that inhibition of ETBR fails to inhibit murine or
rat CMV infection in mouse or rat cells, respectively, making our study not amenable for
testing in common laboratory in vivo models (unpublished results). We have therefore
based our conclusions on results obtained from clinically relevant cell types as in vivo
preclinical models are unavailable, owing to the selective tropism of HCMV for human
cells. Whether our in vitro results mirror any clinical significance remains to be proven in
future clinical trials.

5. Conclusions

We demonstrate that an FDA approved ETBR inhibitor can prevent HCMV infection
in vitro in clinically relevant cell types. This discovery is relevant as novel therapeutic
options for HCMV are needed. Ganciclovir-resistant strains are on the rise, and ganciclovir
has myelosuppressive effects that are highly undesirable in immunocompromised stem
cell transplant recipients. Letermovir, which targets the viral terminase complex [21] was
approved for HCMV prophylaxis and treatment in 2017 [22]. We found that macitentan
compared equal or slightly better than letermovir to inhibit HCMV infection in vitro
with a ganciclovir-resistant strain. Other investigational drugs that target other viral
mechanisms have been tested with variable results [15]. Brincidofovir, which also inhibits
the HCMV DNA polymerase, failed in a phase III study evaluating its prophylactic effect
in stem cell transplant patients [61]. Maribavir failed to show an effect as a prophylactic
drug, but is under evaluation for pre-emptive treatment and treatment of established
HCMV disease (NCT 02927067 and NCT02931539). Additional preclinical and early clinical
trials are therefore warranted to assess the possibility of repurposing macitentan to treat
HCMV infections.

6. Patents

A patent application for the use of ETBR inhibitors in the treatment of HCMV infec-
tions was filed, but was later dropped.
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Abstract: Chronic liver diseases (CLDs) are complex diseases that cause long-term inflammation and
infection, which in turn accelerate their development. The usage of albumin in patients with CLDs
has been debated for years. Human serum albumin (HSA) plays a key role in immunomodulation
during the process of CLDs. The correlation between albumin and C-reactive protein (CRP) in CLD
patients was analyzed by linear regression with the Pearson statistic. The damage of THP-1 and
primary cells was evaluated by measuring the lactate dehydrogenase (LDH) in the supernatant.
Immunofluorescence staining was performed to determine underlying pathways in Kupffer cells
(KCs). Albumin negatively correlated with infection in patients with CLDs. In vitro experiments
with THP-1 cells and KCs showed that albumin reduced LDH release after stimulation with bacterial
products, while no differences in hepatic stellate cells (HSCs) and sinusoidal endothelial cells (SECs)
were detected. Moreover, immunofluorescence staining revealed an increase of p-ERK and p-NF-
kB p65 density after albumin treatment of KCs stimulated by bacterial products. In conclusion,
albumin could assist CLD patients in alleviating inflammation caused by bacterial products and
might be beneficial to patients with CLDs by securing KCs from bacteria-induced damage, providing
a compelling rationale for albumin therapy in patients with CLDs.

Keywords: hepatic non-parenchymal cells; albumin; chronic liver diseases; bacteria

1. Introduction

Chronic liver diseases (CLDs) are a long-term pathological process involving con-
tinuous destruction and regeneration of liver parenchyma that leads to cirrhosis at its
most advanced stage. The mechanism of the progression of CLDs is complicated and
remains unsettled, but unceasing inflammation and bacterial infections may play an im-
portant role in this process [1,2]. Spontaneous bacterial peritonitis (SBP) is one of the
most common infections during CLDs [3]. Gram-negative aerobic or facultative aerobic
organisms such as Klebsiella pneumoniae (K. pneumoniae), Escherichia coli (E. coli), Pseudomonas
aeruginosa (P. aeruginosa) and Enterobacter cloacae (E. cloacae) are the most common cause
of SBP patients; other common organisms include the Gram-positive species Enterococcus
faecium (E. faecium), Streptococcus pneumoniae (S. peneumoniae) and Staphylococcus aureus
(S. aureus) [4].
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Kupffer cells (KCs) are resident liver macrophages as well as the largest population of
innate immune cells in the liver [5]. The major function of KCs is to scavenge and phagocyte
cell debris, small particles, protein complexes and senescent red blood cells through an
interplay with pattern recognition receptors. In addition, gut-derived toxic materials
including pathogens from the intestinal flora and endotoxic lipopolysaccharide (LPS) are
removed by KCs [5–7]. Thus, KCs play an essential role in maintaining the homeostasis to
protect the host and in prompting immunogenic and tolerogenic immune responses.

Human serum albumin (HSA) is a crucial plasma protein often administered in the
therapies of patients with CLDs. However, there still are debates on the benefit of albumin
in patients with cirrhosis over the long term. Notably, a recent clinical trial presented
that the long-term albumin administration to patients with cirrhosis reduced systemic
inflammation [8] and the cumulative incidence of complications of cirrhosis, including
SBP and non-SBP bacterial infections [9,10]. Among the reasons of benefits of albumin
in patients with cirrhosis, expander function depending on its known oncotic properties
is well known, although it is now irrefutably clear that the immunomodulatory function
of albumin turns to be more important during the therapies for liver cirrhosis [11–13].
HSA is capable of binding inflammatory factors and mediators including LPS, lipotei-
choic acid and peptidoglycan, which are the surface components of Gram-negative and
Gram-positive bacteria capable of activating the innate immune system through Toll-like
receptor 2/4 (TLR 2/4) and initiating inflammation [12–15]. Albumin preconditioning
abrogated the LPS-mediated inflammation through the Nuclear Factor-κB (NF-κB) activa-
tion [16] and enhanced monocyte interleukin-6 (IL-6) gene expression via the extracellular
signal-regulated kinase (ERK) and NF-κB pathways [17]. Albumin can modulate innate
immune responses to sepsis and cirrhosis-associated prostaglandin E2-mediated immune
dysfunction following albumin infusion [18]. Nevertheless, the role of albumin on KCs,
the first barrier against bacteria and a vital role in bacteria-induced immune responses, has
not been investigated.

Hence, our study underscores a protective role of albumin in patients with CLDs and
in KCs stimulated by the bacterial products, suggesting that albumin therapies aim to not
only improve plasma osmolality for patients with CLDs but benefit KCs in reducing the
damage from microbial products, providing a convincing rationale for albumin application
in patients with CLDs.

2. Materials and Method

2.1. Study Cohort

From July 2016 to March 2019, 138 outpatients or consecutive hospitalized patients
with CLDs were obtained to be included in this study. The types of CLDs included in this
study are: chronic viral hepatitis B (n = 26), autoimmune hepatitis (n = 21), chronic viral
hepatitis C (n = 18), liver cirrhosis (n = 33, including 29 hepatitis-induced, 3 alcohol-induced
and 1 Alagille syndrome-induced), primary sclerosing cholangitis (n = 8), primary biliary
cholangitis (n = 6), steatosis hepatitis (n = 5), nonalcoholic steatohepatitis (NASH, n = 4),
alcoholic liver disease (n = 3), cryptogenic cirrhosis (n = 3), cystic liver disease (n = 2),
Budd–Chiari Syndrome (n = 2), hemochromatosis (n = 2), liver adenoma (n = 2), M. Wilson
disease (n = 1), sarcoidosis (n = 1) and toxic liver disease (n = 1). The study protocol was
approved by the ethics committee of the Faculty of Medicine at the Ludwig-Maximilians
University (LMU) (approval number 17-756), and patients provided written informed
consent. All indicators were measured by the clinical chemistry laboratory of the university
hospital of LMU using an automatic analyzer (cobas®8000 modular analyzer series, Roche,
Switzerland) and standardized operating procedures according to the manual. A score
was calculated using the following formula: MELD Score = 10 × (0.957 × ln (Creatinine) +
0.378 × ln (Bilirubin) + 1.12 × ln (INR) + 0.643).
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2.2. Human Tissue Specimens

Double-coded liver tissue samples and corresponding data used in this study were
provided by the Biobank of the Department of General, Visceral and Transplant Surgery
of LMU. This Biobank operates under the administration of the Human Tissue and Cell
Research (HTCR) Foundation. The framework of HTCR Foundation [19], which includes
obtaining written informed consent from all donors, has been approved by the ethics
committee of the Faculty of Medicine at the LMU (approval number 025-12) as well as
the Bavarian State Medical Association (approval number 11142) in Germany. A total of
10 human liver tissues were included in our experiments and were from patients with
liver metastasis.

2.3. Primary Hepatic Non-Parenchymal Cells Isolation and Culture

Liver tissues were preserved in RPMI 1640 medium (Gibco, Karlsruhe, Germany)
on ice immediately after surgical removal, and cells were isolated within 6 h. Nycodenz
(Axis Shield, Rodelokka, Norway) gradients density centrifugation was performed to
isolate primary liver KCs and hepatic stellate cells (HSCs). In brief, liver samples were
cut into 1–5 mm thick slices and rinsed by phosphate-buffered saline (PBS). The tissue
slices were digested with 15 mg/mL pronase (Sigma, St. Louis, USA) at 37 ◦C for 20 min.
After two times of 80 μm and 60 μm nylon mesh filtration, the tissue solution was mixed
with Nycodenz solution (16.7% for KCs and 28.7% for HSCs) and centrifuged (1400× g,
20 min) without the brake, dividing into three layers. We collected the middle layer and
interfaces. To isolate sinusoidal endothelial cells (SECs), CD146 MicroBeads (Miltenyi
Biotec, Teterow, Germany) and a magnetically activated cell sorting system were employed
to filtrate the tissue digestive solution instead of Nycodenz. Cells were seeded in multiple
well plates and cultured at 37 ◦C in 5% CO2 in RPMI 1640 with 10% fetal calf serum (FCS,
PAN, Aidenbach, Germany) and 1% Penicillin-Streptomycin (Sigma, St. Louis, MO, USA).
Detailed procedures were described previously [20–22].

2.4. Cell Culture and Treatment

The THP-1 cell line (American Type Culture Collection, reference number TIB-202™)
was a gift from Prof. Peter Nelson. Cells were cultured at 37 ◦C in 5% CO2 in RPMI
1640 with 10% FCS and 1% Penicillin–Streptomycin. To differentiate THP-1 into adherent
macrophages, 20 ng/mL phorbol myristate acetate (PMA) was used to treat cells in a
complete medium for 48 h. The medium was changed into a serum-free medium before
the stimulation of bacterial products. Cells were treated with albumin at the same time
with (peri-treatment) or 24 h before (pre-treatment) the stimulation of bacterial products.
The supernatant was harvested after 24 h of the microbial isolate stimulation.

2.5. Bacterial Products Isolation and Stimulation

Bacterial strains including K. pneumoniae, E. coli and E. cloacae, P. aeruginosa, E. faecium,
S. peneumoniae and S. aureus were isolated from patients with SBP (different groups of
patients from the study cohort). The isolates were cultured on Columbia 5% sheep blood
media (Becton Dickinson, Heidelberg, Germany) at 37 ◦C under aeration. Bacterial colonies
were taken off the solid media with caution not to include any parts of the media. The
bacterial pellet was resuspended in phosphate-buffered saline (PBS pH 7.4) by pipetting up
and down and vortex mixing. Cells were washed in PBS three times to remove any residual
media or debris. After the last washing steps, the bacterial cell mass was resuspended in
PBS buffer and sterilized using heat inactivation [23]. Bacterial inactivation was confirmed
twice by plating the heat-inactivated extracts on media and cultivating them for 48 h at
37 ◦C. Bacterial product solutions were measured for protein content in serial dilutions
(Bradford) and were subsequently divided into aliquots and stored frozen until use. The
bacterial products solutions were diluted to various concentrations (1, 8, 16 μg/mL) with
serum-free medium and then were used to stimulate cells at different concentrations with
or without HSA.
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2.6. Evaluation of Cell Damage

The lactate dehydrogenase (LDH) was used to assess the cell damage of THP-1 and
primary cells. LDH catalyzes the reversible conversion of lactate to pyruvate with the reduc-
tion of NAD+ to NADH. Thus, the production of NADH was employed to determine the
LDH activity indirectly, which was measured by the absorbance value at 365 nm [20,24,25].
5% Triton-X-100, which is inducing cell damage, was applied as a positive control.

2.7. Immunofluorescence Staining

Cells were fixed with 4% paraformaldehyde for 10 min (Roth, Karlsruhe, Germany),
then they were blocked in 10% donkey serum for 30 min, and were permeabilized with
0.1−0.5% Triton X-100 in PBS for 10 min [26]. Subsequently, cells were incubated with
the primary antibodies (1:250 p-ERK and 1:1000 p-NF-kB p65, Cell Signaling Technology)
overnight at 4 ◦C and fluorescent-labeled secondary antibodies at room temperature
for 1 h the next day. The images were captured by immunofluorescence microscopy
(Leica, Germany).

2.8. Statistical Analyses

Results are presented as mean ± standard deviation (SD) or median and interquartile
range (IQR). Normality of data distribution was tested by Kolmogorov–Smirnov Z test
(Table 1). Statistical comparisons by using the unpaired two-tailed Student’s t-test and
Mann–Whitney U test were performed. Correlations between variables were calculated
using linear regression with the Pearson statistic. A p-value less than 0.05 was considered
significant. SPSS was used for data analysis.

Table 1. Normality test of laboratory parameters.

Characteristic All (N) K-S Test p-Value

Age (years) 53.45 + 14.66 (138) 0.642 0.804
NaCl (mmol/L) 137.8 + 3.63 (138) 1.699 0.006
KCl (mmol/L) 4.3 + 0.47 (138) 1.079 0.195
Zinc (mmol/L) 67.83 + 20.87 (138) 0.782 0.573
CRP (mg/dL) 0.98 + 1.86 (106) 3.177 <0.001

Leukocytes (G/L) 6.38 + 2.34 (137) 1.191 0.117
Bilirubin (mg/dL) 2.55 + 4.71 (138) 3.717 <0.001

GOT (U/L) 116.19 + 426.89 (132) 4.757 <0.001
GPT (U/L) 154.49 + 673.88 (138) 5.071 <0.001

Gamma-GT (U/L) 106.31 + 130.97 (138) 2.699 <0.001
LDH (U/L) 247.17 + 160.85 (71) 2.226 <0.001

INR 2.22 + 0.39 (138) 2.595 <0.001
Creatinine (mg/dL) 1.07 + 0.86 (138) 3.635 <0.001

MELD Score 10.79 + 6.7 (138) 2.787 <0.001
K-S test: Kolmogorov–Smirnov Z test. Data are expressed as mean ± SD.

3. Results

3.1. Albumin Negatively Correlated with Infection in Patients with CLDs

All 138 patients with CLDs were divided into two groups according to their HSA
levels: the normal albumin group (≥3.5 g/dL) and the low albumin group (<3.5 g/dL).
Table 2 displayed that CLD patients with lower albumin had higher bilirubin, aspartate
aminotransferase (GOT), Gamma-GT, LDH, international normalized ratio (INR), and
creatinine, C-reactive protein (CRP), MELD Score, while NaCl, KCl and Zinc serum levels
were remarkably lower. Pearson correlation analysis and linear regression were performed
to investigate the association between these indicators and albumin levels. As exhibited
in Table 3 and Figure 1, high serum albumin levels correlated with a low concentration of
CRP in patients with CLDs showing an r value of 0.565 (p < 0.001). Which indicated that
patients with CLDs with high serum albumin had less infection. In addition, the levels
of NaCl, KCl and Zinc positively correlated with albumin levels in patients with CLDs
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while bilirubin, GOT, Gamma-GT, LDH, INR, and creatinine had a negative correlation
with albumin levels (Table 3 and Figure S1).

Table 2. Characteristic analysis based on different albumin concentrations.

Characteristic Normal Albumin (n) Low Albumin (n) p-Value

N = 99 N = 39

Age (years) 52.92 + 15.49 (99) 54.80 + 12.40 (39) 0.501 a

Sex (Male/Female) 42/57 23/16 /
NaCl (mmol/L) 138(139–140) (99) 135(133–138) (39) <0.001 b

KCl (mmol/L) 4.45 + 0.38 (99) 3.40 + 0.43 (39) <0.001 a

Zinc (mmol/L) 75.96 + 17.14 (99) 47.15 + 14.15 (39) <0.001 a

CRP (mg/dL) 0.10(0.10–0.30) (67) 1.30(0.60–2.00) (39) <0.001 b

Leukocytes (G/L) 6.54 ± 2.24 (98) 5.97 + 2.55 (39) 0.195 a

Bilirubin (mg/dL) 0.70(0.50–1.10) (99) 2.9(2.3–10.5) (39) <0.001 b

GOT (U/L) 29.00(25.00–39.00) (99) 73.00(42.00–118.00) (35) <0.001 b

GPT (U/L) 30.00(21.00–49.00) (99) 33.00(19.00–93.00) (39) 0.192 b

Gamma-GT (U/L) 37.00(22.00–98.00) (98) 147.00(55.00–202.00) (39) <0.001 b

LDH (U/L) 197.50(166.50–234.75) 238.00(195.50–316.00) (28) 0.003 b

INR 1.00(0.90–1.10) (99) 1.40(1.20–1.60) (39) <0.001 b

Creatinine (mg/dL) 0.80(0.90 + 1.00) (99) 1.20(0.90–1.40) (39) <0.001 b

MELD Score 7.00(6.00–8.00) (99) 17.00(13.00–22.00) (39) <0.001 b

Data are expressed as mean ± SD or median and interquartile range (IQR); a Student’s t-test.; b Mann–Whitney
U test.

Table 3. Correlation between characteristic and different albumin concentrations.

Characteristic
Normal Albumin Low Albumin All

R p-Value R p-Value R p-Value

Age (years) −0.358 <0.001 −0.0101 0.541 −0.189 0.026
NaCl (mmol/L) 0.084 0.408 0.635 <0.001 0.637 <0.001
KCl (mmol/L) 0.145 0.152 0.037 0.823 0.504 <0.001
Zinc (mmol/L) 0.466 <0.001 0.460 0.003 0.716 <0.001
CRP (mg/dL) −0.409 0.001 −0.308 0.056 0.565 <0.001

Leukocytes (G/L) 0.090 0.376 −0.238 0.145 0.092 0.286
Bilirubin (mg/dL) −0.273 0.006 −0.067 0.686 −0.495 <0.001

GOT (U/L) −0.217 0.032 0.132 0.450 −0.221 0.011
GPT (U/L) −0.115 0.258 0.102 0.538 −0.077 0.375

Gamma-GT (U/L) −0.299 0.003 0.102 0.537 −0.344 <0.001
LDH (U/L) −0.128 0.43 −0.103 0.949 −0.316 0.009

INR −0.204 0.043 −0.395 0.013 −0.604 <0.001
Creatinine (mg/dL) −0.42 0.68 −0.080 0.627 −0.293 <0.001

MELD Score −0.337 0.001 −0.227 0.165 −0.022 0.828
R and p values were obtained using the Pearson correlation test.

The CRP levels were negatively correlated with albumin levels in patients with CLDs
(r = −0.565, p < 0.001).

3.2. Albumin Reduces the Cell Damage Caused by a Bacterial Infection in THP-1 Cells

It is well-known that a CRP test could be used to monitor conditions that cause
inflammation, including bacterial infections, fungal infections and inflammatory bowel
diseases. CLD patients would most likely have SBP during the development of CLDs,
and the most common reasons for SBP are bacterial invasions [3,4]. Besides this, the
sensitivity and specificity of CRP are high enough to evaluate the condition of bacterial
infection in patients with CLDs [27]. Together, the increase of CRP levels in CLD patients
are mainly attributed to the bacterial infection in our study; therefore, we used bacterial
products to stimulate THP-1 and primary cells in the subsequent experiments. Our previous
publication indicated that Zinc protects KCs from microbial infection [28]. As shown in
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Table 3 and Figure S1, the concentration of albumin had a strong positive correlation with
Zinc levels in patients with CLDs (r = 0.752, p < 0.001). In this study, we postulated that
albumin protects macrophages from the damage of bacterial infection. Instead of KCs,
we selected the macrophage cell line THP-1 to perform in vitro validation experiments,
because the amounts of KCs from human liver specimens were limited. First, we optimized
the concentration of bacterial products that causes LDH release, as a marker for cell damage.
We treated THP-1 cells with different concentrations of bacterial products and demonstrated
increased LDH levels when using 8 and 16 μg/mL of bacterial isolates (Figure 2A) Next,
we tested the cell damage caused by 8 bacterial strains associated with CLDs including
regular Gram-negative and Gram-positive bacteria, such as K. pneumoniae, E. coli and E.
cloacae, P. aeruginosa, E. faecium, S. peneumoniae and S. aureus. Figure 2B showed that all of
the eight most ubiquitous bacteria in CLDs can cause considerable increases in LDH levels
when THP-1 cells were treated with 8 μg/mL of the bacterial products.

Figure 1. The correlation between albumin and CRP.

Moreover, we analyzed whether albumin might show toxic effects on THP-1 macrophages
when treated with increasing concentrations. Notably, in a range from 0.01−0.4 mg/mL,
albumin treatment of THP-1 cells did not result in a meaningful increase of LDH levels.
To investigate if albumin protects macrophages from bacterial damage, we treated THP-1
cells with 8 μg/mL bacterial products of four bacteria strains including E. coli TOP10 and
E. cloacae (Gram-negative bacteria strains) and S. peneumoniae and S. aureus (Gram-positive
bacteria strains) in combination with 0.4 mg/mL albumin. Therefore, THP-1 cells either
were treated with albumin 24h before (pre-treatment) or at the same time (peri-treatment)
with microbial stimulation. Our data demonstrated, consistent with our previous results,
that bacterial products increased LDH release in THP-1 cells compared to the control group
(# p < 0.05, Figure 2D). Furthermore, both the pre-treatment and peri-treatment of albumin
significantly decreased LDH release in four bacterial product groups compared to no-
albumin (blank) treatment (* p < 0.05, Figure 2D). These results demonstrated that albumin
protected THP-1 cells from bacteria-associated damage, irrespective of the pre-treatment or
peri-treatment conditions with albumin.
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Figure 2. Effects of albumin on the injury induced by bacteria in THP-1. (A) The cell damage caused by bacteria products
at various concentrations. (B) Measurement of the cell damage caused by bacterial components (8 μg/mL) isolated from
indicated bacteria strain from patients with CLDs. (C) Toxic measurement of different doses of albumin in THP-1. (D) Effects
of albumin treatment (0.4 mg/mL) on THP-1 stimulated with bacterial isolates (8 μg/mL). All LDH data are normalized to
a positive control (5% Triton-X-100). The 5% Triton-X-100 was set as a positive control in all LDH measurement assays. Data
expressed as means ± SD, * p < 0.05 vs. blank treatment in their own group, # p < 0.05 vs. blank treatment in the control
group, n = 6 in each group from three independent experiments.

3.3. Albumin Safeguards KCs, Rather Than HSCs and SECs from Bacteria-Induced Cell Damage

To investigate whether albumin has identical effects on primary hepatic non-parenchymal
cells as it was shown above for the THP-1 cell line, KCs, HSCs and SECs isolated from
human liver specimens were examined. Like the THP-1 cells, primary KCs, HSCs and
SECs were treated with albumin and stimulated by bacterial products. LDH was measured
to assess cell damage. Albumin treatment of KCs remarkably reduced LDH release caused
by bacterial isolates in both pre-and peri-treatment conditions. Interestingly, for HSCs, the
bacterial products notably increased LDH levels (# p < 0.05); however, no significant changes
in LDH levels were found after albumin treatment (Figure 3B). In addition, bacterial product
stimulation and albumin treatment did not induce any notable changes in LDH levels in
SECs (Figure 3C). From these findings, we conclude that albumin has a protective role on
KCs preventing KC damage during a bacterial invasion in CLD patients.
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Figure 3. Different effects of albumin on different hepatic non-parenchymal cells. (A) Effects of albumin (0.4 mg/mL) on
the cell damage induced by bacterial products (8 μg/mL) for KCs. No significant effects of albumin on HSCs (B) and SECs
(C) were found in both pre-treatment and peri-treatment. Data expressed as means ± SD, * p < 0.05 vs. blank treatment in
their own group, # p < 0.05 vs. blank treatment in the control group, n = 6 in each group from three independent experiments
with a total of three different human livers.

3.4. ERK and NF-kB Pathways Were Involved in the Protective Effects of Albumin

ERK and NF-kB pathways are the most important pathways participating in the
TLR/MyD88/IRAK4 axis that is activated by Gram-positive and Gram-negative bacteria
in livers [29–31]. To determine the activation of the ERK and NF-kB pathway in KCs, we
performed immunofluorescence staining of phosphor-ERK (p-ERK) and phosphor-NF-kB
(p-NF-kB) under control, E. coli and E. coli plus albumin treatment. The results showed that
albumin intensifies the staining density of p-ERK and p-NF-kB compared to the control
group and E. coli group in KCs (Figure 4). These findings provided preliminary evidence
of the involvement of ERK and the NF-kB pathway in the process of albumin protection on
liver macrophages.
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Figure 4. The potential mechanism of the protective effects of albumin in KCs. Immunofluorescence labeling of p-ERK
and p-NF-kB protein (green) of KCs treated with albumin and E. coli. The nuclei were stained with 4′-6-diamidino-2-
phenylindole (blue). Scale bars, 100μm. The relative fluorescence intensity compared with DAPI intensity in the staining
experiments was measured. Data expressed as means ± SD, * p < 0.05 vs. blank group, # p < 0.05 vs. E. coli group, n = 6 in
each group from three independent experiments with a total of three different human livers.

4. Discussion

In the present study, we described for the first time the beneficial effects of albumin
reducing the damage of KCs caused by bacteria infections. Albumin is applied regularly to
improve osmotic pressure for patients with cirrhosis, but there is only little information
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on further functions of albumin. This study highlighted the relationship of albumin and
inflammation after bacteria invasion in patients with CLDs, the immune-related role of
albumin in patients with CLDs, and its underlying mechanism. Novel findings in this
study were: (1) In patients with CLDs, albumin levels were found to be inversely correlated
to CRP levels, a marker for infection. (2) Albumin protects KCs against bacterial-induced
cell injury, but no effects were observed in HSCs. (3) The ERK and NF-kB pathway may be
involved in the protective effects of albumin treatment in KCs.

In patients with CLDs, the clinical benefits of albumin therapy have been debated
for years. Several reports have failed to show any favorable effect on the administration
of albumin in CLDs except for delaying the onset of renal failure [32,33]. Nevertheless,
the wide range of potential benefits of albumin administration, such as anti-inflammatory
activity, antioxidant function, immunomodulation and the transportation of many endoge-
nous and exogenous substances, still need to be further investigated [34]. Recently, there
were some important clinical trials conducted to supply more convincing evidence of the
benefits of albumin administration in patients with CLDs. The data indicated that long-
term albumin supplementation to patients with cirrhosis and ascites improved survival,
lowered hospitalizations and prevented complications [8,9,35]. In our present study, we
found that patients with lower albumin levels had more severe inflammation (Figure 1),
suggesting that albumin eased the inflammation in patients with CLDs and participated in
decreasing the immune responses due to the bacterial invasion. Albumin has the ability to
bind and inactivate many inflammatory mediators, such as pathogen-associated molecular
patterns, reactive oxygen species, bioactive lipid metabolites and nitric oxide, which could
be the underlying reason for improving the inflammation for patients with CLDs with
normal albumin.

The immunomodulatory function of albumin has been increasingly studied recently.
Decreased serum albumin in patients with cirrhosis binds fewer prostaglandin E2 (PGE2)
resulting in increased bioavailability of PGE2, which dampens the macrophage response
to LPS [18], indicating that albumin may promote immune functions in some ways. KCs
are one of the most important immune cells participating in the immune reaction. To
explore the relative mechanism of albumin on reducing the inflammation presented in
Figure 1, we treated KCs with albumin in our study. Another study showed no positive
changes under the administration of albumin on patients with cirrhosis [36], even though
there were three clinical trials to prove the benefit of albumin on patients with CLDs
referred above. Interestingly, a loading dose of albumin administration in the other three
studies has been considered to be the reason behind this difference [12], which means
that the concentration of albumin administration is critical to show its advantages. In
addition, it has previously been observed that 0.4 mg/mL albumin could improve PGE2-
mediated immunosuppression [18]. Taken together, 0.4 mg/mL albumin was used in our
cell experiments. KC isolation from the human liver is a tricky technique, and the number
of cells was limited. THP-1 is a human monocytic cell line obtained from a patient with
acute monocytic leukemia, and the cells differentiated with PMA are commonly utilized
as a model for human macrophage function and biology [36]. Therefore, we used them
rather than KCs to measure the damage from different strains and various concentrations of
bacterial products. Our results presented that 8 μg/mL and 16 μg/mL of bacterial product
stimulation had a significant injury on THP-1 cells (Figure 2A). Bacterial products of all
tested strains damaged THP-1 cells regardless of Gram-negative or Gram-positive bacteria
(Figure 2B), whereas albumin with increasing concentrations had no toxic effects on cells
(Figure 2C).

Next, we treated KCs and THP-1 with albumin to examine its protective effects on
primary macrophages. Our data showed that albumin treatment before and during the
stimulation with bacterial products protected KCs and THP-1 from injury by microbial
isolates (Figures 2D and 3A), which might be caused by the capability of albumin to bind
inflammatory factors as mentioned above. Another possible explanation for this is that
the albumin might strengthen the phagocytosis of KCs, and increase the albumin levels
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inside cells, and this might have a synergistic effect on the protection of KCs. Besides,
we confirmed our previous conclusion that microbial isolates did damage to KCs and
HSCs rather than SECs (Figure 3B,C) [28]. However, one unanticipated finding was that
albumin treatment had no notable protective effects on HSCs (Figure 3B). The receptor
of polymerized albumin was found on macrophages [37] and its role for endocytosis of
albumin has been described [38]. Similarly, stellate cells can actively take up albumin from
extracellular sources [39]. Nonetheless, the phagocytosis of macrophages is stronger than
stellate cells, which might be a possible mechanism behind this unexpected result.

Taken together, we initially had speculated that patients with CLDs with normal
albumin could inactive inflammatory factors and bacterial products. Furthermore, it
allows KCs to function normally and facilitate an immune response to foreign bacteria.
We hypothesized that at the beginning of immune responses, CLD patients with normal
albumin might have more intense inflammation and higher CRP for a short time (acute
inflammation responses) due to the response of a healthy immune system, then finally
return to normal with the development of the effective immune responses maintained by
the protective effect of albumin on KCs, which can explain the relationship between our
CRP data in patients with CLDs in Figure 1 and the cell damage assay in Figures 2D and 3A.
Thus, we conjectured that the protective effect of albumin on KCs might confer some
benefits of diminishing the inflammation in patients with CLDs.

Our previous publication revealed that Zinc protects KCs from this damage caused
by bacterial isolates [28]. Considering similar protective effects of Zinc and albumin, we
hypothesized that a potential interacting mechanism of these effects might exist. Bacte-
ria or bacterial products stimulate TLRs which are the essential molecules involved in
bacteria-induced inflammation in macrophages. Activation of TLRs triggers ERK and
NF-κB signaling pathways, which are critical for a normal immune response [29,30]. A
previous study demonstrated that albumin treatment produces a dose-dependent increase
in pro-inflammatory gene expression (acute inflammation responses) in vitro through acti-
vation of ERK and NF-κB pathways [40–43]. Thus, we speculated that the protective effects
of albumin on liver macrophages are dependent on the ERK and NF-kB pathways. An
amplifying effect of albumin on the activation of the ERK and NF-kB pathways caused
by bacteria products was observed compared to the E. coli stimulation (Figure 4). To-
gether, our findings provided possible mechanisms for the effect of albumin and aided in
understanding the therapeutic benefits of albumin on patients with CLDs.

In conclusion, our results revealed that albumin might help patients with CLDs to
better overcome the effects caused by bacterial infection and defend KCs from the injury
caused by bacteria in patients with CLDs (Figure 5), implying immunomodulatory-related
benefits of albumin administration on patients with CLDs. Thus, we conjectured that
albumin supplementation might mitigate bacterial infection in patients with CLDs.

Bacteria raised higher CRP levels in patients with CLDs with low albumin than CLD
patients with high albumin. HSCs and SECs instead of SECs could be demolished by
bacteria. However, albumin could protect KCs rather than HSCs from the cell damage
caused by bacteria.
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Figure 5. A proposed role of albumin in patients with CLDs and different hepatic non-parenchymal cells.
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