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Preface to ”New Perspectives on Geothermal Energy

Exploration and Evaluation of Geothermal Potential”

Due to the increasing need for energy in emerging countries, as well as energy transition

requirements, geothermal resources’ characterization and use is generating more and more interest,

in both low/intermediate and high temperature fields. However, their characterization and use

can be challenging. Deep geothermal resources can be hosted in highly heterogeneous volcanic

complexes, sedimentary basins, or old basement rocks. Reservoir permeability can be enhanced

through different engineering techniques (hydraulic, chemical, and thermal stimulation), although

their application may raise problems of social acceptability. Development of interdisciplinary

methodologies to characterize geothermal systems from a volcanological, geophysical, geochemical,

and geo(hydro)thermal point of view is fundamental. Moreover, improvement of assessment

methods is a key aspect to unlock the use of geothermal resources, including high temperature

borehole thermal energy storage (HT-BTES) and direct use of thermal waters for building heating

systems.

This book came up as the result of a Special Issue in the Energies Journal with 8 papers published

during 2021. Its idea arose in the context of the IGCP636 project “Geothermal resources for energy

transition”, approved in 2020 by the International Geoscience Programme of the UNESCO. The

main objectives of IGP636 are promoting the use of geothermal resources as a clean, baseload, and

renewable energy by: (1) increasing knowledge about deep geothermal reservoirs, (2) conducting

outreach activities with focus groups and community, and (3) promoting the installation of

low-enthalpy geothermal systems. This book includes topics related with these three items, although

only five papers are co-authored by researchers that are members of the IGCP636 group, since the

Special Issue was open to contributions from any author.

Renato Somma and Daniela Blessent

Editors
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Abstract: The Canadian off-grid communities heavily rely on fossil fuels. This unsustainable
energetic framework needs to change, and deep geothermal energy can play an important role.
However, limited data availability is one of the challenges to face when evaluating such resources in
remote areas. Thus, a first-order assessment of the geothermal energy source is, therefore, needed to
trigger interest for further development in northern communities. This is the scope of the present
work. Shallow subsurface data and outcrop samples treated as subsurface analogs were used to infer
the deep geothermal potential beneath the community of Kuujjuaq (Nunavik, Canada). 2D heat
conduction models with time-varying upper boundary condition reproducing climate events were
used to simulate the subsurface temperature distribution. The available thermal energy was inferred
with the volume method. Monte Carlo-based sensitivity analyses were carried out to determine the
main geological and technical uncertainties on the deep geothermal potential and risk analysis to
forecast future energy production. The results obtained, although speculative, suggest that the old
Canadian Shield beneath Kuujjuaq host potential to fulfill the community’s annual average heating
demand of 37 GWh. Hence, deep geothermal energy can be a promising solution to support the
energy transition of remote northern communities.

Keywords: geothermal energy; geothermal gradient; paleoclimate; numerical model; Monte Carlo
method; heat-in-place; theoretical potential; technical potential; petrothermal system; Nunavik

1. Introduction

The access to electricity is still a global challenge nowadays. In 2016, there were about 1
billion people off-grid worldwide [1]. In Canada, 239 communities rely solely on fossil fuels for
electricity, space heating, and domestic hot water [2,3]. In most of these communities, the fuel is
shipped only once a year with long-term storage period in sometimes old facilities having a risk
of spill [3]. Moreover, the electricity cost is volatile and more than 50% higher than in southern
Canada [3,4]. Therefore, the volatility and high cost of the diesel price, the will for higher energy
security, and the severe environmental consequences brought interest to develop local, sustainable,
and carbon-free energy resources, not only in the Canadian remote communities but also in other
off-grid areas worldwide (e.g., [1,5–19]). Geothermal energy can be one of such renewable options
to replace diesel consumption and provide electricity and heating/cooling for both Arctic/subarctic
(e.g., [20–24]) and non-Arctic (e.g., [25–28]) remote and off-grid regions. Compared with other sources
of renewable energy, geothermal has a high capacity factor and is available indefinitely regardless
of weather conditions [29]. Ground-coupled heat pumps are believed to be an interesting heating
alternative for the residential dwellings [30,31] and to support greenhouses food production [32] in
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such arctic and subarctic climate. Borehole thermal energy storage has also been studied and can be a
promising technology to help improve energy and food security in the arctic/subarctic environment [33].
Furthermore, geothermal systems of all kinds can be integrated with other renewable sources and
technologies, enhancing their individual efficiency in cold climates [34]. Technological advances
in the geothermal energy sector now allow to envision the exploitation of deep geothermal energy
source in geological environments other than hydrothermal systems. For example, the engineered
geothermal systems (EGS) concept (e.g., [35]), together with binary cycle geothermal power plants
(GPP), can generate electricity from low-temperature resources (e.g., [36]).

Unfortunately, an important data gap exists in northern territories to accurately assess the local
and deep geothermal energy source potential (cf. [2,37,38]). For this reason, efforts have been made
to adapt methodologies and draw guidelines using outcrops as subsurface analogs to provide initial
data for preliminary geothermal energy source assessment associated with petrothermal systems.
Thus, an evaluation of the geothermal energy source and potential heat and power output is presented
in this work to forecast future energy production. It is convenient to highlight that the term geothermal
energy source was utilized in this work to follow the United Nations Framework Classification on
fossil energy and mineral reserves and resources 2009 to geothermal energy resources [39].

Guidelines to carry out geothermal energy source and potential power output assessment
associated with petrothermal systems have been proposed in the literature (e.g., [35,40,41]) and were
adopted in this work to account for heat production and cogeneration. These previous studies differ in
terminology and somewhat calculation methods. Tester et al. [35] followed the resources terminology of
Muffler and Cataldi [42], while Beardsmore et al. [40] and Limberger et al. [41] followed the geothermal
potential classification of Rybach [43]. Moreover, Limberger et al. [41] extended Beardsmore et al. [40]
protocol and evaluated the levelized cost of energy and the economic potential. Regardless of the
protocol followed, the basic element of the geothermal energy source and potential heat and power
output assessment is the estimation of the available thermal energy, or “heat-in-place”. The volume
method introduced by USGS (United States Geological Survey) researchers (e.g., [42,44,45]) is the
most widely used evaluation technique to infer the available thermal energy (e.g., [35,37,40,41,46–51]).
This method is based on the evaluation of the heat stored in a certain volume of rock at specified
depths in relation to the mean annual surface temperature [42]. However, many authors argued
that, for a more realistic assessment, the reference temperature should be equivalent to the reservoir
abandonment temperature. This is dependent on the intended application (space heating and/or
electricity generation) and on the type of GPP to be installed (e.g., [40,49,52]). The second key element
is the recoverable fraction. This concept was introduced since only a fraction of the available thermal
energy can be harvested. This is mostly due to technical and economic constraints, such as drilling
depth and cost, the active stimulated volume, the allowed reservoir thermal drawdown, and the
surface land area available [35,40,47]. Finally, the conversion of thermal energy to power output takes
into account the project lifetime, the availability of the GPP throughout the year, and the cycle thermal
efficiency [35,40,49].

An evaluation of the subsurface temperature distribution is imperative to calculate the available
thermal energy accordingly with the volume method. Thus, 2D transient heat conduction models
were solved numerically with finite element method (FEM). Several climate episodes have occurred
throughout Earth’s history (e.g., [53]) that propagates downwards by thermal diffusion influencing
the subsurface temperature (e.g., [54,55]) and these shall not be ignored. Additionally, the effect of
temperature and pressure on thermal conductivity was considered and implemented in the numerical
models used to simulate the subsurface temperature. The variability of the rock thermal conductivity
has been shown to influence these predictions (e.g., [56–58]).

Then, the assessment of the available thermal energy was constrained by the envisioned
applications: heat production and electricity generation. The minimum temperature for space
heating is about 30–50 ◦C [49,59] and for electricity generation using a binary cycle GPP designed for an
Arctic climate is about 120–140 ◦C [60]. Thus, these were used as reservoir abandonment temperatures.
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Nevertheless, Organic Rankine Cycle with an optimized working fluid may generate electricity from
geothermal energy source lower than 120 ◦C (e.g., [61–64]). The thermal energy was assessed every
1 km in depth for a total depth of 10 km, for the land surface area occupied by the community of
Kuujjuaq (ca. 4 km2). Finally, a range of theoretical recovery factors was investigated. The planar
fracture method developed by Bodvarsson [65] and Bodvarsson and Tsang [66], later modified by
Williams [67], has been widely used to predict theoretical recovery factors values for fracture-dominated
systems (8 to 20%; [68]). Sanyal and Butler [69], however, simulated recovery factors of about 40% for
a stimulated rock volume higher than 0.1 km3. In this work, a conservative range between 2% and 20%
was preferred following the recommendations of Tester et al. [35,47] and Beardsmore et al. [40].

Afterward, thermal energy was converted to heat and power output. For the latter, a cycle
net thermal efficiency correlation equation has been proposed by Tester et al. [35] and was used in
this study. This equation estimates quantitatively the percentage of heat that can be converted
to electricity by binary GPP, thus allowing for a first-order evaluation of the potential power
output. The project lifetime is constrained by several economic and technical factors, such as
the minimum economic limit, design life, reservoir sustainable management, maintenance, contract,
and entitlement periods [39,49]. Often, a 30-year life cycle is assumed for the evaluation of the
geothermal potential [35,40]. However, technical aspects may dictate a longer or shorter lifetime, and
this needs to be considered to evaluate the potential heat and power output and plan future energy
production. Therefore, project lifetimes of 20 to 50 years were examined in this study. The GPP factor
usually varies between 90% and 97% [49] and this range was considered in this study.

Lastly, global sensitivity analysis with Monte Carlo simulations was undertaken in this study for
uncertainty and risk evaluation [68,70]. The global sampling and probabilistic approach were
preferred to account for the current geological and technical uncertainties considered in this
study. Detailed explanations of the Monte Carlo method and global sensitivity analysis can be
found in, for example, Rubinstein and Kroese [71], Graham and Talay [72], Thomopoulos [73],
and Scheidt et al. [74]. Broadly, global sensitivity analysis based on Monte Carlo simulates the possible
scenarios by random sampling the input variables jointly, within the defined span of the probability
distribution functions. The use of these methods enabled to infer the most influential uncertainties
and assess the probability of the deep geothermal energy source to meet the community’s heat and
power demand.

The influence of the statistical distribution of the bedrock thermophysical properties cannot
be neglected [75] when doing such geothermal energy source assessment and this uncertainty was
considered throughout this study. Moreover, the effect of water saturation on the thermophysical
properties was considered as well. Although the water saturation cannot be readily observed at depth,
its effect may lead to significant miscalculations and shall not be ignored (e.g., [76]).

Thus, this study is the first of its kind undertaken in the Canadian Shield and represents an
initial step to assess if deep geothermal energy source can be a viable alternative for remote northern
communities settled in that physiographic region. Nevertheless, the approach followed in this study
can be extended to other remote areas facing the same off-grid challenges (e.g., Svalbard, Faeroe Islands,
Greenland, and other Arctic and non-Arctic communities). The thermal energy and potential output
for heat production and electricity and cogeneration were examined and the main current geological
(both epistemic and aleatory variability) and technical uncertainties were determined by the sensitivity
analysis carried out. The statistical distribution of the thermophysical properties due to their intrinsic
heterogeneous character is an aleatory variability type. The subsurface temperature, the conditions of
the thermophysical properties (dry and water saturation), and the climate signal during a glacial period
are epistemic uncertainties that can be decreased with further geothermal exploration development.
Reservoir abandonment temperature, recovery factor, project lifetime, and GPP factor are technical
uncertainties that can be optimized to maximize the energy production. The outcomes of this first-order
assessment are useful to plan further geothermal developments and forecast future energy production,
hence, helping remote northern communities to move toward a more sustainable energetic framework.

3



Energies 2020, 13, 4221

2. Geographic and Geological Setting

Nunavik is home to 14 communities that are independent of the southern provincial electrical grid
and rely exclusively on diesel for electricity, space heating, and domestic hot water, like the majority of
communities in northern Canada [2,3]. In this region, the price of fuel oil per liter amounted to $2.03 in
2018, which was subsidized to $1.63 by the local government [4]. Therefore, geothermal energy sources
may be a solution for this unfavorable energetic framework. However, in Nunavik, a territory of about
507,000 km2, only three deep boreholes exist to evaluate heat flux. Those are Raglan mine, Asbestos
Hill mine, and camp Coulon, which are located away from the Inuit communities (Figure 1; [38] and
references therein). This highlights the need of adapting geothermal exploration methodologies to use
outcrops treated as subsurface analogs to obtain a first estimate of the geothermal potential.

 

Figure 1. Geographical location of Kuujjuaq and the remaining Nunavik communities (Canada) along
the shore of a vast territory with few heat flow assessments: camp Coulon, Raglan, and Asbestos Hill
mining sites [38] and references therein (adapted from Miranda et al. [75]).

Nunavik is a vast territory, with the communities dispersed along the shore (Figure 1), and for that
reason, a community-focused assessment was preferred to foster local deep geothermal development.
Thus, avoiding to (1) extrapolate sparse data over such a large region and (2) blind the local
potential by regional anomalies far away from the communities and useless for their energy transition.
Kuujjuaq (Figure 1) is used as a case study and an example for the remaining communities. This village
is the administrative capital of Nunavik and the largest within that territory, enclosing about 2750
inhabitants and 518 private dwellings [77] in a surface land area of approximately 4 km2 [78]. In 2000,
the annual electricity demand in Kuujjuaq was about 12,000 MWh [79], increasing to 15,100 MWh
in 2011 [80]. The daily electricity consumption amounts typically to 15 to 22 kWh per dwelling,
depending on the season, and is used exclusively for lighting and electrical household appliances [81].
Gunawan et al. [31] simulated the heating load of a typical 5-occupants residential dwelling in Kuujjuaq.
Their results reveal an annual heating energy demand of about 71 MWh per residence. These values
provide a gross, first-order perspective of Kuujjuaq heat and power demand.
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The main lithologic units outcropping near Kuujjuaq are paragneiss and diorite that were sampled
in the framework of this study (Figure 2). These rocks belong to the Canadian Shield and are Neoarchean
to Paleoproterozoic in age [82]. A detailed description of these units and the samples collected can be
found in Miranda et al. [75] and references therein. The two main structures present in the study area
are Lac Pingiajjulik and Lac Gabriel faults (Figure 2). Both are described as regional thrust faults with
dextral movement [82].

 

Figure 2. Geological map of the study area (adapted from SIGÉOM [82] and Miranda et al. [75]).
LP—Lac Pingiajjulik fault, LG—Lac Gabriel fault. The grey polygon represents the surface land area
occupied by Kuujjuaq’s community [78].

3. Materials and Methods

3.1. Thermophysical Properties

A total of 13 rock samples were collected in the study area (Figure 2) and prepared for the laboratory
analyses. Core plugs with 20-mm-radius and 20 to 30-mm-thickness were drilled from the hand
samples. Then, the core plugs were analyzed for thermal conductivity and volumetric heat capacity at
dry conditions with a guarded heat flow meter. In a second time, the plugs were placed in a vacuum
chamber and immersed in water for 24 h to reach the water saturation state. Thermal conductivity and
volumetric heat capacity were re-evaluated considering water-saturation. Porosity was additionally
evaluated as a function of pressure to indirectly infer the effect of pressure on thermal conductivity.
The concentration in uranium (U), thorium (Th), and potassium (K) was determined by gamma-ray
spectrometry and inductively coupled plasma—mass spectrometry (ICP-MS).

Thermal conductivity and volumetric heat capacity were evaluated at both dry and water-saturated
conditions in the laboratory using a FOX50 device from TA Instruments that has an accuracy of 3%.
The device consists of two plates, two heat flow meters, and two insulating casings to prevent heat
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losses. The method follows the ASTM (American Society for Testing and Materials) standard C1784-13
(2013). The sample is placed between the plates and the temperature is allowed to reach equilibrium.
A temperature difference of 10 ◦C is imposed on each plate for thermal conductivity assessment.
The temperature of the plates is changed instantaneously for volumetric heat capacity evaluation and
the time to reach equilibrium is needed to evaluate this property based on the energy conservation
equation [83]. For both properties, successive data acquisition cycles grouped in blocks are run until
all the necessary equilibrium criteria are reached and the sample is considered in thermal equilibrium
(see Miranda et al. [75] for further details). Thermal conductivity was additionally evaluated within
the temperature range of 20–160 ◦C to define an experimental relationship that describes the effect of
temperature on thermal conductivity (e.g., [84]):

1
λ(T)

=
1
λ20

+ b(T − 20)⇔ λ(T) = 1

(λ20)
−1 + b(T − 20)

(1)

where λ (W m−1 K−1) is thermal conductivity, T (◦C) is temperature, and b is an experimental coefficient
that controls temperature dependence of the thermal conductivity. The subscript 20 stands for room
temperature. The effect of pressure on thermal conductivity was assessed indirectly from the pressure
dependence on porosity. The combined gas permeameter-porosimeter AP-608 was used to evaluate
porosity at different confining pressures from 2.8 to 69 MPa. The evaluation of porosity follows Boyle’s
law, which states that the pressure exerted by a given mass of an ideal gas is inversely proportional to
the volume it occupies (e.g., [85] and references therein).

The results from this analysis were used to indirectly infer the effect of pressure on thermal
conductivity, which is described by the following function:

λ(P) = d ln(P) + λ20 (2)

where P (Pa) is pressure and d is an experimental coefficient that controls the pressure dependence of
thermal conductivity. The following relationship was then obtained when combining Equation (2) with
Equation (1) to describe the effect of both temperature and confining pressure on thermal conductivity:

λ(T) =
1

(d ln(P) + λ20)
−1 + b(T − 20)

(3)

The concentration in U, Th, and K was evaluated by both gamma-ray spectrometry and ICP-MS
to avoid biased results (cf. [75]). The Ortec gamma-ray spectrometer detector used for this purpose
is NaI(Tl) with 7.62 × 7.62 cm, surrounded by a 5-cm-thick lead shield. The concentrations of
the radioisotopes were measured using the three-window method taking into account the emitted
gamma radiation. The system is calibrated with standard solutions certified by the International
Atomic Energy Agency (IAEA). The ICP-MS method, where the chemical elements passed through
decomposition into their atomic constituents, was also used. The positively charged ions are extracted
and separated, being finally measured by an ion detector. A quality control protocol was followed and
certified reference materials used to guarantee the reliability of the analyses (see Miranda et al. [75]
for further details).

Radiogenic heat production was then calculated by applying Rybach’s empirical function [86]:

A = 10−5ρ(9.51CU + 2.56CTh + 3.50CK) (4)

where A (W m−3) is the radiogenic heat production, ρ (kg m−3) is the density, and C (mg kg−1; %)
is the concentration of each radioisotope. The subscripts U, Th, and K stand for uranium, thorium,
and potassium, respectively.
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3.2. 2D Subsurface Temperature Distribution

The temperature-at-depth was solved numerically by FEM in COMSOL Multiphysics® with the
2D transient heat conduction equation:

∂
∂x

(
λ
∂T
∂x

)
+
∂
∂z

(
λ
∂T
∂z

)
+ A = ρc

∂T
∂t

(5)

where x (m) and z (m) are spatial variables, ρc (J m−3 K−1) is the volumetric heat capacity, and t (s) is
time. The geometry of the model is rectangular with width of 32 km and depth of 10 km (Figure 3) and
takes into account the regional geological cross-section of Simard et al. [87].

 

Figure 3. Simplified geological cross-section and model’s geometry (based on Simard et al. [87]).
LP—Lac Pingiajjulik fault, LG—Lac Gabriel fault; T0(t)—time-varying upper boundary condition,
Q10—basal heat flux.

The initial temperature condition to run the transient simulations was calculated using the 1D
analytical solution of Equation (5) in steady-state:

T(z) = T0 +
Q
λ

z− A
2λ

z2 (6)

The lateral boundary conditions were assumed adiabatic. The lower boundary condition is the
basal heat flux. A numerical approach has been developed by Marquez et al. [88] and improved
by Miranda et al. [89] to simulate climate events and find the basal heat flux that best matches a
measured temperature log. The results of the latter were used in this work. The temperature profile
was measured in an 80-m-deep groundwater monitoring well drilled prior to any of these studies.
Considering the thermophysical properties at dry conditions, Miranda et al. [89] estimated the basal
heat flux to range between 31.8 to 52.3 mW m−2, with an average value of 41.6 mW m−2. In turn,
the thermophysical properties evaluated at water saturation conditions led to an increase of the heat
flux: 34.1 to 69.4 mW m−2, with an average value of 49.7 mW m−2 [89]. The heat flux estimates of
Miranda et al. [89] were used as the lower boundary condition in the present work.

A time-varying upper boundary condition was imposed to represent the ground surface
temperature history (GSTH). COMSOL Multiphysics® piecewise function was used to implement the
climate events (Table 1). The fourfold stratigraphic framework proposed by Flint [90] and Emiliani [91]
to characterize the late Pleistocene (300–11.6 ka before present (B.P.)) climate events were considered in
this study. The temperature at the base of the Laurentide Ice Sheet is still debatable. GSTH inversion
from deep temperature profiles in Canada points toward an average temperature of −5 ◦C during the
last glacial maximum, though lower temperatures were simulated in eastern Canada than in central
Canada [92–96]. During the last glacial maximum, the Laurentide Ice Sheet reached a maximum
thickness higher than 3 km [97], highlighting that under such thick ice the temperature was close to the
freezing point (−1 to −2 ◦C; [54,98]). A sensitivity study was undertaken to deal with the uncertainty
of the Laurentide Ice Sheet basal temperature and its influence on the subsurface temperature (Table 1).
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Table 1. Time and temperature steps of the major Pleistocene and Holocene climate events considered
for ground surface temperature history (GSTH) in this work.

Event
Time Step
(Years B.P.)

Temperature Step (◦C)

Cold Scenario Warm Scenario

Nebraskan (MIS 14 *) 300,000–265,000 −10 −1
Aftonian (MIS 13–11 *) 265,000–200,000 0 0

Kansan (MIS 10 *) 200,000–175,000 −10 −1
Yarmouth (MIS 9–7 *) 175,000–125,000 0 0

Illinoian (MIS 6 *) 125,000–100,000 −10 −1
Sangamonian (MIS 5 *) 100,000–75,000 0 0

Wisconsinan (MIS 4–2 *) 75,000–11,600 −10 −1
Holocene (MIS 1) 11,600–present

Holocene thermal maximum 7000–5800 +2
Roman and Medieval warm periods 3200–1000 +1

Little Ice Age 500–270 −1
Pre-industrial and Industrial Revolution 270–80 +1.4

Present-day global warming 30–present +2

* Based on Emiliani [91], MIS—Marine Isotope Stage, B.P.—before present.

The interglacial Holocene thermal maximum occurred ca. 7 – 5.8 ka B.P. ([99–101] and references
therein) and is referred to have been 1–2 ◦C warmer than the present-day temperature [99,100,102,103].
The temperature during the interstadial Roman and Medieval warm periods (ca. 3.2–1 ka B.P.; [101]
and references therein) were estimated to have been 1–1.5 ◦C warmer than at present [102]. During the
stadial Little Ice Age (ca. 500–270 years B.P.; [101] and references therein), the temperature is estimated
to have been 1 ◦C lower than today [102]. Majorowicz et al. [104] and Chouinard et al. [105] identified
warming of about 1.4–2 ◦C during the pre-industrial and Industrial Revolution (ca. 270–80 years B.P.).
This episode was followed by a short cooling episode (80–30 years B.P.), where temperature decreased
around 0.4 ◦C [105]. Nowadays, meteorological data [106] can be converted empirically to undisturbed
ground temperature with [107]:

Tg = 17.898 + 0.951Tamb (7)

where the subscripts g and amb are used for ground and ambient (air), respectively. This was done
with Kuujjuaq historic weather data and revealed a sharp increase in the temperature of about 2 ◦C for
the last 30 years.

The thermal properties of the geological materials were assumed at both dry and water-saturated
state and the effect of temperature and pressure on thermal conductivity (Equation (3)) was implemented
in the model. The statistical distribution of the thermophysical properties was also taken into account.
The transient simulations were carried out for 300 ka with yearly time step to ensure a smooth solution
for the effect of the more recent and short episodes of surface temperature changes. The backward
differentiation formula was chosen for the time step method (e.g., [108]). The steps taken by the solver
were set as free after a step-independency study have been undertaken.

3.3. Geothermal Energy Source and Potential Heat and Power Output

3.3.1. Volume Method

The available thermal energy content was assessed within the limits of Kuujjuaq land surface area
covering 4 km2 (Figure 2) down to 10 km. Volumetric heat capacity at both dry and water-saturated
state was used in the calculations and its statistical distribution was considered as well. The available
thermal energy was inferred with (e.g., [42]):

H = Vρc(Tres − Tref)R (8)

where H (J) is the thermal energy, V (m3) is the volume, and R (%) is the recovery factor. The subscripts
res and ref stand for reservoir and reference temperature, respectively. The former was obtained through
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the 2D temperature simulations previously described and for the latter, the following hypotheses
were assumed:

1. The reservoir abandonment temperature for space heating is about 30–50 ◦C [49,59]
2. The minimum temperature to generate electricity by a binary GPP considering an Arctic design is

around 120–140 ◦C [60]

The recovery factor is not yet well constrained at this early stage of the geothermal exploration
and, therefore, a theoretical range of 2–20% was used [35,40,47]. The conversion of the thermal energy
to potential heat and power output (PO; Wth, e) was calculated with [35,40,49]:

PO =
Hηth

FGPPt
(9)

where η (%) is the cycle efficiency and FGPP (%) is the GPP factor related with its availability throughout
the year. The subscript th stands for thermal. The cycle net thermal efficiency was calculated as
indicated by Tester et al. [35]:

ηth = 0.0935Tres − 2.3266 (10)

The cycle thermal efficiency was only used to estimate the theoretical potential for electricity
generation. The heat production evaluation did not consider this parameter since the heat energy is
used directly (e.g., [109]). A range between 20 to 50 years of project lifetime was assumed. The GPP
factor was varied between 90% and 97% [49]. It is important to highlight that no temperature loss was
considered in this study [40].

3.3.2. Global Sensitivity Analysis with Monte Carlo Method

A global sensitivity analysis was undertaken to assess the joint effect of each parameter
(and respective uncertainty; Table 2) on the potential heat and power output based on Monte Carlo
method [74]. The simulations were carried out with @Risk [110] using Latin Hypercube sampling [111]
and the pseudorandom number generator Marsenne Twister [112]. The Latin Hypercube sampling
was chosen since it is referred to be more reliable and efficient than Monte Carlo sampling [113].
A total of 10,000 iterations (i.e., possible scenarios) were run per simulation to assure output stability.
Moreover, the initial random number seed was fixed to 1 in all the simulations carried out. A total of
3 simulations without changing any of the inputs were run to confirm the solidity of the randomness
of the sampling [113]. This approach was followed after carrying out an analysis of the stochasticity
component of the response [74]. Five simulations were run and the difference in the output was less
than 10%, indicating that the spatial uncertainty of the input parameters will have a minor impact on the
deep geothermal energy source and potential heat and power output, and therefore can be neglected.

The existent GSTH and conditions of the thermophysical properties (dry or water-saturated)
are unknown at this early stage of the geothermal development. Therefore, three hypotheses for the
reservoir temperature were analyzed separately:

1. Thermophysical properties at dry conditions and warm GSTH
2. Thermophysical properties at dry conditions and cold GSTH
3. Thermophysical properties at water saturation conditions and warm GSTH

The outcomes from the uncertainty analysis can be translated to risk, enabling to forecast
the probability of the deep geothermal energy source to meet the community’s heat and power
demand [114].
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Table 2. Monte Carlo method input parameters and their uncertainty.

Parameter Code Parameter Description Variable Type Distribution

Geological uncertainties

V Reservoir volume Single value
Tres Reservoir temperature Continuous Triang(min,median,max)
ρc Volumetric heat capacity Continuous Normal(μ,σ)

Technical uncertainties

Tref
Reservoir abandonment

temperature Continuous Uniform(min,max)

R Recovery factor Continuous Uniform(min,max)
ηth Cycle thermal efficiency f (T)

FGPP GPP factor Continuous Uniform(min,max)
t Project lifetime Continuous Triang(min,most,max)

Triang—Triangular probability distribution, min and max—minimum and maximum values, respectively,
μ—arithmetic mean, σ—population standard deviation, f —function, most—most likely value.

4. Results

4.1. Thermophysical Properties

At dry conditions and room temperature, the paragneiss samples are characterized by lower
thermal conductivity than the diorite samples. The former has an average value of 2.26 W m−1 K−1,
while the latter is characterized by an average thermal conductivity of 2.78 W m−1 K−1 (Table 3).
Per contra, the volumetric heat capacity is higher for the paragneiss samples than for the diorite (Table 3).
An average value of 2.32 MJ m−3 K−1 was inferred for the diorite while a value of 2.36 MJ m−3 K−1 was
evaluated for the paragneiss. At water saturation conditions, the same trend is observed. The paragneiss
samples have lower thermal conductivity but higher volumetric heat capacity than the diorite (Table 3).
Likewise, higher concentration of radiogenic elements (U, Th, K) was evaluated for the paragneiss
samples than for the diorite. This consequently influenced the inferred internal heat generation
(Table 3). An average value of 1.08 μW m−3 was inferred for the paragneiss while an average value of
0.53 μW m−3 was evaluated for the diorite. These are average values from the two methods used in
this work to evaluate the radiogenic element concentrations (gamma-ray spectrometry and ICP-MS).

Table 3. Results of the thermophysical properties analyses.

Paragneiss Diorite

Dry Wet Dry Wet

λ (W m−1 K−1)

μ 2.26 2.67 2.78 3.08
α 0.55 0.64 0.65 0.82
χ 2.10 2.84 2.60 2.82

[min–max] 1.62–3.15 1.95–3.95 2.12–3.98 2.08–4.54

ρc (MJ m−3 K−1)

μ 2.36 2.44 2.32 2.36
α 0.10 0.18 0.14 0.12
χ 2.37 2.34 2.31 2.33

[min–max] 2.20–2.47 2.27–2.71 2.16–2.53 2.22–2.59

A (μW m−3)

μ 1.08 0.53
α 0.59 0.41
χ 1.16 0.44

[min–max] 0.21–1.99 0.16–1.14

λ—thermal conductivity, ρc—volumetric heat capacity, A—radiogenic heat production, μ—arithmetic mean,
σ—population standard deviation, χ—median, min and max—minimum and maximum values, respectively.
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The thermal conductivity analysis of both paragneiss and diorite samples evaluated at dry
conditions within the temperature range of 20 to 160 ◦C reveal a decrease between 18% to 40% as a
function of temperature for the paragneiss samples (Table 4), while for the diorite samples the decrease
is 34% to 52% (Table 5). The effect of pressure on thermal conductivity indirectly inferred (Equation (2))
reveal an increase of 3% to 15% for the paragneiss samples (Table 4) and 2% to 5% for the diorite
samples (Table 5). The experimental coefficient b (Equation (1)) is found to range between 0.0003
and 0.002 for the paragneiss samples and between 0.0011 and 0.0051 for the diorite. The coefficient d
(Equation (2)) varies within 0.02 and 0.20 and between 0.02 and 0.09 for the paragneiss and diorite
samples, respectively.

Table 4. Thermal conductivity of the paragneiss samples as a function of temperature and pressure.

Paragneiss

λ(W m−1 K−1)

T (◦C) 20 40 60 80 100 120 140 160

μ 2.32 2.28 2.22 2.11 2.05 1.95 1.88 1.63
α 0.63 0.63 0.66 0.66 0.76 0.72 0.71 0.63
χ 2.20 2.12 2.00 1.84 1.70 1.59 1.49 1.32

[min–max] 1.69–3.21 1.67–3.20 1.66–3.22 1.58–3.13 1.49–3.30 1.40–3.13 1.33–3.05 1.10–2.63

λ(W m−1 K−1)

P (MPa) 2.8 4.8 6.2 10.3 20.7 34.5 48.3

μ 2.32 2.32 2.33 2.34 2.40 2.43 2.44
χ 2.15 2.16 2.17 2.19 2.22 2.25 2.26

[min–max] 1.64–3.32 1.64–3.43 1.65–3.53 1.66–3.67 1.67–3.79 1.70–3.86 1.68–3.92

λ—thermal conductivity, T—temperature, P—pressure, μ—arithmetic mean, σ—population standard deviation,
χ—median, min and max—minimum and maximum values, respectively.

Table 5. Thermal conductivity of the diorite samples as a function of temperature and pressure.

Paragneiss

λ(W m−1 K−1)

T (◦C) 20 40 60 80 100 120 140 160

μ 2.39 2.33 2.25 2.10 1.96 1.86 1.78 1.49
α 0.87 0.83 0.81 0.78 0.80 0.77 0.76 0.68
χ 2.58 2.57 2.53 2.36 2.24 2.12 2.02 1.70

[min–max] 1.41–3.73 1.39–3.60 1.30–3.42 1.18–3.16 1.01–2.91 0.94–2.75 0.87–2.67 0.68–2.33

λ(W m−1 K−1)

P (MPa) 2.8 4.8 6.2 10.3 20.7 34.5 48.3

μ 2.83 2.86 2.87 2.90 2.94 2.96 2.98
χ 2.65 2.67 2.68 2.71 2.75 2.76 2.78

[min–max] 2.13–4.10 2.14–4.11 2.15–4.12 2.16–4.16 2.17–4.23 2.17–4.29 2.18–4.33

λ—thermal conductivity, T—temperature, P—pressure, μ—arithmetic mean, σ—population standard deviation,
χ—median, min and max—minimum and maximum values, respectively.

4.2. 2D Subsurface Temperature Distribution

Sensitivity analyses were carried out to assess the influence of GSTH and conditions of the
thermophysical properties (dry and water-saturated state) on the subsurface temperature distribution.
The statistical distribution of the thermophysical properties was taken into account to run these
simulations. Moreover, the effect of pressure and temperature on thermal conductivity was implemented
in the models. A deterministic approach was followed, and the minimum subsurface temperature was
obtained by combining the maximum value evaluated for thermal conductivity with the maximum
value of volumetric heat capacity and radiogenic heat production. The maximum temperature was
obtained by using the inverse combination.
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4.2.1. Influence of Model Mesh

A mesh-dependency study was carried out to guarantee the reliability of the results. The free-triangular
mesh was gradually refined until a constant temperature at a given point (x, z) in the model was
obtained. This study started with an extremely coarse mesh (22 elements) until a constant temperature
at (17,999, −4999.5) was reached for an extremely fine mesh with 8544 elements. However, a mesh with
13,725 elements was used instead to guarantee the correct distribution of the elements throughout the
geometry (Table 6). The maximum and minimum element size was set as 250 and 0.5 m, respectively,
with a maximum element growth of 1.1 and resolution of 1 in narrow regions.

Table 6. Verification of the mesh independence.

Number of Elements T (17,999, −4999.5) (◦C) Relative Difference (%)

22 98.71 -
289 98.56 −0.15
758 98.52 −0.04

2223 98.53 0.01
8544 98.55 0.02
9750 98.55 0

13,725 98.55 0

4.2.2. Influence of GSTH

The following temperature simulations were run considering the samples at dry state.
The comparison between dry and water saturation conditions is discussed in the next section.
The different scenarios for the Laurentide Ice Sheet basal temperature (Table 1) reveal a minimal
influence on the subsurface temperature distribution at the base of the model. The difference between
the warm and the cold scenarios is up to 1% (Figure 4; Table 7). In the first kilometers, however, the
difference is about 80% for the minimum temperature simulated and 14% for the maximum (Figure 4,
Table 7). The climate scenarios reveal no influence on the median temperature simulated (Figure 4,
Table 7). The uncertainty of the subsurface temperature due to the heterogeneous character of the
lithological units is 78% (Figure 4, Table 7). This corresponds to the difference between the maximum
and minimum simulated temperatures.

Table 7. Subsurface temperature distribution as a function of the GSTH. The reader is referred to Table 1
for further information on the climate scenarios.

Depth (km)
Tmin (◦C) Tmedian (◦C) Tmax (◦C)

Cold Warm Cold Warm Cold Warm

0–1 1 5 13 13 19 22
1–2 10 15 38 38 62 65
2–3 20 24 63 63 105 107
3–4 30 33 88 88 148 150
4–5 39 42 113 113 191 193
5–6 49 52 137 137 234 235
6–7 59 61 162 162 277 278
7–8 68 70 187 187 320 321
8–9 78 79 212 212 363 363
9–10 88 89 237 237 406 406

T—temperature, min—minimum, max—maximum. Minimum, median, and maximum refer to the values evaluated
for the temperature considering varying thermophysical properties in each climate scenario.
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Figure 4. 2D subsurface temperature distribution: (a) minimum temperature considering the cold
scenario; (b) minimum temperature considering the warm scenario; (c) median temperature considering
the cold scenario; (d) median temperature considering the warm scenario; (e) maximum temperature
considering the cold scenario; (f) maximum temperature considering the warm scenario. The reader is
referred to Table 1 for further information on the climate scenarios. Minimum, median, and maximum
refer to the values evaluated for the temperature considering varying thermophysical properties in
each climate scenario.

4.2.3. Influence of Thermophysical Properties Conditions

The warm climate scenario was chosen to run the following temperature simulations since it
revealed the best match between measured and simulated temperature profiles when evaluating the
basal heat flux [74]. The water saturation of the thermophysical properties leads to a decrease of
the simulated temperature in the minimum and median scenarios (on average, 17–10%, respectively;
Figure 5, Table 8). Per contra, the maximum temperature scenario reveals an average increase of 10%
(Figure 5, Table 8). The difference between the maximum and minimum temperature is, on average,
78% for the simulations at dry conditions. This difference increases to 84% in the simulations
considering water saturation.

Table 8. Subsurface temperature distribution as a function of the thermophysical properties conditions.

Depth (km)
Tmin (◦C) Tmedian (◦C) Tmax (◦C)

Dry Wet Dry Wet Dry Wet

0–1 5 5 13 12 22 25
1–2 15 12 38 34 65 72
2–3 24 20 63 57 107 120
3–4 33 28 88 79 150 167
4–5 42 36 113 102 193 215
5–6 52 43 137 124 235 262
6–7 61 51 162 147 278 310
7–8 70 59 187 169 321 358
8–9 79 67 212 191 363 405
9–10 89 74 237 214 406 453

T—temperature, min—minimum, max—maximum. Dry and wet conditions refer to the state at which the
thermophysical properties were evaluated. Minimum, median, and maximum refer to the values evaluated for the
temperature considering varying thermophysical properties.
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Figure 5. 2D subsurface temperature distribution: (a) minimum temperature considering the
thermophysical properties at dry conditions; (b) minimum temperature considering the thermophysical
properties at water saturation conditions; (c) median temperature considering the thermophysical
properties at dry conditions; (d) median temperature considering the thermophysical properties at
water saturation conditions; (e) maximum temperature considering the thermophysical properties
at dry conditions; (f) maximum temperature considering the thermophysical properties at water
saturation conditions. Dry and wet conditions refer to the state at which the thermophysical properties
were evaluated. Minimum, median, and maximum refer to the values evaluated for the temperature
considering varying thermophysical properties.

4.3. Geothermal Energy Source and Potential Heat and Power Output

The geothermal energy source and potential output are examined in two different sections
considering the envisioned applications. Results obtained for heat production are first described,
followed by electricity generation. Two key questions are answered in both sections:

1. Which geological and technical uncertainties are the most influential input parameters?
2. Can the deep geothermal energy source meet the heat/power demand in Kuujjuaq?

4.3.1. Heat Production

The depth of 1 km was excluded from the following analyses since the 2D subsurface temperature
models revealed lower reservoir temperature than the defined reservoir abandonment temperature
(30–50 ◦C; Tables 7 and 8).

Sensitivity analyses were carried out to infer the consistency of the input-output relationship and to
compare the relative importance of the input parameters, and thus answering the first aforementioned
key question. The Spearman correlation coefficient was evaluated to obtain a qualitative measure
of the effect of the uncertain parameters in the potential heat output. A strong positive or negative
correlation (i.e., high correlation coefficient) indicates high influence of the input parameter in the
output. Per contra, a weak correlation (i.e., low correlation coefficient) suggests a minor influence.
The results reveal that volumetric heat capacity and GPP factor have a very weak correlation with the
potential heat output, regardless the depth, GSTH, and conditions of the thermophysical properties.
The obtained Spearman coefficients range between −5% and 1% for the GPP factor and −1% and 11%
for the volumetric heat capacity. The project lifetime and reservoir abandonment temperature are
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weakly to moderately correlated with the potential heat output. The former has correlation coefficients
ranging between −1% at 2 km depth and −27% at 10 km depth. The correlation coefficients of the latter
vary from −44% at 2 km depth to −4% at 10 km depth. The recovery factor and reservoir temperature
reveal a moderate to very strong correlation with the potential heat output. The reservoir temperature
has correlation coefficients varying between 82% and 48% as a function of depth, while for the recovery
factor the coefficients increase with depth from 42% to 80%.

Therefore, due to their low correlation coefficients, any change in the GPP factor and volumetric
heat capacity will have a minimal influence on the potential heat output (Figure 6). At 2 km depth,
the potential heat output is sensitive to the reservoir abandonment temperature, but this variable
loses importance as a function of depth (Figure 6). The significance of the project lifetime increases
with depth (Figure 6). Nonetheless, reservoir temperature and recovery factor are clearly the most
influential input parameters, regardless of the depth, GSTH, and conditions of the thermophysical
properties (Figure 6). The results indicate a switch of rank between reservoir temperature and recovery
factor (Figure 6) with the increase of the minimum reservoir temperature when reaching values above
the minimum reservoir abandonment temperature (30 ◦C).

Moreover, the results highlight that decreasing the reservoir abandonment temperature and the
project lifetime and increasing the recovery factor lead to an increase in the potential heat output.

The probabilistic approach together with the following assumptions helps to answer the second
key question: “Can the deep geothermal energy source meet the heating demand in Kuujjuaq?”:

• The average annual heating need is approximately 71 MWh per residential dwelling in
Kuujjuaq [31]

• The total number of dwellings is 518 [77]

Thus, this corresponds to an average annual heat consumption of about 37,000 MWh (or, 37 GWh).
This value was used as the threshold to assess the probability of the geothermal energy source to meet
the community’s estimated heating demand (Figure 7). It is convenient to highlight, however, that this
approach neglected peak loads as an auxiliary system is more likely to be used to supply heat during
peak conditions.

The probability of meeting the estimated heating demand is higher than 98% at a depth of 4
km and below, considering the current geological and technical uncertain parameters along with
their distribution span and regardless of the GSTH and conditions of the thermophysical properties
(Figure 7d–i). At 2 km depth, the probability of meeting the heating demand ranges from 24.8%, for the
cold GSTH, to 33.0%, for the water saturation scenario (Figure 7a). The geothermal energy source at 2
km depth will fulfill the community’s needs only if the reservoir temperature is above its 65th–70th
percentile and the reservoir abandonment temperature is decreased to values below its 15th–30th
percentile (Figure 8). Although the probability of meeting the heating demand at 3 km depth is 80.5%
to 83.7% (Figure 7b), the reservoir temperature is required to be higher than its 15th percentile and the
recovery factor cannot be lower than the minimum value defined (2%; Figure 8). At 4 km and below,
the heating needs are met if the uncertain parameters (mainly reservoir temperature and recovery
factor) are within the defined distribution spans (Figure 8).
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Figure 7. Annual geothermal heat output potential and probability of meeting the community’s annual
average heating demand: (a) 2 km depth; (b) 3 km depth; (c) 4 km depth; (d) 5 km depth; (e) 6 km depth;
(f) 7 km depth; (g) 8 km depth; (h) 9 km depth and (i) 10 km depth. Red line—community’s estimated
heating demand (see text for further details). The reader is referred to Table 1 for further information on
the climate scenarios. Dry and wet conditions refer to the state at which the thermophysical properties
were evaluated. The reader is referred to the online version of the manuscript for further information
on the colors.
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Figure 8. Annual geothermal heat output potential as a function of the uncertain parameters’ percentile.
Dashed line—community’s estimated heating demand (see text for further details). The reader is
referred to Table 1 for further information on the climate scenarios. Dry and wet conditions refer to
the state at which the thermophysical properties were evaluated. The reader is referred to the online
version of the manuscript for further information on the colors.

4.3.2. Electricity Generation

The following analysis was made at a depth of 5 km and below since the 2D subsurface temperature
models revealed lower reservoir temperature than the reservoir abandonment temperature defined for
electricity generation (120–140 ◦C; Tables 7 and 8). Moreover, although the maximum temperature
simulated at 4 km is higher than 120 ◦C (Tables 7 and 8), the potential power output predominantly
falls within the negative values leading to biased results.

Similarly to heat production, the Spearman correlation coefficient was also inferred in this section
to qualitatively evaluate the input-output relationship. Higher positive/negative correlation coefficient
implies more consistency in the relationship than lower coefficient. The relative importance of the
input parameters was likewise illustrated with tornado charts.

The results reveal that volumetric heat capacity and GPP factor have a very weak correlation,
with the potential power output, regardless the depth, GSTH, and conditions of the thermophysical
properties. The correlation coefficients vary within −2% and 2% for the GPP factor and −2% and 5%
for the volumetric heat capacity. Hence, the influence of these uncertainties is minimal (Figure 9).
The project lifetime has a weak negative correlation with the potential power output ranging between
8% and −16%. The significance of this parameter increases as a function of depth (Figure 9).
The reservoir abandonment temperature is negatively weakly correlated to the potential power output,
with coefficients varying between −20% and −5%, losing importance as a function of depth (Figure 9).
The recovery factor is moderately correlated with the potential power output. The Spearman coefficient
ranges between −26% and 48%. This uncertain parameter becomes more influential as a function of
depth (Figure 9). Lastly, the reservoir temperature has a moderate to very strong correlation with
the potential power output, with coefficients ranging within 37% and 94% and is clearly the most
influential parameter for the electricity generation potential (Figure 9).
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Moreover, the results highlight that decreasing the reservoir abandonment temperature and the
project lifetime and increasing the recovery factor leads to an increase in the potential power output.

Combining the probabilistic approach with the following assumptions enables to answer the
question: “Can the deep geothermal energy source meet the power demand in Kuujjuaq?”:

• In 2011, the electricity consumption in Kuujjuaq was 15,100 MWh [80]
• The population in the community of Kuujjuaq increased about 14% from 2011 to 2016 [77]

Hence, assuming the same growth rate in terms of electricity needs, this corresponds to the
current annual consumption of approximately 18,900 MWh (or, 18.9 GWh). This value was used as the
threshold to assess the probability of the geothermal energy source to meet the community’s estimated
power needs (Figure 10). It is important to highlight that the electricity produced and consumed in the
community of Kuujjuaq is only for lighting, electrical household appliances, and other electrical devices
in service buildings [81]. The space heating and domestic hot water are provided by oil furnaces [81].

 

Figure 10. Annual geothermal power output potential and probability of meeting the community’s
electricity demand: (a) 5 km depth; (b) 6 km depth; (c) 7 km depth; (d) 8 km depth; (e) 9 km depth
and (f) 10 km depth. Red line—community’s estimated electricity demand (see text for further details).
The reader is referred to Table 1 for further information on climate scenarios. Dry and wet conditions
refer to the state at which the thermophysical properties were evaluated. The reader is referred to the
online version of the manuscript for further information on the colors.

The probability of meeting the power demand ranges from 13.6% to 20.2% at 5 km depth (Figure 10)
and is between 38.4% and 40.8% at 6 km (Figure 10), considering the current geological and technical
uncertain parameters and their distribution span. The highest percentage was obtained for the water
saturation conditions while the lowest percentage is associated to the cold GSTH. At depths of 7 km
and below, the probability of meeting the power demand is higher than 50% but lower than 100%
(Figure 10). The probability is 88% to 91.2% at 10 km, depending on the GSTH and the conditions of
the thermophysical properties (Figure 10). The lowest value was obtained for the water saturation
state while the highest value for the dry conditions.
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Moreover, a detailed analysis was carried out indicating that at 5 km depth, the power demand
will be met if the reservoir temperature is higher than its 80th percentile, regardless of the GSTH
and the conditions of the thermophysical properties (Figure 11). At 6 km, the reservoir temperature
must be higher than its 55th percentile, the recovery factor higher than its 40th percentile, and the
reservoir abandonment temperature and the project lifetime lower than their 80th percentile (Figure 11).
At 7 km, the demand is met if the reservoir temperature is above its 35th percentile (Figure 11). At 8 km,
the reservoir temperature needs to be higher than its 20th percentile and at 9 and 10 km, above its
10th percentile (Figure 11). At 7 km and below, the recovery factor is required to be higher than the
minimum defined value (2%; Figure 11).

 

Figure 11. Annual geothermal power output potential as a function of the uncertain parameters’
percentile. Dashed line—community’s estimated power demand (see text for further details). The reader
is referred to Table 1 for further information on the climate scenarios. Dry and wet conditions refer to
the state at which the thermophysical properties were evaluated. The reader is referred to the online
version of the manuscript for further information on the colors.
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Cogeneration of heat and electricity, or combined heat and power (CHP), can potentially improve
the efficiency of the geothermal energy source. The waste heat from the conversion process can be
used for heat supply instead of being discharged to the environment [115–118]. Thus, an analysis was
carried out for a depth of 5 km and below to assess if CHP can be an alternative to supply both heat
and power.

The results reveal that about 5 to 14 MWth are rejected per each MWe produced when considering
geothermal energy sources in Kuujjuaq (Table 9). The waste heat decreases as a function of depth
as the cycle thermal efficiency increases as a function of the reservoir temperature. Although 50%
to 60% of this waste heat can only be used for other applications [118] as the remaining is utilized
by parasitic equipment requirements [116], the annual heat output potential associated to CHP is
significant (Table 9). However, the probability of fulfilling the community’s annual heating demand is
lower than 90% at 5 km depth, decreasing to less than 12% at 10 km depth (Figure 12).

Table 9. Waste heat produced per unit electric capacity (MWth/MWe) and combined heat and power
(CHP) heat output potential considering 50% of the waste heat is recovered.

Depth (km)

Waste Heat (MWth) CHP (GWhth)

Warm
GSTH,

Dry

Cold
GSTH,

Dry

Warm
GSTH,

Wet

Warm
GSTH,

Dry

Cold
GSTH,

Dry

Warm
GSTH,

Wet

5
μ 13 14 14 58 62 62
σ 6 7 8 26 32 37

[min–max] 6–51 6–72 6–93 28–222 28–317 25–406

6
μ 10 11 11 46 47 48
σ 4 5 6 19 21 25

[min–max] 5–39 5–42 5–58 22–169 23–185 20–254

7
μ 8 9 9 37 38 38
σ 3 4 4 15 16 19

[min–max] 4–29 4–31 4–39 19–126 19–134 17–172

8
μ 7 7 7 31 32 32
σ 3 3 3 12 13 15

[min–max] 4–23 4–24 3–30 16–102 16–106 14–132

9
μ 6 6 6 27 27 28
σ 2 2 3 10 10 13

[min–max] 3–19 3–20 3–25 14–85 14–87 12–108

10
μ 5 5 6 24 24 24
σ 2 2 2 9 9 11

[min–max] 3–17 3–16 3–21 12–72 12–72 11–91

μ—arithmetic mean, σ—standard deviation, min—minimum, max—maximum. The reader is referred to Table 1 for
further information on the climate scenarios. Dry and wet conditions refer to the state at which the thermophysical
properties were evaluated.
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Figure 12. Annual CHP heat output potential and probability of meeting the community’s heating
demand: (a) 5 km depth; (b) 6 km depth; (c) 7 km depth; (d) 8 km depth; (e) 9 km depth; and (f) 10 km
depth. Red line—community’s estimated heating demand (see text for further details). The reader is
referred to Table 1 for further information on the climate scenarios. Dry and wet conditions refer to
the state at which the thermophysical properties were evaluated. The reader is referred to the online
version of the manuscript for further information on the colors.

5. Discussion

The exclusive reliance on diesel for electricity, space heating, and domestic hot water is a reality
in Canada, not only in Nunavik but also in the remaining 225 communities spread over Northwest
Territories, Nunavut, Yukon, and in the northern part of the provinces of British Columbia, Manitoba,
Ontario, and Newfoundland and Labrador [3]. These Arctic and subarctic communities are at the
front line of climate change and can play a leading role in providing energy solutions to this national
and global challenge. The investment in the geothermal energy sector, for instance, can support local
and sustainable economic development by creating business opportunities, improve energy security,
ensure price stability, and help reducing greenhouse gas emissions [119]. However, there are still
significant challenges in remote northern regions that need to be overcome, for example, at the level of
the early stage of geothermal research and development. As mentioned in this study, important data
gaps exist in remote areas. Deep boreholes suitable for geothermal energy source assessment are
limited to areas of interest for oil and gas and mining exploration [2,38], and thus often located away
from the communities where the targeted energy customers are. Therefore, there is a growing need
to adapt methodologies and define guidelines in the remote northern regions using outcrops treated
as subsurface analogs and shallow data for a first-order assessment of the deep geothermal energy
source. This is paramount to stimulate interest to finance further developments and help to advance the
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stage of exploration, mainly in the Canadian Shield. This geological province has been assumed less
favorable for geothermal development when compared to the western sedimentary basins [2,120–122].
However, these previous geothermal energy source assessments have been based on the extrapolation of
limited and uneven distributed heat flux data. Thus, this first-order community-scale research targeting
deep geothermal energy source based on surface geological information is an important contribution to
help advance the stage of geothermal research and development in remote northern regions. The work
has been undertaken in the community of Kuujjuaq (Nunavik, Canada) as a case study to define
guidelines that can be further used in the remaining Canadian remote northern communities.

In the following subsections are discussed the weaknesses and strengths of this work, highlighting
not only additional envisioned work and future directions but also data limitations that require
further geothermal exploration developments for a more accurate evaluation of the deep geothermal
energy source. Moreover, the contribution of this work is discussed in the context of the energy
transition of remote northern communities located in unconventional geological settings with respect to
geothermal energy, and the advantages of deep geothermal energy are compared with other renewable
energy sources.

5.1. Thermophysical Properties

In the lack of borehole cores, the thermophysical properties of surficial rocks treated as subsurface
analogs are essential for a first-order characterization of the deep geothermal energy source [75] and
references therein. Therefore, these properties were evaluated, and the results obtained are in the range
of values mentioned in literature for similar lithologies of Canadian Shield rocks (e.g., [38,123–125]).
Moreover, the values are in accordance with the mineralogical composition and geochemistry of the
rock samples (see Miranda et al. [75] for further details). The obtained decrease of thermal conductivity
as a function of temperature (Tables 4 and 5) and its increase as a function of pressure (Tables 4 and 5)
and water saturation (Table 3) also agree with other experimental studies (e.g., [126–128]).

5.2. 2D Subsurface Temperature Distribution

The subsurface temperature distribution was simulated numerically in COMSOL Multiphysics®

with the FEM solving the 2D transient heat conduction equation. The geometry of the conceptual
model (Figure 3) is based on a schematic regional cross-section of the Ungava Bay area proposed by
Simard et al. [87] and thus simplified. Further geothermal exploration developments, such as drilling
of exploratory wells and geophysical campaigns (e.g., borehole logging, magnetotellurics; [129]) will
be needed to obtain a more complex subsurface geological model.

Nevertheless, this simplified geological conceptual model is helpful for this first-order assessment
of the deep geothermal energy source. Moreover, by imposing a time-varying upper boundary condition,
the model is capable to reproduce the variations in the surface temperature caused by the several climate
events that have been occurring since late Pleistocene (Table 1; [90–106]). These climate disturbances
propagate downwards by thermal diffusion, disrupting the steady-state geothermal gradient and
affecting not only the present-day heat flux [89] and references therein but the subsurface temperature
as well (as supported by this work; Table 7). The amplitude of the climate events exponentially decay
with depth and their signal attenuates [55]. Therefore, at a depth below 5 km, the disturbance caused
by the paleoclimate is expected to be in phase with the subsurface temperature, as demonstrated
by the analytical solution to correct temperature profiles for the paleoclimate effects [130]. The two
GSTH scenarios simulated to address the uncertainty associated with the Laurentide Ice Sheet basal
temperature (cold and warm; Table 1) revealed a difference between scenarios up to 80% at the surface,
progressively decreasing to 1% at the base of the model (Figure 4, Table 7). Therefore, agreeing with
the climate signal attenuation with depth. Moreover, the model also reveals that the effects of the
climate events are stronger than the lateral variation of the thermophysical properties. The temperature
distribution is laterally uniform throughout the model.
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The existent subsurface conditions (dry or water saturation) is an unknown that cannot be
readily observed at depth. Therefore, two possible scenarios were simulated and compared to deal
with this uncertainty. The difference between them is −20 to 10% (Figure 5, Table 8), agreeing with
Harlé et al. [76] and highlighting that both scenarios shall be considered when evaluating the deep
geothermal energy source.

Beyond the uncertainty imposed by the GSTH and subsurface conditions, the aleatory variability
associated with the statistical distribution of the bedrock thermophysical properties was also considered.
The three-point estimation technique was used to infer the variability of both the heat flux [89] and
the thermophysical properties and, therefore, to presume a minimum, median, and maximum
scenarios for the subsurface temperature. The associated uncertainty ranges from 78% to 84%.
Deep temperature profiles will enable to ascertain more accurately the heat flux and, subsequently,
the subsurface temperature and more complex geostatistical tools can then be applied for the uncertainty
quantification [74,131,132]. Nevertheless, the adopted methodology developed by Marquez et al. [88]
and improved by Miranda et al. [89] to infer heat flux from shallow temperature logs (80 m),
together with the thermophysical properties of the surficial rock samples, is a valuable tool to carry out
a first-order assessment of the deep geothermal potential in remote northern communities.

Finally, the effect of both pressure and temperature on thermal conductivity was implemented
in the numerical models. The volumetric heat capacity, however, was assumed independent of
temperature and a uniform distribution of the radiogenic heat production as a function of depth
was considered. Nevertheless, further developments can be envisioned to account for the effect of
temperature on the volumetric heat capacity (e.g., [126]) and the possible exponential decay of heat
production with depth [133].

5.3. Geothermal Energy Source and Potential Heat and Power Output

In this study, the volume method together with a Monte Carlo-based sensitivity analysis was
used to evaluate the deep geothermal energy source. The approach followed considered both current
geological and technical uncertainties and evaluated the deep geothermal potential in terms of heat
production and electricity and cogeneration at each 1 km depth. Three different scenarios were assumed
separately to deal with the uncertainty imposed by the GSTH and the conditions of the thermophysical
properties (dry vs. water saturation) on the subsurface temperature. The recovery factor is considered
a technical uncertainty in this work rather than a geological one [114] since reservoir active volume
and flow rate can be optimized by engineering interventions [35].

A key point in the Monte Carlo method is the correct specification of the distribution functions of
the input parameters [74,113], as these determine the output response. A single value was defined
for the reservoir volume as the goal of this work was to evaluate the deep geothermal energy
source at each 1 km depth and within the land surface area occupied by the community (Figure 2).
Reservoir simulation and optimization can help to infer the potential microseismic cloud and thus
provide a better constraint for the reservoir volume. The triangular distribution function was chosen
for the reservoir temperature in the three studied scenarios since the three-point estimation technique
was used to define the worst-case, most likely, and best-case subsurface temperature estimations [113].
The Gaussian (normal) distribution was specified for the volumetric heat capacity based on the results
from the laboratory analyses. However, the triangular distribution has been commonly assigned for
this thermophysical property (e.g., [70]). Further work can be envisioned to compare the outcomes
from both distribution functions and evaluate the associated variability. The technical uncertainties
related to reservoir abandonment temperature, recovery factor, and GPP factor were assumed to follow
a uniform distribution bounded by common minimum and maximum values mentioned in literature.
This choice was based on the assumption that, within the defined limit, each outcome of the random
variable has equal probability of occurring. The triangular distribution, however, was specified for the
project lifetime, assuming 30 years as the most likely value [35,40,41,49].
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The sensitivity of the input parameters in this work was determined through a linear regression-based
global sensitivity method, using the Spearman correlation coefficient. Moreover, the input parameters
were compared and ranked according to their relative importance. This provides a gross, first-order
qualitative assessment of the most influential parameters on the deep geothermal energy source
and potential heat and power output. Future directions of this work can be envisioned to
quantitatively measure the sensitivity through other linear methods, such as the standardized
regression coefficients, or through variance-based methods or regionalized sensitivity analysis [74].
Nevertheless, the qualitative results reveal that reservoir temperature and recovery factor are clearly
the most influential parameters, and further geothermal exploration should be focused on decreasing
their uncertainty (Figures 6 and 9).

5.4. Deep Geothermal Energy as a Viable Solution to Reduce Fossil Fuels Dependency of Remote Communities

The following criteria, based on Glassley [109], can be used to evaluate if geothermal energy is a
viable alternative solution to fossil fuels in remote northern communities:

1. Is the deep geothermal energy source sufficiently abundant to meet the local heat and
power demand?

2. Is the deep geothermal energy source cost-competitive compared to fossil fuels?
3. Will the deep geothermal energy source help to reduce or eliminate greenhouse gas emissions?

The ultimate goal of this work is obviously related to the first fundamental question. A probabilistic
approach, accounting for the current geological and technical uncertainties, was used for this purpose
and the results revealed deep geothermal energy as a promising solution for the community of Kuujjuaq,
especially for heat production. Moreover, the estimated annual average potential power output at 6 km
depth (11 GWhe; Figure 10b) is within the range of values inferred by Majorowicz and Grasby [21] for
the northwestern sedimentary basins (10–15 GWh).

In the present work, the threshold value used as the community’s heating demand did not consider
the heat consumed by service buildings (health clinic, shops, hotels, etc.). Only the total residential
dwellings (518; [77]) were accounted. Moreover, these were considered as typical 5-occupant household
with an annual average heating need of approximately 71 MWh per dwelling [31]. However, 157 of
those are single-family houses with an annual average heating demand of about 22 MWh per
dwelling [134]. This reduces the estimated annual average consumption from 37 to 29 GWh. In any
case, service buildings were left outside from the estimate such that the threshold value represent
a fair starting point to evaluate the risk of meeting the heating demand. Thus, the results reveal
that, at 4 km depth and below, heat production from deep geothermal energy source is a low-risk
application with more than 98% probability of fulfilling the community’s heating demand (Figure 7).
Moreover, the results show that heat production can be possible at shallower depths of 2 and 3 km if the
reservoir temperature is above its 65th–70th percentile and its 15th percentile, respectively (Figure 8).
This can help to narrow estimates of a project’s capital costs, mainly associated with well drilling.
In Nunavut (Canada), a 4 km deep full-size production well can cost approximately $12 million USD
(US dollars), increasing up to $30 million USD for an 8 km deep well [37].

A reservoir abandonment temperature of 120–140 ◦C was selected for the electricity generation
analysis based on the operational binary cycle GPP of Kamchatka Peninsula (Russia; [60]).
However, Organic Rankine Cycle using an optimized working fluid has helped to achieve favorable
electricity generation from lower geothermal energy source of about 80 ◦C [61–64,135]. Although the
efficiency of the GPP with such low heat source is lower than 10% [35], this can be advantageous
for remote northern regions where deep drilling cost is high ($12 million USD for a 4-km-well; [37]).
Moreover, decreasing the reservoir abandonment temperature leads to an increase in the potential
power output. Furthermore, Organic Rankine Cycle has been capable of generating electricity from
even lower temperature sources. For example, power generation from waste energy during the
process of liquified natural gas regasification was achieved with a source temperature of 100 to 30 ◦C
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(e.g., [136,137]). Thus, Organic Rankine Cycle can be a promising technology for northern regions.
However, compared to heat production, electricity generation produced by deep geothermal energy
source is a high to medium risk application. The probability of meeting the power needs is low (0.1% at
3 km depth and 94% at 10 km depth), even if the reservoir abandonment temperature is reduced
to 80 ◦C.

Considering the reservoir abandonment temperature threshold of 120–140 ◦C, the probability of
meeting the community’s annual power demand is lower than 95% at 10 km depth, with reservoir
temperature and recovery factor playing the major roles in constraining the feasibility of such application
(Figure 11). A first-order assessment of CHP viability was also undertaken. The waste heat from
the power conversion process has low probability to fulfill the community’s total heating demand
assuming the 37 GWh threshold (Figure 12). However, if this waste heat is only used to provide space
heating to half of the residential dwellings, for instance, then the probabilities increase substantially.
For example, at 10 km depth, it increases from less than 12% to more than 67%.

Beyond geothermal energy, other alternative solutions to supplant the northern communities’
reliance on fossil fuels have been studied. Yan et al. [134] carried out a multi-criteria decision
analysis based on the preference ranking organization method for enrichment evaluation method
to evaluate the possibility of replacing the traditional heating oil-based systems in Kuujjuaq by
either natural gas, biomass, or gasification of domestic waste. Their analysis took into account
environmental considerations, social improvements, and economic feasibility and concluded that
biomass (using wood pellets) is the favored solution. Thompson and Duggirala [138] compared the
economic and environmental costs of electricity generation by biomass CHP, wind, and solar with the
traditional diesel engine for off-grid Canadian communities. Their results revealed biomass CHP as the
most competitive renewable energy technology. However, in both studies, geothermal energy (shallow
or deep systems) was not considered. Often, biomass resources need to be transported and stored
similarly to fossil fuels, which is a disadvantage compared to local geothermal energy exploitation [134].
Moreover, wind and solar are highly dependent on weather conditions [139]. Ground-coupled heat
pumps and underground thermal energy storage can be viable alternative heating solutions [30,31,33].
However, the energy taken from the subsurface with such shallow systems is generally no more than
50% of the heat needed by a building, requiring an auxiliary system to cover the remaining load [31,33].
Deep geothermal energy sources are the only local alternatives to provide base load heat and electricity,
as indicated by this study. Nevertheless, it can be more economic to use an auxiliary system in
conjunction with a GPP to supply heat during peak conditions. Future activities can be planned to
follow Yan et al. [134] or Thompson and Duggirala [138] methodology comparing biomass resources
with deep geothermal energy sources to evaluate which renewable technology is economically, socially,
and environmentally best suited for the Canadian remote northern communities.

6. Conclusions

Geothermal energy source assessment is an iterative process and imperative to forecast future
energy production. In this work, a first-order evaluation of the geothermal energy source and
potential heat and power output in a remote northern community of Canada was undertaken based on
shallow data and outcrops treated as subsurface analogs. Monte Carlo-based sensitivity analyses were
carried out to deal with the current geological (both epistemic and aleatory variability) and technical
uncertainties. The statistical distribution of the thermophysical properties due to their intrinsic
heterogeneous character is an aleatory variability type. The subsurface temperature, the conditions of
the thermophysical properties (dry and water saturation), and the climate signal during a glacial period
are epistemic uncertainties. The reservoir abandonment temperature, recovery factor, project lifetime,
and GPP factor are technical uncertainties. The study was focused on the community of Kuujjuaq
(Nunavik) to provide an example for the remaining off-grid northern communities relying on an
unsustainable energetic framework, where fossil fuels are their main source of energy for electricity
and space heating.
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Thus, a new and alternative approach to conduct geothermal energy source assessment at the
community scale based on surface geological information was presented. The knowledge gained can
advance the stage of geothermal exploration to take decision on deep drilling. The uncertainty analysis
revealed the parameters that have a major impact on the potential heat and power output and the
risk analysis highlighted promising geothermal development despite the outcoming uncertainties.
Reservoir temperature and recovery factor are the most influential geological and technical uncertainties
on the potential heat and power output. Thus, these parameters need to be accurately assessed.
Given the current state of knowledge and the high uncertainty, electricity generation, and hence
CHP, is high to medium risk applications with less than 92% probability of fulfilling this community
with 2750 inhabitants’ needs. Heat production, per contra, is a low-risk application at depths of
4 km and below. The probability of meeting the estimated annual average heating demand of
the community of Kuujjuaq is higher than 98%, regardless of the GSTH and the conditions of the
thermophysical properties.

The results obtained with this study indicate that, although found at a significant depth of at least
more than 4 km, the old Canadian Shield beneath the community of Kuujjuaq can host significant
geothermal energy source for space heating applications. This is especially important for remote
northern communities like Kuujjuaq since this source of energy appears as the only local alternative
that can fulfill their heating needs.

To conclude, it is important to highlight that this analysis was based on shallow data and surficial
rock samples treated as subsurface analogs. These are low-cost geothermal exploration tools useful for
a first-order assessment of the deep geothermal energy source, as indicated by this study. Nonetheless,
the stage of geothermal exploration in remote northern regions needs to advance. Deep exploratory
wells are essential and the step missing to accurately infer the deep geothermal energy source and
potential heat and power output. Thus, helping remote northern communities to move toward a more
sustainable and green energetic future.
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Notation

A Radiogenic heat production W m−3

b, d Experimental constants
C Radioelements concentration mg kg−1,%
F Factor %
f Function
H Thermal energy J
P Pressure Pa
PO Power output W
Q Heat flux W m−2

R Recovery factor %
T Temperature ◦C
t Time s
V Volume m3

x, z Spatial variables m
Greek letters

η Thermal efficiency %
λ Thermal conductivity W m−1 K−1

μ Arithmetic mean
ρ Density kg m−3

ρc Volumetric heat capacity J m−3 K−1

σ Population standard deviation
Subscript

0 Surface
10 10-km-depth
20 Room temperature
amb Ambient
dry Dry conditions
e Electrical
g Ground
GPP Geothermal power plant
K Potassium
max Maximum
min Minimum
res Reservoir
ref Reference
Th Thorium
th Thermal
U Uranium
Wet Water-saturation conditions
Abbreviations

ASTM American Society for Testing and Materials
B.P. Before present
CHP Combined heat and power
EGS Engineered geothermal systems
FEM Finite element method
GPP Geothermal power plant
GSTH Ground surface temperature history
IAEA International Atomic Energy Agency
ICP-MS Inductively coupled plasma-mass spectrometry
MIS Marine Isotope Stage
USD US dollars
USGS United States Geological Survey
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Abstract: The Asal Rift hosts a lake located in a depression at 150 m below sea level, where recharge
is influenced by regional groundwater flow interacting with the Ghoubbet Sea along the coast of
Djibouti. This regional groundwater flow is believed to influence hydrothermal fluid circulation,
which we aim to better understand in this study, having the objective of developing concepts for
geothermal exploration in the area. To this end, magnetotelluric data acquired in the Asal Rift
were processed and analyzed. 1D inversion models of electrical conductivity were interpolated for
interpretation. These data were then used to build a 2D hydrogeological model, allowing multiphase
flow and heat transfer simulations to be performed, considering the regional groundwater flow near
the surface and the site topography, in order to confirm the preferred path of fluid flow. Geophysical
data analysis indicates the presence of normal faults, notably the H fault, which may act as a conduit
for the circulation of hydrothermal fluids and where the hanging wall can be a hydrogeological barrier
within the hydrothermal system of the Asal Rift. The results from the 2D numerical flow and heat
transfer modelling show the importance of groundwater flow responsible for thermal springs located
at the periphery of Asal Lake. Reservoir temperature inferred by means of geothermometry ranging
from 200 to 270 ◦C was shown to correspond to simulated temperature at potential reservoir depth.
Moreover, simulated temperature between 600 and 1700 m depth is close to the temperature profile
measured in the geothermal well Asal 6 of the area, with less than 20 ◦C difference. Simulations
indicate that hydrothermal fluid circulation is likely influenced by the regional groundwater flow
controlled by the topography and the major water bodies, the Ghoubbet Sea and Asal Lake, feeding
buoyant fluids interacting with a deep magmatic source and where tectonic activity created normal
faults offering a preferred path for fluid circulation.

Keywords: hydrothermal system; electrical conductivity; multiphase flow; numerical modeling;
normal fault; heat source; Asal Rift

1. Introduction

Extensive tectonic environments are known to host significant geothermal resources
with large-scale fluid flows [1]. The Asal Rift is located in the central part of the Republic
of Djibouti in the Afar depression, a tectonically active region where three major structures,
the Great Rift Valley, the Red Sea, and the Gulf of Aden, are in extension and together
form the Afar Triple [2,3], an emerged oceanic rift like that of Iceland. This region is a
geological laboratory, where several scientific studies have been conducted to understand
the processes and mechanisms related to the rifting phenomenon. The geological, geo-
physical, and geochemical studies carried out with French–Italian scientific collaboration
between 1975 and 1988 guided the drilling of six deep geothermal exploration boreholes.
A 3D geophysical model was built from passive seismic data [4] and indicated that the dip
of normal faults far from the rift axis is about 50◦–60◦ in the NE–SW direction, whereas
normal faults close to the rift axis are sub-vertical. The tectonic activity of these faults and
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the volcanism of the area, including the last eruption of the Ardoukoba volcano in 1978,
are sources of seismic activity and drivers of hydrothermal fluid circulation. The results of
seismic tomography indicate that most of the seismic events are located in the first 3 km
below the surface [4]. Nevertheless, seismicity within the Asal Rift does not seem to be
related to vertical fault planes, but rather to the opening of the fractures through a pressure
gradient caused by hot fluids rising under the rift [5]. This mechanism implies that the
planes of normal faults begin to tilt away from the rift axis [4] and could act as natural
conduits allowing hydrothermal fluid circulation.

Asal Lake, which is 150 m below sea level, is affected by saline groundwater orig-
inating from the Ghoubbet sea located 12 km southeastward [2,3]. The role of normal
faults in groundwater circulation in the Asal Rift appears important, especially for the
circulation of groundwater interacting with Asal Lake, the Ghoubbet Sea, and the deep
hydrothermal circulation of hot fluids, which has not been studied with modern physical
models that can reproduce multiphase flow and heat transfer mechanisms. The present
study is based on this hypothesis, for which work was conducted to better understand the
importance of normal faults in the circulation of groundwater and hydrothermal fluids.
This study was conducted in the context of geothermal exploration to provide fundamental
knowledge analyzing the role of faults and considering the impact of groundwater flow
between the Ghoubbet Sea and the Asal Lake. The work aims to define which faults can
act as conduits or barriers to groundwater flow within the Asal Rift. To achieve this goal,
electrical resistivity data were analyzed to build a conceptual model of the rift, followed by
quantitative multiphase and heat transfer modelling of the hydrothermal system in 2D.

2. Geodynamic and Hydrogeological Context

The westward propagation of the Gulf of Aden at a velocity of 30 mm/year gave rise
to the emergence of the Asal Rift [2]. The opening of the Asal Rift segment dates from
the Miocene and its geology is characterized by the abundance of volcanic rocks formed
in an environment of extension and opening. This emerged rift segment is 15 km long
and 14 km wide. The opening velocity is approximately 16 mm/year [6] in the direction
of N◦45◦ E. The structure of this rift is characterized by a set of fracture networks and
normal faults in the N130◦E direction between Asal Lake and Ghoubbet Bay (Figure 1).
Having a thin thickness and basaltic lavas at the surface in the form of basalt series, the
land crust of the Asal Rift is considered transitional, i.e., an intermediate between the
continental and nascent oceanic crust [4]. The first effusive event linked to the birth of the
rift dates from 853,000 to 315,000 years ago [7]. Effusive magmatic activity continued in
the northern part of the Asal Rift for 315,000 years and the southern part has been under
seawater for 326,000 years, with the formation of hyaloclastites [7]. The activity of the
central Fieale Caldera controlled the evolution of the rift between 326,000 and 100,000
years ago. Indeed, it allowed the injection of large volumes of basaltic lava into the interior
floor that masked the previous faults [8]. Over the last 50,000 years, volcanic activity has
decreased and the successive basaltic flow formations that make up Fieale Caldera have
gradually been shifted by normal faults [7]. The modern rift structure began about 40,000 to
30,000 years ago with the development of the faults with outer margins H and δ [9]. From
this period, the Fieale Caldera gradually extinguished and volcanic activity continued
along the interior floor with small volcanic edifices and eruptive fissures [7]. With the most
recent magmato-tectonic event dated in November 1978, two earthquakes of magnitude
5 and 5.3 were recorded in the Asal-Ghoubbet Rift and, following this event, 0.7 m of
vertical subsidence and 2 m of horizontal extension in the direction N ◦40 E occurred in
the rift [9]. A one-week eruption accompanied by basaltic fissures to the northwest of the
rift gave rise in November 1978 to the axial volcanic chain and then to the eruption of the
Ardoukoba volcano (Figure 1). At present, most of the rift deformation is concentrated in
its north-eastern part and around the edifice of the Fieale Caldera [4–6].
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Figure 1. (a) Topographic map of Djibouti with the main geothermal potential sites. Red rect-
angle is Djibouti. (b) Structural map of the Asal Rift modified from [9]. EAR: East African Rift;
MT: magnetotelluric.
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Thermal springs, fumaroles, and the existence of alteration on the surface of the Asal
Rift are indicators of volcanic activity and the presence of potential geothermal resources
at depth. Hot springs are abundant around the Asal Lake, especially in the eastern part,
with temperatures ranging from 30 to 90 ◦C (Figure 1). Between the Asal Lake and the
Ghoubbet Sea, only fumaroles are observed at the surface because the hydrostatic level is
below the topographic surface.

Chemical analyses of gases and determination of δD and δ18O water stable isotopes of
steam condensate have been performed for some of these fumaroles [10,11]. The results
allowed estimating the source temperature at a depth higher than 230 ◦C, and even than
300 ◦C, in the studied Asal Rift. The isotopic data from the steam condensate suggest the
existence of primary steam (likely separated at high temperature) originating from a deep
heavy brine in this area [11]. The existence of this primary steam is in good agreement with
the presence of a dominant vapor zone in the conceptual geothermal model proposed by
BRGM [10–12].

Owing to the high salinity of Asal Lake and according to geochemical analyses, about
90% of the recharge of Asal Lake is believed to be due to infiltration and evaporation
of Ghoubbet seawater [3], depleted in sulfate because of CaSO4 precipitation [13]. From
a geochemical study of water sampled from the rift thermal springs, the authors of [3]
showed that the chemical and Sr isotope composition of these waters can be explained by
variable seawater interaction with basaltic rocks at different temperatures and evaporation
processes. Among thermal waters, those of the Manda group (Figure 1) indicate the
lowest seawater–basalt interaction and evaporation degree, suggesting that their source
temperature is not high and their circulation rate is relatively significant between the
Ghoubbet Sea and the Asal Lake. The thermal waters of the Eadkorar group, located in
the northeastern part of the lake (Figure 1), constituted by a mixing of seawater, Asal Lake
water, and meteoric water, as suggested by the δD and δ18O water stable isotopes [14,15],
indicate the highest seawater–basalt interaction grade and seem to be the only direct
leaks of a deep fluid discharged from a geothermal reservoir at 200–210 ◦C, as estimated
by chemical geothermometry [3]. The Korilii and Kalou thermal waters (Figure 1) can
result from a mixing between the deep geothermal water at 260–270 ◦C with seawater and
Asal Lake water. The stable isotopes suggest the Korilii water is also diluted by meteoric
waters [14,15]. The Eounda Alifitta waters, located in the north-eastern most part of the
lake (Figure 1), indicate relatively low basalt–seawater interaction degrees and significant
contributions of Asal Lake water. A contribution of meteoric water is also suggested by the
water stable isotopes [15].

The geothermal wells A1, A3, and A6 are within a radius of 300 m (Figure 1). These
wells have confirmed the existence of an intermediate reservoir located between 300 and
700 m depth, with a maximum temperature of 185 ◦C, and another potentially deep reser-
voir located between 1200 and 2000 m depth, with a maximum temperature of 260–280 ◦C
(Figure 2). However, production tests proved to be ineffective for a continuous commercial
geothermal energy production over time for two reasons:

• The geothermal fluid produced in the wells drilled south-west of the rift (wells A1, A2,
A3, and A6), which reached the deep reservoir, had a salinity ranging up to 120 g/L,
and wells were subject to scaling and corrosion problems. The solutions considered at
that time with chemical inhibitors were not satisfactory [16].

• The wells drilled in the center of the rift (wells A4 and A5) intercepted formations
with low permeability, even if a higher temperature (345 and 360 ◦C, respectively) was
measured at their base.
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Figure 2. Temperatures measured at equilibrium in Asal geothermal wells.

The authors of [3] showed that the deepest geothermal fluid from the wells is con-
stituted by a mixing of seawater and Asal Lake water, interacting with basalt rocks at
260–270 ◦C. The water stable isotopes also suggest a contribution of meteoric water [15],
similar to that observed in the Korilii, Eadkorar, and Eounda Alifitta thermal waters, which
could mainly be the meteoric water that transits from Asal local rift to Sakalol-Harralol
depression, located at the north-west of Asal Lake, or/and the meteoric water coming from
the deep circulating regional aquifers [11–14]. The low boron concentration observed in
these deep waters suggests the existence of a steam phase in the geothermal system [3]. The
existence of such a zone with dominant vapor is in agreement with the conclusions relative
to the gas and steam condensate data drawn by [11] and the conceptual geothermal model
proposed by BRGM [10–12]. The equilibrium temperature calculated from all gaseous reac-
tive species associated with these well waters, except H2S, is very close to that measured at
the bottom of the geothermal wells Asal 3 and Asal 6. This temperature corresponds to that
of the identified geothermal reservoir and varies between 250 and 270 ◦C. According to [3],
the geothermal waters located at a depth between 300 and 700 m correspond to a mixing
between the deepest geothermal fluid and seawater. The circulation of hydrothermal fluids
in the northern part of the rift is believed to happen deeper than in its southern part [17].

Assuming the highly saline water of Asal Lake contributes to the recharge of the
geothermal reservoir, this contribution is relatively recent as the water of Asal Lake was
fresh and its salinity was recently acquired [3–9]. This constrains the fluid circulation time
in the deep hydrothermal system located between 1 and 3 km, having high enthalpy. The
water level of Asal Lake 9 to 6 thousand years ago was 160 m above sea level. Over the
past 5 to 6 thousand years, the level has declined by 310 m and the lake level is currently
150 m below sea level [9]. This level has remained constant for the last centuries. Therefore,
this suggests that, despite the intense evaporation from the arid climate of the area and
the infiltration of water from the lake, this evaporation of lake water is compensated by a
constant recharge mainly supplied by the Ghoubbet Sea.
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The Asal 2 and Asal 3 wells are believed to penetrate the potential deep reservoir unit,
but Asal 2 well was non-productive, although a temperature of 230 ◦C was measured at a
depth of 923 m, while the Asal 3 and Asal 6 (located with a distance of about 300 m) were
producers with permeable zones at a depth of 1030 m (Figure 2). The fluid produced was
hyper saline and essentially composed of liquid at 260◦ C [16].

3. Methods

An electrical resistivity model deduced from magnetotelluric surveys was used in
this study to better understand the circulation of seawater through normal rift faults.
Using the geoelectrical model, a 2D hydrogeological model was developed for numerically
simulating multiphase flow and heat transfer, in order to better understand and quantify
the flow dynamics and the development of possible hydrothermal reservoirs.

To better understand the role of seawater and the origin of thermal springs at the
periphery of the Asal Lake, the 2D numerical model of coupled and multiphase flow and
heat transfer was developed with the HYDROTHERM software provided by USGS [18,19].

3.1. Magnetotelluric Data Acquisition and Processing

Generally, the presence of fluids in porous rocks and their interconnections, the types
of minerals, and the temperature and pressure in the rocks contribute to the variation of
electrical resistivity. Hydrothermal fluids and the existence of a layer of clay that acts as a
cap rock present on the roof of a hydrothermal reservoir are usually identified as highly
conductive areas, while, on the other hand, gas reservoirs and cooled magma are identified
as less conductive areas [20].

Between 2007 and 2008, a survey including 81 magnetotelluric (MT) stations was
carried out in the Asal Rift by the Icelandic company ISOR [16]. The geographical distri-
bution of the MT stations, which are roughly 1 km apart, covers a large part of the Asal
Rift (Figure 1). The instrument used to record the data was a Phoenix MTU-5 system and
has the ability to record the temporal variation of the three components of the magnetic
field (Hx, Hy, and Hz) and the two components of the telluric field (Ex and Ey). A reference
station, located 10 km from the study area, was used to correct and reduce the local noise
of the MT signals [21]. The data collection time was 48 h. For each site, time series were
converted from time domain to frequency domain impedance tensor [22]. The frequency
range of the data varies from 12.9 × 10−6 Hz to 400 Hz and corresponds approximately to
a depth of investigation of the MT signal of more than 12 km inside the earth.

In this study, a 1D inversion of each station of the MT data was achieved. The
apparent resistivity of the squared sum of the components of the invariant impedance [23]
was inverted using the Occam algorithm [24]. This impedance is expressed as follows:

ZSSQ =

√
Z2

xx + Z2
xy + Z2

yx + Z2
yy

2
(1)

where Zxx, Zxy, Zyx, and Zyy are the elements of the impedance tensor Z. Generally, the
invariant determinant model is used, but, recently, ref. [25,26] have shown that the deter-
minant model is affected by galvanic distortion at depth. These authors argue that this
model tends to reveal more conductive geological structures in the presence of distortion.
Another invariant type of model named SSQ (sum of squared elements) is used because
it is less affected by the distortion and more appropriate to obtain a first representative
approximation of the regional electrical resistivity [25,26].

In this study, an uncertainty of 10% apparent resistivity was assigned for several
soundings, except seven soundings with up to 20% uncertainty. The signal in the so-
called dead-band, which corresponds to the 5 to 20 s period interval, was low and the
resulting uncertainty higher. Moreover, the uncertainty assigned for the phase was 2.5◦.
With this approach, an electrical resistivity model was developed, where data from all
sites were interpolated and interpreted to infer concepts about underground fluid flow.
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The inversion results of an electrical conductivity model are presented in Section 4 below,
helping to evaluate the role of the Asal Rift in groundwater circulation interacting with
deep hydrothermal fluids and to delineate the presence of a hydrothermal system located
at a depth between 1.2 and 2 km.

3.2. Conceptual Model and Numerical Simulations

High enthalpy geothermal resources required to generate electricity are generally
found in areas where magma is introduced into the shallow crust (<10 km) and hydrother-
mal convection takes place over intrusive hot bodies. For a convective-type geothermal
system such as the Asal Rift, the most appropriate conceptual model consists of the fol-
lowing elements [27]. A deep magmatic intrusion that is covered by a host rock. The
latter hosts permeable reservoir formations that are covered by a cap rock close to the
surface. Based on the structure of this type of geothermal system and the results of the
geothermal wells data (Figure 2), a conceptual model of the Asal Rift was set up, helping to
approximate the thickness of the seawater intrusion towards Asal Lake. The 2D conceptual
model used to define the geometry of the numerical model was based on an interpreted
resistivity section inferred from the 1D electrical resistivity model developed in this study.
This 2D section is parallel to the rift axis (Figure 1) and was chosen because of the presence
of productive geothermal wells (Asal 3 and Asal 6) along this section, and is parallel to the
believed direction of regional groundwater flow. The temperature profile of the Asal 6 well
was used to calibrate the numerical model.

3.2.1. Multiphase Flow and Heat Transport

Simulation of multiphasic flow and heat transport is challenging because it is difficult
to consider the critical point to set the appropriate thermodynamic state of the fluid in
two phases. The pressure–enthalpy formulation that defines the thermodynamic state
of the fluid in two phases can be used to avoid this problem, which was done in the
HYDROTHERM code [28]. The governing equations used in the HYDROTHERM code are
expressions of mass and energy conservation formulated in terms of pressure and enthalpy.
As no potentiometric-head function exists for density fields that depend on temperature,
pressure is chosen as the dependent variable for fluid flow. All pressures are expressed as
absolute and the water-component flow equation is based on the conservation of water
mass in a volume element, coupled with Darcy’s law for multiphase flow through a porous
medium [19]:

∂

∂t
[ϕ(ρwSw + ρsSs)]−∇· kkrwρrw

μw
[∇P + ρwg]−∇· kkrsρrs

μs
[∇Pg + ρsg]− qsf = 0 (2)

where ϕ is the porosity (dimensionless), ρ is the fluid density (kg m−3), Sw is the saturation
of liquid phase (water) and Ss is the saturation of the gas phase (steam or air; dimen-
sionless), k is the porous-medium permeability tensor (m2), kr is the relative permeability
(dimensionless), μ is the viscosity of fluid (Pa s), P is the fluid pressure in the liquid phase
(Pa), Pg is the fluid pressure in the gas phase (Pa), g is the gravitational constant (m s−2), qsf
is the flow-rate intensity of a fluid-mass source (positive into the region; kg s−1 m−3), t is
the time (s), and ∇ is the spatial gradient (m−1). The phase subscripts w and s refer to water
(liquid phase) and steam (gas phase or vapor phase), respectively. In the single-component
(water) zone, pg = p because the capillary pressure is assumed to be zero. As any point
in the mesh, it can be a single component or two component zone and the saturation
constraint is Sw + Sg =1.

The thermal-transport equation is based on the conservation of enthalpy in both the
fluid phases and the solid phase of the porous medium, in a volume element of the region.
So, enthalpy is a derived property containing both internal energy and flow energy. Thus,

∂

∂t
[ϕ(ρwhwSw + ρshsSs) + (1 − ϕρrhr)]−∇·Ka I∇T +∇·ϕ(ρwhwSwvw + ρshsSsvs)− qsh = 0 (3)
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where h is the specific enthalpy of the fluid phase (J kg−1), hr is the specific enthalpy of
the porous-matrix solid phase (J kg−1), ρr is the density of the porous-matrix solid phase
(kg m−3), Ka is the effective thermal conductivity of the bulk porous medium (combined
liquid, gas, and solid phases) (W m−1 K−1), I is the identity matrix of rank 3 (dimensionless),
T is the temperature (◦C), and qsh is the flow-rate intensity of an enthalpy source (positive
into the region; W m−3).

The main assumptions underlying Equations (2) and (3) that are solved in HY-
DROTHERM are the following: capillary pressure effect is negligible, porous medium and
fluid are in local thermal equilibrium, the fluid is pure water, heat transfer by radiation
and dispersion can be neglected, Darcy’s law is valid with two phase forms, and relative
permeability is a nonhysteretic function of liquid volume saturation.

3.2.2. Spatial and Temporal Discretization

The 2D conceptual model to simulate extends 14 km horizontally (Figure 1) and 3 km
vertically from the land surface. The model geometry in the HYDROTHERM simulator is
discretized with a regular 100 × 100 grid. The simulation time span to reach a quasi-steady
state temperature regime was 100,000 years and an initial time step of 0.001 year was
considered. An automatic time step algorithm is used in the simulator, where smaller time
steps are selected when conditions are changing rapidly and maximum values for changes
in pressure, enthalpy, and liquid saturation are specified before running the simulation [19].
In our study the maximum changes in pressure, enthalpy, and saturation are 10%, 5%, and
0.03, respectively. This results in a maximum time step of 1000 years. The independence
of the mesh is presented to demonstrate the accuracy of the solution. In this study, two
different grids were considered with two different initial time steps.

3.2.3. Initial and Boundary Conditions

Numerical modeling of continental or subaerial hydrothermal systems often considers
the upper system flow boundary to be the water table of shallow aquifers affected by
topography [18,29,30]. Therefore, initial conditions are an initial temperature of 20 ◦C with
an atmospheric pressure of 1 atm at the surface of the 2D model, a geothermal gradient of
49 ◦C/km, and hydrostatic pressure increasing with depth. A heat flux of 100 mW/m2 was
fixed at the base of the model and the surface boundary has a constant temperature of 20 ◦C.
A pressure of 1 atm was also considered at the surface boundary. The base of the model
is considered impermeable with no flux. Constant temperature and pressure determined
from the initial conditions were imposed on the lateral boundaries of the model in order to
take into account the variation of the geothermal and the pressure gradients at depth. This
allowed to establish the temperature and pressure gradients according to the topography
and the water table depth inferred from the conceptual model. Five different simulation
scenarios are presented below. For all scenarios, a deep resistive structure named R2 was
taken as a magmatic intrusion or heat source, and a heat flux of 2700 mw/m2 was fixed at
the base of this R2 structure. This is the base case scenario where the boundary conditions
presented above are used.

Numerical simulations conducted in magmatic hydrothermal systems [18,31] showed
that the representation of the topography is an important factor to reproduce regional
groundwater flow driven by the topography. This was taken into account to better evaluate
the dynamic of groundwater flow between the Asal Lake and Ghoubbet Sea. In addition,
the influence of infiltration from rainfall in geothermal systems is not negligible, but the
impact of rainfall in the hydrothermal activity is commonly limited in the upper part [32]
and may not prevail in the deeper part of the hydrothermal system, as in the case of Asal
Rift. The impact of rainfall was not simulated as the numerical simulations considered
confined flow.
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3.2.4. Hydraulic and Thermal Properties

The geological units considered in the conceptual 2D model were interpreted from the
1D electrical resistivity model developed in this study. Hydraulic and thermal properties
of each unit were defined according to Table 1, used as the base case scenario and noted
as scenario 1. Then, four other different scenarios were conducted in order to evaluate
the sensitivity of the results to changes in the main hydraulic parameter (permeability) of
the geological units. Three permeable vertical conduits that can be associated with fault
zones were added and coexist to evaluate the possible impact of fault zones. The choice of
emplacement and geometry of these faults was based on the interpretation of the inverted
electrical resistivity profile developed in this study. Thus, properties of faults remain
the same of those of unit C1 (Table 1), but with higher isotropic permeability equal to
2.17 × 10−14 m2. In scenario 2, a permeability dependent temperature in the potential deep
reservoir unit was adopted with an isotropic permeability of heat source equal to 10−17 m2.
Scenario 3 was simulated to understand the behaviour of the system in the deeper part
without permeability dependent temperature. To do this, an isotropic permeability was
assigned to both the heat source (10−17 m2) and the potential deep reservoir unit (10−15 m2).
This permeability value assigned in the potential deep reservoir unit is of the same order
of the one estimated from the production test of well Asal 3, which reached the potential
deep reservoir, which was equal to 6.3 × 10−15 m2 [33]. The conditions of scenario 4 are
similar, but a permeability dependent temperature inside the heat source unit was used.
Finally, scenario 5 was simulated with permeability anisotropy within the near-surface
aquifer C1, which was assigned to the model to investigate how it can influence the regional
groundwater flow. Horizontal permeability was set one order higher than the one of the
base case scenario. The purpose of this scenario 5 was to simulate the predominance of
horizontal fluid movements over vertical movements within this geological formation and
hypothesize the behaviour of the system in such conditions. The properties of all units
remain the same as those of scenario 1, except for the horizontal permeability in the unit
C1, which was equal to 2.17 × 10−14 m2.

Table 1. Hydraulic and thermal properties for simulation of the base case scenario.

Formations
Unsaturated

Formation: R1
Aquifer: C1 Cap Rock: C2

Potential Deep
Reservoir

Heat Source: R2

Porosity (-) 0.12 0.12 0.12 0.27 0.12

Horizontal
permeability (m2) 2.17 × 10−16 2.17 × 10−15 2.17 × 10−18 Temperature

dependent
Temperature
dependent

Vertical permeability
(m2) 2.17 × 10−16 2.17 × 10−16 2.17 × 10−18 Temperature

dependent
Temperature
dependent

Thermal Conductivity
(W m−1 k−1)

Temperature
dependent

Temperature
dependent

Temperature
dependent

Temperature
dependent

Temperature
dependent

Density (kg m−3) 2700 2700 2700 2800 2900

Specific heat (J kg−1) 1000 1000 1000 Temperature
dependent

Temperature
dependent

Compressibility (Pa−1) 10−20 10−20 10−20 10−20 10−20

In the crust, thermal conductivity decreases with increasing temperature [34]. The
formulation developed by [34] for crystalline rocks with a temperature range between
20 and 500 ◦C was taken into account, where the thermal conductivity value at 20 ◦C is
2.5 W m−1 ◦C−1. To consider the effect of latent heat of crystallization, a linear temperature-
dependent rock heat capacity relation was adopted, which doubles from 900 at temper-
atures below 100 ◦C to 1800 J kg−1 at temperatures greater than 500 ◦C. This linear rela-
tionship was based This linear relationship was based on the approach initially developed
by [34] and then used by [35] for similar modeling work.
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Temperature-dependent rock permeability was formulated for both the potential deep
reservoir and heat source (Table 1). This formulation is the same as that developed by [29]
for magmatic hydrothermal systems, where permeability increases with the decreasing
temperature. Thus, the permeability of the heat source with a temperature range of
400–500 ◦C is one order of magnitude less than the one of the deep reservoir with a
temperature range of 200–400 ◦C.

In such systems, fluid flow is mainly controlled by processes such as thermal pres-
surization, buoyancy, and magmatic exsolved fluid. Our hypothesis is based upon the
existence of deep hydrothermal circulation in the Asal Rift and the absence of a magma
chamber at a depth less than 5 km [4]. Thus, the fluid pressure originating from the heat
source unit may have allowed rocks to fail and created permeability within the potential
deep reservoir unit.

4. Results

The results of 1D electrical conductivity model are initially presented and followed by
the results of fluid flow simulations.

4.1. 1D Electrical Resistivity Model

Observed and simulated electrical resistivity fits with an average root mean square
(RMS) misfit of about 0.1. The match of electrical resistivity and phase at each MT station
appears reasonable, as can be seen for resistivity, and phase curves of all MT sites along the
2D MT profile (Figure 1) are presented in Figure 3.

The H fault (Figures 1 and 4) delineates two distinct zones of electrical resistivity.
The north-east part of this fault is defined as a conductive zone, while the south part is
less conductive (more than 20 Ω.m). The geometry of the Fieale Caldera corresponds to
a well-defined zone of electrical resistivity of the order 20–30 Ω.m (Figures 1 and 4). The
different electrical iso-resistivity maps in Figure 4 show a gradient of electrical conductivity
that increases in the direction from the south-west to the north-east. This change of the
conductivity gradient is clearly visible and evident at depths of 1640 and 1840 m (Figure 4).

 

 
Figure 3. Cont.
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Figure 3. Comparison of observed and simulated electrical resistivity at MT sites along 2D MT profile in Figure 1.

4.2. 2D Conceptual Model

The conceptual model of Figure 5 was defined using the available electrical resistivity
data interpreted along a cross section more or less parallel to the Asal rift axis (Figure 1). A
top layer of high resistivity (R1) is associated with unsaturated formation near the surface.

47



Energies 2021, 14, 1166

The underlying layer with a low resistivity C1 is considered as an aquifer, which can host
shallow or intermediate reservoirs, as evidenced by temperature profiles of wells Asal 6
and Asal 3 (Figure 2). These temperature profiles show convection cells with a change in
geothermal gradient at a depth between 300 and 600 m that can only occur in permeable
layers with fractures.

Layer C2 can be a cap rock covering the formations hosting deep hydrothermal reser-
voirs, which is referred to here as the potential deep reservoir unit in the numerical model.
The highly resistive R2 structures can mostly likely be associated with intrusive bodies.

4.3. Numerical Simulations

Mesh and time step independence were investigated to make sure numerical simula-
tions are reliable. A comparison between different grids for scenario 1 at the location of Asal
6 well at a depth of 1500 m is presented in Appendix A. The results with a 100 × 100 grid
and initial time step of 0.001 year are presented in Figures 6 and 7. Furthermore, a mesh
with a 40 × 100 grid with an initial time step of 0.01 year was considered (Figure 6) and
the patterns of flow and heat transport observed were similar to those of mesh with a
100 × 100 grid (Figure 7). We can deduce and argue that our solution is independent of the
choice of the grid and the choice of the initial time step. One should keep in mind that the
HYDROTHERM software uses an algorithm allowing an automatic time step [19] in which
only the initial time step is set by the user.

 

Figure 4. Cont.
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Figure 4. Interpolation at selected depth of inverted electrical resistivity.

 
Figure 5. 2D conceptual model interpreted along 2D MT profile in Figure 1.

The simulation results of scenario 1 and scenario 2 (Figures 6 and 7) show the up-
welling of a warm fluid or an upflow zone that propagates from the heat source at the
model center toward Asal Lake and toward the sea, but to a lesser intensity. The de-
velopment of convection movements is visible inside the deep potential reservoir unit
that can likely host localized hydrothermal reservoirs. Scenarios 3 and 4 present similar
flow and temperature patterns with the presence of three flow zones at a distinct depth.
Groundwater circulation toward Asal Lake inside the aquifer C1 can be identified and
the widening of the deep upflow zone of hydrothermal reservoir from the center to the
sea can be observed. High velocity flow vectors also appear in the center of the rift at a
depth between 900 and 1800 m, particularly inside the faults zones, where hot ascent fluid
in the fault close to the sea and cold descendant fluid in the fault close to Asal Lake can
be observed. This can be associated with a mixture of descending cold groundwater with
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the ascending deep hydrothermal circulation over a depth of about 500 m and driven by
the temperature gradient (Figure 7). Scenario 5 captures the same temperature patterns
as the results of scenarios 1 and 2, but with strong flow vectors inside the unit called C1,
noted here as a shallow aquifer. Obviously, the system behaviour remains the same in
the deeper part even with the presence of significant lateral flow in the upper part of the
system (Figure 7).

The Asal 3 and Asal 6 wells are believed to be penetrating the deep potential reservoir
unit. The full comparison between simulated and observed temperature in well Asal 6 for
each scenario is shown in Figure 8. The simulated temperature is about 255 ◦C in scenario
1 at a depth of 1600 m, which approximately corresponds to the measured temperature at
the bottom of Asal 6 well (265 ◦C at a depth of 1700 m). In fact, the measured temperature
matches with the simulated temperature of scenarios 1, 2, and 5, except in the upper part
above 600 m depth (Figure 8). The comparison between the measured and simulated
temperature for scenario 3 is not presented as it is the same as scenario 4 (Figure 8).

Figure 6. Simulated temperature and flow vectors at time equal to 100,000 years in scenario 1. The
direction of flow is from the point to the end of the straight lines. The length of each line indicates
the water flow vector magnitude, where 1.2 km = 1 × 10−5 g (s−1 cm−2). (a) Results with a grid of
100 × 100 and initial time step of 0.001 year. (b) Results with a grid of 40 × 100 and initial time step
of 0.01 year.
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Figure 7. Simulated temperature and flow vectors at time equal to 100,000 years. The direction of
flow is from the point to the end of the straight lines. The length of each line indicates the water
vector magnitude, where 1.2 km = 1 × 10−5 g (s−1 cm−2).
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Figure 8. Comparison between the observed and simulated temperatures at well Asal 6.

5. Discussion

The directions of faults and fractures are parallel to the direction of believed ground-
water flow (Figures 1 and 4). Unfortunately, the available MT data do not cover the entire
area of the emerged Asal Rift. A lack of data in the area of the normal faults ε and δ to the
north-east of the rift limits the interpretation (Figure 1). However, previous geochemical
analyses conducted by [36] in littoral thermal springs could help to place our interpreta-
tions in a logical context and may explain the origin and the evolution of thermal waters
that are not far at the eastern flank of the normal faults ε and δ located at the north-east of
the rift. These authors conclude that a mixture of hot seawater with cold seawater emerges
through the fractures. Moreover, the presence of deep hot seawater-derived geothermal
fluid with a temperature of 210 ◦C was confirmed [37]. Despite the lack of data in this
zone, our interpretation of pronounced fluid circulation at the north-east of the rift can be
justifiable. The comparison between the 87Sr/86Sr ratio and strontium concentration of the
brine waters from the Red Sea bottom and Asal Lake have indicated that Asal Lake is a
better location to study how hydrothermal fluids of seawater origin may evolve in the Red
Sea rift [38].
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The descriptive lithology of the wells drilled in the Asal Rift consists mainly of a
succession of basaltic series, which were deposited over geological time and have different
ages [39]. Even if the abundance of shale and/or graphite is known to cause a decrease in
electrical resistivity [21], no significant quantity of the latter is found in the wells drilled,
and more precisely between 1 and 2 km depth [39]. Within the Earth’s crust, the dominant
electrical conduction mechanism is electrolytic [21]. Therefore, low electrical resistivity
in the context of the Asal Rift is generally interpreted as an indicator of the presence of a
fluid. At depths of 1200 and 1400 m (Figure 4), groundwater seems to be present mainly
between the H fault and the δ fault according to the following evidence. In this zone,
observed fractures were caused by the tectonic and volcanic activity associated with the
eruption of the Ardoukoba volcano that occurred in 1978 (Figure 1). The low electrical
resistivity suggests the presence of water and hence more important flow to the southeast
between the H and F faults, and to the north-east of Fieale Caldera. The existence of dykes
at a depth near the rift axis (between the F and β faults) has been hypothesized based on
the deformations observed at the surface [9]. In this case, rift extension and subsidence
are controlled by dyke injection. Moreover, the stretching model of Asal Rift is likely
accommodated by the magma activity [40]. This extension can result in open cracks where
groundwater flows easily. The proximity of the sea and the coexistence of recent open faults
and fractures is a fair evidence for such flow illustrated with the simulations. The electrical
resistivity model, especially images obtained at a depth between 1.2 and 2 km (Figure 4),
indicates a possible hydrothermal system in the north-east part of the Asal Rift and with
more pronounced regional groundwater flow in this area rather than in the south-west
zone (Figure 4). Considering the contrast in electrical resistivity between the north-east and
south-west parts of the Asal Rift, it seems likely that the hanging wall of the H fault acts as
a hydrogeological barrier separating the Asal Rift between two zones. A first conductive
zone, whose high electrical conductivity is due to the presence of groundwater, as well as a
second less conductive zone with an increase of the electrical resistivity gradient towards
the south of the rift, imply lower porosity and/or less groundwater in pore space and
fractures. Only the major J fault and the minor fault passing through well Asal 4 exist in
the south zone of the Asal Rift. In addition, according to the bathymetry map of the region,
the J fault is not connected to the Ghoubbet sea. The absence of the open cracks or fractures
observed with the November 1978 eruption in the southern zone of the Asal Rift is another
argument that limits the possibility of possible fluid flow or water infiltration in this sector,
while the presence of activated faults in 1978 in the northern part is dominant (Figure 1).

Wells A5, F1, and F2 were drilled in the north-east zone of the H fault, but only the
temperature profile of well A5 was available for this study (Figure 2). This temperature
profile shows a first convection cell from 300 to 500 m and a second convection cell from 500
to 1200 m, and then a constant geothermal gradient that can be related to heat conduction
between 1.2 and 1.8 km. This information, therefore, correlates with the conductive zone
to the north-east of fault H. Furthermore, the geothermal gradient estimated between
1.2 and 1.8 km in well Asal 5 is 18.7 ◦C/100 m. In addition, well Asal 5 is located in a
relatively conductive zone with an electrical resistivity greater than 20 Ω m, which can
corroborate the absence of groundwater that can have a high salinity associated with
electrical resistivity less than or equal to a value of 10 Ω m [21]. This Asal 5 well can
be close to a heat source where heat is transferred by deep conduction, resulting in a
strong conductive geothermal gradient at a depth between 1.2 and 1.8 km. The absence
of groundwater circulation between 1.2 and 2 km in this well is corroborated by both its
temperature profile and the electrical resistivity model presented in this study. The latter
also shows the Fieale Caldera in close proximity to well Asal 5 has a particular electrical
resistivity range of 20–30 Ω m. It is highly probable that this resistivity is characteristic of
the nature of the rock in this Caldera zone, which can be hot, but less permeable, limiting
the circulation of fluid. Another important fact is that hydrothermal mineral assemblage is
in good agreement with the measured temperatures in all geothermal wells of Asal Rift,
except for well Asal 5 [39], where a chlorite-epidote mineral assemblage zone that normally
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should exist at a high temperature was observed at a depth between 500 and 1200 m, where
an important temperature inversion was measured (Figure 2). This information is helpful
allows to assume that a pre-existing high temperature reservoir can have existed before
the infiltration of cold sea water, and the temperature inversion may likely be related to a
recent infiltration of seawater.

Geodetic measurements indicate that the opening of the Asal–Ghoubbet Rift has a
velocity of 16 mm/year and an opening direction perpendicular to the rift axis, highlighting
the asymmetrical behavior of the Asal Rift [6]. These authors studied the horizontal and
vertical deformation of the rift in directions parallel and perpendicular to the rift axis. They
consider that the north-eastern part of the Asal Rift is the site of significant continuous
deformation, whereas for its south-western part, the deformation is weak and practically
non-existent. These results corroborate the presence of active normal faults in the north-
eastern part of the rift and the existing seismic activity [4]. The rate of deformation along
the axis perpendicular to the rift axis increases towards the north-east of the rift [6]. This is
a surprising correlation between the increase in this deformation rate and the increase in
electrical conductivity highlighted by the model developed in this work pointing in the
same direction (Figure 4).

The regional groundwater flow affected by sea water was believed to be the main
source of recharge to Asal Lake [3], but our simulation results show the groundwater flow
is directed toward both the Asal Lake and the Ghoubbet Sea, with a maximum point on
the SE side diving flow in the two directions and a pronounced flow to Asal Lake. This
can limit the pontifical depth of penetration of sea water intrusions near the surface. In
this case, recharge of Asal Lake can occur through aquifer (C1), potentially containing
fossil seawater that is likely fed by a deep hydrothermal circulation. In all the different
simulation scenarios, it is important to highlight the evidence of groundwater flow into
Asal Lake and hydrothermal circulation beneath Asal Lake and the Ghoubbet sea.

The superposition of three permeable zones with the predominance of flow towards
Asal Lake and the Ghoubbet sea are important elements to advance the hypothesis of the
existence of a large hydrothermal system under the rift that would be compartmentalized
into these three permeable zones, which can be individualized under the tectonic activity
and the injection of a deep heat source since the formation of the rift over the geological
time. The subsurface flow at a depth between 300 and 700 m (Figure 7) can be influenced
by the Ghoubbet sea and the local rift topography, while the intermediate flow at a depth
between 1200 and 2000 m (Figure 7) is interpreted as the result of the development of a
hydrothermal system, and the deep flow can be linked to a deep hydrothermal circulation
feed by a heat source originating from a deep magmatic system (Figure 7). The presence of
the cap rock layer limits possible communications between the second permeable layer,
identified here as a potential deep reservoir, and the shallow aquifer C1 (Figures 5 and 7),
and facilitates the development of a hydrothermal reservoir in the formation, where this
cap rock layer covers and helps to contain thermal energy in the potential deep reservoir.

Similar simulation results obtained with scenario 5 (Figure 7) support the idea that
regional flow variation is not strongly influenced by the permeability anisotropy in layer C1
of the conceptual model (Figure 5). In other words, the regional flow is mainly controlled
by tectonics that affect deep structures and allow the deep heat source to be directed to
shallower geological strata and formations. Simulations with an isotropic permeability of
10−15 m2 inside the deep reservoir and equal to 10−17 m2 inside the heat source were con-
ducted for scenario 3 to indirectly evaluate the vertical dependence of permeability, which
can decrease with depth. The development of hot convection cells within this unit was
less pronounced than in scenarios 1 and 2 (Figures 6 and 7). Scenarios with permeability
dependent temperature (scenarios 1, 2, and 5) seem to be more realistic than scenario 3
with isotropic permeability. However, the results from scenario 3 are not representative of
conceptual hydrothermal models proposed in previous studies [41,42], where hydrother-
mal activity is concentrated in areas with elevated topography. Hydrothermal activity in
permeability dependent temperature scenarios better correlates with the central zone of
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high topography (Figures 6 and 7). In scenarios 1, 2, and 5, the lateral extension of the
hydrothermal reservoir with the isotherm 210 ◦C becomes important compared with the
results of scenarios 3 and 4 (Figures 6 and 7). This pattern is in good agreement with a
previous study conducted in a tectonically active rift-ridge zone in Iceland [43]. The authors
of this study confirm that emplacement and geometry of the upflow zones are mainly con-
trolled by the location and the permeability values of fault zones. The geometry, location,
and permeability values of fault zones remain the same in all the different scenarios for
this study, but we deduce from our results that the permeability dependent temperature
rock formulated in both heat source and potential deep reservoir can play a major role to
reproduce a representative dynamic heat transfer in hydrothermal systems. Permeability
dependent temperature formulated solely for the heat source unit may not produce signifi-
cant variation when the potential deep reservoir is set with a constant permeability like the
simulated conditions of scenario 4. In addition, the results are approximately the same as
the results of scenario 3, where isotropic permeability was set for both the heat source and
potential deep reservoir units. In such cases, we hypothesize that permeability dependent
temperature would be an appropriate formulation in a hydrothermal system as in the Asal
Rift, when it is adopted for both the heat source and potential deep reservoir or, uniquely,
for the potential deep reservoir like in scenario 2.

The comparison between the temperature profile measured in the Asal 6 well and the
temperature simulated appears more realistic with scenarios 1, 2, and 5 compared with
other scenarios (Figure 8). This indicates that the conditions used are representative of
the rift and the associated thermal anomaly can be related to the injection of a magma
forming a heat source and the development of vertical conduits qualified as active faults
to convey this internal thermal energy. In scenario 4 (Figure 8), the system at the end of
the simulation began to cooled down, as the temperature at 100,000 years is less than the
temperature measured in well Asal 6. It can be reasonable to interpret this as a consequence
of an extinguished deep hydrothermal fluid circulation inside the heat source layer, where
permeability could be higher than that assigned in scenario 4. However, the shape of the
simulated temperature profile at the location of well Asal 6 is maintained and has the same
appearance as the measured temperature in well Asal 6. Furthermore, the same reservoir
was recognized at a depth between 1050 and 1300 m in three wells, Asal 1, 3, and 6, and the
geologic formation hosting this reservoir is called Dalha basal, which has an average age of
4 to 9 My, where temperatures measured in this reservoir range from 260 to 280 ◦C [33] and
are close to the simulated temperatures in this study. In addition, permeability anisotropy
considered in scenario 5 inside the C1 layer does not lead to cooling of the system and
the simulated thermal state at well Asal 6 is close to the measured one (Figure 8). It can
be assumed that the thermal anomaly caused by this near-surface groundwater flow has
less effect at the global scale of the system. Nevertheless, the assumption of pronounced
horizontal flow near Asal Lake in scenario 5 is corroborated by our interpreted conceptual
model based on electrical resistivity inversion (Figure 5), where the thickness of the shallow
aquifer called C1 increases toward Asal Lake. As results of MT inversion and numerical
simulations showed, this study is focused for the potential deep reservoir between 1 and 3
km. The developed 2D model simulate a regional groundwater flow that gives a capture of
fluid circulation in a regional scale. Then, the lack of a better correlation between measured
and simulated temperature at Asal 6 well for the shallow part of the system above 600 m
of depth (Figure 8) may be related to a localized fractures or convections cells. Another
possible interpretation would be resulted by the difference of density fluid between the
upper part of the system and the lower part. May be if a higher density fluid (as saline fluid)
was considered in the shallow part than the deeper part, the shallow part of temperature
profile measured at Asal 6 well could be well represented.

Temperatures measured in the thermal springs emerging on the periphery of Asal
Lake range from 30 to 90 ◦C [3], and the results of the different scenarios show approximate
emergence temperatures that corroborate with those measured in the thermal springs
(Figure 7). Based on the chemical and isotopic characteristic of water in the Asal region,
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three main types of water may co-exist in the subsurface: seawater intrusion from Ghoubbet
sea, Asal Lake water, and meteoric infiltration probably originating from the meteoric
water that transits from Asal Rift to Sakalol-Harralol depression or/and the meteoric water
coming from the deep circulating regional aquifer [14]. The low temperature emergence
observed in the hot springs of group Manda [3], their chemical composition of which is
close to that of seawater, and the high rate of flow show that seawater circulation through
the faults and fractures is the main source of their recharge [15]. This information can be
related to the emplacement of the hot springs group Manda that are close to the H fault
and are aligned more or less to this H fault and with two other major faults located south of
the H fault (Figure 1). Moreover, in this case, the information corroborates our hypothesis
that seawater intrusion occurs where faults/fractures exist (Figures 1 and 4).

Dissolved salts in water can change the phase conditions of liquid–vapor system and
the phase relation of saline water approximated by the H2O-NaCl system is not the same
as those of pure water considered in this study. In conditions of an H2O-NaCl system
such as that of the Asal Rift, the temperature and pressure of liquid–vapor co-existence
are above the critical values of pure water [44]. Despite that the fluid simulated from
HYDROTHERM code is pure water [19], for saline geothermal fluid, the emplacement
depth of intrusion controls significantly whether phase separation is dominantly carried
out by boiling or by condensation [35]. Obviously, in this case, numerical simulations
considering a saline geothermal fluid are expected to reveal the presence of a vapor phase,
as proposed by the BRGM conceptual model [17]. This model is in good agreement with the
gas chemical results of the Asal fumaroles and the water stable isotope data of their steam
condensates [11], as well as the decrease of boron concentrations in the well geothermal
fluids evidenced by geochemical analyses [3].

The total flow rate of geothermal fluid produced in well Asal 3 showed a consid-
erable decrease of production rate and a decrease of bottom hole pressure, which were
related to sulphide and silica deposits in the well with a total dissolved solids (TDS) of
116,000 ppm [33], suggesting a high potential of permeability reduction.

The δD and δ18O water stable isotope data for the geothermal fluids of the Asal wells
and for some hot springs (Korilii, Eadkorar, and Eounda Alifitta groups; Figure 1) indicated
contributions of meteoric water [3]. This meteoric contribution probably originates from
the meteoric water that transits from Asal Rift to Sakalol-Harralol depression or/and the
meteoric water coming from the deep circulating regional aquifer [14]. These authors
showed, in the area of Sakalol-Harralol, the presence of hot springs, with high TDS Na-Cl
waters, aligned in NW-SE along the main faults like in the Asal Rift. The high altitude
zones of rift margins at the north and south do not seem to be potential recharge sources.
However, a more representative numerical model can incorporate these zones and be
tested to confirm or invalidate these hypotheses. As suggested by [14], the existence of
a deep regional aquifer that may have a wide extension in Djibouti and where the Asal
geothermal water has apparently common features in terms of chemical and water-isotope
compositions is a good argument to highlight the need for a numerical multiphase model
developed at a large regional scale. Coastal aquifers in Djibouti hosted geothermal water
that could be more evolved in terms of water–rock interaction between deep fossil water
and sea water intrusions [38].

6. Conclusions

This study emphasizes the importance of fault activity and its role in hydrothermal
circulation. More specifically, the hypothesis of groundwater infiltration into Asal Lake is
supported by numerical flow and heat transfer simulations performed after considering
an electrical resistivity model of the area. The electrical conductivity model obtained after
inversion of MT data indicates that faults can act as conduits for the circulation of water,
notably the H fault, where the hanging wall of the fault behaves as a hydrogeological
barrier. The variation of the electrical conductivity gradient and its increase from the south-
west to the north-east of the rift are in agreement with previous work that brings to light the
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presence of horizontal and vertical deformation in the south-west to north-east direction.
The 2D numerical model of flow and heat transfer developed in this study was used
to better understand the groundwater flow and hydrothermal circulation. Furthermore,
this model confirmed that flow is generally controlled by the presence of faults acting as
conduits and driven by deep heat sources. Three flow zones were defined based on the
interpretation of electrical resistivity and temperature profiles. The temperature simulated
with our model having these three zones is correlated with the temperature measured
in well Asal 6, and is thus considered representative of the heat transfer dynamics of the
system. These three flow zones are shallow groundwater flow affected by seawater and
topography, an intermediate flow with a hydrothermal circulation, and a deep flow related
to the hot hydrothermal circulation originating from the magmatic heat source.

In the context of geothermal energy research, future exploration drilling can be located
either along this major H fault or in the northeastern part of the rift to capture a significant
flow of geothermal fluid that mainly comes from the underground circulation heated
by the strong geothermal gradient existing under the Asal Rift. The target drilling zone
could be the deep potential reservoir unit down to a depth of 3 km to better intercept
permeable zones containing supercritical water or inside the potential deep reservoir at
an intermediate depth between 1 and 2 km. The Fieale Caldera and its surrounding zones
should be avoided as the presence of hot rocks is thought to produce low permeability in
this area.

It could be interesting to complete the present study with a second electrical resistivity
model including more MT sites covering the entire surface area of the Asal–Ghoubbet Rift
and extending to the north-east of the rift, notably the north Ghoubbet zone, in order to
better understand the limits of the hydrothermal system identified in our study and to
establish a correlation on a larger scale between the electrical resistivity gradient and the
deformation velocity gradient estimated by geodetic measurements [6]. In other words,
such a complementary study will help estimate which are the underground circulation
paths and proportions of seawater and meteoric water recharged through the faults in
the hydrothermal systems identified in this study. According to the water stable isotopes
data [14], infiltration of meteoric water can possibly occur from the meteoric water that
transits from Asal Rift to Sakalol-Harralol depression or/and the meteoric water coming
from the deep circulating regional aquifer. Similarly, the development of a 2D numerical
model of flow and heat transfer down to a depth of 10 km can help to elucidate the role of
magmatic intrusion in the deep hydrothermal circulation.
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Appendix A

Table A1. Verification of mesh independence for simulation of scenario 1.

Number of Elements
Temperature at 1600 m Depth in Asal 6 Well

T (◦C)
Absolute Value of Relative Difference (%)

1200 238.931 —
2400 248.257 0.039
4000 254.387 0.024
4800 256.327 0.007

10,000 255.095 0.004
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Abstract: Southeast Asia contains significant natural geothermal resources. However, the mechanism
for generating geothermal anomalies by the crust–mantle structure still needs to define. In this
study, we focused on Guangdong Province, China. We conducted three magnetotelluric profiles to
interpret the crust and upper mantle structure beneath the Guangdong Province and its geothermal
implications. Based on data analysis results, a two-dimension inversion was conducted on the dataset.
The inversion model revealed that there is a presence of upwelling channels, and some channels
are connected with shallow crustal fault zone; the thickness of crust and lithosphere in Guangdong
Province is relatively thin. Such a special crust and upper mantle structure form high surface heat
flow. Merged with previous research, our results imply that massive Late Mesozoic granites, which
contain high radioactive heat generating elements, are distributed on the surface and underground
of Guangdong Province. Based on the correlation between high radioactive Late Mesozoic granites,
crust-upper mantle structure, surface heat flow, and locations of natural hot springs, we established
a geothermal conceptual model to visualize the origin of a current geophysical and geothermal
anomaly in Guangdong Province.

Keywords: magnetotellurics; 2D inversion; crust-upper mantle structure; Late Mesozoic granite;
geothermal energy; Guangdong Province

1. Introduction

Southeast Asia straddles the boundary between the Pacific/Philippine Plate and
Eurasia Plate and locates in the South China fold belt. It is mainly located on the Cathaysian
plate. The geology is highly diverse, and the tectonic setting ranges from the amalgamation
between the Yangtze block and the Cathaysia Block during the Neoproterozoic [1] to the
subduction of the Pacific/Philippine Plate in the Cenozoic [2]. Guangdong Province is
located on the Cathaysian plate and has the same tectonic evolution as the Cathaysian plate
(Figure 1). The crust and upper mantle structure of Guangdong Province in this area have
shaped by these tectonic impacts, which are mainly manifested as follows:
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Figure 1. Tectonic map in East Asia and distribution of exposed Late Mesozoic granite in South China (modified from
Kuang et al. [3]). The green area is the distribution of exposed Late Mesozoic granite, modified from Zhou et al. [4]. The red
line is Guangdong Province.

First, the predominant feature in Guangdong Province is the widespread exposure of
Mesozoic granite with an exposed area of 60,000 km2, accounting for about one-third of
the area, considered the result of the multi-stage emplacement of magmatic rocks [3]. Such
spatial-temporal distribution characteristics of the Mesozoic granites have been attributed
to the dynamic mechanism associated with subduction and interaction with multiple
plates [5,6]. These granites, Late Mesozoic granite, in particular, were formed by the
remelting of the Neoproterozoic and Paleozoic crust [7] and extremely rich heat-producing
elements (Th, U, and K) with average heat production of more than 5 μW/m3 [8]. Second,
various geophysical methods have led to the thin lithosphere (~80 km) present in South
China [9–12]. Combining with studies on mantle peridotite enclaves/xenoliths in Paleozoic
suggested that a lithospheric thinning process has occurred in Meso-Cenozoic [13–15].
Furthermore, there are abundant NE- and NW/WNW-trending faults and associated fold-
and-fault zones in Southeast Asia ([6]; Figure 1). Consequently, these processes shaped
Southeast Asia into a geothermally active region and southeast China into the second-
largest high heat flow region in China, where there are many natural hot springs spanning
an unusually large area ([16,17]; Figure 2). The large area geothermal anomaly constitutes
an impressive geothermal utilization prospective area; however, it has not been well
exploited due to the deficiency of comprehensive studies of the geothermal anomaly in
southeast China.

Recently, a study based on Bouguer gravity data has suggested that the geothermal
anomalies in Guangdong Province originated from the combined effect of asthenosphere
upwelling and granite, which emplaced along the faults [18]. Another study based on heat
flow data and tectonic setting stated that the high surface heat flow values correspond
to the lithosphere’s thinning [17]. However, these results do not fully explain the crust
structure, geothermal anomalies, and their interrelationships. These results do not fully
account for the crust structure, geothermal anomalies, and their interrelationships, which
hinders the subsequent utilization of geothermal resources, the implementation of relevant
simulation work, and analysis of the geothermal polygeneration system [19–21].

To solve these problems, the primary goals are to constrain the crust–mantle structure
and to establish the association between geothermal anomalies and the crust–mantle struc-
ture. In this study, we conducted three magnetotelluric profiles in Guangdong Province,
China, where these areas are abundant in the geothermal resource. Further, the granitic
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intrusions and faults are available for analyzing the effects of different factors on the genera-
tion of hot springs. We present new imaging results of the crust and upper mantle structure
across a major portion of Guangdong Province and establish a geothermal conceptual
model to decipher geothermal formation in Guangdong Province.

Figure 2. Tectonic map of Guangdong Province and adjacent area. The distribution of faults is modified from Wang et al. [6].
The yellow lines are the magnetotellurics profiles. The heat flow values and “hot” basin are modified from Jiang et al. [17].

2. Geological Setting

The Guangdong Province has narrowed due to three major convergent tectonic plates
since the Mesozoic, which are the subduction of the Pacific Plate to the east, the subduction
of the India Plate beneath the Eurasia Plate to the southwest, and the convergence between
North and South China Blocks to the north (Figure 1). As a response to this tectonic
event multi-plate interaction, this region underwent a widespread tectonic thermal event
and intracontinental deformation. These events are characterized by massive magmatic
emplacement, widespread shortening, thrusting, and decollement in the Mesozoic [4,6].
Specifically, these events could be evidenced by the widespread granitoid belts of different
ages and large-scale fault zones. Such features were mainly caused by the multi-plate
interaction [7] or by the advance and retreat of the Pacific Plate [6,22]. Later on, during
the Cenozoic, a basin and range-like region and widely distributed basalt were generated
in the coastal areas [23,24]. These tectonic events have been suggested to be formed
by asthenospheric convection-driven extension and thinning of continental crust. Such
asthenospheric convection is controlled by the collision between India Plate and Eurasia
Plate (for a review, see [3]).

3. MT Data Acquisition

From July to August 2013, three MT profiles (L100, L200, and L300) with 440 km
and 103 stations were established to obtain the electrical structure of crust and mantle
in southeast China (Figure 2). The L100 is divided into two parts. The east part has a
length of 40 km with an interval of 1 km. The west part has a length of 100 km with a
station spacing of 5 km. L200 has a length of 100 km with a station spacing of 5 km. The
L300 has a length of 200 km with a station spacing of 10 km. The L100 and L200 cross the
Wuchuan-Sihui fault zone and the Enping-Xinfeng fault zone (Figure 2). The L300 crosses
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the Enping-Xinfeng fault zone, Heyan fault zone, Zijin-Boluo fault zone, and Lianhuashan
fault zone (south section of the Zhenghe-Dapu fault zone) (Figure 2). Extending direction
of the MT profiles is designed to be east-west trending.

MT data were collected with Phoenix MTU-5 instruments. All 5 orthogonal com-
ponents of the electromagnetic field (Ex, Ey, Hx, Hy, and Hz) were recorded. The x-axis
and the y-axis are magnetic N-S trending and magnetic E-W trending, respectively. The
horizontal electric (E) and magnetic (H) fields are measured in the time domain and con-
verted to the frequency domain by Fourier transform to receive the MT response function.
Before the field data collection, we performed calibration and consistency experiments on
all the instruments and equipment used to ensure that the instruments invested during
the construction process work properly. The first and second Supplementary Figures
(Supplementary Figures S1 and S2) show the calibration results of the V5 system 2000
equipment box and probe, respectively. With a recording time no less than 18 h, MT data
were obtained in an average period of 0.003–2000 s. The MT time-series were transformed
into frequency domain with fast Fourier transform, and the frequency-dependent transfer
function elements were calculated by standard remote reference [25], robust routines [26].

4. MT Data Analysis, Inversion, and Result

4.1. MT Data Analysis

In magnetotelluric analyses, the regional structure’s response can be concealed by the
galvanic distortion caused by small-scale inhomogeneities near the surface. In this work,
the multi-site multi-frequency distortion decomposition, which is based on the Goom–
Bailey (GB) decomposition method [27], was used to estimate the galvanic distortion of
the MT response and the regional strike and dimension of magnetotelluric data before
two-dimensional inversion and obtained the best electrical principal axis information of
the three profiles in the study area according to this method (Supplementary Table S1).
Under the assumption that the surface layer is partially covered by 3D on 2D structural
paper, the observed impedance tensor (Z) was decomposed [27], the formula is as follows:

Z = RCZ2−DRT = gRTSAZ2−DRT = CRZ2−DRT (1)

C is the frequency-independent local distortion matrix, g is a scalar factor, R is the
rotation matrix, RT is the transpose matrix of R, T is the torsion matrix, S is the shear matrix,
A is the decomposition tensor, and Z2-D is the actual 2D impedance tensor of the region. T
can be expressed as:

T =

[
1 −t
t 1

]
, R =

[
cos θ sin θ
− sinθ cos θ

]
, S =

[
1 e
e 1

]
, A =

[
1 + s 0

0 1−s

]
(2)

t is the torsion factor, θ is the strike angle, e is the shear factor, and s is the splitting scale
factor. gAZ2-D is solved as a whole due to its nonuniqueness:[

Zxx Zxy
Zyx Zyy

]
=

[
cos θ sin θ
− sinθ cos θ

][
1 −t
t 1

][
1 e
e 1

][
0 ZTE

−ZTM 0

][
cos θ − sinθ
sin θ cos θ

]
(3)

There are 8 equations and 7 unknowns when the impedance tensor is expanded in
the form of a real part and an imaginary part. The parameters of regional impedance,
strike, and distortion can be obtained by using the least-squares method. Furthermore,
the whole frequencies of the MT data are rotated to the respective strike directions before
inversion. The GB strike directions of all sites for whole frequencies were depict using
the rose diagram (Figure 3). As shown in Figure 4, the calculated structural strike almost
coincides with the strike of the large-scale fault in Guangdong Province, China. The main
electrical axes of the three profiles are mainly NE, which are consistent with the large
structural trend of southeast China [6].
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Figure 3. Multi-frequency rose diagrams of geoelectric strike direction of some stations by using the
Goom–Bailey (GB) decomposition.

Figure 4. The structural trend of the survey points in the three profiles. The orange lines are major regional deep-seated
fault, the yellow line is the MT profile, the pink arrow is the structure trend, and the black star is the MT station.
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4.2. MT Data Inversion

Using the nonlinear conjugate gradient algorithm developed by Rodi and Mackie [28],
two-dimensional inversion analysis of the rotated data is carried out, and the algorithm
is implemented in the data interpretation package WinGLink. Before calculating the final
model, several inversion parameters should be set to fit the data.

The collected magnetotelluric data can be divided into two parts, which includes data
with a magnetic field direction perpendicular to propagation direction (TM) and data with
the electric field direction perpendicular to propagation direction (TE), and the inversion
modes include TM mode, TE mode, and TE and TM joint inversion mode. For TM mode it
is more sensitive to the low-resistance structure in the shallow part and is susceptible to
the influence of static displacement, which mainly produces current-type distortion; the TE
mode well reflects the deep and high-resistance structure and is less affected by the static
displacement, which is prone to inductive distortion. For measured data, it is generally
preferred to use TM model data for two-dimensional inversion [29,30]. Consequently, to
select the inversion results more suitable for the geological parameters, TE model inversion,
TM model inversion, and TE and TM joint model inversion were carried out for the L300,
respectively (Figure 5). The TE model inversion has a good reflection on the shallow
high-resistance layer. However, the low-resistance layer is missing, and it is impossible to
analyze the fracture characteristics of the underground structure. The TM model highlights
the low-resistance layer well and has a perfect correspondence with the deep-seated fault in
the Guangdong Province. There is a certain similarity between TE and TM joint inversion
model and the TM model. However, the result of joint inversion is not ideal due to the
large fitting difference between the TE and TM joint model and TM model. Accordingly, in
this study, the TM model of nonlinear conjugate gradient (NLCG) two-dimensional was
selected for inversion. The NLCG inversion method has the advantages of fast operation
layer speed, less memory occupation, multimode inversion, avoiding the single inversion
mode and multi-solution of inversion results. The results are more comprehensive and
selective, and the inversion model is more intuitive, reflecting the underground problems
clearly.

To obtain the best regularization parameter (τ) values, we selected different τ values
(τ = 1, 3, 5, 10, 20, 50) for the L300, and carry out inversion, respectively. In the inversion
process, the other parameters remain unchanged with the weighted parameter is 1.5 and
the error range is 5%. Meanwhile, the fitting difference root-mean-square (RMS) value of
each inversion is discriminated (Supplementary Table S2). Figure 6 displays that, τ = 1, it
can be seen from the figure that its reflection effect on the shallow part is better, however,
for the deep information, the overall performance is low resistance, which does not achieve
good results; τ = 3, both the shallow part and the deep part have a good reflection effect;
τ = 5 and τ = 10, it can be seen from figures that there is no significant difference in the
whole, and it also has a large similarity with τ = 3. However, it does not obviously reflect
the highly conductive upper mantle layer; τ = 20 and 50, the inversion results are much
smoother than that in others. Although it reflects well on deep electrical characteristics,
it does weakly on shallow formation information. Therefore, 3 is the best τ value, and
it is used in the later inversion. Moreover, the initial resistivity was set as 100 Ω·m; the
homogeneous half-space initial model was adopted; the WinGLink data inversion software
was used for inversion.

4.3. Inversion Results

The most notable feature of the 2D inversion result is the large area of low resistance
area along with these profiles (Figure 7). Each profile’s conductivity has a three-layered
structure in vertical, and the low conductors are inserted between the high conductors
across these profiles. The overall RMS of the L100, L200, and L300 are 4.4, 4.7, and 5.2,
respectively. As demonstrated in Figure 7, the RMS value of most of the stations of the three
profiles is below 4.5, and the RMS value of 90% of the station is less than 6. The 190 and
195 stations of the L100, which are located near Yangjiang City and Yangdong County, have
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a relatively large RMS value and may be greatly disturbed by human activity, resulting
in poor data fitting in two-dimensional inversion. Similarly, the 225 station of the L200,
which is located near Enping City, has a relatively large RMS value. The overall RMS of
the L300 is much large than that of L100 and L200, and 20% of the L300 stations have high
RMS values (>6). However, there is no significant human disturbance near these stations
with high RMS values. Thus, we speculate that there are complex fault systems near these
stations, and the RMS is affected by a three-dimensional inhomogeneous geological body
near the surface.

Figure 5. Compares of NLCG 2D inversion result of three inversion models (TE, TE and TM, and
TM) of MT profile L300.
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Figure 6. 2D inversion results of NLCG in L300 TM mode under different the regularization parameter (τ) values.
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Figure 7. RMS distribution along these three profiles for the original 2D inversion.

5. Interpretations and Discussions

5.1. Interpretations of the Model

As can be seen from Figure 8, the resistivity increases with the depth in vertical profile,
which contains three layers: crust sedimentary caprock in the top, middle and lower crust
in the middle, and mantle to the bottom.

The top layer’s thickness gradually thins from west to east in L100 and L200 profiles
ranging from 9 km to 2 km thickness, while it is about 4 km thickness in the L300 profile.
Similarly, crust thickness gradually thins from west to east in all profiles with an average
of ~30 km even though the crust’s thickness is various with 22 km in local. The high-
resistance layer in the entire crust is cut into several blocks by the low-resistance bodies,
forming a discontinuous spatial distribution of the high-resistance layer. A large area
of low resistance layer has a resistivity value of 0.4–100 Ω·m in the lower layer of L100
and L200 profiles, and it tends to extend to −120 km or deeper. Furthermore, there is
a large area of low resistivity in the upper mantle with a depth below 90 km, which is
supposed to be asthenospheric. The presence of a discontinuous low resistivity layer in the
range of −10 to −30 km suggests multiple channels for upwelling of the mantle sources or
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recommends a high-conductor formed by the alteration or melting of wall rocks caused by
mantle materials. Specifically, Figure 8 shows the F3 (Heyuan Fault) adjacent to Heyuan
City is connected with the asthenospheric upwelling in the L300. Our previous geophysical
exploration in the Heyuan Basin confirmed that the Heyuan Fault controls Cenozoic basalt
occurrence [3]. Moreover, all the regional fault zones are well reflected in the inversion
model, and the low resistance zone near the surface matches with the actual location of
fracture exposure.

Figure 8. Preferred inversion model of electrical resistivity for the upper 120 km along the profiles with station locations
and position of major tectonic features. F1-1, West part of F1; F1-2, East part of F1; F1, F2, F3, F4, and F5 are identical to
that in Figure 2. The RF is the Renzishi Fault. The purple dotted line represents the inferred boundary between strata and
Jurassic and Cretaceous granite; the yellow dotted line represents the inferred Moho boundary; the black arrow represents
the upwelling direction of mantle material.

5.2. Lithosphere and Asthenosphere
5.2.1. Thickness of Lithosphere and Structure of the upper Mantle

The lithosphere thickness of the study areas and adjacent areas is around 80 km, as
shown in this study. This result is similar to other geophysical observations in South China.
For example, the ambient noise tomography work indicated that the lithosphere thickness
in the Cathaysia Block is 60–70 km [9]. The receiver function results implied a lithosphere
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thickness of ~65 km in southeast China [11,31]. Deng and Levandowski proposed that the
depth of the lithosphere–asthenosphere boundary (LAB) is ranging around 100 km, which
is estimated by the final density model and receiver functions [12]. A joint inversion of
Rayleigh wave dispersion data, topography, geoid height, and terrestrial heat flow with a
probabilistic Monte Carlo method predicts the recent lithosphere in South China is ranging
from 80–105 km [10].

Notably, the depth of LAB in South China observed by different complex and com-
mendably geophysical methods seems variable. The presence of multichannel of astheno-
sphere upwelling in the coastal area and adjacent area may well explain the variable
depth of LAB as these upwelling channels interfered with geophysical interpretation to
some extent. As shown in Figure 8, each profile has several asthenospheric upwelling
channels along deep-seated faults whose influence width is tens of kilometers. Similarly,
using the magnetotelluric method to detect the crust/mantle thermal structure shows that
the asthenospheric upwelling is common in southeast China, including Fujian Province,
Guangdong Province, etc. [32,33]. The impact of these widespread distributed multichan-
nel asthenospheric upwelling on the lithosphere mainly reflects in the following two points.
For one, the rigid lithosphere turns into a plastic state under the underplating of high-
temperature materials. It is gradually eroded by the asthenosphere, resulting in thinning of
the lithosphere. Additionally, the lithosphere undergoes partially melting due to the under-
plating of the asthenosphere with meltable material separate out from the lithosphere to the
asthenosphere. The lithosphere’s remaining rigid material undergoes rigid rupture under
gravity and sinks into the asthenosphere [34,35]. These two mechanisms coexist in the
upwelling process of the asthenosphere, and all have a significant impact on lithospheric
thinning. Furthermore, Compared with other ancient cratons, U-Pb zircon geochronology
dates the Cathaysian block where southeast China locates as Neoproterozoic in age [36]
indicate the lithosphere is more vulnerable to erosion and destruction [32]. In summary,
the asthenosphere’s upwelling has completely modified the lithospheric structure, result-
ing in different thicknesses of the lithosphere and crust–mantle structures in Guangdong
Province.

Guangdong Province straddles the boundary between three energetic tectonic do-
mains: the Pacific subduction zone to the east, the collision zone between the Philippine
Sea and the Eurasian plate to the southeast, and the spreading of the South China Sea to
the south (Figure 1). Specifically, for the Pacific plate, previous receiver function images
of mantle transition zone [37–39] and tomographic studies [40,41] indicate that the slab
front extends into the area beneath the South China block (~105◦ E). Various geophysi-
cal and geochemical evidence has indicated that the Pacific plate stagnant in the mantle
transition zone and has continuously released fluid material to destruct and reform the
overlying lithospheric mantle [40,42,43]. The collision zone between the Philippine Sea and
the Eurasian plate forms compressional uplifting and orogeny along the southeast coast
area and Taiwan [44,45]. The evolution of the South China Sea has a significant impact
on the surrounding continents, which is reflected in the formation of crustal uplifting or
depression [2,46,47]. The interaction of these plates affects the activity of the asthenosphere
in Guangdong Province and adjacent areas. For example, the force driven by the Pacific
plate’s subduction triggers the mantle convection, inducing the eastward asthenospheric
flow beneath South China in the big mantle wedge. For one, during the flow process,
the positive buoyancy causes asthenospheric upwelling accompanied by decompression
melting and melt extraction [48]. This process will erode the overlying lithosphere. On
another side, fluid released by the stagnant Pacific plate is added to the asthenosphere to
promote the partial melting of the Upper mantle and Mantle transition zone [49–51].

Moreover, geophysical results imply that the present lithospheric thickness (~80 km) is
much less than that of the Paleozoic lithosphere. Geochemistry and P-T studies on mantle
peridotite enclaves/xenoliths entrained by Paleozoic kimberlite and basalt have indicated
that there was a thick lithosphere (110–230 km) at that time beneath South China [13,15].
However, the study on Mesozoic Ningyuan mantle xenoliths implies a thin lithosphere
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(<80 km) [52] and that on Cenozoic Xinchang mantle xenoliths intimate the mantle re-
placement and accretion is a common process in South China since the Mesozoic [14].
These pieces of geological evidence present a process of incessant lithospheric thinning
and asthenospheric intrusion.

In summary, for a given tectonic domain mainly affected by subduction or collision,
the evolution of the continent plate depends on the fluid (primarily water) content and
forms of the subducting or colliding plate and the intrinsic properties of the continental
block [32]. The structure of the upper mantle and thickness of the lithosphere in southeast
China are affected by different motion types of different plates, fluid addition, and its
crust–mantle properties, leading to regional large-scale asthenosphere upwelling, causing
the South China lithosphere to be destructed and reformed by mantle-derived hot materials.
As a consequence, a thin lithosphere (<80 km) is commonly present beneath southeast
China and is consistent with the high heat flow (Q) [17].

5.2.2. Structure of the Crust

MT results thoroughly document the crustal electrical structure, the characteristics
of deep-seated faults, and the variation of crustal thickness. As mentioned in previous
(Section 5.1), numerous low electric resistance geological body is present in the crust where
couples with deep-seated faults. The asthenosphere uplift’s top interface corresponds well
with the position of the fault zone in the crust. For example, the asthenospheric material can
uplift to a shallow position where there are deep-seated faults in the superficial (Figure 8).
In other words, deep-seated fault zones play an important role in controlling the upwelling
of the asthenosphere. The thickness of the crust is generally around 30 km and tends to
thin eastward.

The same geological structure feature was also reported in most other southeast
China areas by different geophysics observations or numerical simulations. The MT
results in other southeast China regions presented a similar crustal electrical structure,
the characteristics of deep-seated faults, and the variation of crustal thickness of that in
this study [33]. Based on deep seismic-sounding data, Zhang and Wang inferred that the
crust thickness in the Cathaysia Block is around 33 km, and the crustal thickness tends
to thin eastward [53]. Deep seismic-sounding data also displays such a thin eastward
trend of crustal thickness and the crustal thickness ranging from 30 to 34 km; the result
from receiver function analysis with teleseismic wavefield reconstruction suggested that
Moho surface depth in southeast China ranges from 25–35 km [54]. Based on the numerical
simulation in South China, Zhang et al. proposed the Moho temperature, and the Moho
depth is ranged from 500 to 650 ◦C and from 27 to 32 km, respectively [55]. The joint
inversion of receiver functions and surface wave dispersion indicated a crust thickness in
southeast China is approximately 30 km [56]. These studies all show a relatively thin and
electrical heterogeneity crust in Guangdong Province.

5.3. Interpretation of the Geothermal Anomalies in Guangdong Province

Heat flow is considered as one of the direct surface geothermal manifestations of
subterranean thermal energy and is a key parameter used to interpret the crust–mantle
structure and geodynamics [17,57,58]. Guangdong Province is located in the second-largest
geothermal anomaly area in China, where surface heat flow ranges from 61.6 to 97 mW/m2

with a mean average of 73 mW/m2 [17]. The values of surface heat flow are greater than
the mean heat flow of continental China (60 mW/m2, [17]), and the globe means heat flow
of continental crust (65 mW/m2, [57]). High heat flow has formed many “hot” basins
in Guangdong Province (Figure 2) and developed with numerous natural hot springs
(recorded natural hot springs more than 300, Figure 2). However, the surface heat flow for
Guangdong Province is limited by the small number of measurement sites (only 24 sites
have been reported in the literature up to 2019 in Guangdong Province, Figure 2) and are
affected by the local geothermal fluid convection [59]. Therefore, we use the surface heat
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flow and the natural hot spring, which is a direct indicator to interpret the geothermal
anomalies in Guangdong Province.

The high ratio of mean Qmantle/Qcrust (~1.33) in southeast China implies that mantle
heat causes surface geothermal anomalies in Guangdong Province [17]. As mentioned
above, the thin lithosphere, which accompanies by multichannel asthenospheric upwelling,
determines a high terrestrial heat flow in Guangdong Province. The upwelling channel of
mantle-derived material is connected with the fault system of shallow crust in Guangdong
Province. Source waters penetrate the fault system and reach deep into the places where
the mantle-derived material is affected. These places have a high temperature, warming
the cold water and resulting in fluid convection in the fault system. Fluid convection causes
heat upwelling and the development of natural hot springs along with the fault system or
adjacent areas (Figure 2).

It should be noted that many natural hot springs in Guangdong Province and its
surroundings are distributed along with the faults system and the exposed areas of the
Late Mesozoic granite. This is attributed to the high radioactive heat-producing elements
(HPE, such as 238U, 232Th, and 40K) of the Late Mesozoic granites in South China. These
Late Mesozoic granites in Guangdong Province are widely distributed with an exposed
area of 60,000 km2, accounting for more than one-third of the area (Figure 2). These gran-
ites in Guangdong Province and adjacent areas were formed in a typical continental arc
setting and were considered to associate with the advance of the Paleo-Pacific Plate in
the Early Middle Jurassic and the retreat of the Paleo-Pacific Plate in the Late Jurassic
to Cretaceous [2,5,22]. Importantly, subduction plate-derived materials and the decom-
pression melting caused by stress relaxation promoted the reworking of terrane in South
China [7,60]. Two-stage model age of Jurassic and Cretaceous granite Hf isotope ranges
between 1.6 and 1.8 Ga, suggesting Late Mesozoic granites in Huizhou area were generated
by remelting of Proterozoic crust [61]. This result is consistent with the two-stage model
age of detrital zircons Hf isotope in Oujiang River, eastern Cathaysia, Fogang granites,
and Nankunshan granites [7,60]. The remelting of differentiated crust material leads to
redifferentiation occur. Consequently, the Late Mesozoic granites inevitably have high large
ion lithophile elements. Statistics and calculation of the Th, U, and K content of Mesozoic
granites in South China show an extremely high heat production with average values of
6.29 μW/m3 for the Late Mesozoic granite in Guangdong [8,62]. The radioactive heat reser-
voirs calculated based on the heat production show the Mesozoic granite intrusions contain
abundant radioactive heat production (Figure S3). As shown in Figure S3, compared with
the Mesozoic granites in Guangdong Province and its surrounding areas, the Late Mesozoic
granites in Nanling Range have the highest heat production (heat production more than 9
μW/m3 of some granites, radioactivity heat reservoirs more than 1016 J/a of some granite
intrusions) and radioactive heat reservoirs and couple with numerous high-temperature
(>80 ◦C) natural hot spring. This finding reveals Late Mesozoic granite has a marked
contribution to the regional geothermal anomaly.

The previous study inferred, based on low gravity anomalies, that there are massive
concealed granitic bodies under the exposed Mesozoic granite and adjacent areas [18].
However, our previous study in the Huiyang-Meixian depression between Huizhou and
Heyuan City revealed a continuous concealed granite under the depression [3] where Xi
et al. [18] deduced there was an absence of concealed granite. Thus, we speculate that
the scale of concealed granite under the Guangdong Province is larger than Xi et al. [17]
suspected. In other words, due to the extremely high heat production of the Late Meso-
zoic granite, the Late Mesozoic granite under the Guangdong Province turned into a
high-temperature geothermal reservoir. Large quantities of heat released from persistent
radioactive decay are one of the most significant geothermal mechanisms in Guangdong
Province.

By integrating the results and discussions above, a geothermal model is proposed to
visualize the origin and evolution process of geothermic in Guangdong Province (Figure 9).
For one, the arc tectonic setting in Guangdong had gradually changed into an intraplate rift
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setting since Mesozoic [2,22], forming large-scale basins includes Heyuan Basin, Sanshui
Basin, Lianping Basin, etc. [3,4,23], and accompanying with upwelling of mantle mate-
rial. The thin lithosphere superimposed upwelling of mantle-derived material determines
the high heat flow background in Guangdong Province. For another, voluminous Late
Mesozoic granite generated by remelting of the Neoproterozoic and Paleozoic crust [7,61]
contains an extremely high content of heat-producing elements. Large quantities of heat
are released from the persistent radioactive decay of these heat-producing elements. Con-
sequently, the special crust-upper mantle structure in Guangdong Province has led to the
formation of numerous natural hot springs. These hot springs can be divided into two
types (Figure 9). The first is type A, hot springs distributed near the fault of granite area,
the Late Mesozoic granite is the key heat source. Typical examples are the hot springs in
the Nanling Range. The second is type B, hot springs distributed along fault zones with
mantle-derived material upwelling, the mantle material and the Late Mesozoic granite are
the key heat source. Typical examples are the hot springs along the Heyuan fault, where
noble gas evidence shows the upwelling of mantle material [63].

Figure 9. A model of the crust–mantle structure to decipher geothermal formation in Guangdong Province. The granite
layer was modified from Kuang et al. [3].

6. Conclusions

In this study, we focused on the crust and upper mantle structure and its geothermal
implications in Guangdong Province. The main results and conclusions are as follows:

1. Three new MT profiles with a total of 440 km long across the major portion of
Guangdong Province were acquired to reconstruct crust and upper mantle structure.
The TM model of the nonlinear conjugate gradient (NLCG) two-dimensional inversion
with τ = 3 was determined by data analysis;

2. Inversion results show that the low resistance zone on the shallow surface matches
the actual location of the fault; there is the presence of multi upwelling channels
of asthenosphere mantle, and some channels are connected with shallow crustal
fault zone; the thickness of the crust and the lithosphere in Guangdong Province are
relatively thin. The crust and upper mantle structure in Guangdong Province is the
result of long-term (from Proterozoic to Cenozoic) tectonic magmatism, especially the
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intense tectonic magmatism caused by multi-plate interaction since the late Mesozoic.
Such special crust and upper mantle structure forms high surface heat flow and is
one of the key factors for generating anomalies;

3. Massive Late Mesozoic granites, which contain high radioactive heat-producing
elements, are distributed on the surface and underground of Guangdong Province.
Large quantities of heat released from persistent radioactive decay of Late Mesozoic
granite are another significant geothermal mechanism in Guangdong Province.
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Calibration results of V5 system 2000 equipment probe, Figure S3: Radioactive heat reservoirs and
radioactive heat production rate of the late Mesozoic exposed granite and the distribution of the hot
springs in Guangdong province and adjacent area.
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Abstract: Unconventional geothermal resource development can contribute to increase power gen-
eration from renewable energy sources in countries without conventional hydrothermal reservoirs,
which are usually associated with magmatic activity and extensional faulting, as well as to expand
the generation in those regions where conventional resources are already used. Three recent drilling
experiences focused on the characterization of unconventional resources are described and compared:
the Campi Flegrei Deep Drilling Project (CFDDP) in Italy, the United Downs Deep Geothermal
Power (UDDGP) project in the United Kingdom, and the DEEP Earth Energy Production in Canada.
The main aspects of each project are described (geology, drilling, data collection, communication
strategies) and compared to discuss challenges encountered at the tree sites considered, including a
scientific drilling project (CFDDP) and two industrial ones (UDDGP and DEEP). The first project, at
the first stage of pilot hole, although not reaching deep supercritical targets, showed extremely high,
very rare thermal gradients even at shallow depths. Although each project has its own history, as
well as social and economic context, the lessons learned at each drilling site can be used to further
facilitate geothermal energy development.

Keywords: unconventional geothermal resources; geothermal drilling; communities; caldera; En-
hanced Geothermal Systems

1. Introduction

Unlike other renewable energies, such as solar and wind, geothermal resources pro-
vide base-load power that can be generated continuously to meet the minimum level of
power demand, independent of climate conditions. Resources are defined as conventional
when found in hydrothermal systems related to magmatic activity and extensional fault-
ing [1]. On the other hand, unconventional resources include Hot Sedimentary Aquifers
(HSAs) with permeable layers at great depth (2–5 km), as well as Hot Dry Rocks (HDRs),
which have been developed since the beginning of the 1970s and are now referred to as

Energies 2021, 14, 3306. https://doi.org/10.3390/en14113306 https://www.mdpi.com/journal/energies79
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Enhanced Geothermal Systems (EGSs), where hot low permeable crystalline rocks are stim-
ulated at drillable depths [2]. Heat transfer mechanisms in HSA and EGS are dominated
by conduction associated with near normal heat flow for such petrothermal plays. Forced
convection can be induced in deep aquifer layers to extract heat [3]. Other geothermal
resources gaining interest are associated with supercritical fluids, which are characterized
by temperatures between 390 and 600 ◦C and processed with superheated dry steam
plants [4], while those of EGS and HSA are exploited with binary power plants, since
the fluid temperature is usually <150 ◦C. Supercritical geothermal resources have been
proven to exist at technically and economically viable depths, and one well extracting those
resources can significantly increase the production output [4]. However, the extraction of
energy from these resources is challenging because the permeability of the host material is
at the brittle–ductile transition and the magmatic fluids produced are highly corrosive [5].
Calderas are possible candidates for the presence of supercritical geothermal reservoirs
at shallow depth that have been explored in several countries [6–8]. Drilling through
supercritical fluids in the scope of geothermal energy production was achieved by the
IDDP project (Iceland Deep Drilling Project) [9].

While geological, geochemical, and geophysical exploration methods are used to
estimate the size and temperature of the resources during the initial exploratory phase, deep
drilling and well testing are required to prove resource viability [1]. Results obtained from
drilling projects at key locations can be applied to other areas worldwide [10]. Moreover,
since the installed costs and capacity factors of geothermal power plants are project-
specific, often the drilling of additional production wells is required to adjust the extraction
mass flow rate and ensure the sustainability of the resource [11]. Deep drilling and
reservoir stimulation can generate a negative social perception of geothermal energy
within the communities living close to these kind of projects. Volken et al. [12] highlighted
that geothermal energy acceptance in Switzerland decreased with increasing knowledge
about geothermal development, probably as a result of learning about induced seismicity
that occurred in the past [13]. Similarly, Malo et al. [14] demonstrated that the support
to geothermal energy within the Quebec population in Canada can decrease by 10%
when exposed to the potential impacts of reservoir stimulation. In contrast, Carr-Cornish
and Romanach [15] showed a positive change in perception when people acquired more
information and knowledge about geothermal energy. Pellizzone et al. [16] revealed that the
perception of renewable energies, including geothermal energy, is generally positive and
optimistic, but, like Carr-Cornish and Romanach [15], indicated that when a geothermal
project is developed in the area, the confidence of the affected population decreases, giving
rise to the phenomenon known as “Not in my backyard” (NIMBY). However, where deep
drilling and subsurface exploration are a common practice, such as developed oil fields or
mining regions, drilling for deep geothermal resources can be socially accepted given the
local comfort from historical experience and transferable expertise to maintain jobs.

In this paper, three drilling geothermal exploration projects conducted in Italy, the
United Kingdom, and Canada are described to provide an overview of recent geothermal
development. The common element of these projects is that they target unconventional
geothermal resources: the Campi Flegrei Deep Drilling Project (CFDDP) in the volcanic
caldera located Southern Italy west to Naples metropolitan area, the United Downs Deep
Geothermal Power (UDDGP) project in hot granite rocks located in the Cornwall county
in South West England, and the DEEP Earth Energy Production Corp. project in Canada,
targeting HSA in the Western Canadian Sedimentary Basin.

Although these three countries went forward with geothermal drilling projects, their
geothermal power generation backgrounds are different. In Europe, geothermal power
plants were installed by the beginning of 1900 in Italy, but there are not yet geothermal
power plants in the United Kingdom. Likewise, no geothermal power plants are operating
in Canada, but several recent exploration projects have been conducted [17]. While the
CFDDP drilling activities were conducted in 2012, those of the UDDGP and DEEP projects
are more recent, since they were concluded in 2019 and 2020, respectively. One of the
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targets of the CFDDP were supercritical fluids, while the shallow pilot hole drilled so far
has not reached those fluids. However, this area shows very high geothermal gradients
at shallow depths, thus allowing unusually shallow, cheap, and powerful geothermal
exploitation. On the other hand, the UDDGP and DEEP projects focus on geothermal
resources outside volcanic areas reaching the same temperature of the CFDDP pilot hole
far deeper. The social context and communication strategies with the local communities are
also different: Campi Flegrei is a highly populated volcano, while the Cornwall county and
the Saskatchewan province have a lower population density with local comfort and history
from drilling oil and mining exploration wells. Therefore, the objective of this paper is to
review the recent geothermal exploration work at those three key projects and synthetize
new knowledge gained that can be used in other countries looking to expand geothermal
energy production.

2. Geothermal Energy in Italy

Italy is the first country in the world where geothermal energy was used for power
generation at the beginning of the twentieth century. Geothermal resources are mainly
used for electricity generation in Tuscany. The installed electrical capacity at the end of
2020 was of 944 MW, leaving Italy outside the “1 GW geothermal country club” [18].

In the Neapolitan area (Southern Italy), 116 deep wells were drilled for geothermal
exploration between 1930 and 1980, i.e., 26 of them in Campi Flegrei [19] and 90 of them on
the Ischia island. At Campi Flegrei, it is expected that temperature exceeds the critical point
of water at depths as shallow as 2.5–3.0 km, whereas the thermal output of Neapolitan
volcanic areas exceeds 16 GWt [19]. The CFDDP project would contribute to further
improve the knowledge about the geothermal resources in this area, from very high
shallow geothermal gradients down to the supercritical areas [20].

2.1. The Campi Flegrei Project

The choice of Campi Flegrei as a target for the deep study of large calderas is justi-
fied by the evidence—from previous drillings and from recent deformation and seismic
observations—that the main structures of volcanological interest are considerably shal-
lower than in other well-studied similar calderas [21]. This also implies the presence of
extremely high geothermal gradients, with supercritical temperatures found at depths as
shallow as 2.5–3.0 km [19]. The Campi Flegrei caldera (CFc) (Figure 1) is a typical example
of the most explosive volcanoes on the Earth, namely large collapse calderas. It was formed
from a main collapse event related to an ignimbritic eruption occurring 15 ka ago [21,22],
named Neapolitan Yellow Tuff (NYT).

In the framework of the International Continental Scientific Drilling Program (ICDP),
the pilot hole of Campi Flegrei Deep Drilling Project (CFDDP) [20] was drilled down to a
depth of 500 m for understanding the stratigraphy and eruptive history of the easternmost
caldera border, which lacked previous drilling and remained less studied. One additional
objective was to evaluate the possibility of drilling a 3500 m, deviated deep hole, with
deviation starting at about 500 m of depth.

The CFDDP had passed through a long evaluation process by ICDP, before the ap-
proval of the scientific and technical project, to obtain the authorization and economic
support to proceed. There was an important debate during this period in the local and
international scientific communities because drilling in the caldera had not been conducted
since the middle of the eighties. The area was further affected by uplift and frequent
low-magnitude seismic activity (generally lower than magnitude 2, but with peaks of
magnitude 4.2 in the 1980s). Such ground dynamics, with 0.76 m of uplift in the last
fifteen years, increasing seismicity, together with the memory of the previous large unrest
of the 1970s and 1980s, raised concern in the population about the usefulness and risks
of CFDDP. Such a concern was first claimed by a local geologist and then shared and
amplified by newspapers and media, worrying the community and the local authorities. In
summary, while almost all the national and international scientific community agreed on
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the usefulness of the project and on the absence of risks for the population, few geologists
from Naples University argued in an unscientific way about risks due to the drilling of
the CFDDP, not only the deep well, but also, specifically, the pilot hole targeting 500 m of
depth only. Confusion was mainly associated with a possible volcanic eruption triggered
by the pilot hole in the caldera, since a misunderstanding occurred when translating “gas
blowout” that may occur during well drilling and this was confused with volcanic eruption.
This potential risk was amplified by the media and rapidly spread worldwide. In 2010,
the INGV, which is appointed to mitigated volcanic risk, was accused to endanger the
community with its scientific activities. Although this situation was recognized as lacking
any scientific background within the international scientific community, at the local level,
the criticism made by geologists was influencing the opinion of local authorities and popu-
lation. This situation, leading to unsuitable communication between scientists, authorities,
and communities, resulted in a delay of about two years in the pilot hole drilling.

Figure 1. An overview of the Neapolitan volcanoes from a satellite image, with Campi Flegrei caldera
evidenced in different points of view. The site of the Bagnoli 1 borehole CFDDP (yellow circle) and
the Agnano geothermal well (red triangle) are also shown on the maps.

Drilling was conducted two years after, in 2012, in the Bagnoli plain: from 22 to 29 July
until a depth of 222 m, and then from November 22 to December 2 to the depth of 506 m.
This drilling site is an old dismantled industrial area located in Western Naples (Figure 1
of about 2 km2 chosen for several scientific and logistic reasons [23]: the eastern part of
the caldera had not been drilled before at a considerable depth, as this area is the most
populated and faces the most geohazards. For these reasons, the aim of CFDDP was to
study such an unexplored side of the caldera, where the local deposits are mostly unknown,
although they pose the highest risk to the large city of Naples.

While the study of the rock properties helped to refine the thermo–hydro–mechanical
modeling of the unrest processes [24], the stratigraphic studies and relative rock dating by
radioisotope methods gave fundamental insight into the evolution of the area, as well as
the caldera formation and extension [20]. At that time, the caldera was thought to have
been formed by the Campanian Ignimbrite eruption (40 ka BP), and then collapsed again,
in the innermost part, during the NYT eruption (15 ka BP). The Campanian Ignimbrite
caldera was thought to include the city of Naples, so largely overcoming the Posillipo
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Hill [24], which, on the other hand, was thought to represent the easternmost limit of the
NYT caldera.

2.1.1. Pilot-Hole Mud-Gas Analysis

Real-time mud-gas analysis was performed during drilling to discuss the correlation
between lithology and gas distribution. A detailed methodological description was given
by Erzinger et al., 2006 [25]. In fact, on-line mud-gas monitoring is a reliable and cost-
effective way of continuously investigating the distribution of gases versus depth, because
it does not require rig-time. Because the mud gas may help to characterize origin of fluids
and fluid interaction, the real-time mud-gas analysis can help to better understand the
hydrothermal behavior with respect to CFc. Geochemical analysis in the CFDDP was
conducted in a field laboratory to obtain information on gases and their composition in
drill mud.

To dissolve the gas in the drilling mud, a custom-built water–gas separator was used
and made of a steel cylinder (30 cm diameter, variable height) with an explosion-proof
electrical motor on top that drives a stirring impeller mounted inside the cylinder [26]. The
degasser was installed immediately behind the outlet of the mudflow line to reduce air
contamination. The gas was then extracted and pumped with a membrane pump through a
PTFE tube (4 mm inner diameter) into an on-site mud-logging cabin (about 20 m away from
the hole) and led into an OmniStar® (Asslar, Germany)Quadrupole Mass Spectrometer
(QMS; Pfeiffer Vacuum®, Alssar, Germany; Figure 2).

Figure 2. Sketch of the experimental setup. Gases entering the borehole are transported to the surface, together with the
drill mud. A degasser extracts the gases from the drill mud. The gases are pumped to a lab trailer and analyzed in real time
with a Quadrupole Mass Spectrometer (QMS).

Before introducing the gas into the QMS, the gas was passed through a water trap to
remove moisture. The pressure of the gas to be measured is reduced from atmospheric
down to 4 × 10−6 mbar by differential pumping through a 1.2 m long capillary with
0.15 mm diameter and an orifice (0.02 mm diameter). When gas flow into the mass
spectrometer is interrupted, a background pressure of ~7 × 10−8 mbar is achieved (for
details, see Reference [27]).
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The QMS was recalibrated, when necessary, with air, pure CO2, and certified gas
mixtures, the compositions of which are selected according to the expected composition
of mud gas. A time correction was applied to the gas composition data according to
the measured and calculated mud-flow lag time, to compare the gas data to the drilling
depth. A complete analysis of Ar, CO2, CH4, He, H2, O2 and N2 in the drilling mud
gas was determined after an integration time of 20 s. However, measurements were
recorded minutely to reduce the amount of data with detection limits of one ppmv and
absolute analytical uncertainties of 1 ppmv for concentrations <10 ppmv, ~2–4 ppmv
for concentrations <100 ppmv, ~5–20 ppmv for concentrations <ppmv and 0.02–0.1% for
concentrations >1 vol.%. From all the analyzed gases, only CO2, CH4, and He are diagnostic
of fluid inflow [25] because these gases are variably enriched in natural deep fluids but
are only present in low concentration in the atmospheric air. Moreover, He, like all noble
gases, is not affected by alteration of drilling mud or by chemical reactions. Although
determination of Ar, H2, O2, and N2 were also performed, relative concentrations of these
gases can originate from sources other than fluid inflows, such as air contamination or
chemical reactions with the drill mud, casing, and drill tools.

2.1.2. Correlation with Logging Measurements

A set of geophysical logging measurements were acquired by using hydrocarbon
exploration standard borehole logging tools. Spectral natural gamma and acoustic logs, as
well as resistivity-oriented images, were acquired to characterize rock composition, physical
properties, structures, and geometries intersected by the CFDP-1 borehole. The logging
data were acquired in two different surveys, using Schlumberger equipment, following
the drilling of an upper and a lower section. The first logging operation performed in
open-hole mode in July 2012 (31–170 m) (12.25 in borehole) in the upper section and
included FMI (Full Bore Imaging) resistivity imaging and total natural gamma profile,
as well as spectral gamma data with the HNGS Schlumberger tools and Sonic Scanner
Schlumberger tool. In November 2012, additional geophysical logs were acquired during a
second log-measurement operation (219–430 m section) in the open hole (8.5 in borehole).

The second logging run included imaging with the FMI tool HNGS spectral gamma
measurements and acoustic profiling with the DSI (Dipole Shear Image) Schlumberger tool.
This set of measurements is a unique continuous record that has been used to analyze and
interpret the geological and petrophysical properties of the rocks drilled at the CFDDP
drill hole [28]. The oriented resistivity images allowed the analysis of the geometries and
orientation of the volcanic rock bodies, textures, structures, compositional changes, and
the main discontinuities. To identify possible correlations between log measurements and
gas anomalies, we used spectral natural gamma spectroscopic data as our first approach.
This measurement yields gamma spectroscopy profiles in % for K, and ppm for U and
Th [29–31]. These data are the expression of both the rock composition and the presence of
radiogenic elements. It was observed that gas concentrations vary with different lithologies;
therefore, we analyzed the correspondence and possible relationship with spectral data
changes and fluctuations.

The data displayed on Figure 3 show overall total gamma value that is low with some
increases related to compositional changes (e.g., at ~60 m) and in this case, the presence of
organic-matter-rich levels [20,32].
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Figure 3. On the left-hand side, depth-profile of CO2, CH4 and He, measured in the drill mud during
drilling and associated lithology intercepted by the borehole. On the right-hand side (where the
stratigraphic column is not scaled in the lower section and the logging data did not reach total depth
of the well); wireline logging measurements (2 intervals) of spectral gamma radiation K, Th, and K
content (first track); and total gamma radiation displayed with vp and vs acoustic velocities, on the
second track.

At the boundary between pumice to scoria deposits at a depth of 160 m, a shift in
gamma values from 160 to 180 gAPI is observed. Another change observed in total gamma
values, as well as in the K, U, and Th concentrations, is observed at 280 m. In this case,
the change can be related to the lithological boundary with the first appearance of the
greenish tuff deposits. K (1 to 5.5 wt%), Th (10 to 28 ppm), and U (1 and 6 ppm) concen-
trations (Figure 3) agree with the range of values of surface sample analyses from Campi
Flegrei [33–35]. The sonic velocity data’s quality is affected by the borehole conditions
(irregular diameter) caused by the poorly consolidated rocks that can be inferred from the
caliper log. Shear wave velocity measurements were especially affected by these borehole
conditions. The compressional p-wave values are of good quality and can be used to anal-
yse the rock properties. At a 260 m depth, and coincident with the base of the Neapolitan
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Yellow Tuff sequence, increased Vp values are observed (3000 m/s). A good correlation is
observed between the gamma radioactivity and pH along the Neapolitan Tuff formation at
a depth ranging from 220 to 280 m (Figure 3).

2.2. From the Pilot Hole to the Deep Drilling

One of the aims of the pilot hole was to better understand the conditions of tempera-
ture, stress, and rock properties in the shallower substructure to plan the deep drilling, since
the deviation towards the center caldera requires knowing the temperature at depth. In
fact, electronic devices needed to perform the correct deviation cannot sustain temperature
greater than about 150 ◦C. The temperature found at less than 500 m of depth in the former
ENEL–AGIP drillings on the other side of the caldera exceeded 200 ◦C. Moreover, in the
neighboring area of Agnano, about 2 km N–NW of Bagnoli, temperatures exceeding 100 ◦C
can be found at depths as shallow as a few tens of meters. The Bagnoli borehole showed
a temperature of about 110 ◦C at 500 m of depth, thus being compatible with the deep
hole deviation at 500 m. Moreover, the high temperature gradient in parts of the caldera
combined with seismic tomography [36,37] suggest highly pressured gas reservoirs may be
found at a relatively shallow depth. However, the 500 m Bagnoli well did encounter such
conditions. The CFDDP pilot hole, therefore, gave important results about the thermal and
hydraulic rock properties and shallow stratigraphy indicating favorable conditions for a
deep deviated drilling to find supercritical fluids deep down at the same site (Figure 4).

Figure 4. Schematic representation of the Campi Flegrei caldera structure indicating the proposed
onshore deep inclined borehole CFDDP-01. Modified from Reference [38].

Following the results of the pilot hole, a further well, specifically aimed to find
the areas of highest temperature gradients at very shallow depths, and hence the most
suitable for inexpensive and powerful geothermal exploitation, was drilled in the Agnano–
Pisciarelli area (red triangle in Figure 1). The measured temperature–depth profiles of the
two wells are shown in Figure 5 [39]. The Agnano borehole samples the area of highest
shallow geothermal gradient, with temperature exceeding 110 ◦C found at only 88 m of
depth, showing the very high potential of this area, already quantified by Reference [19],
even at very modest and inexpensive depths.
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Figure 5. Temperature profiles of the Bagnoli 1 well ((left), Reference [39]) and of the Agnano well
((right), measured with thermocouple probe).

3. Geothermal Energy in the UK

The UK is not typically considered to be a country of significant geothermal energy
potential, since it is located far from tectonic plate boundaries and is not volcanically
active. Investigation into the UK’s geothermal energy potential was instigated in the
wake of the 1973 oil crisis. In the Cornwall region, characterized by a long mining history,
elevated temperatures were measured in deep tin and copper mines [40]. These were
later proven by heat-flow studies and geothermal assessments conducted by the BGS
(British Geological Survey) [41,42]. In 1974, systematic heat-flow studies in the region
revealed anomalously high values across the Cornubian Batholith (c. 120 mWm−2), more
than double the UK average [43–45], due to the high concentrations of “heat producing”
radioelements uranium, potassium, and thorium within the granites. Needless to say, it
has long been known that the “rocks are hot down there”, and in the 1970s, the “Hot Dry
Rock” project was conducted off the back of this knowledge to explore the potential of
Cornwall’s untapped geothermal resource. The HDR Geothermal Project (1974–1991) was
pioneered by Camborne School of Mines and was located 7 km SSW of the recent UDDGP
project [46]. The results from the HDR project were fundamental to the development of
UDDGP, influencing both site selection and well design [47].

Cornwall is geologically known as the Cornubian Massif, part of the Variscan Massif,
that is surrounded by Permian and younger offshore sedimentary basins [48]. Granites
associated with the Cornubian batholith outcrop as six main plutons in the upland areas
(Figure 6a). The thickness of the granite mass is not known, but from geophysical studies
and the high heat-flow values, it is thought to be several kilometers. The granites of the
Cornubian batholith, and Devonian host-rock formations, are crosscut by extensive NW–SE
to NNW–SSE striking strike slip fault zones (Figure 6b). NW–SE to NNW–SSE striking fault
zones displace earlier formed ENE–WSW striking extensional, magmatic hydrothermal
lodes, and experienced selective post-Triassic reactivation and fluid migration [49]. The
Porthtowan Fault (PTF) zone targeted at UDDGP is a NNW–SSE striking complex strike-
slip fault zone belonging to this family of sub parallel fault structures in SW England.
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Figure 6. (a) Major faulting across the SW of England and granite location [50]. (b) Major faults and areas of folding in the
South West England region, and location of the UDDGP project, Contains Ordnance Data © Crown Copyright and database
rights 2018. Ordnance Survey License no. 100021290. Contains British Geological Survey digital data © UKRI 2018 [51].

3.1. The United Downs Deep Geothermal Power Project

The UDDGP project is the first of its kind in the UK and is located near Redruth in
Cornwall. The project is predominantly funded by the European Regional Development
Fund and Cornwall Council as well as some private match funding. The deeper produc-
tion well (UD-1) is currently the deepest onshore well in the UK, at a vertical depth of
5057 m TVD, and was completed in April 2019. The injection well (UD-2) was completed
3 months later at the end of June 2019 to a depth of 2205 m TVD. These wells were drilled
by using the Innovarig, a new-generation semi-automatic hydraulic rig (Figure 7a). The
large well separation of over 2000 m is unique and was developed for two reasons: firstly,
to help prevent the geothermal system from “short circuiting” and negatively impacting
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the temperature performance (as was experienced in the 1980s HDR project) and secondly
to try develop a deep geothermal system that is more economic and therefore commer-
cially viable. Both wells are deviated towards the WSW at depth to intersect the PTF
(Figure 7b). This steeply dipping NNW striking structure was identified as having en-
hanced permeability during the feasibility stage from the mining records, which showed
both occurrences of hot springs along its strike length and hydrocarbon seeps close to the
fault zone. When combining its surface expression with observations from the mining
records and aeromagnetic data, the PTF is thought to have a strike length of >15 km and
a nominal width of c. 400 m containing a complex zone of braided fault strands with
relays, overstep, and jogs, with opposing dips and senses of displacement on individual
strands [40].

Figure 7. (a) The Innovarig hydraulic rig [52]; (b) schematic section with the production well (UD-1), injection well (UD-2),
and Porthtowan Fault (PTF), modified from Reference [53].

3.1.1. Analysis of Drill Cuttings

Samples of drill cuttings were collected every 10 m and every 5 m once in or close
to the target structure. Further cuttings samples were taken at bit changes and at sudden
changes in drilling parameters, mud samples were taken every 12 h. Upcoming lithology
and fractures were hard to predict since mining records in the area ceased at 400 m and
no geophysical data were available. For this reason, it was essential to collect as much
down-hole data while drilling to predict and correctly identify the Porthtowan Fault zone.
Three main lithologies were encountered during the drilling of UD-1 and UD-2 at United
Downs: metasediments (killas), microgranite, and granite.

Metasediments were found in the upper 210 m of UD-1 and were dominated by highly
deformed, low-grade regionally metamorphosed and deformed mudstones of the Upper
Devonian Mylor Slate Formation [54]. This lithology contains hard metamorphic quartz
veins of late Variscan age, formed before the intrusion of the granite. QEMSCAN analysis
of samples from the upper 210 m of UD-1 showed traces of mineral assemblages akin to
those encountered during the formally mined steeply dipping lode systems within the
slates of the United Downs mining district (Figure 8). The results included a range of
oxide–sulfide mineralization, showcasing nearly every mineral that have been exploited in
this area, including occurrences of tin, copper, zinc, and wolframite.
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Figure 8. QEMSCAN analysis from the top 210 m of UD-1, accredited to CSM (Camborne School of Mines).

Both UD-1 and UD-2 penetrated heavily griesened and kaolinized fine grained “micro-
granite” from 210 m MD to c. 740 m MD. Although unexpected at the time, this lithology
has since been accredited to NNW-dipping microgranite–rhyolite dyke, locally termed
“Elvan” which was mapped at surface by the BGS in 1989.

Almost all unaltered samples of granite were muscovite dominant and corresponded
with definitions of two mica granite and muscovite granite as recently redefined by the
reclassification of Cornubian granites [55]. Further, nearly all coarse cuttings below 740 m
plotted within the monzogranite field on the QAP classification which was consistent with
the granites encountered during the HDR project at Rosemanowes some 5 miles away.
Notable variations of texture and mineralogy with regard to the assemblage of accessory
minerals led for further classification of the granite. The radiogenic classification of granites
split the granite into four types, depending on their U/Th ratios from the spectral gamma
data during wireline logging and helped to constrain and understand the heat-flow values.

3.1.2. Education and Community Outreach

The emphasis on community engagement from the outset of the project was critical to
gain an SLO (Social License to Operate). The geothermal development was a high-profile
project that attracted a lot of attention: communication was a high priority and was a
unique and successful part of the project, which, if possible, should be emulated elsewhere.
Since the UDDGP project is the first of its kind in the UK, the geothermal concept being
tested at the site, as well as the associated deep-drilling technology, is new and unfamiliar,
and unfamiliarity often leads to concern. Therefore, gaining a SLO was imperative to enable
further development and growth of the industry. Although deep drilling for geothermal
energy is relatively new to the region, subsurface exploration for natural resources is not
unfamiliar to Cornwall given its long mining history. Effective science communication is
key to the understanding and acceptance of new projects, and therefore high priority was
given to education and communication of the project, with the overall objective of making
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the maximum amount of information easily accessible to all members of public, and to
encourage direct communications with project staff.

The UDDGP education program was designed around two key focuses: a gap in
taught subjects and growing a new industry, with the aim of making education about
geothermal and its potential in Cornwall, and the UDDGP concept available to all ages
across all subject areas. It was designed for students between the ages of 7–21 years and
split into specific age groups according to the English education system: KS2 (7–11 years),
KS3 (11–14 years), KS4 (14 years+), and higher/further education, for example university
students. For KS2 and KS3 students, respectively, lessons were created and delivered in a
session either on site or in schools. The animation for younger ages features a character
called “Miss Molecule”, who transports heat from the reservoir to the power plant for
electricity generation [40].

A Raspberry Shakes program was launched in 2018 and incorporated into the KS4 by
providing nine local secondary schools with a Raspberry Shake seismograph and Raspberry
Pi computers with geophones to measure ground vibration. The Raspberry Shake seismo-
graphs formed a Cornish Schools Microseismic Monitoring Network that highlighted the
level of natural background seismicity in the region, which helped “normalize” discussions
around the potential for induced seismicity from the geothermal project. Overall, the
education program has reached 3000 students from 46 educational institutions. Positive
feedback has been received from teachers, particularly from primary schools.

The outreach program was designed to ensure public engagement throughout the du-
ration of the project, and clarity and accessibility of project information to the communities
closest to the project site, as well as the wider population of Cornwall. A significant focus of
the outreach was the drilling phase of the project, due to the likelihood for public concern
surrounding the potential for environmental and social disturbances [40]. Due to the rise
in anti-fracking protests and subsequent ban of “fracking” by the UK Government in late
2019, it was anticipated that a false association might be drawn between the targeting of
natural fault zones for permeability at UDDGP and “fracking” technology used by the
oil and gas industry. A Community Relations Manager was employed during the early
stages of the project to work within the community. This enabled new relationships to be
built between project staff and the local community. Public visits were also hosted on site,
including both organized group visits to the site and site “drop-in” days. A website was
created during the early stages of the project to provide information on geothermal energy
and specific information about the project. Social media channels also provided a constant,
reliable source of information. Short films and animation videos included a “seismicity
explainer” video that was created to address initial concerns regarding induced seismicity
and “fracking”.

The response to this community outreach program has been overwhelmingly posi-
tive, with growing enthusiasm for geothermal development and the establishment of a
new sustainable industry in Cornwall. Strong communication channels established be-
tween the project team and local community have led to the initial fears of the residents
being unfounded.

4. Geothermal Energy in Canada

The Canadian interest for the development of geothermal energy sources started
around 1972/1973 as a consequence of the diesel price rise and reserves decline fore-
casts [56]. Prior to the 1970s, geothermal energy sources were restricted to direct use
applications, such as hot springs and spas in Western Canada [57]. The first governmen-
tal program to investigate the geothermal potential of Canada, the Geothermal Energy
Program, began in 1976 but was terminated a decade later in 1986, motivated mostly by
the oil-price drop, but also due to the perception of geothermal energy as a high capital
risk [57–59]. Almost 5 decades have passed since Canada started seeing geothermal energy
sources from an industrial point of view, rather than only for ludic activities. In the Western
Canadian Sedimentary Basin, three major deep geothermal direct-use and power projects
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are progressing: the Clarke Lake geothermal project, the Alberta #1 Greenview project, and
the DEEP Earth Energy Production project.

4.1. The Saskatchewan DEEP Project’s Geological Context

The Williston Basin is an inter-cratonic basin centrally located on the North Amer-
ican continent straddling the Canadian American border (Figure 9). It is an ellipsoidal
bowl-shaped depression that forms the southwest extremity of the Western Canadian
Sedimentary Basin. Oil was first discovered in the Williston Basin in Southeastern Montana
in the 1920s and in North Dakota in 1951 and subsequently, more than 115,000 wells have
been drilled. The sedimentary section of the Williston Basin reaches a thickness of over
4800 m in Northern North Dakota and the stratigraphic section demonstrates that the
predominant depositional environment was a shallow sea from the Cambrian until the
late Cretaceous. DEEP is developing its geothermal project from an HSA at the base of the
Williston Basin, known as the Deadwood Formation.

Figure 9. Williston Basin and DEEP project (red dot) location map.

The Deadwood Formation basal clastics in the Williston Basin were deposited after a
long period of Precambrian erosion. The Deadwood sands represent a thick package of
mature sandstones that accumulated on the Precambrian surface. The lower Cambrian
Deadwood formation represents the first transgressive event as Cambrian seas transgressed
the low relief and irregular Precambrian surface. Deadwood sedimentation initially started
in an aeolian and dune environment directly on the Precambrian basement. This is overlain
by a thick package of mature porous deltaic and fluvial sediments which grade upwards to
offshore sands (informally referred to as the DEEP Sands). At this time, the deltaic focus
shifted, and we see a drop in sea level and sedimentation of longshore-drift-influenced
brackish lagoons and fluvial channels capped by aeolian sands and complete exposure.
Final sedimentation of the Deadwood by a marine transgression resulted in deposition of a
tight tidal flat carbonate package.

In the DEEP project area, the Deadwood is unconformably overlain by transgressive
sandstones, siltstones and shales of the middle Ordovician Winnipeg formation. The depo-
sition of the Winnipeg formation is contemporaneous with the initiation of the structural
depression that forms the basin. The sediments of the Williston Basin are representative of
all periods of the Phanerozoic. Silica diagenesis precludes porosity in parts of the Dead-
wood and Winnipeg Formations. Intense silica cementation takes place at updip-exposure
surfaces. The texture is reminiscent to quartzite and makes an effective seal. Silicification
is prevalent in the initial aeolian and dune sediments directly overlying the Precambrian
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basement and in the basal Winnipeg sands. The geochemistry of silica precipitation is
associated with acidic conditions and elevated temperature, suggesting that the Deadwood
may have been subjected to an even higher temperature in the past.

4.2. DEEP Earth Energy Production Corp. Project Overview

Injection wells for water disposal in Saskatchewan and gas wells in North Dakota
demonstrate a basin-scale resource with reservoir characteristics suitable for large fluid pro-
duction and injection rates; however, temperatures greater than 100 ◦C are only found in the
southeasterly most part of Saskatchewan and Western North Dakota. The project is unique
in that it targets deep hot water in a highly productive oil region. The project has thousands
of horizontal oil wells as neighbors and is located in the renowned Bakken oil trend.

DEEP’s long-term strategy is to build geothermal power facilities along with direct
use applications. This strategy complies with a vision of a cleaner energy future for
Saskatchewan and simultaneously supports SaskPower’s goal to reduce 2005 emission
levels by 40% by 2030. Produced electricity from the first facility will be sold under
an existing Power Purchase Agreement with SaskPower. DEEP is exploring additional
revenue streams including a commercial greenhouse development, which would be a new
opportunity for the Saskatchewan agricultural sector. To date, the project has advanced
with ~CAD$30M of Federal and Provincial funding and ~CAD$20M of private investment.
Federal funding was announced in person in Regina, Saskatchewan, by Prime Minister
Trudeau, the first renewable energy funding announcement ever made by a Prime Minister
in the history of Canada. The studies performed show that the resources in this geothermal
reservoir can potentially be used by power plants with capacities of more than 100 MWe.
Construction of the first 20 MW facility is planned to commence in August 2021 and fully
commissioned by March 2023. The DEEP project is certainly an important step toward
Canada’s energy transition. These first 20 MWe would reduce about 114,000 metric t of
CO2/year.

4.3. Drilling and Completion of Deep Wells

The drilling rig is shown in Figure 10a, where, subsequent to the Border-1 discov-
ery well completed in December 2018, four more vertical/directional wells were drilled
over the 2019/2020 winter: Border-2A, Border-2B, Border-3, and Border-4 (Table 1 and
Figure 10b). Border-2B was drilled starting from well Border-2A and then deviating to
acquire additional data. Then, well Border-3 was directionally drilled from the location of
Border-1, while the vertical well Border-4 is located southwest of the previous wells and
outside the domain shown of Figure 10b.

Figure 10. (a) Drilling rig for the DEEP project and (b) schematic representation of drilled wells [60].
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Table 1. Main characteristics of wells drilled to date at DEEP project.

Well Name Border-1 Border-2A Border-2B Border-3 Border-4 Border-5

Type Vertical Directional Whipstock
Directional Directional Vertical Horizontal

Drilling Days 38 37 26 22 30 43
Drilling Costs ($M) 3.53 3.60 1.99 2.25 2.60 4.60

Liner Type Slotted/Solid n/a Slotted/Solid Solid Solid Solid w/Frac
Sleeves

Bottom Hole Temp. (◦C) 125 117 121 122 120 127
Well TD (mMD/mTVD) 3530 3840/3496 3890/3624 3681/3560 3731 5672/3731

The total amount of new hole drilled (minus above the Border-2B whipstock) was
12,279 m. There was 185 m of core cut and 10 drill stem flow tests (includes 2 misruns).
The intermediate section of the wells was cased with 177.8 mm (7”) casing. The results of
this drilling program were determined in an extensive 2020 summer testing program that
included a combination of flowing and injectivity tests.

A sixth horizontal well, Border-5, was drilled and hydraulically stimulated in October
2020. This was the first 90◦ horizontal fluid production well in the world to be drilled and
hydraulically stimulated for the purposes of geothermal power generation. The horizontal
well was drilled to a total measured depth of 5672 m (3450 m vertical depth) which includes
a 2000 m horizontal section. The well was completed with a cemented liner and a 20-
stage multicycle stimulation sleeve system, and hydraulically stimulated using the latest
horizontal well techniques. The highest temperature measured during open-hole logging
was 127 ◦C. No significant issues were encountered during drilling and the geological,
operations and directional staff were able to maintain the well trajectory in the reservoir
target zone for a significant portion of the lateral length. This well demonstrates the viability
of horizontal drilling for geothermal resources in Hot Sedimentary Aquifers, supports
the geophysical analysis, and further demonstrates reservoir continuity. The open hole
well was tested by using a coil tubing nitrogen lift test, which indicated high permeability
and flow capability with an absolute open flow capacity in the order of 20,000 m3/d or a
productivity index of 0.55 m3/d/kPa. Successful mechanical stimulation and production
modeling indicate a highly productive well—twice the productivity of an unstimulated
well. This well will sustain commercial production rates (100 L/s), while minimizing fluid
drawdown. Drilling and testing results indicate that temperature and potential flow rates
are sufficient to support multiple 20 MWe geothermal power facilities (enough power to
supply approximately 20,000 households).

4.4. Social and Economic Implications

The province of Saskatchewan has a long history of developing its natural resources
with oil and gas being one of the leading industries as well as being the world’s largest
producer of potash and one of the world’s largest producers of uranium. Saskatchewan
is the second-largest oil-producing jurisdiction in Canada and seventh-largest onshore
oil-producing jurisdiction in Canada and the United States. Improvements to horizontal
oil well drilling and completion techniques have greatly improved production in the last
several years. There have been ~90,000 oil and gas wells drilled in the Williston Basin
on both sides of the Canadian and American border in Saskatchewan and North Dakota
combined. In Saskatchewan alone, including the Williston Basin and other oil reservoirs,
there has been a total of ~270,000 oil and gas wells drilled in the province [61]. The
resource industry is a key economic driver in the province through royalty payments to the
province from producers and major industry and job creation. As such, there is strong local
support to develop provincial geothermal resources and a robust regulatory environment
already exists to support it. This strong provincial regulatory environment for drilling and
exploration is a key strength in the DEEP geothermal project. Licensing for drilling deep
wells is a commonplace activity, which is not the case elsewhere in the world, since it is
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benefiting from the enormous experience of Canada’s oil and gas mining industry and it is
converting the workforce to new forms of clean, renewable, and sustainable energy.

The project is attracting, for the first time, a diverse and innovative labor force that has
been previously geared only to fossil fuel production. DEEP’s geothermal project has been
locally championed as a way to both literally and figuratively develop a new clean energy
industry on the backs of the oilfield industry and has been benefited from co-funding
and continued logistical and authorization support from Natural Resources Canada. The
effects on the labor market in the country have seen the redeployment of workers with
high technological and scientific profiles on a renewable energy project.

5. Discussion and Conclusions

The three geothermal drilling projects presented here, the CFDDP in Italy, the UD-
DGP in the United Kingdom, and the DEEP in Canada, show that the development of
unconventional resources can be achieved with proper scheduling, scientific knowledge,
technical expertise, and communication with local communities and stakeholders. The
characterization of caldera-hosted geothermal resources, Enhanced Geothermal Systems in
granite basement, and Hot Sedimentary Aquifers are the three different geological contexts
described here. The drilling depth reached in each site is different, but the enthalpy of the
fluids is comparable, since the geothermal gradient is higher in the Campi Flegrei Caldera
(about 220 ◦C/km) than in the UK and Canadian sites, where almost the same gradient is
observed (37 ◦C/km), as shown in Table 2.

Table 2. Summary of the main characteristic of the three geothermal drilling projects considered.

Project
Acronym

Country
Maximum

Drilled
Depth TVD

Bottom/Hole
Temperature (◦C)

Geothermal
Gradient
(◦C/km)

Period of
Drilling

Activities

Number of Wells
Drilled to Date
in Each Project

CFDDP Italy 500 ~110 220 2012 1
UDDGP United Kingdom 5057 187 37.2 2019 2
DEEP Canada 3450 127 36.8 2019–2020 6

From the technical point of view, the CFDGP allowed the application of real-time
mud-gas analysis technique, which has been shown to be a valuable and operationally
simple way to obtain qualitative information about the fluid contents in a specific drilled
section. The method described above is operationally simple and relatively inexpensive.
Because the mud-gas samples are taken during drilling, it also helped to decide if and
at what depth, rock or fluid samples should be taken. A good correlation between the
fluid’s changes and lithology of the drilling core has been identified. CH4, He, and with
limitations CO2 and H2 are most suitable for detection of fluid-bearing horizons, such as
shear zones, open fractures, and sections of enhanced permeability. This technique can be
used with other gas of interest depending on the industrial application (i.e., geothermal,
oil and gas, etc.).

At the UDDGP project, detailed analysis of the cuttings allowed for a qualitative
overview of the relationship between mineralogy and the concentration of radiogenic
components, which helped to constrain local heat-flow data and led to a new classification
of granite types based on their Th, U, and K ratios. Significant peaks in gamma correlated
with mineral rich lodes (veins) provided additional evidence for fractures. Other structural
features were indicated by notable changes in the cuttings, which corresponded to zones of
losses recorded whilst drilling. QEMSCAN and SEM analysis were used to establish the
mineralogical differences between the fractured zones and surrounding granite.

DEEP’s subsurface “fishbone” geothermal field design is globally unique and is a
transformative application of modern oil and gas drilling, completion, stimulation design,
and field execution techniques applied for the first time on a renewable energy project.
The drilling for this project is being advanced by local world class oilfield expertise and
redeploying that uniquely skilled workforce into a new clean energy industry for Canada.
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Stimulated horizontal wells drilled at a similar elevation are planned in the final completion
phase of the project to implement production and injection well doublets. This anticipated
well-field design is significantly different from what was used at the UDDGP project, with
production and injection wells at different elevation levels.

The activities conducted in these three projects highlight the importance of proper
communication and establishment of outreach programs. In Italy, the CFDDP experience
shows that misunderstanding about technical aspects can stop a research project. A lesson
learnt from the shallow pilot hole drilling is that a better communication among academia,
politicians, stakeholders, and communities is required for the second phase of the project,
whose target is a 3500 m–deep well, aiming to reach supercritical fluids inside the caldera.
In contrast, in the UK, the outreach program was established one year before drilling
started, and the phased approach taken, helped to build trust in the project leading to its
increased acceptance.

The developers of deep geothermal projects, as well as of any other energy generation
plant, have the responsibility to clearly share the information about their projects, indicating
the potential environmental impacts and their mitigation measures, the employment
opportunities, and the benefits of electricity generation from renewable sources. The
comparison among different energy sources, the divulgation of basic scientific and technical
topics, and the promotion of public consciousness of our energy need and consumption are
important aspects that should be included in community outreach programs. However, the
obstacles that can be encountered with the opposition of local communities are site-specific,
besides being related to economic, social, and political context of each country. Considering
the three sites analyzed here, the population density is very different, which may explain
the local communities’ reactions to each project (Table 3).

Table 3. Population density in the regions of the three geothermal projects reviewed.

Country Site
Population Density

Residents/km2 Year Source

Italy City of Naples 8091 2020 ISTAT [62]
United Kingdom Cornwall county 161 2018 Office for National Statistics [63]

Canada Southern Saskatchewan province <2 2020 Statistics Canada [64]

A further aspect to be considered for social acceptability is also the vocation of the
territory, which differs greatly in the various cases analyzed of Campi Flegrei (its volcanic
context and geothermal manifestations), Cornwall (its mining heritage) and Southern
Saskatchewan (its oil and gas history). The Phlegraean Fields represent a portion of the
famous Campania Felix defined by the Romans where numerous centers of Greek civ-
ilization first and then Roman civilization settled. The fertility of the soil of volcanic
nature and the availability of geothermal resources has been a focal point for the develop-
ment of the area. In the 1970s, there were two periods of strong bradyseism (1970–1972
and 1983–1984) in which there has been a gradual relocation of the inhabitants of the
area of Pozzuoli in neighboring areas. It is precisely during this period that there was
a resumption of geothermal exploration with the drilling of wells reaching considerable
depths (Table 4). However, this research activity was abandoned for reasons related to
the phenomena of bradyseism, until 2012 with the drilling of the CFDDP pilot well. In
Cornwall, the two wells of the UDDGP project are the only ones drilled in the area aside
from mining exploration boreholes (Table 4). Geothermal development is looking to restore
jobs and boost the local Cornwall economy producing electricity, heat, and, hopefully,
lithium [65]. The bottom hole temperature of 187 ◦C from the production well was ascer-
tained during production testing in August 2020. The project is currently in its testing
phase with plans to build a commercial power plant supplying 3 MW of electricity later in
the year.
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Table 4. Main characteristic of the drilling activities (geothermal and oil and gas) at each site.

Site Country
Period of Drilling

Activities
Number of Wells
Drilled to Date

Campi Flegrei [19,22] Italy 1939–2020 28
Cornwall [24] United Kingdom 2019 2

Williston Basin [61] Canada 1982–2020 ~90,000

A drilling project is therefore site- and technology-specific: in the UDDGP project, the
community outreach and education program played a central role in achieving drilling
goals, while for DEEP licensing was straightforward because of the numerous oil and gas
wells in the region. In CFDDP, on the other hand, a serious controversy was generated,
involving the population, scientists, and politicians, in a densely populated area. Finally,
while the CFDDP is a scientific project, those in the UK and Canada are industry driven
and this review is a first initiative to compare scientific and industrial geothermal drilling
projects. This comparison shows that each geothermal drilling project has its own history,
not only because of the different geological context and technical challenges, but also
because the different approaches with the local communities, as well as cultural aspects
related with history, economy, and politic of each country.

Among other recent experiences, the ongoing IDDP project in Iceland has provided
interesting new insights for the scientific community. The IDDP-2 well drilled in 2017 is
the first well that exceeds not only critical temperatures, which was already observed in
countries such as Italy, Mexico, or Japan, but also critical pressures, in the history of geother-
mal drilling [66]. On the other hand, EGS development in France has shown successful
experiences, with the Soultz-sous-Forêts power plant [67], where, after 30 years of research,
a binary power plant has started operation in 2016, as well as with the Rittershoffen geother-
mal heat plant, successfully providing an average of 22.5 MWt and 180 GWh/year of heat
since June 2016 [68]. Successful examples of unconventional geothermal development are
also given by Croatia, with the plant in Velika Ciglena [69], and Germany, with the Landau
plant [70].

However, in several regions of France, people opposed to hydraulic stimulation for
geothermal energy, since they point out the risk of induced seismicity, as it happened
according to recent news [71]. On the other hand, the interest for geothermal power
production is growing in the oil and gas industry whose technical drilling expertise and
innovations can readily be applied to develop geothermal reservoirs, as in the case of the
DEEP project. Other recent technological development for geothermal systems includes
closed deep borehole heat exchangers, such as the Advanced Geothermal Systems described
by Wang et al. [72] and the Closed-Loop Geothermal (CLG) technologies, in their early
commercialization stages, that use deep ground heat exchangers for power generation [73].

The motivation for promoting this kind of drilling projects lies in the transition from
fossil fuels to green energies, particularly in in Canada and the UK; in Italy, although the
Naples area has no oil and gas or mining tradition, as it is the case of the UDDPG and
DEEP projects, the use of geothermal resources can contribute to the development of geoen-
ergy in that area. The three case studies described here indicate that drilling techniques
and reservoir characterization methods are currently available for the development of
unconventional geothermal resources (EGS, HSA, and supercritical fluids), contributing to
the transition between non-renewable resource development (mineral in the UK, and oil
and gas in Canada, just to highlight the examples given here), to renewable geothermal
resources.
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API American Petroleum Institute
BGS British Geological Survey
CFc Campi Flegrei caldera
CFDDP Campi Flegrei Deep Drilling Project
CFDP-1 Campi Flegrei Deep Project Pilot hole
DEEP Earth Energy Production in Canada
EGS Enhanced Geothermal System
ENEL Ente nazionale per l’energia elettrica
AGIP Azienda Generale Italiana Petroli
FMI Full Bore Imaging
HSA Hot Sedimentary Aquifer
HDRs Hot Dry Rocks
ICDP International Continental Drilling Project
IDDP-2 Iceland Deep Drilling Project well-2
INGV Istituto Nazionale di Geofisica e Vulcanologia
ISTAT Istituto Nazionale di Statistica
NYT Neapolitan Yellow Tuff
PTF Porthtowan Fault
QMS Quadrupole Mass Spectrometer
SLO Social License to Operate
UD-1 Deep production well UDDGP
UD-2 Injection well UDDGP
UDDGP United Downs Deep Geothermal Power
UNESCO United Nations Educational, Scientific and Cultural Organization
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Abstract: Small possible hydrocarbon gas reservoirs were analysed in the Bjelovar Subdepression in
Northern Croatia. This area includes the Neogene–Quaternary, mostly clastics, sequences, reaching
3000+ metres in the deepest part. The shallow south-eastern part of the Drava Depression contains
a subdepression characterised with several, mostly small, discovered hydrocarbon fields, where
the majority are located on the northern subdepression margin. The reason is the large distance
from the main depressional migration pathways and main, deep, mature source rock depocenters.
However, two promising unconventional targets were discovered inside the subdepression and
both were proven by drilling. The first are source rocks of Badenian, of kerogen type III in early
catagenesis, where partially inefficient expulsion probably kept significant gas volumes trapped in
the source rock during primary migration. Such structures are the Western Bjelovar (or Rovišće) and
the Eastern Bjelovar (or Velika Ciglena) Synclines. The second promising unconventional reservoir
consists of “tight” clastic lithofacies of mostly Lower Pontian located on the north-eastern margin of
the subdepression. These are fine-grained sandstones with frequent alternations in siltites, silty and
clayey sandstones. They are located on secondary migration pathways, but were never evaluated as
regional reservoirs, although numerous drilling tests showed gas “pockets”.

Keywords: hydrocarbon gas; unconventional reservoirs; drilling; Neogene; Croatia

1. Introduction

The main general background for this research is the fact that the era of oil and gas as
dominant energy sources will not be obsolete in the next human generation. The role of
renewable energies, generated by wind, Sun or tide, will be more and more important and
their share in total production will probably reach 20–30% in many countries. The main
reason for their growth is tax policy, supporting clean or “green” energy sources to decrease
atmospheric pollution and the danger to the environment. Such a danger is relatively the
highest for coal and nuclear based power plants, processing or transport. Unconventional
reservoirs of hydrocarbon gases chemically contain the same gases as in the conventional
reservoirs. In fact, it can be claimed that such “unconventional” gas reserves remained
trapped in the source rocks where they were generated and later mostly migrated into more
permeable rocks. The second unconventional source of such gas is reservoir rocks where the
hydrocarbons migrated, but generally they are rocks of marginally low permeability and
porosity for them to be considered as a reservoir. In both cases, especially in the second, the
recovery of such gas does not demand large additional costs, because the unconventional
reservoirs are often located in the same field alongside conventional reserves.

Moreover, as a second claim, unconventional reservoirs can often be accompanied by
deep geothermal sources, especially where hydrocarbon reservoirs are in high-temperature
zones (late catagenesis, metagenesis). Such geothermal energy could be directly used for an
electrical power plant. However, numerous geothermal reservoirs are available worldwide
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at low–medium temperatures. Such sources could be used through the installation of small-
size power plants providing power or heat-applying Organic Rankine Cycles technology [1],
where high efficiency could be reached with working fluid in the tubes side. In fact, the
optimal combination of fluid, layout and polymer could save 73% of evaporator costs [1].

Economic optimisation of Organic Rankine Cycles for the exploitation of low to
medium enthalpy geothermal brines has been explained, e.g., in [2]. The developed tools
allowed for a techno-economic analysis with numerous scenarios of production from
geothermal reservoirs with temperatures in the range of 120–180 ◦C, reaching the optimum
temperature for the number of cycles and fluid types, which lead to the minimal electricity
production costs. Supercritical cycles, fluids with a critical temperature slightly lower than
the reservoir temperature, resulted in minimal expenses [2].

At a time when oil and gas production in Croatia, from onshore and offshore fields,
is continuously decreasing and energy needs are growing, the development of small
unconventional reservoirs can be a very important agenda for energy policy. At least, the
new gas reserves and their production increase national energy stability and decrease the
dependence on imported gas. Moreover, well known technology for oil and gas production
from the unconventional reservoirs and years of practice in Croatia make gas production
possible from considered unconventional reservoirs, which easily increase the total proven
hydrocarbon reserves, decrease future drilling, completion and production costs for such
reservoirs types, as well as the price of the gas on the domestic market.

2. Methods

The methods in this analysis could be divided into majorly qualitative and minorly
quantitative. The potential unconventional reservoirs, in the researched area, are presented
mostly qualitatively using geological descriptions, regional stratigraphy and qualitative
data obtained by cited sources, such as core and log tests, mapping and structural in-
terpretation. The same approach is applied for the description of potential petroleum
development of such a reservoir system, mostly on drilling types and procedures. The
main qualitative part, also originally created for this research, was petrological analysis
and interpretation. The representative samples were selected describing potential clastics
reservoir units, conventional as well as unconventional.

The quantitative data represent the geochemical variables, putting them in the context
of structural and depositional frameworks. They were especially important for one of the
main qualitative achievements of this work, expressed as a hydrocarbon migration map in
the analysed subdepression.

3. Geological Properties of the Neogene Source and Reservoir Rocks in the
Bjelovar Subdepression

The crucial condition for thermogenic generation of oil, gas and condensate is the
existence of a subsurface system, which consists of several geological categories, and
defining recoverable reserves. Such a system is often called a “hydrocarbon system”
or “petroleum system”. Those geological categories represent specific rock types in the
subsurface, mechanism and time responsible for fluid migration. Essentially, five of them
could be outlined: trap, reservoir, source rocks, migration and hydrocarbon preservation
(see Figure 1). Inside the analysed Bjelovar Subdepression, all are defined in Neogene and
Quaternary sediments and divided into several lithostratigraphic and chronostratigraphic
units (see Figure 1) with clearly defined ages [3,4]. Although the source, reservoir and
isolator rocks range from Lower Badenian to Upper Pontian age, the main source interval
is linked to Middle to Upper Badenian, and the dominant reservoir/isolator sequence is a
sandstone/marl alternation of Upper Pannonian and Lower Pontian.
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Figure 1. Location and typical hydrocarbon system in the Bjelovar Subdepression [5–7].

The conventional approach considers reservoirs as the rocks with reservoir properties,
where effective porosity and permeability make hydrocarbon recovery possible. Due to
wettability, capillary forces and saturation, part of the total hydrocarbon reserves (original
hydrocarbons in place, abbr. OHIP) can be recovered from the reservoirs. Source rocks
are considered as the place where hydrocarbons are generated mostly through a period
of catagenesis. Migration from source to reservoir rocks is crucial for the accumulation
of oil and gas in the trap, which can be divided into primary and secondary migration.
Primary means migration inside the source rocks, which is initiated by capillary forces and
pressure. Secondary migration comprises permeable pathways, gravitational separation
and trapping. The length of the first one is on a scale of hundreds of metres, and the second
is on a kilometre scale.

Here, both kinds of possible unconventional gas reservoirs are analysed inside the
subdepression, from the group of weakly permeable sandstones and siltstones where gas
is accumulated by secondary migration, but also source rocks where hydrocarbons are
generated. Both types are strongly connected with migration. So, in order to evaluate
them, it was also necessary to evaluate source rock potential inside the subdepression,
migration pathways inside and outside the area, and possible unconventional source
reservoirs as a secondary target. Possible source chronostratigraphic units are Badenian
to Lower Pannonian pelitic rocks. They lithostratigraphically belong to the Mosti and
Križevci Members of the Moslavačka Gora Formation (see Figure 1), and they are regionally
proven as mature source rocks in the Croatian part of the Pannonian Basin System (CPBS).
Five geochemical variables were studied, as follows: Corg (organic matter content), S2
(genetic potential), HI (hydrogen index), OI (oxygen index) and Ro (vitrinite reflection).
Their thermal maturity was also calculated and compared with regional geothermal maps.
Possible “tight” sandstone reservoirs are younger—of Lower Pontian, even Pliocene—and
belong to the Poljana and Pepelana Sandstones of the Kloštar Ivanić Formation.
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Large quantities of hydrocarbon remained in reservoirs due to irreversible saturation
or due to the high content of water in production. Some average recoveries are about 60%
for gas and 20–30% for oil reservoirs, but not all generated hydrocarbons are expelled from
the source rocks. It depends on the quality of the organic matter, natural fracturing of the
source rocks and on the pressure gradient. Part of these volumes can be recovered, using
artificial fracturing of rocks. The major problem in this procedure is the complex calculation of
well drainage radius because rock permeability is distributed highly stochastically and often
clustered. Despite the technological problems and uncertainties in reserve calculation, the total
thickness of source and “tight” rocks in the entire hydrocarbon system can be considerable.
Here, an example from the Croatian part of the Pannonian Basin System (CPBS), i.e., the area
of the Bjelovar Subdepression, is given as a part of the Drava Depression.

3.1. Petrological and Sedimentological Properties of Outcrop and Subsurface Rocks

Characteristic Neogene sedimentary rocks from the surface outcrops in the wider
research area (see Figure 2a–f) are presented as potential source rocks and collectors of
hydrocarbon gas in the west of the Croatian part of the Pannonian Basin System (CPBS)
(e.g., [7–11]). These are the Middle and Upper Miocene fine-grained marls (see Figure 2a,b),
middle coarse-grained sandstones and calcarenites (Figure 2c,d), and coarse-grained clastics
(see Figure 2e,f).

Properties of characteristic sedimentary rocks from the subsurface are shown as well
(see Figure 3a–h). They comprise fine-grained sedimentary rocks (see Figure 3a–d) as the
potential source rocks: interlaminated marlstones and siltites/shales, laminated calcitic
shales, lithic greywacke sandstones to mudstones and silty marlstones as well, all enriched
in kerogen in various amounts. Potential collectors determined in the subsurface are
mainly coarse and middle coarse-grained sedimentary rocks (see Figure 3e–h): lithic and
quartz arenitic sandstones, calcarenites and calcarenitic sandstones, and various types of
petromictic conglomerates as well.

Interlaminated black globigerinid marlstone and pale grey sandy siltite/shale (see
Figure 3a). Black marlstone laminas are enriched in kerogen and contain fine angular
quartz grains and micas, as well as small planktic foraminifera. Pale grey sandy laminas
contain angular quartz grains and lithic fragments, bound together with calcite cement.
It is interpreted as the final sandy and pelitic intervals (Td and Te) of Bouma turbiditic
sequence deposits and considered as a potential source rock for kerogen maturation and
hydrocarbons generation (so-called “oil shale”). This sample was taken around the 3500 m
subsurface depth interval.

Dark grey, laminated dense marlstone to calcitic shale (see Figure 3b) containing a
thin interchange of clayey-calcitic laminas and laminas with mica flakes and fine quartz
grains, tightly packed due to compaction and burial diagenesis. This sample was taken
around the 1500 m subsurface depth interval.

Dark grey, fine-grained silty lithic greywacke sandstone to mudstone (see Figure 3c)
containing fine angular quartz grains and various lithic fragments, floating within clay and
silty matrix. This sample was taken around the 1000 m subsurface depth interval.

Well-lithified, pale grey to brown silty marlstone, enriched in kerogen (see Figure 3d) con-
taining abundant globigerinid foraminifera skeletons, as well as some pyrite grains developed
in diagenesis. This sample was taken around the 3500 m subsurface depth interval.

Middle coarse-grained, well-sorted lithic arenite sandstone (see Figure 3e) containing
predominantly angular quartz grains and lithic fragments of quartzites, cherts and sand-
stones, densely packed and intercalated with mica flakes. Intergranular spaces are partly
filled with microcalcite cement. This sample was taken around the 3500 m subsurface
depth interval.
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Figure 2. (a–f). Specimens of the characteristic Middle and Upper Miocene sedimentary rocks taken from the surface out-
crops: (a, b)—marls; (c)—laminated sandstone; (d)—calcarenitic sandstone; (e)—interlayered conglomerate and sandstone;
(f)—coarse-grained calcarenitic sandstone to fine-grained conglomerate. Samples are taken from the surface, at localities:
SW Medvednica Mt. (a, d, e); SE Medvednica Mt. (b); Jerovec (c); Breznički Hum (f); all at the western margin of the
CPBS. All samples are from the referent and demonstrational Minerals and Rocks Collection, situated at the Department
of Mineralogy, Petrology and Mineral Resources (Faculty of Mining, Geology and Petroleum Engineering, University
of Zagreb).
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Figure 3. (a–h). Microphotographs of the characteristic source rocks and collectors taken from
the subsurface samples (scale bars = 0.2 mm). (a–d)—source rocks (marlstones, siltites and shales);
(e–g)—collectors (sandstones, calcarenites and conglomerates). Samples are taken from the subsurface
at localities Mosti (b, d, f), Fančev mlin (a, c, g), and Mičetinac (e, h) in the Drava Depression.

Fossiliferous lithic arenite sandstone (see Figure 3f) contains fine-grained, semi-
consolidated, grey semi-calcareous sandstone, which includes predominantly siliciclastic
grains (quartz and metamorphics) and subordinate fossil detritus (bryozoans and bivalves),
also having laminated micas and randomly dispersed glauconitic grains, bound together
in calcite cement. This sample was taken around the 1000 m subsurface depth interval.

Coarse-grained, densely packed, clast-supported lithic arenite sandstone to petromic-
tic breccia/conglomerate (see Figure 3g) containing poorly sorted, angular lithic fragments
of metamorphics and quartz grains, together with micas and some feldspars. Intergran-
ular spaces are partly filled with fine marly matrix, and grains are bound together with
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cryptocrystalline calcite cement. This sample was taken around the 3500 m subsurface
depth interval.

Well-lithified, clast-supported petromicitic conglomerate (see Figure 3h) containing
well-rounded clasts of various rocks (magmatics, metamorphics and dolomites), bound
together in sandy matrix of various angular grains, together with dispersed glauconitic
grains and mica flakes. This sample was taken around the 3000 m subsurface depth interval.

3.2. Geochemical Values in the Source Rocks

In the analysed area, as well as in the entire CPBS and the Pannonian Basin System
(PBS) in general (e.g., [11–15]), from the Upper Badenian to the Lower Pannonian age, char-
acteristic sedimentation of pelitic rocks, such as marlstone, limestone, calcitic marlstone
and marly limestone, prevailed. The mostly shallow, calm, and brackish environment
favoured the preservation of organic matter and its transformation into kerogen. Such
a transformation was mostly unsuccessful due to the relatively small depths in the sub-
depression (today less than 3000 m), but where it was effective, kerogen of types II and
III were formed. The generation potential of source rocks is described by geochemical
variables (see Table 1). It is clear, that Middle Miocene pelites can be considered as regional
weak source rocks, mostly due to very low average carbon content (low margin for clastic
source rocks for generation is about 0.5–1.0%, which is similar to the subdepression’s mean
value). Moreover, the organic carbon content is very variable, from 0.31 to 7.28% (the
means are given in Table 1). Higher values of HI (S2/Corg, i.e., mg HC/g Corg) indicate that
samples could be taken locally with significant hydrocarbons obtained during laboratory
pyrolysis (420–460 ◦C). Generally, though, organic matter is shallow and oxidated, showing
high values of OI (S3/Corg, i.e., mg CO2/g Corg)—Figure 4.

Table 1. Geochemical variable values in potential source rocks in the Bjelovar Subdepression, Croatia [16].

Variable Mean −95% 95% Minimum Maximum Variance

Badenian and Sarmatian rocks (16.4–11.5 Ma)

Corg

(wt%)
1.14 0.15 2.14 0.01 5.3 2.2

S2

(pyrolytic peak mg HC/g rock)
6.91 0.00 19.17 0.01 22.91 97.4

HI
(mg HC/g org. C)

237.81 45.67 429.94 120.00 397.78 14.6 × 103

OI
(mg CO2/g org. C)

447.83 0.00 1851.32 107.30 1100.00 3.2 × 105

Upper Pannonian rocks (11.5–9.3 Ma)

Corg

(wt%)
0.61 0.35 0.87 0.19 1.41 0.11

S2

(pyrolytic peak mg HC/g rock)
1.64 1.07 4.34 0.92 2.89 1.18

HI
(mg HC/g org. C)

271.74 0.00 619.11 184.0 433.0 19.6 × 103

OI
(mg CO2/g org. C)

76.70 0.00 650.64 31.53 121.87 4080.66

As kerogen type III (terrigenous material from the higher plants) predominates, hy-
drocarbon generation mostly produced gas with an efficiency of usually less than 20%,
where the main process happened at 120–150 ◦C. Such a temperature range had been
proven on the single deep locality inside the depression, in the Velika Ciglena or Eastern
Bjelovar Syncline, where catagenesis occurred before approx. 4.5 Ma, and “oil windows”
were activated in the last 0.2 Ma [16]. Moreover, generation in leaner source rocks is a less
efficient process, and most of the created hydrocarbons remain inside, especially oil [17].
The thickness of the source intervals rich in organic carbon inside the subdepression is
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mostly a few metres, so the efficiency of expulsion is low and most of the generated gas
probably remained within the source facies.

 

Figure 4. Van Krevelen diagram of kerogen samples. The Bjelovar Subdepression, Croatia [16].

3.3. Migration Pathways

Migration occurrence and pathways are the critical factors for the creation of any
conventional as well as weakly permeable reservoirs (conditionally permeable clastics such
as fine-grained silty sandstones and siltstones). The fluid physics directionally depend on
permeable migration zones in the subsurface as well as geothermal gradients, i.e., subsur-
face temperatures (hydrocarbon generation “per se”, but also the heating of subsurface
fluids). The Bjelovar Subdepression belongs to the hotter part of the Pannonian Basin
System. The authors of [18] and [19] showed that geothermal gradients vary between 4.5
and 7.7 ◦C/100 m.

Inside the subdepression, the locally developed source rocks are mudstones, shales,
and siltites of Badenian to Lower Pannonian age, appearing from 811 to 3255 m depth,
and they are mostly thermally immature. In deeper, predominantly clastic rock sequences,
high thermal altered terrestrial organic matter appears, which presently would reach the
late catagenesis and early metagenesis stage (according to Figure 5). They are, in fact, still
currently in the early catagenesis stage, due to a lower gradient in the past. Such areas
are the Velika Ciglena Syncline and marginally Western Bjelovar or Rovišće Synclines (see
Figure 1, well A) and Eastern Bjelovar or Velika Ciglena Synclines (see Figure 1, well B).
There was not enough volume to feed all the discovered hydrocarbon reservoirs, even only
to saturate them with gas. So, the proposed migration map for the subdepression is given
in Figure 5.
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Figure 5. The proven and assumed hydrocarbon migration pathways for fields and occurrences inside the subdepression.

It is obvious that, besides several smaller fields, there are several localities with
proven gas occurrences, but they are not yet in production, situated on the north–north-
eastern margin of the subdepression. The reasons are relatively small possible estimated
reserves, based on the low gas saturation and/or small porosities/permeabilities as a result
of numerous alternations of the “tight” sandstone lithofacies. Such possible producing
horizons are situated at depths of 800 to 1000 m, with a predominance of weakly permeable
sandstones of Upper Miocene age.

From a geochemical point of view, some parameters indicate high-quality paraffinic
oils, originating from a terrestrial precursor, which is also confirmed by carbon isotopic
ratios with a slight predominance of light isotope 12 C (>δ13 C −25.1‰). There is also
proven oil where bimodal hydrocarbon distribution reflected both sapropelic and terrestrial
origin. The larger differences in physical and chemical properties of hydrocarbons can be
attributed to differences in source facies type and maturity, but post-generative processes,
particularly subsurface water washing, water flooding and evaporative fractionation, also
altered them.

Reservoir gases could be wet with a concentration of higher hydrocarbon homologs
(about 2–22%), but much more importantly, they could be represented by migrated ther-
mogenic gases associated with oils or mixed gases (bacterial/thermogenic sources) in
shallow reservoirs. They are the promising unconventional targets where some migration
could form significant gas occurrences in “tight” lithofacies of Upper Miocene, even Lower
Pliocene. Such rocks are proven in the north-eastern part (see Figures 1 and 5, localities 3, 9,
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10) and are saturated with gasses, which have slightly lower wetness and higher maturity
than gasses in the western part of the subdepression.

The crucial variable in such reservoirs is porosity, i.e., permeability. For example, from
20 to 25% in conventional reservoirs in weakly permeable sandstones, tight sands or sandy
marls of Upper Miocene, it can be reduced to about 10% (e.g., 12.86 on locality A, 12.03 on
B or 6.14% on C, Figure 1). Consequently, the permeability is reduced to less than 10−3 μm2

(or 1 millidarcy). As an example, a qualitative representation of sudden and often changing
lithofacies from medium-grained sandstone into marly sandstone and vice versa is given
in Figure 6, where Poljana Sandstone represents a typical regional proven reservoir rock
sequence of Lower Pontian (Upper Miocene) age.

 

Figure 6. Sudden changes between medium-grained and marly sandstone layers inside a single lithostratigraphic member
showed qualitatively on SP/R e-logs.

For such lithofacies [20], a numerical analysis of possible regional porosity-based
log resistivity curves was performed. The Cremušina Structure (locality no. 10, Figure 5)
is selected on the north-eastern part of the subdepression. The results outlined that in
the alternation of fine-grained sandstones with silty marly sandstones, i.e., in a section
considered as an unconventional potential reservoir, regionally can be described with a
porosity of about 10%. That is high enough to support gas migration and form smaller
“tight” gas reservoirs.
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3.4. Geothermal Potential of the Investigated Area

According to the characteristics of the investigated area, the possibility of finding a
geothermal potential is in geopressured reservoirs. The hydrostatic pressure is proportional
to the weight of water and increases with depth. From the aspect of geothermal exploitation,
geothermal reservoirs are characterized by three important properties [21]: high pressure,
high temperature, and dissolved methane. The CPBS has the greatest geothermal potential,
as well as significant technological opportunities for the exploitation of geothermal energy
in agriculture and the food industry. The average geothermal temperature gradient in
the CPBS is 0.049 ◦C/m [22], while in the rest of Europe it is 0.03 ◦C/m [23]. Data on
geothermal reservoirs were obtained from exploration wells that were primarily intended
for locating oil and gas reservoirs. Great potential for the exploitation of geothermal energy
is found in negative oil and gas wells, then in mature oil and gas reservoirs as well as
in aquifers. Geothermal deposits in the Republic of Croatia (see Figure 7) are divided
according to the temperature of geothermal liquid at the wellhead into [24] reservoirs with
a temperature higher than 100 ◦C and reservoirs with a temperature lower than 100 ◦C.

Figure 7. Temperature values in proven geothermal reservoirs modified after [25].

According to the authors of [26,27], the possible thermal power from geothermal
energy is between 750 MWt and 1,300 MWt for the CPBS area. In the researched area
of the Bjelovar Subdepression, the geothermal field Velika Ciglena was put into produc-
tion in 2018. The installed capacity of the geothermal power plant Velika Ciglena is
>16.5 MWe [28].

4. Challenges and Solutions for Drilling in Clastic Alternation of Conventional and
Unconventional Reservoirs

Due to the specific properties of the unconventional reservoirs, their development
cannot be successfully completed without the application of two well-known technolo-
gies in drilling and completion operations, horizontal drilling, and multi-stage hydraulic
fracturing. Moreover, some relatively rarely used technologies for conventional reservoirs,
such as natural dump flooding wells [29], could be considered in low-permeable sandstone
lithofacies, in the late recovery phase.

The horizontal drilling technology allows petroleum companies to economically de-
velop different types of reservoirs which have hitherto been unprofitable or out of reach.
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Despite highly developed different techniques and technologies in the petroleum industry,
the development of the unconventional reservoirs demands the adjustment of these com-
mercial techniques and technologies to the specificities of the unconventional reservoirs [30].
As in the case of the development of conventional oil and gas reservoirs, the success of
unconventional reservoir development, especially drilling and completion activities, dis-
tinctly depends on the available data. Some well investigated areas, where significant
oil and gas production from conventional reservoirs exist together with unconventional
reservoirs, were neglected at first and, thus, insufficiently researched.

Drilling and completion campaigns in unconventional reservoirs, as well as subse-
quent oil and gas production, depend on the available data about lithology, pore pressure
and in situ stress distribution in the areas under consideration. This information is very
important from a geomechanical point of view, especially for engineering demanding
operations, such as horizontal drilling or hydraulic fracturing [31]. Building a mechanical
earth model (MEM) for the specific underground location based on the available seismic
data and proper calibration should be a starting point in the development of any uncon-
ventional reservoirs. The mentioned model includes a 1–3D structural model, mechanical
stratigraphy, elastic properties, and strength parameters, as well as earth stress (magnitude
and direction) and pore pressure. Moreover, improvement in any visualisation, such as
advance mapping [32], is a useful addition to such a model, outlining unconventional
lithofacies and their structures. A high-quality mechanical earth model would be very
useful in the planning stage, and it would significantly reduce operational risks, time,
and costs. The available information from the earth model for petroleum systems directly
affects the successful development of unconventional reservoirs [33], and this emphasizes
the importance of geochemical data, especially from the Middle Miocene source lithofacies.

A well-developed mechanical earth model represents a starting point (input) for well-
bore stability analyses. During the drilling operation, stress redistribution takes place in the
vicinity of the wellbore wall, whereby in situ stresses (vertical, maximum, and minimum
horizontal) are replaced with axial, radial and hoop stresses. Aside from stress redistri-
bution along the wellbore wall, the wellbore stability strongly depends on the wellbore
orientation (inclination and azimuth) and the existence of different specific circumstances
such as anisotropy, heterogeneity, the existence of fractures, faults, etc. In some circum-
stances, alternation in pore pressure and rock properties require the application of a specific
drilling technique, such as managed pressure casing drilling (MPCD) or managed pressure
cementing (MPC), which involve a closed-loop mud circulation system and carefully bal-
ancing pore pressure during the entire drilling operation [34]. In the presented analysis,
the stability of the unconventional series would not be problematic in Badenian to Lower
Pannonian source lithofacies, due to the high level of consolidation. It is valid both for
carbonates as well as clastics (sandstones and marls). In all such permeable lithofacies
(lime breccia, coarse-grained sandstones), conventional hydrocarbon reservoirs are already
proven (Letični, Galovac-Pavljani and Grubišno Polje structures; Figure 5). However, such
stability could be significantly less during drilling in low-permeable sandstones on the
north-eastern margin of the explored subdepression (Mosti, Sedlarica, Gakovo structures;
Figure 5). Such lithofacies are significantly more weakly consolidated, especially ones
determined at the very end of Lower Pontian or in Upper Pontian. Consequently, the
stability breakdown or even “sand flows” into the wellbore could occur.

Unlike the development of conventional reservoirs, the development of an unconven-
tional reservoir usually requires horizontal wells with a long horizontal section properly
placed in the space, which implies the use of some advanced drilling technology such as
measurement while drilling (MWD), logging while drilling (LWD) or geosteering and a
different completion design with multistage hydraulic fracturing. The completion design
of a well in an unconventional reservoir includes one of the following solutions: cased and
cemented hole, open hole completion, hole cased with perforated casing and cemented
casing with stimulation sleeves [35].

114



Energies 2021, 14, 3503

Another risk associated with unconventional reservoirs is, as previously mentioned,
possible rock damage problems. It is more pronounced in unconventional lithofacies (than
in conventional ones) because of well construction, often with a long horizontal open hole
section through the reservoir. The unconventional lithofacies are characterized by low
porosity (here less than 10%) and a pore throat (10–1000 nm) which makes most of the
filtration control additives (size in mm and μm range) inapplicable [36]. Drilling fluid
invasion within a near-wellbore zone can cause a pore pressure change and wellbore
instability problems as a result of a physicochemical reaction between the drilling fluid
filtrate and clay minerals, especially in presented marls of Middle Miocene. This process
can be accelerated in the presence of natural or induced fractures, as observed in the
subdepression along structures closer to main fault zones. Recent developments in drilling
fluid technology involve the application of smart drilling fluids in combination with
nanoparticles and the application of environmentally acceptable water-based drilling fluids
in the drilling of unconventional reservoirs [37].

Generally, several techniques can be applied for the evaluation of drilled, completed
and stimulated wells such as production logging, proppant tracers, fluid tracers, hydrocar-
bon tracer, microseismic, distributed temperature survey (DTS) and distributed acoustic
survey (DAS) [38]. During production logging, it is possible to obtain different data such
as temperature, pressure, fluid density, formation fluid inflow points and the type of
produced fluid. Proppant, fluid and hydrocarbon tracer, as well as microseismic, are
used for full characterisation of the fractured area covered by hydraulic fracturing. The
last studies indicate the possible application of unconventional nanotechnology-based
tracers (Carbon Quantum Dots (CQDs), function silica nanoparticle synthesis, surface
modification of upconversion nanoparticles) instead of traditional radioactive tracers [39].
Unlike conventional radioactive tracers, nanoparticles are environmentally more acceptable
and have many other advantages, such as inertness, chemical stability, the formation of
stable dispersion, etc. The appropriate selection of the evaluation technique can be very
useful in cost reduction, completion design optimisation and production improvement.
Machine learning and data mining can also be valuable tools in fluid production prediction
from an unconventional reservoir, and validation of the applied completion system. All
these methods could be applied for the development of unconventional reservoirs in the
Bjelovar Subdepression. Unfortunately, potential unconventional reservoirs are, probably,
in the range of very small (<10,000 m3) to small (10,000–100,000 m3) fields, regarding the
classification of Croatian fields and recoverable reserves [40]. Consequently, many of the
advance techniques would not be affordable and profitable for such reserves, and balancing
between “standard” and advanced logging programs is a viable option.

5. Discussion

Regionally proven mature source rocks in the Croatian part of Pannonian Basin System
(CPBS), mainly weakly permeable sandstones, siltstones and marls of Badenian to Lower
Pontian age, are potential sources for unconventional gas reservoirs inside the Bjelovar
Subdepression. Gas could be accumulated during catagenesis or by secondary migration.

Micropetrographic analysis of the characteristic sedimentary rocks from the subsurface
(see Figure 3a–h) reveals their composition and fabric, suitable for kerogen maturation and
hydrocarbons generation. Two groups of sedimentary rocks are distinguished, according
to their potential as the source rocks or as the reservoirs of hydrocarbons, by primary or
secondary migration pathways.

Predominantly fine-grained sedimentary rocks (see Figure 3a–d), mainly enriched in
kerogen, are marked as the potential source rocks. These include interlaminated marlstones
and siltites/shales, laminated calcitic shales, lithic greywacke sandstones to mudstones and
silty marlstones. Their origin is closely related to deep-water sedimentary environments
and processes in the sedimentary basin (CPBS), deposited in the basin itself (i.e., well-
lithified, pale grey to brown silty marlstone with abundant globigerinid foraminifera
skeletons and enriched in kerogen, shown in Figure 3d), or at the distal parts of the vanning
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gravity currents from the basin margins (i.e., interlaminated black globigerinid marlstone
and pale grey sandy siltite/shale, shown in Figure 3a).

Mainly coarse and middle coarse-grained sedimentary rocks are marked as potential
reservoirs determined in the subsurface (see Figure 3e–h). These are lithic and quartz
arenitic sandstones, calcarenites and calcarenitic sandstones, as well as various types of
petromictic breccias/conglomerates. Their relatively broad grain-size range (from coarse-
to middle-grained clastics and calcareous clastics), as well as their various fabric (from
clast-supported breccias/conglomerates, shown in Figure 3g,h) to various arenitic and
greywacke sandstones (shown in Figure 3e,f), place them as, more-or-less, suitable for
hydrocarbons emplacement.

Porosity ranges of potential reservoirs encourage this hypothesis. However, their per-
meability ranges partly limit migration pathways to secondary, including oblique/vertical
migration of hydrocarbon gas during burial, from the source rocks placed at the greater
burial depths in the subdepression toward the potential reservoirs at the lower depths (see
Figure 1). Sedimentary sequences with thin collector units followed by seal rock units,
such as sandstone and marl units appearing in the upper parts of the Upper Miocene
sequences in the CPBS, make a suitable sedimentary architecture for the development and
emplacement of so-called unconventional hydrocarbon gas reservoirs.

The considered unconventional reservoirs are placed in the Croatian part of the
Pannonian Basin System (CPBS), an area with a long history in oil and gas production from
conventional reservoirs. This fact represents the main advantage in further consideration
of gas production from unconventional reservoirs because of the wells and the surface
infrastructure on the existing fields in the area. The existing wells provide the possibility for
additional research and the data gathering necessary for the economically and technically
feasible development of unconventional reservoirs. Except for additional logging, fluid
sampling and observation for downhole changes, the existing wells can be used for re-entry
in horizontal drilling; thus, significantly reducing the cost of the drilling and completion of
the operation.

6. Conclusions

Qualitative and quantitative analyses of some aspects belonging to small uncon-
ventional hydrocarbon gas potential reservoirs are given here. Potential reservoirs were
analysed in the relatively isolated Neogene Subdepression in Northern Croatia, where
depths are rarely larger than 3000 m and clastic sedimentation was dominated with pelitic
detritus. As conventional discoveries were limited on several fields, the further research
and investments highly depend on new discoveries, smaller but profitable. As migration
pathways supported the idea that not all possible (P3), even probable (P2), reserves are
proven, analysis of this type confirmed the following summarised results:

1. The deepest Eastern Syncline (also named as the Velika Ciglena Syncline), is a single
place where gas was generated and migration started to feed smaller surrounding
structures. The gas-prone source rocks of that structure could be studied in detail as
sources of unconventional lithofacies. As there is a proven high geothermal gradient
and a geothermal reservoir below the source facies, the maturation process could
obviously take a long time, currently reaching early catagenesis.

2. The north-eastern margin of the subdepression is characterized with numerous struc-
tures where gas occurrences were often observed during drilling through “tight”
sandstones, reaching from a small percentage up to 10 percent methane. The volume
of potential unconventional reservoirs in the zone is several times larger than the
reservoir in the Velika Ciglena Syncline.

3. This north-eastern margin is represented with an alternation of fine-grained with silty
and marly sandstones. Consequently, porosity varies in a wide range of 10–25%, but a
single layer is often no thicker than 1 m. It makes the zones hard to test and develop,
due to potential instability during drilling. Moreover, logging would hardly reach
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true saturated rock values (such as for spontaneous potential or resistivity). So, any
production and reserve calculation is a potentially highly uncertain task.

4. As a marginal target could be outlined for the Upper Badenian “tight” but consoli-
dated sandstones, as sporadic unconventional Badenian lithofacies. Unfortunately,
these lithofacies are still not regionally well explored and are highly uncertain regard-
ing their unconventional potential.

5. Taking into account experience in oil and gas production on a considered area, and
existing well and surface facilities, the development of a small unconventional gas
reservoir in the future can be a promising solution for the growing energy demand in
Northern Croatia.
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5. Malvić, T.; Velić, J.; Peh, Z. Qualitative-quantitative analyses of the influence of depth and lithological composition on Lower
Pontian sandstone porosity in the central part of Bjelovar Sag (Croatia). Geol. Croat. 2005, 58, 73–85.
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Abstract: Assessing the optimal placement and design of a large-scale high temperature energy
storage system in crystalline bedrock is a challenging task. This study applies and evaluates various
methods and strategies for pre-site investigation for a potential high temperature borehole thermal
energy storage (HT-BTES) system at Linköping in Sweden. The storage is required to shift approx-
imately 70 GWh of excess heat generated from a waste incineration plant during the summer to
the winter season. Ideally, the site for the HT-BTES system should be able to accommodate up to
1400 wells to 300 m depth. The presence of major fracture zones, high groundwater flow, anisotropic
thermal properties, and thick Quaternary overburden are all factors that play an important role in the
performance of an HT-BTES system. Inadequate input data to the modeling and design increases the
risk of unsatisfactory performance, unwanted thermal impact on the surroundings, and suboptimal
placement of the HT-BTES system, especially in a complex crystalline bedrock setting. Hence, it is
crucial that the subsurface geological conditions and associated thermal properties are suitably char-
acterized as part of pre-investigation work. In this study, we utilize a range of methods for pre-site
investigation in the greater Distorp area, in the vicinity of Linköping. Ground geophysical methods,
including magnetic and Very Low-Frequency (VLF) measurements, are collected across the study
area together with outcrop observations and lab analysis on rock samples. Borehole investigations are
conducted, including Thermal Response Test (TRT) and Distributed Thermal Response Test (DTRT)
measurements, as well as geophysical wireline logging. Drone-based photogrammetry is also applied
to characterize the fracture distribution and orientation in outcrops. In the case of the Distorp site,
these methods have proven to give useful information to optimize the placement of the HT-BTES
system and to inform design and modeling work. Furthermore, many of the methods applied in the
study have proven to require only a fraction of the resources required to drill a single well, and hence,
can be considered relatively efficient.

Keywords: methodology; crystalline bedrock; energy storage; boreholes; logging; thermal properties;
magnetic measurements; VLF; drone photogrammetry

1. Introduction

Waste heat is an inevitable byproduct generated during the process of energy con-
version. An estimated 50% of the global primary energy production is dissipated as
exhaust losses, with the main portion being relatively low-grade heat at temperatures
below 100 ◦C [1]. Thermal energy storage (TES) systems provide a possibility to harness
this wasted heat and correct temporal phase differences between heat supply and demand
in single buildings, as well as in large-scale district heating systems. One such system
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is borehole thermal energy storage (BTES), which uses the ground as a storage medium
together with shallow vertical borehole heat exchangers (BHE). A heat transfer fluid is
circulated through the BHE network, which exchanges heat with the surrounding subsur-
face. These systems have been used successfully for a couple of decades for storing and
recovering heat, as well as cold, in residential and commercial buildings [2]. Typically,
these systems operate at temperatures that are relatively close to the undisturbed or natu-
ral temperate of the subsurface. Only a few high temperature BTES (HT-BTES) systems,
which operate at temperatures significantly above ambient conditions, have been built [3].
However, due to social, environmental, and economic drivers, interest in using HT-BTES
systems for storing large amounts of waste heat at high temperatures (50 to 100 ◦C) is
presently increasing. In such systems, the size, performance, and economic feasibility rely
strongly on the capacity of the subsurface to store and transport heat.

This study investigates the potential to implement an HT-BTES system in the city of
Linköping, Sweden. The average yearly temperature in Linköping is 7.4 ◦C, where the
monthly average temperatures range between −1.9 ◦C in the winter and 17.9 ◦C in the
summer [4]. The number of yearly heating degree days (HDD) for the period 2011–2016 in
the Linköping area is 3602, which is significantly higher in comparison to Central Europe,
where the typical HDD value is less than 2500 [5]. The relatively high HDD value results in
a great need for heating of housing in Linköping, which is typical for urban areas in the
Nordic countries. Presently, the heating demand in Linköping is met mainly by a district
heating system powered primarily by energy from a waste incineration plant. This plant
has a heat capacity of 510 GWh, which corresponds to the heating required for about
25,000 houses [6]. Today most of the excess heat produced during electricity generation in
the summertime cannot be utilized, and is, thus, wasted. During the wintertime, fossil-
fueled plants are used to cover the peak heating demand.

Presently, Tekniska Verken in Linköping AB (a large energy company in Sweden)
is assessing the option to store excess heat (about 70 GWh) from their combined heat
and power (CHP) operation in an HT-BTES during the summer period and to utilize it
during the peak-load periods in the winter. Such a system could increase the flexibility and
efficiency of the energy system. In addition, it could make it possible to phase out the fossil-
fueled plants, used to generate additional heat during the winter. If the geological, social,
and techno-economical prerequisites are met for the site, it could become one of the largest
HT-BTES systems in the world. Earlier modeling work of a potential HT-BTES system in
Linköping is described in [7], where the Precambrian crystalline bedrock is considered as
the storage medium. According to that study, a heat pump-supported HT-BTES system
consisting of 1300 to 1500 BHEs with 300 m depth shows a potential to store and extract up
to c. 90 GWh annually. In this study, a system with up to 1400 BHEs, borehole depth of
about 300 m, and well separation of five meters is assumed.

The design of an HT-BTES plant is a complex and challenging endeavor that involves
social, environmental, techno-economical, and practical aspects. The design work involves
calculations of the energy efficiency, as well as energy and exergy balance. Hence, as in-
put to this process, it is important to understand the thermal properties of the bedrock,
the amount of fracturing and its orientation, groundwater conditions and water chemistry,
as well as the thermal impact on the system design [8].

With regards to the potential storage site, there are several factors that would be
desirable for the efficient operation of a potential HT-BTES system. Since the TES solution
is based on the storage of sensible heat, a high volumetric heat capacity of the bedrock is
desirable as this will ultimately lead to a higher thermal energy storage potential for the site.
Furthermore, high thermal conductivity of the subsurface is beneficial, since it promotes
rapid heat transfer within the storage, and will, thus, contribute to the higher short-term
performance of the BHEs [2]. It is, however, important to note that high rates of conductive
heat transfer also promote heat losses to the surrounding subsurface, and consequently
reduce the long-term performance of the storage [9,10]. In addition, HT-BTES systems in
fractured rock can be subject to substantial advective losses in the presence of groundwater
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flow [11]. Extensive fracturing in some cases can also complicate drilling and lead to well
integrity problems. Hence, site conditions characterized by low-permeability bedrock
combined with low hydraulic gradients are also desirable.

Often, there is uncertainty as to the best available methodology for assessing the
suitability of a potential site for a large-scale HT-BTES. Historically, closed-loop shallow
geothermal energy system development has primarily been driven as a subset of heat-
ing, ventilation, and air-conditioning (HVAC) research, focusing on energy performance,
heat pump technology, and the design of mechanical devices, etc. As a result, the character-
istics of the geological and hydrogeological environment surrounding the boreholes have
typically been of lesser concern [12,13]. Presently, standard assumptions about bedrock
composition, overburden thickness, and thermal properties are often made based on re-
gional data from geological maps combined with thermal response test data from one or
a few scattered test boreholes. Furthermore, most existing design methodologies assume
the homogeneous rock mass [14]. These general assumptions are often enough for the
design of smaller and low temperature BTES. However, to optimally position, as well as
better prognose the performance and reliability of large-scale high temperature systems
that can hypothetically be connected to district heating production, better characterization
of the bedrock storage medium is required. Concerns about the environmental impact of
BTES systems are also increasing as subsurface resources are more exploited in parallel
with population growth and urbanization. As pointed out by [13], sustainable BTES devel-
opment requires a profound understanding of the full range of concerns associated with
the technical, geological, and hydrogeological aspects of the ground-coupled system and
its interaction with subsurface processes. This could be achieved by deeper integration
between mechanical and geosciences disciplines to use their combined expertise in the
fields involved.

Immediately north of the city of Linköping, Sweden, a relatively large area (about
2 km2), referred to as the Distorp site, has been identified within which a potential HT-
BTES system could be situated. Based on the previously available geological information,
both the type of bedrock and distribution of fractures is expected to vary significantly
within the area. Heterogeneity within a storage medium, which has not been adequately
characterized, is known to be a factor that can reduce the accuracy of modeling and design
efforts. For example, [15] shows that a better understanding of subsurface heterogeneity
in the modeling of BTES systems can reduce uncertainty in energy balance calculations.
Similarly, work by [11,16] showed that groundwater movement can also significantly
impact the performance of a BTES facility. Therefore, to place investigation boreholes
optimally and efficiently and subsequently locate and accurately model the performance of
a full-scale HT-BTES system, improved knowledge of the subsurface geology across the
study area is required.

In this study, a multidisciplinary approach is adopted to investigate the geology of the
Distorp site and to provide information to help optimize future investigation work, as well
as the design of a potential HT-BTES system. Surface-based geological and geophysical
measurements, not typically included in pre-investigation surveys for BTES systems,
are combined with more conventional, as well as state-of-the-art measurements in several
boreholes. Finally, some of the merits and limitations of the different methods applied in
this study are discussed in the context of pre-site investigation for an HT-BTES system.
Hence, the aims for the study are: (1) To provide a case study of multidisciplinary pre-
investigation work at the Distorp site to exemplify how this information can be used to
reduce risk in the placement and planning of an HT-BTES system; (2) to test and evaluate
the applicability of many different field methods, not typically applied in pre-investigation
work for BTES systems, to guide as to what information can and should be collected during
field study and design of HT-BTES.
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2. Geological Setting at Distorp, Linköping

The site to be addressed in this study has previously been identified as a potential area
for constructing a high temperature BTES. The site lies within a small region of farmland
called Distorp, located a few kilometers north of Linköping. The terrain in Distorp can
be characterized as a low-lying hilly landscape, which is like the terrain of much of the
surrounding region.

The bedrock in Distorp is typically draped by less than ten meters of Quaternary
deposits, consisting of clay, silty clay, and clayey till. The terrain altitude in the site
area varies between 38 and 47 m above mean sea level. Relatively thick Quaternary
clay-dominated deposits are mainly found in the lower parts of the terrain, while thin
deposits of till are associated with topographic highs. In several places, the Quaternary
deposits are absent, and the underlying bedrock is exposed. These bedrock outcrops often
exhibit smooth and rounded geometries, due to glacial erosion, and can be observed at
several locations within the Distorp site and surrounding area. In addition, the main
N–S direction of the ice during the last glaciation has created a corresponding lineation
of the landscape. The terrain also clearly portrays the presence of regional NW–SE- and
NNW–SSE-oriented fracture and deformation zones that have been further contoured by
Quaternary glacial erosion and deposition. These zones are related to a structural belt of
folded and metamorphosed rocks affected by the Svecokarelian orogen (c. 1.86 Ga) [17].

Overall, the bedrock is strongly affected by ductile deformation and amphibolite to
locally granulite facies metamorphism. Metabasaltic rocks of amphibolite and gabbro,
as well as diorite, are found within domains of variably gneissic and granitoid intrusive
rocks. Besides these, a series of post-Svecokarelian (c. 1.85–1.65 Ga) variably porphyric,
granulitic, and gneissic granites intrude the previous rock suites. Within the Linköping
area there are also subordinate occurrences of Svecofennian supracrustal (c. 1.91–1.86 Ga)
metamorphosed felsic rhyolitic volcanoclastics [18]. Based on modal data presented in the
description of the bedrock map of Linköping NE [19], the average SiO2 content (which
largely influences the thermal conductivity of the rock) is 68–75% for the gneissic and
granitoid rocks, and 45–52% for the metabasaltic rocks.

The predominance of NW–SE-oriented structures (fractures, faults, and deformation
zones) is related to the Loftahammar–Linköping regional deformation zone (LLDZ) mark-
ing the boundary between the Bergslagen (to the NE) and Småland (to the SW) lithotectonic
units [17]. This 7–10 km wide zone includes, besides a break in the topography, a series of
ductile and brittle deformation zones. The LLDZ is clearly visible in the Geological Survey
of Sweden’s (SGU) geophysical data, as a broad NW–SE-oriented region with anomalously
low values in the magnetic data. In the gravity data it appears as a region with a distinct N–
S-oriented gradient with higher gravity values occurring in the north [18]. Since the Distorp
site is located within the LLDZ, adjacent to the N–E boundary, several NE–SW-oriented
lineaments parallel to the main orientation of the zone are expected (Figure 1).

The Distorp site also lies in the periphery of an area to the west with Lower Paleozoic
platform cover strata [20]. As the outer eastern part of this area is located immediately
north of the site area (Figure 1), scattered and thin deposits of Cambrian sandstone can be
expected on top of the Precambrian bedrock.

The groundwater resources in the area are mainly associated with the bedrock, since
the overburden is dominated by thin fine-grained deposits with low transmissivity and
storage capacity. Data from the publicly available well information database at the Ge-
ological Survey of Sweden show that wells drilled in the granite-dominated areas give
capacities between 1000 and 2000 L/h, while wells in metabasite and gabbroid bedrock
areas show capacities <600 L/h [21].

It is clear from the regional geological information that variations in the lithology
and level of deformation of the crystalline basement are expected to occur across the area
of the Distorp site. Furthermore, in some areas, the crystalline basement can be overlain
by variable, albeit relatively thin sequences of Cambrian strata or Quaternary sediments.
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Hence, it is important to consider these anisotropic bedrock conditions when performing
future appraisal investigations and during the design of the energy storage.

Figure 1. Bedrock geological map of the Distorp site (red frame) and surroundings extracted from the Geological Survey of
Sweden’s bedrock database. LLDZ, Loftahammar–Linköping deformation zone. Map modified with permission after [18].
© Sveriges geologiska undersökning.

3. Methods

The primary aim for pre-investigation in any HT-BTES project is to evaluate the
geological and thermal conditions of the subsurface with respect to their suitability for
the potential development of an HT-BTES facility. In this study, we discuss and present
exhaustive pre-investigation work which has been done at the Distorp site, Linköping.

Prior to selecting the Distorp site for more detailed investigations in this study, four dif-
ferent locations were selected as preliminary sites. The choice of these four sites was
essentially based on the availability of accessible land areas at a suitable distance from
Tekniska Verken in Linköping AB’s waste incineration plant Gärstadverket, i.e., the heat
waste source for the possible HT-BTES. This first phase of the investigations was carried out
in 2017 and started with the completion of one 300 m deep percussion borehole (115 mm Ø)
in each of the four locations, i.e., Dikestriangeln, NetonNet, Distorp Åkern, and Distorp Ha-
gen (Figure 1). The work included collecting samples of drill cuttings, measuring drilling
time per drilling rod, and monitoring groundwater levels. Furthermore, temperature mea-
surements, hydraulic capacity tests, thermal response tests (TRT), and distributed thermal
response tests (DTRT) were also performed [22]. Two of the four preliminary locations
were disregarded, due to the presence of relatively thick overburden, the occurrence of
biogenic gas in the soil, and comparatively low thermal conductivity. The remaining two
sites, referred to as Distorp Åkern and Distorp Hagen, were subsequently merged into one
larger prospect site for further investigations in this study, i.e., the ca 2 km2 large Distorp
site (Figure 1).
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In the Distorp site, three investigation wells have been established [22], including the
two 300 m deep boreholes drilled during the first investigation phase in 2017 (Distorp
Hagen and Distorp Åkern). In 2018, an additional investigation well (89 mm Ø) was drilled
adjacent to the Distorp Hagen well using a water-driven down-the-hole (DTH) system
to a depth of approximately 240 m [23]. These two wells were selected for conducting
field experiments intended for investigating and applying permeation grouting techniques
as a means of reducing fluid loss in open-loop BHEs. With a surface distance of only
around 2.5 m between the Distorp Hagen wells, the well configuration represents typical
conditions in BTES construction where very dense drilling grids are common.

Figure 2 presents the various steps of the multidisciplinary investigations and method-
ologies used at the Distorp site as part of this study. Figure 2 also presents the associated
information or data obtained from applying these methods, which are relevant to evaluat-
ing the site and input to the HT-BTES design work.

Figure 2. Diagram illustrating the various aspects of the site investigation, as well as the methodolo-
gies used. The parameters obtained from the various investigations, used as input to the modeling
and site assessment are also shown. The different prospect locations are shown in Figure 1.

The main objectives for the in-depth multidisciplinary studies in the Distorp site
were: (1) To apply a range of different methods to obtain the best possible characterization
of the Distorp site with the resources available to the project; and (2) to evaluate these
methods with regards to their suitability and capacity to provide essential information
required for optimizing the modeling, site selection, and design of the final HT-BTES

124



Energies 2021, 14, 4379

system. This was done to improve the understanding of the applicability of these methods
to future BTES projects.

The in-depth multidisciplinary studies started in late 2018, beginning with a detailed
geological and geophysical survey of the boreholes. Initially, descriptions of the cuttings
collected every three meters in the two 300 m deep boreholes Distorp Åkern and Distorp
Hagen were made. Furthermore, geophysical wireline logging was also performed in the
two boreholes. During 2019 and 2020, geological observations and ground geophysical
measurements were performed. This included geological descriptions of the rock types
at outcrop, sampling for petrophysical and measurements of the thermal conductivity
on rock samples, as well as measurements of the natural gamma radiation and magnetic
susceptibility. Additionally, magnetic field and VLF (Very Low-Frequency) measurements
were collected across the study area. Some outcrops were photographed using a drone to
generate high resolution orthographic images for fracture interpretation. Figure 3 shows a
map with the location of data acquired during this work. Note that the black dashed line
highlights the study area in the figure.

Figure 3. Base map showing the location of data acquired during this study. Borehole 1: Distorp Hagen, 2: Distorp Åkern.

Although this study addresses many methods, it is important to note that the data
were collected across a range of projects with varying scopes and resources. Hence,
the data collection strategy across the lifetime of the site investigation has been somewhat
suboptimal. For example, the investigation wells and the TRT and DTRT were already
performed prior to most of the surface measurements and analyses. As a result, the flow
chart in Figure 2 illustrates a parallel execution of the methods, which was the case in
this study. Ideally, this would not be the case for an optimized pre-investigation strategy,
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where data from different methods would be acquired sequentially and used to inform and
guide decisions throughout the workflow. Hence, ideally, the placement of the investigation
wells would be decided and optimized based on the surface measurements, instead of
being placed arbitrarily, as they were in this study.

A table summarizing the methods and equipment, as well as brief comments about
accuracy and resolution, is provided in the supplementary data (Table S1).

3.1. Ground Geophysics

Variations in subsurface composition or rock type are often associated with changes
in physical properties. Through physical measurements (for example, the magnetic or
gravitational field), ground-based geophysical methods aim to characterize these variations
in physical properties, and hence, infer changes in the subsurface composition. Often these
measurements can be performed relatively quickly across an area. Furthermore, they do
not require the bedrock to be exposed. Hence, together with bedrock observations at
outcrop and borehole data, ground-based geophysical methods can be a powerful tool to
map the bedrock geology over an area.

Ground-based magnetic field measurements can be made to infer variations in the
magnetic properties of the subsurface. Some rock types which are highly magnetized can
give rise to anomalies in the total magnetic field, which can be measured and mapped
across an area. In the case of induced magnetization, the strength of the observed anomaly
is related to the magnetic susceptibility of the rock [24]. The Very Low-Frequency method
is an electromagnetic geophysical method that utilizes radio frequencies within the range
of 3–30 kHz. If an electrically conductive subsurface structure exists, with an appropriate
size and orientation to the incoming radio waves, an electrical field will be induced within
the subsurface conductor. This electrical field, in turn, gives rise to a secondary magnetic
field, which can, in turn, be measured. Hence, VLF measurements can be utilized to infer
the presence of conductive subsurface structures, such as water-bearing fracture zones [24].

Airborne magnetic field and VLF measurements are available from the study area,
collected in 1999 and 2003 by SGU as part of bedrock mapping projects. These data
indicate the presence of regional deformation zones, as well as variations in the magnetic
susceptibility of the bedrock within and around the Distorp area. However, these data do
not provide the level of resolution required for this study, hence, ground-based magnetic
field and VLF measurements were collected over the study area.

The ground-based magnetic field and VLF measurements were collected using a
GEM GSMV-19 instrument. For the magnetic measurements, data points were collected
continuously at one second intervals whilst walking along profiles with a nominal spacing
of about 30 m (Figure 3). After acquisition, the data were corrected for diurnal variations
using base station measurements from SGU’s Fiby observatory. Minor line-leveling and
filtering corrections were also then applied to the data.

VLF measurements were collected every 15 m along a series of profiles with a nominal
spacing of 40 m. A profile azimuth of 30◦ and VLF frequencies of 19.6 and 24.0 kHz were
used, to be sensitive to potential deformation zones with an NW–SE-orientation. A VLF
frequency of 16.4 kHz was also measured to provide measurements from an approximately
orthogonal direction to the first two frequencies. Power lines located in the southern part of
the study area generated too much noise for data to be collected. Hence, VLF data was only
acquired in the central and northern parts of the study area (Figure 3). After acquisition,
some simple filtering was applied to the data before it was inverted to generate a 3D
resistivity model of the subsurface. As the terrain across the study area is primarily
farmland, the magnetic and VLF measurements could be collected relatively quickly and
efficiently over about 5–7 days.

In addition to the VLF and magnetic field measurements, natural gamma radiation was
measured at several outcrop locations using a handheld RS-125/230 spectrometer. A min-
imum of three measurements was made for each rock type at the outcrops, which were
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investigated. Based on these measurements, the spectrometer estimates the amounts of
potassium, uranium, and thorium in the different rock types.

Ground-based gravity surveying can be a powerful method for characterizing vari-
ations in bedrock geology. With this method, local anomalies in the earth’s gravitational
field can be used to infer changes in subsurface density [24]. Regional gravity data has
previously been acquired across the Distorp area and is available from the Geological
Survey of Sweden [25]. However, the average spacing between measurement points for
this part of Sweden is about 2.5 km. Hence, only one gravity measurement was performed
within the study focus area. Therefore, the resolution of these regional gravity data is too
low for detailed mapping of the geology at the Distorp site. Acquisition of additional
ground gravity measurements likely would have contributed to our assessment of the site.
However, due to limitations in resources and accessibility of the measurement equipment,
this was not performed as part of this study.

3.2. Drone Photography of Outcrops

A Mavic 2 pro drone was used to take photographs of several outcrops within the
study area for the purpose of generating detailed orthophotos (orthographic composite
photos) for fracture interpretation. During acquisition, the drone was flown at a height of
10 m, and a series of pictures was collected over the outcrop of interest using a front overlap
of 80% and side overlap of 60%. The images were later processed in photogrammetry
software to generate georeferenced orthographic images. The orthophotos of each outcrop
were then imported into GIS software (ArcMap 10.7.1) where the fractures were mapped.
Subsequently, a custom MATLAB (R2020b) script was used to perform a statistical analysis
of the interpreted fractures and generate diagrams for visualization of the results.

3.3. Thermal Conductivity Measurements

The thermal conductivity of the various rock types occurring in the investigated area
has been measured by the Geological Survey of Sweden using a Thermal Conductivity
Scanner (TCS). The equipment used is manufactured by Lippmann and Rauen GbR in Ger-
many. In total, 17 rock samples from outcrops inside or in the proximity of the Distorp site
were analyzed. In some cases, multiple measurements were performed on a single sample,
to scan in different orientations. This led to a total of 23 measurements being made for the
Distorp area. The TCS measures the thermal conductivity (TC) and thermal diffusivity
(TD) by applying optical scanning technology to plane or cylindrical surfaces (along the
cylinder axis) of rock or core specimens. The TCS uses a focused, mobile, and continuously
operated heat source in combination with infrared temperature sensors [26]. These sensors
measure the sample temperature before and after heating. Typically, two reference probes
with known thermal properties are analyzed together with the sample. TC and TD are
determined by comparing the temperatures assessed from the certified standard samples
with temperatures measured on the rock sample.

During operation, individual TC measurements are made along a scan line at a
specified sampling rate across the rock sample. From these measurements, a mean average,
as well as maximum and minimum TC values are calculated for the sample. Thermal
diffusivity TD can also be measured together with the TC measurements.

3.4. Petrophysical Measurements on Rock Samples

During the project, measurements of both magnetic susceptibility and density were
performed on 14 samples collected from outcrops in the Distorp area, in SGU’s petro-
physics laboratory. The density was calculated by comparing measurements of weight
and volume. The weight of the samples was measured using a precision scale (FX-3200)
and the volume using the Archimedes principle (displacement of water). The magnetic
susceptibility was measured using a GTK K4/GSF-93 instrument, built by the Finnish
Geological Survey (GTK). Here the magnetic susceptibility is measured using the devia-
tion method, utilizing an AC bridge. Based on repeat measurements of a typical bedrock
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sample, of standard size and relatively low susceptibility, the standard deviation of these
instruments is about 5 kg/m3 and 20 × 10−6 SI for density and magnetic susceptibility,
respectively. In addition to these lab measurements, magnetic susceptibility was measured
at outcrop locations using a hand susceptibility meter (SM20). To assess the variability and
obtain a representative average value, at least 10 measurements were made at different
points across each outcrop location.

Furthermore, pre-existing petrophysical data and outcrop magnetic susceptibility
measurements from the Distorp site and surrounding area were extracted from SGU’s
databases. These pre-existing data were combined with the newly acquired data to form a
petrophysical database for use in this study.

3.5. Wireline Logging

The wireline logging was performed by Engineering Geology at Lund University with
equipment from Robertson Geologging Ltd. Two runs were performed in each borehole,
the first with Natural Gamma, Temperature, Long and Short Resistivity, Single Point
Resistance, and the second with Acoustic Televiewer (ATV).

The Natural Gamma log is the most widely used log for lithological characterization
of successions within boreholes. The log is a passive radiometric log that uses a scintillation
counter that detects the natural gamma radiation coming from the rocks in the borehole
wall [27]. The radiation originates from the potassium-40, radium–uranium, and thorium
series. For crystalline rocks like granites and metabasites there is a significant difference
in the potassium content, which can be detected in the Natural Gamma log. The rela-
tively potassium-rich granites (high in mica and feldspars) will consequently result in a
higher gamma-ray level in comparison to the generally potassium-poor mafic rocks [28].
The purpose of this log was, with the support from descriptions of the rock cuttings, to get
a detailed picture of the rock type distribution in the boreholes. The gamma-ray results
can also indirectly be used as a measure of the thermal properties of the rocks within
the borehole, since most in situ heat production are related to the amount of naturally
occurring radioactive elements mentioned above [29].

The Single Point Resistance tool measures the electrical resistance of the subsurface in
the immediate vicinity of the borehole. The tool operates by measuring the difference in
voltage between two electrodes using a constant current. Single-point logs are sensitive to
the resistivity of the lithology adjacent to the electrodes, regardless of electrical influences
caused by varying thicknesses and composition of beds; thus, they have, in general, a very
high vertical resolution.

The Short and Long Resistivity tool measures (as opposed to resistance) the resistivity
of the formation volume (rock and formation fluids) outside the immediate proximity
of the borehole. The vertical resolution is less than for the Single Point Resistance tool.
The tool works best in sedimentary bedrock with relatively thick beds where the focus
lies on determining the thickness of the mud invaded zone in porous rocks, as well as
properties of any reservoir fluids present.

Several properties affect the resistivity of a rock volume, for example, porosity, the re-
sistivity of the fluid within fractures and pores, mineral composition, and the texture of the
rock. Granitic rocks have, in general, slightly lower resistivity compared to mafic rocks.
Although, it should be noted that there is a significant variation in the resistivities of mafic
and felsic intrusive rock types [30].

The Acoustic Televiewer generates an acoustic image of the borehole wall by detecting
the arrival time for a reflected sound wave generated by a rotating piezoelectric source.
Besides the arrival time, the log registers the amplitude of the measured acoustic wave.
The measurement gives a continuous, 360 degrees image of the borehole wall, which is
geographically orientated. After processing, fractures and variations in the density of the
borehole wall can clearly be identified. A major advantage of the Acoustic Televiewer is
that it can be run in boreholes where the drilling fluid is opaque, for example drilling mud.
Within this project, Acoustic Televiewer data has been used to map the in-situ fractures
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to assess the hydraulic properties, borehole integrity and to determine the deviation and
direction of the investigation boreholes. Vertical boreholes with minimal deviation are
essential in a multiwell HT-BTES where the distance between the individual boreholes
is commonly only a few meters. Too much deviation can cause undesirable thermal
interaction between boreholes, as well as increase the risk of collision between boreholes
during drilling operations [31].

3.6. Thermal Response Tests

Thermal measurements, including thermal response tests and distributed thermal re-
sponse tests, were performed. Conventional TRT is a relatively simple and well-established
pre-investigation method in the shallow geothermal industry. It is utilized for quantifying
effective underground properties, and thereafter, provides input for system design [32].

TRTs are commonly performed by injecting the heat into the borehole at a constant
rate by circulating a heated secondary fluid through a closed-loop borehole heat exchanger.
The effective thermal conductivity (λ*) and effective borehole thermal resistance (Rb*) are
estimated through an inverse modeling procedure. During this process, measurements of
the heat exchanger inlet- and outlet temperature in response to the heat injection over time
are matched with the equivalent temperature response obtained from a parameterized
model. For this purpose, under the common assumption of pure conduction heat transfer
in a homogeneous medium, the infinite line source (ILS) model was used [33]. This test
procedure implies that the experimental data and the best-fit parameter values obtained
only represent spatially averaged predictions of the thermal characteristics of the subsurface
and BHE performance. In other words, no information about subsurface heterogeneity
is provided.

Application of distributed temperature sensing (DTS) technology, based on Raman
optical time-domain reflectometry allows for downhole temperature measurements to be
recorded along the full length of the borehole during the response test. One or multiple fiber
optic cables may be installed in the test borehole, while performing a TRT. The processed
temperature data acquired from the DTS system consist of discrete (averaged) representa-
tions of the continuous temperature distribution over a sampling interval. The sampling
resolution, i.e., the sampling interval spacing over which signals are collected and averaged
along the fiber, can be as low as 0.125 m for high performance devices [34]. Distributed tem-
perature measurements can also be carried out with other types of sensors, but optical fiber
cables, when properly used, offer significant advantages [35]. This type of TRT is often
referred to as a Distributed Thermal Response Test.

In contrast to conventional TRT, based on BHE inlet- and outlet temperature measure-
ments, the DTRT permits evaluation of λ* and Rb* locally along the borehole using time
series of downhole temperature profiles acquired from DTS data as input to the response
model [36]. The DTS instrument used in this study has a sampling resolution of 203 cm,
which enabled TRT evaluation at around 150 sample intervals along the two 300 m deep
investigation wells. Temperature profiles are also obtained during the test phases before
and after heat injection, which allow for evaluating additional factors that affect the temper-
ature conditions in the borehole, such as vertical groundwater movement and the presence
of water-bearing fractures. Passive DTS measurements taken under undisturbed ground
conditions can be used for characterizing near-surface seasonal temperature propagation
effects, and at greater depths, the geothermal gradient.

3.7. Hydraulic Tests

Hydraulic tests were performed in connection with an experimental grouting project
conducted in parallel with the present study [23]. The aim of the field experiments was
to explore the use of permeation grouting techniques to implement open-loop BHEs.
The primary objective of the hydraulic tests was to characterize near-borehole hydraulic
conditions in the rock mass.
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In the 240 m and 300 m deep Distorp Hagen wells, the hydraulic testing proce-
dure involved the performance of single-hole, short-duration water loss measurements,
which were carried out by injecting water into the test section under a constant pressure
of 200 kPa. The pressure was maintained until the injection flow rate had stabilized (i.e.,
reached quasi-stationary condition), which typically occurred within time periods of the
order of minutes. The pressure and flow data were evaluated through steady state flow
analysis using Moye’s formula to estimate a transmissivity value for the test section [37].

A double-packer system was used to isolate sections of interest within the borehole to
perform the investigation. Measurements using 50 m section lengths were performed at
regular intervals between about 10 m depth and the base of the borehole. Additional mea-
surements were also carried out using a smaller packer spacing of 5 m in four sections
within the shallowest 50 m of the borehole. These sections were selected based on the
wireline logs, which indicate intervals with a high fracture density or the occurrence of
single conductive water-bearing fractures.

4. Results

4.1. Bedrock Composition and Thermal Properties

The dominant rock types expected within the site area are, according to the bedrock
map [18], grey and red fine- and medium-grained granite, greyish granite-granodiorite,
and dark grey to black gabbro and metabasite (Figure 1). Different orogenic phases with
granitoid intrusions deformation and metamorphism have resulted in a heterogeneous
rock mass which in places also consist of folded migmatite gneiss.

The regional bedrock map (Figure 1) shows that smaller areas with metabasite and
gabbro occur in the southeastern most parts of the site area, while most of the bedrock
surrounding the investigation wells is composed of fine-grained red and grey granite.
In the northwest parts of the site, the bedrock is dominated by variably gneissic granite
and granodiorite. However, it should be noted that there are relatively few outcrops in the
northern part of the area where geological observations can be made. Hence, the map in
this area is primarily based on regional geophysical data and is consequently somewhat
uncertain [18]. Most outcrops occur in the southeast and southern part of the study area.
In total, 22 of these outcrops, dominated by variably grey and red, fine- and medium-
grained granite, were sampled in this study (Figure 3). In addition, a few outcrops with
mafic rocks were sampled to the southeast and west of the site area.

Considering the regional bedrock map, the composition of the uppermost bedrock
within the site area should be dominated by various granitoid rock types with minor
volumes of mafic rocks. Hence, an average thermal conductivity close to that of granite
would be anticipated across the study area. Thermal data within a c. 5 km radius from
the Distorp site, based on modal mineralogical analysis of rock samples, indicate that
the average thermal conductivity for the granites in the area is 3.36 W/mK (Std Dev
0.20 W/mK), while the mafic rocks show an average of 2.61 W/mK (Std Dev 0.14 W/mK).
Results from the laboratory TCS measurements on rock samples from the study area fall
within the same range as the values from the modal-based regional database. A statistically
reliable relationship between thermal conductivities based on modal mineralogical analyses
and results from TCS-measurements have also been shown by [38]. The TCS-analyses
give a mean thermal conductivity of 3.08 W/mK for the granites, while the mafic rocks
give a significantly lower mean value of 2.42 W/mK (Figure 4). The results from the
thermal conductivity lab measurements and the calculated values from modal analyses are
presented as supplementary data (Tables S2 and S3).
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Figure 4. Petrophysical data for granite and mafic rock types. Histograms showing thermal conductivity data (top), density
data (center), and magnetic susceptibility data (bottom), are shown for each rock type. The thick black lines display the
average values for each plot. The mean average value is shown for the thermal conductivity and density data, while the
median average is shown for the magnetic susceptibility data. A close-up image of each rock type is shown on the magnetic
susceptibility graph. (a) Graphs on the left are for Granitoids. (b) Graphs on the right are for Mafic rocks.
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The two 300 m deep investigation wells reveal that the subsurface bedrock mass is
not as uniform as expected from the bedrock map. It should be noted especially that
the two wells show quite different rock successions, despite being in the same type of
granite on the geological map. The DTRT measurements also demonstrated differences in
thermal conductivities that relate to the rock type distribution in the two wells. The Distorp
Åkern well gave thermal conductivities between 3.09 and 3.58 W/mK with an average
of 3.30 W/mK (Figure 5), while the Distorp Hagen well had values ranging between 2.85
and 3.64 W/mK with an average of 3.43 W/mK (Figure 6). TRT measurements show that
the effective thermal conductivity at Distorp Hagen is slightly lower than Distorp Åkern,
with values of 3.05 and 3.28 W/mK, respectively. The error in this type of in situ thermal
conductivity measurement is known to be 5–15% [39]. Although it is possible that error in
the presented results is within this range, it should be noted that the thermal conductivity
values above have been measured/calculated during the heat injection phase of the DTRT
and that the injected heat per unit length has been assumed to be the same in all sections
of the borehole. In [36], it is stated that firstly, higher accuracy is obtained when tests
are evaluated during thermal recovery after heat injection (with no radial temperature
gradient in the borehole and avoiding the presence of thermosyphon effects). Secondly, it is
stated that local thermal conductivity calculations should be performed using local heat
injection rates, which were not measurable in the tests presented in this paper. The increase
of thermal conductivity with depth observed in one of the two boreholes and the difference
between average thermal conductivity values from the DTRT and the effective value
obtained from a standard TRT are attributed to these two factors. More details about the
factors affecting TRT results can be found in [39,40]. DTS data obtained during TRT on the
Distorp Åkern well are provided as supplementary material (Spreadsheet S1).

When comparing the natural gamma logs for the two wells, a clear difference can
be seen in the measurements. The gamma response is mainly related to the presence of
potassium in these types of rock. Hand spectrometer measurements give a mean potassium
content of about 4.0% for the granites, while the mafic rocks have a potassium content of
about 2% (Supplementary Table S4). Relatively low gamma values are thus interpreted to
represent rock types with a lower amount of potassium, thus primarily mafic rock types in
this geological setting. Hence, the regions with low gamma values, within the somewhat
variable gamma signature are interpreted to indicate metamafic or gabbro rocks in the
Distorp Åkern well. It was also indicated in the cuttings material that there is a greater
volume of mafic rocks occurring in the Distorp Åkern well (Figure 5) than in the Distorp
Hagen well (Figure 6). In the Distorp Hagen well, the gamma values are on average
higher than in the Distorp Åkern well and exhibit less variability. This is interpreted as
a more homogeneous sequence of granite and granodiorite. This interpretation is also
verified by the cuttings that indicate a relatively homogeneous rock succession of fine- and
medium-grained granite in this well.

The difference in the number of mafic rock types encountered in the two wells and the
associated thermal rock properties lead to a different thermal response in the two wells.

Based on the petrophysical data from this study, a significant difference between the
magnetic properties of the granitic and mafic rocks exists (Figure 4). Here it can be observed
that in the histograms, both rock types have a peak at about 300 × 10−6 SI, which is most
likely due to the presence of iron-bearing paramagnetic minerals (such as biotite). However,
the mafic rocks have an additional peak at about 20,000 × 10−6 SI, which is likely due to
the presence of magnetic minerals (such as magnetite). Hence, strong magnetic anomalies
within the study area are likely to be associated with mafic rock types. Figure 7 shows
maps of the total magnetic field over the study area, and the average resistivity of the upper
300 m of the subsurface. The black dashed line highlights the study area in the figure.
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Figure 5. Composite log of the 300 m deep Distorp Åkern well.
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Figure 6. Composite log of the 300 m deep Distorp Hagen well.
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Figure 7. (a) A map of the total magnetic field over the study area. (b) Map of the average resistivity of the upper 300 m
of the subsurface derived from the 3D resistivity model generated from VLF measurements. Borehole 1: Distorp Hagen,
2: Distorp Åkern.

On inspection of the map of the magnetic field measurements (Figure 7a), several re-
gions with positive magnetic anomalies (relatively high values) can be identified in the
southern part of the study area. These anomalies coincide with outcrops where mafic
rocks have been observed. Hence, considering the petrophysical data, it is likely that these
positive magnetic anomalies are due to the presence of mafic rocks. A broad positive
magnetic anomaly is also present to the north of the Distorp Åkern well, which can also be
interpreted as a region with more mafic rock types. Such an interpretation of this anomaly
is supported by outcrop observations to the west of this anomaly, where isolated units of
mafic rocks have been mapped within the predominantly granitic rocks. The remaining
parts of the study area characterized by relatively low magnetic field values can be inter-
preted to be predominantly granitic rocks. Figure 8 shows a detailed interpretation of the
bedrock geology of the study area based on the new data collected in this study, here the
regions of more mafic rock types (green) are interpreted to correspond broadly to regions
with high magnetic field values.

In the magnetic field data shown in Figure 7a, several linear zones can be identified,
over which a sharp change in the magnetic field values occurs (discontinuities). These are
most notable in the southern part of the study area. Specifically, two zones with an NW–
SE-orientation exist; the first is located between the two investigation wells, while the
second lies about 300 m south of the Distorp Hagen well. A more subtle discontinuity in
the magnetic data with an N–NW-orientation can be interpreted about 100 m to the west of
the Distorp Hagen well. These are interpreted to represent deformation zones over which
the geology has been displaced and are shown in Figure 8 as black lines. The orientation
of these discontinuities is consistent with the large-scale deformation zones mapped from
airborne geophysical data (Figure 1).
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Figure 8. (a) Interpretation of the Bedrock geology based on geological and geophysical observations made in this study.
A potential location for the energy storage facility is highlighted. (b) A map showing the prognosed bedrock thermal
conductivity based on the data and observations from this study. Borehole 1: Distorp Hagen, 2: Distorp Åkern.

On inspection of the resistivity map, generated from the VLF data shown in Figure 7b,
a general transition from higher resistivities in the west to lower resistivities in the east can
be observed. This is interpreted to be largely due to variations in the surface sediment layer,
where more resistive sandy and silty moraine are mapped to the west, and less resistive
glacial clay is mapped to the east of the study area. Furthermore, several high resistive
anomalies can be observed in Figure 7b. Two of these, one to the southeast of the Distorp
Åkern well and another to the northwest, correspond to areas where outcrops exist. Hence,
these can be interpreted as regions where the resistive bedrock is relatively close to the
surface, and the more conductive sediment layer is thin. A linear region with relatively low
resistivity values and an NW–SE-orientation can potentially be interpreted in the resistivity
map. This zone is most notable directly to the north of the Distorp Åkern well, where it
intersects a region of relatively high resistivity. This zone could potentially indicate the
presence of a more conductive zone in the bedrock, such as a water-filled fracture system
(deformation zone). This potential zone is shown in Figure 8 as a dashed black line.

If both the detailed bedrock interpretation of the study area (Figure 8a) and the thermal
conductivity lab results (Figure 4) are considered, it is possible to make a simple prognosis
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of the thermal conductivity of the bedrock across the study area, which is shown in
Figure 8b. Here the mean average thermal conductivities (from the TCS measurements) of
3.08 and 2.42 W/mK are assigned to granitic and mafic rocks, respectively. An intermediate
thermal conductivity was assigned to granodiorite rocks. Some smoothing was applied
to account for the mixing and interlayering of these two rock types in transitional areas.
It should be noted that there is significant uncertainty in this map of prognosed thermal
conductivity. This is due to the large variation in thermal conductivity values measured
from samples, as well as the uncertainty in the detailed bedrock map, which is based
largely on geophysical data, rather than outcrop observation. Despite this, it can be a useful
tool to visualize the anticipated bulk thermal conductivity values based on the updated
geological map.

4.2. Fracturing and Fracture Orientation

Figure 9 shows an example of an orthophoto that was generated for an outcrop located
on the southwestern edge of the study area. At this outcrop, a clear contact between coarse-
grained granite and more mafic fine-grained granodiorite can be observed. An example
of the fractures interpreted for this outcrop are shown in Figure 9b. Similar fracture
interpretation was performed on all outcrops where drone photographs were available to
generate a database of about 1500 fractures. A rose diagram showing the distribution of
fracture directions, weighted by fracture length, for all fractures which were interpreted in
the study is shown in Figure 9c.

Figure 9. (a) Example section of a drone orthophoto of an outcrop within the study area. A contact
between fine-grained granodiorite rocks (grey) and coarse-grained granite rocks (pink) is marked
with a red arrow. (b) interpreted fractures (blue lines) for the portion of the orthophoto shown in (a).
(c) Rose diagram showing the orientation of fractures mapped on all outcrops within the study area,
where drone photographs were taken.
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Here it can be observed the predominant fracture set in the study area has an azimuth
of about 105◦. Secondary fracture sets appear to exist with azimuths of 15◦ and 165◦.
A primary fracture orientation of 105◦ corresponds well to the orientation of the regional
deformation zones mapped from airborne geophysical data (Figure 1), as well as several of
the potential deformation zones mapped from the ground-based magnetic data (Figure 8).
The secondary fracture set with an azimuth of about 165◦ corresponds well to the potential
deformation zone mapped with the VLF data and one of the deformation zones mapped
with the magnetic data (Figure 8).

Downhole fracture mapping by visual inspection of Acoustic Televiewer images and
geoelectric data sets collected in the 300 m and 240 m deep Distorp Hagen wells indicates
relatively high fracture density at shallow depths to around 60 m. Estimates of the lineal
fracture density (P10) [41] at discrete 1 m intervals within the depth section of 10–60 m of
the boreholes are shown in Figure 10. A maximum fracture density of 7 fractures per meter
can be observed in both boreholes. At larger depths, only single or groups of few fractures
were identified in scattered intervals along the boreholes. Although not described in this
study, additional information on fracture characteristics (e.g., strike and dip) can be acquired
from Acoustic Televiewer data with additional analysis. This is possible because the tilt and
orientation of the instrument are logged during measurement. The ATV image logs for both
Distorp Hagen wells are provided in the supplementary data (Figures S1 and S2).

4.3. Groundwater Conditions

The estimated capacities of the two 300 m deep investigation wells within the Distorp
site were 1200 L/h and 1500 L/h based on air-lift yields measured during the completion of
the wells. The groundwater table is relatively shallow and was observed to be about 2 to 3 m
below ground level within the study area. Borehole transmissivity data, based on hydraulic
testing in the 300 m and 240 m deep Distorp Hagen wells, are presented in Figure 10.
The range of estimated transmissivities, using measurement intervals of 50 m, spans from
8.4 × 10−7 m2/s to 2.6 × 10−5 m2/s in the 300 m deep well, and from 3.3 × 10−7 m2/s to
1.0 × 10−5 m2/s in the 240 m deep well. The medians of these ranges are 1.4 × 10−5 m2/s
and 5.3 × 10−6 m2/s, respectively.

A trend of decreasing transmissivity with depth can be observed. An exception to this
is seen in the lowermost two sections (which overlap to some degree) of the 300 m well.
Qualitative interpretation of ATV and geoelectric data indicates that the water loss within
these sections is dominated by a single fracture located at a depth of approximately 260 m
(Figure 10). The maximum transmissivity estimates occur in the shallowest test interval of
both wells, corresponding to the regions where the maximum fracture densities are also es-
timated (Section 4.2). This agrees with the common observation that bedrock transmissivity
is often depth-dependent. Possible explanations for this include, near-surface fracturing,
due to stress release and dissolution of fracture filling minerals. Another explanation is the
closure of fractures, due to increasing overburden stress at greater depth [42,43].

Thermal anomalies that can be observed in the temperature-depth profiles obtained
during DTRT may be indicative of possible groundwater movements. The DTS data can
provide a useful means to distinguish the flow state of fractures that are detected from
geophysical logs. In the example shown in Figure 11, the combined Acoustic Televiewer
and single point resistance logs indicate the presence of multiple water-bearing fractures
within the considered interval (e.g., at depths of 79 m, 85 m, and 109 m, as indicated in
(Figure 11). However, a prominent temperature anomaly is only associated with one of
these fractures, at a depth of around 85 m. Hence, the DTS temperature profile detects
fractures with the most significant fluid flow. The DTS temperature profile records can
also be used for quantitative assessment of cross-hole and in-hole groundwater flow
velocities [44,45]. However, groundwater flow velocities based on DTS data were not
addressed in this study.

138



Energies 2021, 14, 4379

Figure 10. Transmissivity estimates with measured depth below ground level for the 240 m and 300 m deep Distorp
Hagen wells.
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Figure 11. Detection of flowing fractures using single point resistance (SPR) logs and temperature profiles acquired during
DTRT in the 240 m deep Distorp Hagen well.

5. Discussion

It is known that the investment cost associated with multiwell HT-BTES systems
is substantial. As such systems may be designed and built for large scale installations,
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an arbitrary assessment of design and placement, based on limited data, can lead to high
risks regarding performance, longevity, and impact on the surrounding environment.
Anisotropic geological conditions are especially common in a crystalline rock mass, like the
conditions in the Distorp site. When considering sites with sedimentary strata, a certain
degree of predictability in the geological conditions parallel to bedding is reasonable to as-
sume, despite variability perpendicular to the bedding direction. However, the anisotropy
observed in crystalline rocks is, in comparison to sedimentary rocks, often considerably
greater. As a result, the anisotropy in thermal properties anticipated within crystalline
rocks is also typically higher than in sedimentary rocks. The frequency and predominant
orientation of fractures and fracture zones are also important factors that can have an
impact on the groundwater flow, and hence, the size and shape of the rock mass thermally
affected during the operation of an HT-BTES system. Hence, a strategy relying only on
single investigation wells for appraisal and design of a large-scale HT-BTES facility in an
anisotropic crystalline bedrock setting is unlikely to provide accurate information required
to assess potential performance, longevity, and environmental impact.

To fully characterize the anisotropic geological conditions (i.e., to obtain a more
solid base for design), a multidisciplinary approach in the pre-investigation phase is
recommended, especially for HT-BTES systems that utilize large well clusters.

However, characterization of anisotropic conditions in a crystalline rock mass on a
local scale is challenging and can be resource-demanding. Thickness and composition of
the soil cover, petrophysical properties of the rock mass, groundwater conditions, and the
accessibility of outcrops all govern the possibility to collect information, as well as the
methods that can be applied. The approach in this study has been to test and evaluate a
comprehensive range of methods that may be appropriate for improving the empirical data
set on various properties in a crystalline bedrock domain. It is not recommended that all
the methods addressed in this study should be applied in all pre-site evaluations. In fact,
it is important to emphasize that several aspects of the data collection and investigation
strategy within this study are suboptimal. This is largely because the data in this study have
been collected across various separate and sequential projects, which have had varying
individual scopes and objectives. For example, in this study, the boreholes were drilled
prior to the surface geophysical and geological investigations. Ideally, the results of the
relatively quick and resource effective ground geophysical and geological investigations
should have been available to optimize the location of the relatively expensive boreholes.
Furthermore, in this study, many methods have been tested in parallel to investigate various
aspects of the HT-BTES site. It is recommended, however, that in future investigations,
a more sequential and integrated data acquisition and analysis strategy be adopted. Hence,
it is not suggested that the workflow presented in this study be considered best practice
for a pre-investigation study for an HT-BTES system. Instead, we aim to showcase and
exemplify a range of available methods which, if appropriate, can be selected to form part
of an HT-BTES investigation strategy.

It is important to highlight that the choice of methods should be tailored to the
scenario being assessed. When designing an investigation strategy, it is important to
consider the physical characteristics of the bedrock, as well as the anticipated level of
subsurface uncertainty when selecting methods. The limitations of the different methods
should also be considered. Furthermore, the investigations should be of an appropriate
scale, bearing in mind the resources available for the project and the eventual size of
the HT-BTES system. Finally, the investigations should form part of an integrated and
sequential site evaluation strategy.

In the following discussion, the performance and limitations of the different methods
applied at the Distorp site are discussed, with the aim of providing information that can
be useful for the design of pre-site investigations strategies for future HT-BTES systems
within crystalline bedrock.

At the Distorp site, regional bedrock maps and petrophysical data from SGU indicate
that the bedrock is dominated by granitoids, which typically have low magnetic suscepti-
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bilities and relatively high thermal conductivities. Within these granitic rocks, occurrences
of more mafic gabbroid rock types can occur, which can have higher magnetic suscepti-
bilities and typically have significantly lower thermal conductivities (cf. Figures 1 and 4).
Hence, in the case of the Distorp site, the magnetic survey proved to be the most useful
ground geophysical tool for pre-investigation. Firstly, it allowed regions with more mafic
rocks to be mapped in more detail, as these rocks often exhibit relatively high magnetic
susceptibility values. The magnetic data also allowed several local deformation zones to be
interpreted based on linear discontinuities in the measurements. Updates to the bedrock
geology map for the Distorp site, although based on all the available data from the study,
relied heavily on the newly acquired ground magnetic data (Figure 8a).

The VLF-survey gave complimentary information on the occurrence of deformation
zones which appear as low resistive features in the data. In the Linköping area, a single
potential water-bearing deformation zone was interpreted. Although there is uncertainty in
the interpretation of this data, it is beneficial to avoid such potential features when planning
an HT-BTES well-cluster. The ground-based geophysical investigations, which required
only a fraction of the time and resources required to drill an investigation well, can therefore
be considered relatively efficient tools for assessing the lateral anisotropy of the bedrock
across the Distorp site. However, it is important to note that interpretation of these ground
geophysical data is to some degree subjective, and hence, uncertain. Furthermore, to inter-
pret the ground geophysical data effectively, a good understanding of the petrophysical
properties of the rock types in the study area is required. A limitation of ground magnetic
and VLF measurements is that they are affected by the presence of infrastructure. Hence,
due to the presence of powerlines, it was not possible to acquire VLF data in the entire
southern part of the study area. Furthermore, magnetic measurements close to infrastruc-
ture or large metallic objects (such as farming machinery or fences) could not be used.
Therefore, ground geophysical methods are likely to be most effective as a pre-investigation
tool when there is some flexibility in the placement of the HT-BTES system within a larger
investigation area with anisotropic bedrock conditions and sparse infrastructure.

Ground gravity measurements were not collected as part of this investigation, due to
limitations with resources and equipment availability during the project. However, based on
the petrophysical data, there is a clear difference in density values between the mafic and
felsic rocks in the study area (Figure 4). Hence, the regions with mafic rocks would likely
have generated a series of gravity anomalies which could have been mapped by a grid of
gravity measurements across the study area. Therefore, the acquisition of gravity measure-
ments would be recommended for further geophysical investigations at the Distorp site or
for pre-site investigations of other HT-BTES projects within similar geological settings.

Outcrop studies have also provided valuable information during the investigations
at the Distorp site and have proven to be essential for the interpretation of the ground
geophysical data and revision of the bedrock geology map. The use of drone photographs
to image and map outcrops proved to be an efficient method for generating a statistical
assessment of the primary fracture orientations in the study area, which is valuable data for
subsequent modeling work. During the study, lab measurements of thermal conductivity
and petrophysical properties, such as density and magnetic susceptibility, have provided
highly valuable information which can be useful for calibrating subsequent modeling
efforts, as well as interpreting other data collected in the project. A downside of these
observations is that measurements are often constrained to specific outcrop locations,
which are not evenly distributed across the study area. Hence, this can lead to bias in the
subsequent analysis of these data.

The updated geological map for the study area (Figure 8) is assessed to be an im-
provement from the pre-existing geological map (Figure 1). This is primarily because the
more regional map shown in Figure 1 is based on relatively few geological observations
and relatively low resolution airborne geophysical measurements. The more detailed map
in Figure 8 incorporates and is consistent with additional outcrop observations. Further-
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more, some of the geological boundaries have been re-interpreted to be consistent with the
detailed ground magnetic data.

However, it is important to note that this geological interpretation could be further
improved with additional modeling and analysis of the data. In this project, the results from
the different geophysical methods were largely used separately to update the geological
map of the study area. This was mainly due to resource constraints during the project.
However, in other studies, it has been shown that more accurate and consistent geological
interpretations can be achieved if the ground geophysical data is combined, with the
available borehole and outcrop data to generate a single 3D geological model [46,47].
In such approaches, it is also possible to process (invert) the data from various geophysical
methods together to obtain a more robust result [48,49]. Hence, additional 3D modeling
work and joint processing of the data could lead to improvements in the assessment of the
site geology and hence, better placement of a potential HT-BTES system.

The use of percussion-drilled investigation wells is not the best way to collect mea-
surements of the subsurface properties. Although data from TRT and DTRT measurement
and geophysical wireline logging provide valuable information, there is a problem in
correlating the precise rock type to the geophysical and thermal properties. Hence, it is
challenging to combine the well results with the ground geophysical measurements. Ac-
quisition of drill core, along with measurements of the susceptibility and analyses of the
thermal conductivity coupled to rock type, would greatly enhance the understanding of
how the lithological and physical properties of the bedrock are related. Although it is a
relatively expensive method, the quality of the information justifies that at least one fully
cored borehole is drilled in pre-investigations for larger HT-BTES projects. Wireline logging
of the cored borehole could then be used as a reference to interpret log data acquired in
additional (relatively cheap) percussion boreholes strategically placed within the site area.

The wireline log data were important, together with the cuttings, to interpret the
lithology in the wells. However, they were also used to identify fracturing, water-bearing
zones, and assess the orientation of the boreholes. Furthermore, if spectral gamma-ray
measurements are used in percussion drilled boreholes, this would enable calculations of
heat productivity and more clearly distinguish potassium-poor mafic rock types, such as
gabbro, from potassium-rich granitoids.

The geological prerequisites play an important role in the borehole design. Ver-
tical wells are important as the intersection between wells can cause problems when
installing the well collector tubing. Strongly deviated wells will also typically not reach the
designed depth and bottomhole temperature. A foliated and fractured rock may increase
the risk of deviation.

Within the site selection and the BTES design process, the use of conceptual and
simulation models is central in assessing the thermal performance and environmental
impact of the system. In this context, data collected from extensive field observations
provide a useful base for selecting appropriate model parameters, as well as for model
validation purposes. In particular, the validity of the common assumptions made in
system modeling (e.g., conduction-only heat transfer in homogeneous porous media) can
be assessed. Furthermore, it allows for evaluating the applicability of conventional field
investigation methods (e.g., TRT) typically employed for collecting data to determine
requisite model input parameters.

In this study, the geophysical and geological observations indicate that substantial
lateral heterogeneity in the subsurface thermal properties occurs on a scale smaller than
that of a typical large-scale BTES facility (Figure 8). It is also the case that a typical-duration
TRT only samples a small portion of the storage volume. Given these factors, there is a
high probability that a homogeneous model based on TRT data alone, with limited spatial
coverage, would not be capable of accurately representing the global characteristics of
the large-scale system. The potential limitation of assuming a single TRT-based thermal
conductivity estimate to be representative at storage-scale was demonstrated by [15].
Here [15] compared the long-term prediction accuracy of a homogeneous TRT-based
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finite element model with that of a vertically layered heterogeneous model with material
properties inferred from inverse modeling of long-term soil temperature observational data.

The use of ground geophysical and outcrop studies in the early stage of the pre-
investigation process could provide useful information on storage-scale heterogeneity for
optimization of subsequent borehole investigations (e.g., DTRT and thermal core analysis,
wireline logging, etc.). The combined storage- and borehole-scale data could ultimately
be used for parameter estimation, e.g., by geostatistical analysis (see for example [50–52]).
Furthermore, the use of hydraulic testing and fracture mapping techniques (e.g., bore-
hole televiewer, outcrop, and core studies) for hydrogeological characterization could
provide valuable model input data in the design and environmental assessment processes.

In the final part of this section, the optimal placement of a potential future HT-BTES
system at the Distorp site is discussed, considering the available data. The potential HT-
BTES in Linköping would involve drilling approximately 1400 wells, with an equidistance
of five meters, which would take up an area of approximately 0.04 km2 (200 × 200 m).
Thus, this would require considerably less space than the entire site area of approximately
2 km2, presenting the opportunity to optimize the proposed location of the HT-BTES
system. Ideally, such a facility would be located within granitic rocks (with high thermal
conductivity) and within a region with relatively few fractures. Therefore, based on the
updated bedrock geology map of the study area (based on a range of measurements
collected in this study), a location approximately 500 m north of the Distorp Hagen well
can be suggested (Figure 8a). The specified area is interpreted to consist of relatively
homogeneous granite. In the VLF data, this location lies within a region of relatively
high resistivity, which could indicate that it is relatively unfractured. This location is also
characterized by relatively low magnetic field values, which likely indicate more granitic
rocks. Hence, this area would be a good potential target for further investigation. However,
due to uncertainty in the bedrock geology map and the potential for heterogeneity at depth,
additional investigation wells at this location are required to further assess the suitability
of this location.

6. Conclusions

In this study, a multidisciplinary approach has been applied to further assess the
anisotropic crystalline bedrock at the Distorp site at Linköping as a potential storage
medium for an HT-BTES system. The investigations conducted include surface-based geo-
physical measurements, outcrop observations, and lab measurements of samples. Further-
more, detailed investigations within two boreholes inside the study area were conducted,
including geophysical well logging, DTRT, flow logs, and pump tests. This multidisci-
plinary approach has proved invaluable in characterizing the anisotropic bedrock and its
anticipated thermal properties across the approximately 2 km2 study area. Based on these
results, a subregion of the study area is highlighted for further investigation as a potential
site for an HT-BTES system. As well as highlighting the strengths of a multidisciplinary
approach, the suitability of the different methods utilized in this study for BTES appraisal
work are discussed with regards to their strengths and limitations.

Traditionally, pre-site investigations for BTES systems only involve observations
in one or several investigation wells. However, when considering large scale HT-BTES
systems that utilize anisotropic crystalline bedrock as a storage medium, a pre-investigation
strategy based only on well observations is likely to be inadequate. In such situations,
leverage of a range of methods that can adequately characterize the variability of the
bedrock properties is important for the successful assessment of performance and design of
a BTES facility. Hence, this multidisciplinary study has shown that re-evaluating the way
pre-investigations are typically performed is necessary when it comes to the optimization
of large HT-BTES.
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measurements performed on samples from the Distorp area, Table S3: Calculated thermal conductiv-
ity based on the modal analyses of the mineral composition on rock samples of various typical rock
types within five-kilometer radius from the Distorp site, Table S4: Individual measurements from
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Abstract: The highest economic costs of a geothermal plant are basically related to well drilling and
heat exchanger maintenance cost due to the chemical aggressiveness of geothermal fluid. The possi-
bility to reduce these costs represents an opportunity to push toward geothermal plants development.
Such challenges are even more important in the sites with a low-medium temperature geothermal
fluids (90–120 ◦C) availability, where the use of these fluids for direct thermal uses can be very
advantageous. For this reason, in this study, a direct geothermal heating system for a building will be
investigated by considering a plastic plate heat exchanger. The choice of a polymeric heat exchanger
for this application is upheld by its lower purchase cost and its higher fouling resistance than the
common metal heat exchangers, overcoming the economic issues related to conventional geothermal
plant. Thus, the plastic plate heat exchanger was, firstly, geometrical and thermodynamical modeled
and, after, exergoeconomic optimized. In particular, an exergoeconomic analysis was assessed on
the heat exchanger system by using a MATLAB and REFPROP environment, that allows for deter-
mination of the exergoeconomic costs of the geothermal fluid extraction, the heat exchanger, and
the heating production. A sensitivity analysis was performed to evaluate the effect of main design
variable (number of plates/channels) and thermodynamic variable (inlet temperature of geothermal
fluid) on yearly exergoeconomic product cost. Then, the proposed methodology was applied to a case
study in South of Italy, where a low-medium enthalpy geothermal potential exists. The plate-heat
exchanger was used to meet the space heating requests of a single building by the exploitation
of low-medium temperature geothermal fluids availability in the selected area. The results show
that the inlet temperature of geothermal fluid influences the exergoeconomic cost more than the
geometrical parameter. The variation of the exergoeconomic cost of heat exchanger with the inlet
geothermal fluid temperature is higher than the change of the exergoeconomic costs associated to
wells drilling and pumping with respect to the same variable. This is due the fact that, in the selected
zone of South of Italy, it is possible to find geothermal fluid in the temperature range of 90–120 ◦C,
at shallow depth. The product exergoeconomic cost is the lowest when the temperature is higher
than 105 ◦C; thus, the smallest heat exchange area is required. The exergoeconomic optimization
determines an optimum solution with a total product cost of 922 €/y for a temperature of geothermal
fluid equal to 117 ◦C and with a number of plates equal to 15.

Keywords: geothermal energy; direct heating system; plastic plate heat exchanger; exergoeco-
nomic analysis

1. Introduction

Today, the ambitious energy and environmental European Union (EU) target is to
limit global temperature increase below 2 ◦C. Among the different sectors involved in the
decarbonization by 2050, such as transport, industry, civil, and agriculture, the building
sector causes 36% of greenhouse gas (GHG) emissions, and it represents the pivotal sector
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to achieve the energy transition [1]. The highest share of energy demand in EU building
sector has been caused by space heating in 2018; in fact, it covers 64% of energy building
consumption in EU. Moreover, EU space heating requests are met 5% by electricity, 5%
by solid fuel, 10% by derived heat, 4% by oil and petrol product, 23% by renewable and
waste heat, and 43% by natural gas [2]. For these reasons, the EU promotes the replacement
of fossil-fuel-based heating systems with renewable-based one in order to mitigate the
building sector environmental impact. A massive use of renewable energy sources (RESs)
to activate space heating system is a good strategy to obtain the EU targets. The renewable
energy use for heating purposes in 2018 amounted to 2270 TJ of solar energy, 44,411 TJ of
geothermal energy, 477,666 TJ of waste heat recovery, and 641,308 TJ of biofuels [3].

The use of RESs to meet the space heating needs could be significantly improved
with the exploitation of RESs’ lowly weather influences, such as geothermal source. The
geothermal energy is low dependent from weather conditions for its nature, and it presents
a higher capacity factor than other RESs, such as solar or wind. The total installed geother-
mal capacity for direct use is increased by 52% from 2015 to 2019, reaching 107,727 MWth.
The increasing trend is caused by the Ground Source Heat Pumps use that do not draw
the geothermal fluid from the ground. Instead, the geothermal use for direct space heating
(single building and district heating system) increased by 68.0% in installed capacity, and
83.8% in annual energy use, from 2015 to 2019 [4]. However, a great potential for geother-
mal energy exploitation exists, but economic issues related to geothermal plant installation
curb the exploitation of these technologies. Indeed, the high cost for drilling wells, and the
great maintenance and purchase costs of metallic heat exchangers (HEXs) interacting with
geothermal fluids, are the major cost items for geothermal plants.

The high HEXs′ maintenance costs are caused by the interaction between the aggres-
sive geothermal fluid and the heat-transfer fluid leading fouling problems [5]. This fouling
issue causes the worsening of two factors in the hydronic system for heating and cooling:
the increase of friction pressure losses and the worsening of thermal heat transfer coefficient.
The decrease of crossing flow section also determines the reduction of plant efficiency. For
these reasons, the heat exchangers of the geothermal plants require the continuous cleaning
maintenance and, sometimes, the periodic replacement of traditional steel component or
the employment of high fouling resistant metals, such as titanium, causing the purchase
cost increase.

During the last few years, the alternative materials for HEXs are introduced to solve
the fouling problem in different aggressive environments for tube plate [6], tubular im-
mersion [6], plate [7], shell and tube [8] heat exchangers, and also economizers [9]. The
advantages of plastic materials are the lower costs and weights than metallic ones; high
anti-corrosion and antifouling resistances that allow the interaction with chemical aggres-
sive fluids and good mechanical properties [10]; sustainability of manufacturing process;
and the possibility of different fields of applications, such as heat recovery systems, desic-
cant cooling systems, electronic devices cooling, water desalination systems, and cooling
evaporators [11]. Nevertheless, the polymers are characterized by low atomic density and
low thermal conductivity (0.1 ÷ 0.3 W/m·K); for this reason, their employments need
geometric and thermodynamic optimization. Ceglia et al. [12] considered the employment
of plastic material in shell and tube heat exchangers as a replacement of traditional metals
one to overcome the fouling issue caused by aggressive geothermal fluid in a cogeneration
system. The results showed the reduction of HEX purchase cost up to 73% by replacing
titanium with high density polymers [13], and the maximum excess of heat exchange
surface area was equal to 47%. The plastic HEX models optimization, aimed to match the
economic advantages and the improving of heat transfer, represents a pivotal strategy to
push toward the increase of geothermal source exploitation.

In this context, the thermoeconomic optimization by using exergy analysis is con-
sidered a good approach to evaluate the economic and thermodynamic advantages of a
thermal system by combining the quality and the quantity of energy with its economic
value. This approach is so called exergoeconomic analysis. Thus, the exergoeconomic
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analysis of geothermal-based systems is spreading, demonstrating that it is useful for the
identification of the thermodynamic inefficiencies in such systems. Luo et al. [14] have
carried out an exergy analysis on an integrated cascade utilization system of geothermal
water to identify the optimal temperature scheme. Arslan et al. [15] have used the exer-
goeconomic analysis to investigate a heating network for an integrated geothermal system
in Turkey. To define the most performed solution for different pipelines dimension, the
variation of total cost based on diameter of the pipes has been analyzed. The outcomes
show that the change of the outlet temperature of geothermal fluid has a negligible effect on
the optimum point. Different researchers have paid attention on exergoeconomic analysis
of heat exchangers in geothermal applications to minimize the capital cost and investment
cost of components by using multiple algorithms and methodologies. Jamil et al. [16]
have defined an exergoeconomic optimization by considering design and operating pa-
rameters and also fiscal parameters for a shell and tube heat exchanger. The results show
that the increase of mass flow rate and the baffles increased the operating cost because of
an exponential growth in the pressure drops. Finally, the optimization reduced the heat
transfer area by 26.4%, capital cost by 20%, and operational cost by 50%. Hajabdollahi
et al. [17] have presented a study of optimization for gasket-plate and shell and tube heat
exchangers. The aim of study is the minimization of the capital and operating costs by
using decision variables. The results in the case of gasket-plate show an improvement of
13% in the total cost compared with shell and tube heat exchangers with the same operating
conditions. In addition, the total cost in plate configuration decreases by increase of plate
number. Instead, for shell and tube heat exchangers, the operating cost increases by the
growth of both cold and hot side mass flow rates due to the increase of Reynolds number
and consequently pressure drops. In Reference [18], an energetic and exergetic analysis
on plate heat exchanger, dedicated to the heating network, based on geothermal energy
has been defined. The results have showed a correlation between exergy loss rate (total
or internal) and capital cost for the system. Furthermore, a correlation exists between
thermodynamic (exergy-based) and economic characteristics of the overall system and its
devices. Hajabdollahi et al. [19] have also performed the optimization of other types of
heat exchangers including shell and tube heat exchanger, plate fin and fin tube [20], and
compact heat exchanger [21].

The previous literature review stated the usefulness of exergoeconomic approach in
the analysis of heat exchangers; however, the majority of these studies refer to:

• applications different from geothermal direct uses;
• metallic heat exchangers; and
• analysis in which the heat exchanger is considered as a “black box” by not considering

the thermodynamic model of the component.

In this work, all the previous issues are overcome by defining the geometrical and
thermodynamic model of a polymeric plate heat exchanger (PPHEX) for direct use of
low-medium temperature geothermal source, to meet the space heating demand of a
single building. Such an application is suitable for sites that show a geothermal interest
with geothermal fluids availability in the range of about 90–120 ◦C. These areas cover
different zones of the world; thus, in the following, Table 1, some of low-medium enthalpy
geothermal site are reported. The maximum limit of the temperature geothermal fluid
variation range and the corresponding references are listed, too.

Thus, the PPHEX model implemented in the MATLAB environment returns the heat
exchange area, plate width, and total pressure drops of the PPHEX for a fixed heat power
under various design/operating conditions (number of plates/channels and geothermal
fluid inlet temperature). The results of dynamic simulation have been used as input to
the exergoeconomic optimization that has the goal to minimize the exergoeconomic costs
related to the thermal energy supplied to the building.

Moreover, usually, in geothermal applications, the use of shell and tube HEXs is
preferred because of its faster cleaning processes by chemical or mechanical mechanisms.
Nevertheless, in this application, the use of a plate heat exchanger is proposed; indeed,
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the possibility to employee the polymeric material allows for investigation of various heat
exchanger configurations because the plastic heat exchanger does not require cleaning
during life cycle.

The study is structured as follows: In Section 2, the polymeric heat exchanger model,
the exergoeconomic analysis of the numerical algorithm, and the considered case study
are introduced. Finally, Section 3 reports the results and discussion, as well as the future
improvement, of this work.

Table 1. Maximum limit of geothermal fluid temperature variation range in areas with geothermal
interest.

Area
Maximum Limit of Geothermal Fluid

Temperature Variation Range (◦C)
References

Greece
(Aristino-Alexandroupolis) 99 [22]

Thailand 100 [23]
Mexico 100 [23]
Island 110 [23]

Bulgaria 100 [23]
Hungary 108 [23]
Romania 89 [23]

Germany (north-east) 120 [24]
Turkie 240 [25]

Italy (Ferrara) 100 [23]
Italy (Phlegrean Fields) 240 [26]

2. Methods and Materials

In this section, the description of PPHEX modeling process is proposed, and the
exergoeconomic optimization is introduced. First of all, the mathematical models are
defined (see Section 2.1), and then the method used to perform the exergoeconomic analysis
is presented (see Section 2.2). Then, the numerical algorithm implemented in the MATLAB
environment to obtain the inputs to exergoeconomic analysis, starting from mathematical
models’ analysis as described (see Section 2.3). Finally, the methods described in the
previous sections have been applied to a case study that is presented in Section 2.4, in
which the exergoeconomic analysis introduced in Section 2.2 is detailed for the considered
case study.

2.1. Mathematical Models

The mathematical modeling process is distinguished in the geometrical model (see
subsection Section 2.1.2), heat exchange model and calculation (see Section 2.1.2), and
pressure drops evaluation (see Section 2.1.3). The defined model will return the heat
exchange area, plate width, number of plates, and total pressure drops of the PPHEX for a
fixed heat power.

2.1.1. Geometrical Model

The plate heat exchanger consists of a series of plates with corrugated flat flow
passages. The hot and cold fluids flow counter-flow in alternate passages are shown
Figure 1b. The geometric parameters able to define the plate heat exchanger are shown in
Figure 1a,b: plate height (H), plate width (L), chevron angle (β), number of channels for
each flow (Nc), wavelength of a sinusoidal surface corrugation or corrugation pitch (λ),
plate thickness (δ), and plate spacing (b).
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Figure 1. Geometry (a) and heat transfer process (b) of the plate heat exchanger.

In addition, hydraulic diameter (D), corrugation parameter (γ), number of plate (Np),
enlargement factor (ϕ), and mass flux are defined in Table 2, where

.
m is the mass flow rate.

Table 2. Plate heat exchanger parameters.

Parameters Formulation

hydraulic diameter D = 2 · b/ϕ
corrugation parameter D = π · b/λ

number of plates Np = 2 · Nc − 1
enlargement factor ϕ = (1 +

√
(1 + y2) + 4

√
1 + y2

2
mass flux G =

.
m/(L · Nc · b)

2.1.2. Heat Transfer Model and Calculation

The PPHEX model is developed by imposing the desired thermal power (
.

QPPHEX)
resulting from the heat transfer between the hot geothermal fluid and the cold water
circulated in the building hydronic system. Equation (1) allows the calculation of thermal
power

.
QPPHEX, and the PPHEX height is here discretized in elementary section (i), with

infinitesimal height (dZ) as graphed in Figure 2. At the inlet section, which corresponds
to i = 0, the geothermal hot fluid enters into heat exchanger, and the cold fluid exits. In
this section, the outlet temperature of cold fluid is Tout,c, and the hot temperature of inlet
fluid is Tin,c The elementary thermal power in the infinitesimal height dZ (δ

.
QPPHEX,dZ(i))

is calculated according to Equation (2), by considering an adiabatic in which there is no
exchange for heat between PPHEX and surroundings. In each elementary section (i), the
overall heat transfer coefficient U is evaluated by proper heat transfer correlations, as
reported in the following discussion. After the calculation of δ

.
QPPHEX,dZ(i) , the local

temperatures associated to the elementary dZ (i + 1) are evaluated by Equations (3) and (4)
for geothermal hot fluid and cold fluid, respectively. The temperatures are corrected by
also taking into account the pressure drops (see Section 2.1.3).

.
QPPHEX =

H∫
0

(U·ΔT·L·ϕ(2·Nc − 1)) dZ (1)

δ
.

QPPHEX,dZ(i) = dA·U·
(

Th,dZ(i) − Tc,dZ(i)

)
(2)

Th(i + 1) = Th(i)−
δ

.
QPPHEX,dZ(i)

.
mh·ch

(3)

153



Energies 2021, 14, 6994

Tc(i + 1) = Tc(i) +
δ

.
QPPHEX,dZ(i)

.
mc·cc

(4)

Figure 2. Plate heat exchanger height discretization.

The overall heat transfer coefficient U is calculated in Equation (5), by considering the
convective thermal resistance of hot fluid (αh) and cold fluid (αc), the conductive thermal
resistance of polymeric material (kw), and fouling resistance for both fluids (R f ,c, R f ,h) [27].

U =
1

1
αh

+ 1
αc

+ δ
kw

+ R f ,c + R f ,h
. (5)

The heat transfer coefficients are both calculated by Equation (6), where the Nusselt
number (Nu) is obtained by Martin equation for liquid fluids, as reported in Equation (7) [28],
where k is the fluid conductivity, f is the Fanning friction factor (Equation (8)), and f0 and
f1 are calculated from Reynolds number.

α = Nu· k
D

(6)

Nu = 0.205·Pr
1
3 ·
(

μ f

μw

)1/6
·
(

f ·Re2·sin (2β)
)0.314

(7)

1√
f
=

cos(β)(
0.045· tan(β) + 0.09· cos(β) +

f0
cos(β)

)0.5 +
1 − cos(β)√

3.8· f1
(8)

2.1.3. Pressure Drops Calculation

The local pressure is evaluated by integration of the pressure drop relations. Then,
pressure drops are used to correct the thermodynamic properties in the energy balance
(Equations (3) and (4)) by using the REFPROP library. The overall pressure drops, for both
fluids, are evaluated by considering three contributions, as expressed in Equation (9) [29].
The first term (dp f ric) considers the loss caused by the friction contribution in the plates,
the second term (dpmon) is the momentum effect, and the last term (dpelev) considers the
elevation change.

dp
dZ

=
dp f ric

dZ
+

dpmon

dZ
+

dpelev
dZ

. (9)

The friction factor term can be determined by using Equation (10) [30], where G is the
mass flux, and ρm is the density average value.

dp f ric =
4· f ·dZ·G2

2·D·ρm
. (10)
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The momentum pressure drops can be evaluated by using Equation (11), where ρout
and ρin represent the density of fluid at outlet and inlet condition of each section area,
respectively.

dpmon = G2·
(

1
ρout

− 1
ρin

)
. (11)

In this study, this contribution can be neglected because both fluids are in liquid phase
during the process. The elevation term (Equation (12)) determines a positive effect on the
geothermal fluid that flows downward; on the contrary, it determines a negative effect
on the cold water that flows upward. In Equation (12), g is the gravitational acceleration
(m·s−2).

dpelev = ±ρm·g·dZ. (12)

In addition, the pressure drops due to the inlet manifold is evaluated by considering
Equation (13), where np is the number of passes in the plate heat exchanger, and Gman is
the mass flux in the manifold.

Δpman =
1.5·np·G2

man

2ρin
. (13)

2.2. Exergoeconomic Analysis

The current study proposes the exergoeconomic analysis of a geothermal heating
direct system for a single building by assessing the effect of two variables: the number of
plates/channels for PPHEX and the inlet temperature of the geothermal fluid. The first one
is an endogenous variable whose value is determined through the heat exchanger model.
The inlet geothermal fluid temperature is an exogenous variable determined outside the
model, and it depends on the specific application (low-medium temperature geothermal
fluid). These variables are selected because they substantially influence the results of
exergoeconomic analysis. This approach that analyzes the exergoeconomic optimization
results referred to an energy system by varying an exogenous and an endogenous variable
is widely used in scientific literature [31–33].

The exergoeconomic performance of the system has been evaluated for each com-
bination of these parameters. The optimal operating conditions have been selected by
means of an exergoeconomic optimization aimed to minimize the exergoeconomic costs
associated the thermal energy supplied to the building, which represents the product of
the exergoeconomic analysis. All the irreversibility of the process are calculated by using
the exergy destruction rate of system(

.
Itot). According to the Gouy–Stodola theorem, it is

be evaluated by multiplying the reference or “dead-state” temperature, T0, by the entropy
generation rate,

.
Sgen,tot, as reported in Equation (14) [34].

.
Itot = T0·

.
Sgen,tot (14)

The exergy destruction rate of system can be determined as the difference between the
external exergy resources “required” to sustain the total process itself (

.
Fj)and the exergy

“product” term that constitutes the purpose of the process (
.
P), as reported in Equation (15).

.
Itot =

n

∑
j=1

.
Fj −

.
P. (15)

Thus, the exergoeconomic cost (Ctot) to obtain the desired product (
.
P) analysis is

written for yearly exergetic cost (Equation (16)) by including the depreciated investment
costs, expressed as the product between the purchased costs (Zk) and the Capital Recovery
Factor (CRF) for each k-esimo component, and the operating costs, evaluated as a product
between the exergetic stream (

.
Fj), the related specific exergetic cost (cF,j),and the yearly
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operating hours (θ). In Equation (16), nc is the total number of components, and the
maintenance cost is neglected [31].

Ctot =
n

∑
j=1

.
Fj·cF,j·θ+ CRF

nc

∑
k=1

Zk (16)

CRF is defined as:

CRF =
a(1 + a)m

(1 + a)m − 1
(17)

where a is the interest rate, and m is the service life of the system.

2.3. The Heat Exchanger Modeling and Exergoeconomic Analysis Algorithm

In this section, the numerical algorithm is defined, and the flow chart is represented in
Figure 3. It is implemented in MATLAB [35] by means of a main code for exergoeconomic
analysis and different functions to evaluate thermodynamic and geometrical properties
by using the REFPROP software library [29]. The model returns the heat exchanger
surface area (APPHEX) needed to obtain the desired thermal power, (δ

.
QPPHEX,dZ(i)) and

the calculation is carried out for each couple of endogenous and exogenous variables (the
number of plates/channels for PPHEX and the hot geothermal fluid inlet temperature) in
the corresponding range of variation of each variable.

The geometrical input data are width, thickness, plate spacing, chevron angle, wave-
length, and others of PPHEX, while the thermodynamic input parameters are the inlet
(Tc,in) and outlet temperature of cold fluid (Tc,out) and the hot fluid temperature variation
(ΔTh,in−out). Moreover, the conductivity of the polymer is imposed as input data.

At that first step of integration that corresponds to i = 1, the fixed parameters are
assigned. The pressure drops, and the overall heat transfer coefficient U for both fluids
in each dZ are calculated by using Equations (5)–(13). In this way, the elementary heat
power δ

.
QPPHEX,dZ(i) is achieved from Equation (2). By considering the hypothesis of an

adiabatic heat exchanger through its surroundings, and by means of the Equations (3) and
(4), the temperatures of both fluids in subsequent integration steps (i + 1) are calculated.
The integration stops when the desired heat power (

.
QPPHEX,obj ) is obtained. The output

parameters are geometrical results about heat exchanger surface area (APPHEX) and also
the plate height (H), the U, and global pressure drops. As said before, this calculation is
conducted by varying Th,in and Nc; for this reason, for each output parameter, a matrix

(
·

X(Th,in × Nc)) is obtained. The first control is made on a limit for pressure drops in the
plate, and, according to the PPHEX datasheet, this limit is fixed to 0.5 bar for each fluid
flow. The heat exchanger height and area have been directly used in the exergoeconomic
cost function, while the pressure drops and the temperature trend have been used as a
filter to discard the impossible technical solutions. Once the unacceptable solutions are
discarded, the exergoeconomic function is minimized to find the condition with minimum
thermoeconomic impact for single building.
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Figure 3. Algorithm flow chart.

2.4. The Case Study

The methods described in the previous sections have been applied to a case study in
Italy. More precisely, the Phlegrean Fields area (south of Italy) has been chosen for this
application. It is an active volcano district of the Campania region characterized by high
geothermal fluid temperature at shallow depth [26,36,37]. In particular, as it is possible to
derive from previous analyses conducted in this area, a temperature of geothermal fluid
in the range 90–120 ◦C has already been recorded at the depth of 86–101 m. Thus, the
results of the exergoeconomic optimization are referred to this specific area, and they will
be different if the same methodology is applied to a different zone with a potential interest
from geothermal point of view (low-medium temperature geothermal fluid availability).

Thus, this case study takes into account the possibility to use a geothermal PPHEX of
24 kWth connected to the hydronic building heating system by means of a thermal grid.
As reported in the Figure 4, the geothermal fluid is drawn from the ground by using the
production well (1) and the first pump (P1), and, after, it enters in the control volume C.V.1.
In C.V.1., the geothermal fluid heats the cold water, and, after, it is reinjected by using P2
and injection well (2). The hot water exiting the PPHEX is sent to building circuit by means
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of a circulating pump P3. The fixed PPHEX parameters are reported in Table 3, according
with datasheets [6,7,38]. The variable parameters are the inlet geothermal temperature and
the number of channels for each flow (or plates).

Figure 4. Geothermal heating direct process.

Table 3. Input Data.

Parameters Symbol Value

Inlet Temperature of geothermal hot fluid (◦C) Th,in 90–120
Temperature difference of geothermal fluid (◦C) ΔTh,in−out 20

Inlet Temperature of cold water (◦C) Tc,in 45
Outlet Temperature of cold water (◦C) Tc,out 60

Thermal polymer conductivity (Wm−1 K−1) kw 0.22
Plate spacing (mm) b 2.2

Wavelength of a sinusoidal surface corrugation (mm) λ 2
Plate thickness (mm) δ 0.4

Channels number for each flow (-) Nc 4–14
Chevron angle β 60◦
Plate width (m) L 0.077

The geothermal fluid is extracted from a shallow production well, indeed, according to
data about geothermal fields of Phlegrean Fields area (South of Italy) [12,36,37], geothermal
fluids in the temperature range of 90–120 ◦C at a depth varying from 86 m to 101 m. To
perform the exergoeconomic analysis in the considered case study, Equations (16) and (17)
have been detailed with reference to Figure 4. Referring to C.V.1, the exergy balance can be
written as reported in Equation (18), where the term (

.
mc·(exc,out − exc,in)) represents the

exergy product (
.
P) according to Equation (16). The exergy input (

.
F) is the sum of exergy

rate of geothermal fluid (
.

mh·(exh,in − exh,out)) and exergy electric input (
.

WP3). The first
term can be evaluated by exergy balance on C.V.2 reported in Equation (19), where the
exergy input is equal to exergy electric input (

.
WP1 +

.
WP2). Thus, the total exergy balance

can be expressed according to Equation (20).

.
mh·exh,in +

.
mc·exc,in +

.
WP3 =

.
mh·exh,out +

.
mc·exc,out +

.
IV.C.1 (18)

.
mh·exh,out +

.
WP1 +

.
WP2 =

.
mh·exh,in +

.
IV.C.1 (19)

.
mc·(exc,out − exc,in) =

.
WP3 +

.
WP1 +

.
WP2 −

.
Itot (20)
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Once the exergy balance is defined, the exergoeconomic balance can be defined by us-
ing the exergoeconomic cost and the additional purchase costs (according to Equation (16)),
as reported in the Equation (21).

Ctot = cF,el ·θ·
( .

WP3 +
.

WP1 +
.

WP2

)
+ CRF·(ZP1 + ZP2 + ZP3 + Zwell,1 + Zwell,2 + ZPHEX) (21)

where Ctot is the exergoeconomic cost associated to the product
.
P, cF,el is the specific

exergoeconomic cost of electric exergy input, ZP1, ZP2, ZP3 are the investment costs of
pumps, Zwell,1, Zwell,2 are the wells costs, and ZPPHEX is the PPHEX cost. In Table 4, the
investment cost functions are listed, where Hwell is the deep length of well ranging from
86 to 101 m in Phlegrean Fields area, dwell is the well diameter, and cPPHEX and APPHEX are
the specific cost and heat exchange surface area of PPHEX, respectively.

Table 4. Cost function.

Component Investment Cost (€) Reference

Pump ZP = 107.26·
.

W
0.7176
P

[39]
Well Zwell = 23.578·e0.0063·dwell ·Hwell [40]

PPHEX ZPPHEX = cPPHEX·APPHEX [6]

The ZPPHEX is obtained by market investigation, and it results in approximatively
equal to 1230 €·m−2. However, θ is equal to 1088 h/y, by taking into account the typical
Mediterranean hot climate referred to in the South of Italy. The cel is fixed equal to
0.25 c€·kWhel

−1 VAT included [41].

3. Results and Discussion

In this section, the results of analysis are presented. In Section 3.1, the main outcomes
of the mathematical modeling of heat exchanger are discussed. In Section 3.2, the results
of exergoeconomic analysis are presented by including the sensitivity analysis about
thermodynamic and geometrical parameters.

3.1. Geometrical and Thermodynamic Results

The geometrical characteristics of PPHEX highly affect the pressure drops results. The
cold fluid presents higher pressure drops due to greater mass flow rate (0.382 kg·s−1) than
hot one (0.287 kg·s−1). The mass flow rate is calculated by energy balance on PPHEX,
according to Equations (3) and (4). The best configuration in terms of pressure drops is
verified when the geothermal fluid inlet temperature is equal to 90 ◦C, and the number
of channels for each fluid flow is equal to 4. The results obtained by mathematical model
are filtered by assuming a maximum acceptable value for Δp equal to 0.5 bar. In Figure 5,
the pressure drops of hot and cold fluid are reported by varying Th,in and Nc. If the inlet
temperature of geothermal fluid is equal to its maximum (120 ◦C), the lowest acceptable
Nc is 5 for hot fluid, and 7 for cold fluid. Even if Th,in is equal to its lowest value (90 ◦C),
the acceptable Nc increases up to 6 for hot fluid, and 9 for cold fluid. Thus, pressure drops
of the cold fluid (Δpc) represent the discriminating factor to filter the results since Δpc is
the highest one. Thus, the lowest acceptable Nc is equal to 7.
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(a) (b) 

Figure 5. Pressure drops in cold (a) and hot fluid (b).

Following the methodology defined in Equations (3) and (4), the trends of temper-
atures in the PPHEX are represented for hot and cold fluid in 3D, in Figures 6 and 7,
respectively, in the case in which the number of channels are equal to 12, and the Th,in is
equal to 115 ◦C. As a matter of fact, the heat transfer process determines the heating of cold
water supplied to the building by the cooling of geothermal fluid. However, the legislation
concerning the geothermal uses recommends a reinjection temperature of geothermal fluid
not lower than 70 ◦C [42]. Thus, in order to ensure the recommended reinjection tempera-
ture, the minimum considered geothermal fluid inlet temperature is 95 ◦C. Figures 6 and 7
also show the flows direction. More precisely, in Figure 6, the geothermal hot fluid enters
from the PPHEX in the upper side, and its temperature decreases to 20 ◦C, as far as the exit
section (H = 0 mm). In Figure 7, the cold fluid enters from the PPHEX down side, and its
temperature increases from 45 to 60 ◦C (15 ◦C) as far as the exit section that corresponds
to geothermal fluid entry. The temperature difference of both fluids along the height of
the heat exchanger is the same because they are assimilated to liquid water in the model
by using the REFPROP library. This fact is justified by the same color trend of both 3D
Figures 6 and 7, even if the temperature variation range represented by the colors bars is
significantly different (115–95 ◦C for hot fluid (Figure 6) and 60–45 ◦C for cooling fluid
(Figure 7)).

Figure 6. Temperature trend of hot geothermal fluid for Nc = 12 and Th,in = 115 ◦C.
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Figure 7. Temperature trend of cold water for Nc = 12 and Th,in = 115 ◦C.

According to the methodology defined in the Equations (5)–(7), the calculation of
overall heat transfer coefficient (U) has been obtained for each combination of the two
variables (Th,in and Nc) filtered by considering the restrictions on pressure drops (0.5 bar).
In Figure 8, the surface plot of U is showed. The blue bar represents the condition with
the lowest U value (225–230 W·m−2·K−1) that is verified when Nc is higher than 9. U
presents the greatest value (248 W·m−2·K−1) when Nc is equal to 7, and Th,in is equal to
118–120 ◦C. The Th,in slightly influences the overall heat transfer coefficient: for a fixed
value of Nc, and by varying Th,in from 120 to 90 ◦C, the U value shows an increase lower
than 1%. Differently, by fixing the temperature, and by considering a number of channels
variation from 4 to 14, the U value increases up to 10%. This can be explained by taking into
account the fact that the heat transfer convective coefficient (α) is strongly influenced by
mass flux (G), which assumes higher values when Nc decreases due to the reduction of the
crossing flow section. However, the variation range of U is very low (225–248 W·m−2·K−1)
because both fluids are in liquid phase, and the plate heat exchanger presents low room for
improvement.

Figure 8. Overall heat transfer coefficient.
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For filtered solutions, the heat exchange surface area of PPEHX is reported in Table 5.
It presents a highest value equal to 3.91 m2 when Nc = 14, and Th,in = 90 ◦C, while the
lowest value is equal to 1.68 m2 when Nc = 7, and Th,in = 120 ◦C. The maximum percentage
variation of APPHEX is equal to 57%. So, the optimum solution, in terms of lower footprint,
corresponds with best heat transfer performance.

Table 5. Heat exchange surface area for matching Nc-Th,in solution.

Polymer Plate Heat Exchange Surface Area APPHEX (m2)

T (◦C) Nc 7 8 9 10 11 12 13 14

90 - - - 3.73 3.78 3.83 3.87 3.91
91 - - - 3.60 3.66 3.69 3.74 3.78
92 - - - 3.47 3.53 3.58 3.62 3.65
93 - - 3.31 3.36 3.41 3.45 3.50 3.52
94 - - 3.21 3.25 3.31 3.33 3.38 3.41
95 - - 3.11 3.16 3.21 3.24 3.28 3.31
96 - - 3.01 3.07 3.10 3.15 3.19 3.20
97 - - 2.93 2.98 3.02 3.04 3.09 3.13
98 - - 2.84 2.88 2.92 2.98 2.99 3.05
99 - - 2.76 2.81 2.84 2.89 2.92 2.94

100 - - 2.70 2.74 2.78 2.80 2.85 2.86
101 - - 2.63 2.66 2.70 2.73 2.77 2.78
102 - 2.51 2.55 2.59 2.63 2.66 2.70 2.73
103 - 2.45 2.50 2.53 2.57 2.60 2.63 2.65
104 - 2.39 2.43 2.48 2.51 2.53 2.58 2.60
105 - 2.33 2.38 2.40 2.45 2.48 2.50 2.52
106 - 2.28 2.31 2.35 2.39 2.42 2.46 2.47
107 - 2.23 2.27 2.31 2.33 2.37 2.38 2.42
108 - 2.17 2.22 2.25 2.29 2.30 2.33 2.36
109 - 2.13 2.17 2.20 2.23 2.26 2.29 2.31
110 - 2.09 2.12 2.16 2.19 2.21 2.24 2.26
111 - 2.04 2.08 2.11 2.14 2.17 2.19 2.23
112 - 2.00 2.03 2.07 2.10 2.13 2.14 2.18
113 - 1.96 2.00 2.03 2.06 2.08 2.12 2.13
114 - 1.93 1.95 2.00 2.02 2.04 2.07 2.10
115 - 1.88 1.92 1.96 1.98 2.01 2.02 2.05
116 - 1.85 1.89 1.92 1.94 1.97 1.99 2.02
117 - 1.81 1.85 1.89 1.90 1.92 1.95 1.97
118 1.74 1.78 1.82 1.85 1.88 1.90 1.92 1.94
119 1.72 1.75 1.79 1.81 1.84 1.86 1.87 1.92
120 1.68 1.72 1.75 1.77 1.80 1.83 1.85 1.86

3.2. Exergoeconomic Results

As mentioned above, the optimization of the two investigated parameters, the temper-
ature of the geothermal source and number of channels, is carried out in order to find the
configuration that guarantees the lower exergoeconomic cost of product, Ctot. First of all,
the investment cost of PPHEX is represented in Figure 9. The configuration that leads to
the lowest investment cost corresponds to the condition with the smallest heat exchange
surface area (Nc = 7 and Th,in = 120 ◦C), in which ZPPHEX amounts to 2069 €. The invest-
ment cost increase occurs when the temperature availability of geothermal fluid decreases,
while it is not very influenced by Nc variation. In fact, the increasing temperature of 1 K of
geothermal fluid corresponds to an investment cost average rise of 2.5% when Nc is fixed
to 14. However, by considering temperatures lower than 100 ◦C, the investment cost is
higher than 3000 €. Moreover, if the Nc is decreases up to 10, the investment cost drops
below 2000 €, when the geothermal fluid temperatures are to 120 ◦C.
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Figure 9. Heat exchanger investment cost.

The variation of the main exergoeconomic costs as function of Nc and Th,in is illus-
trated in Figure 10. The exergoeconomic cost of electricity, Cel , calculated in first term of
Equation (21), is caused by electricity consumption of pumps during heating period. It
dramatically increases as the geothermal fluid temperature grows because the pressure
drops, and the deep well rises, while it presents a low variation with Nc, as depicted in
Figure 10a. For Nc fixed to its maximum value (14), the yearly exergetic cost of electricity
is equal to 213 €·y−1 if Th,in is 90 ◦C, and 245 €/y if Th,in amounts to 120 ◦C, presenting a
percentage variation of 13%. By fixing Th,in to 120 ◦C, the electricity exergoeconomic cost
is equal to 255 €·y−1 if Nc decreases to 7, showing a percentage variation of 4%. Figure 10b
illustrates the yearly amortized cost of PPHEX. It reaches the highest values when the
geothermal fluid temperature is lower than 96 ◦C; thus, in this condition, the exergoeco-
nomic PPHEX cost is greater than 350 €·y−1. Nc determines a not very relevant influence
on the cost of PPHEX, too. Indeed, in each temperature condition, the exergoeconomic cost
increases of 10% for Nc ranging from 7 to 14. The lowest values (≤250 €/y) can be obtained
when Th,in varies from 110 to 120 ◦C. Figure 10c shows the amortized cost of three pumps
of system. According to electricity cost, the pumps investment costs need higher power
capacity if the temperature increases determining higher purchase costs. Despite this, a
higher influence in pumps investment cost is determined by Nc variation. Overall, this
cost slightly influences the system because its maximum is 12.6 €·y−1, and its minimum is
10.8 €·y−1. Figure 10d shows the most expensive exergoeconomic parameter of geothermal
plant: the well cost. As expected, this cost increases with depth and temperature increase,
and it is not influenced by heat exchanger geometry. The highest value corresponds to
455 €·y−1, and the lowest one is 390 €·y−1.
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Figure 10. Effect of Nc and Th,in on the exergoeconomic costs of electricity (a), on PPHEX purchase
cost (b), on pumps purchase cost (c), and on well investment cost (d).

In Figure 11, the optimization of global exergoeconomic analysis is represented. The
convenience of investment is presented by blue and light-blue solution that correspond to
temperature of geothermal fluid higher than 105 ◦C. In these conditions, for each number
of channels, Ctot is lower than 950 €·y−1. Both Th,in and Nc affect the total exergoeconomic
costs of the product, but, for a fixed temperature, and for a changing of Nc from 7 to 14, the
variation of Ctot is equal to 1.6%. However, by varying Th,in from 90 to 120 ◦C for a fixed Nc,
the variation of Ctot corresponds to 13%. Despite the well cost and electricity cost increase
with temperature rise, the product exergoeconomic cost presents an opposite behavior
with temperature. The product yearly cost is highly influenced by the exergoeconomic
investment cost of PPHEX. This result is due the fact that, even if the drilling costs are
usually the large portion of costs in a geothermal plant, in Phlegrean Fields, the increase
of well depth to go from a geothermal fluid temperature of 90 ◦C to 120 ◦C is equal to
only 15 m (from 86 m to 101 m in depth). Thus, these outcomes are strongly related
to the area in which the exergoeconomic analysis is conducted. When the number of
channels for each flow is equal to 10, and the temperature increases from 90 to 120 ◦C,
the percentage variations of exergoeconomic yearly cost are equal to 13.8%, 16.8%, and
−52.5% for electricity pumping, well, and PPHEX investment, respectively. Finally, the
product exergoeconomic cost shows a decrease of 12.8%, varying Th,in from 90 to 120 ◦C.
The optimum solution equal to 922 €·y−1 is found for Nc equal to 8 that corresponds to
15 plates, and 117 ◦C of geothermal hot inlet temperature.

Figure 11. Total exergoeconomic cost minimization.
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4. Conclusions

This research paper presented a model and analysis of a heating system for single
building operating in geothermal field from the thermodynamic and thermoeconomic
viewpoints. An advanced mathematical model was used to design a plastic heat exchanger
to overcome the fouling problems that affect the heat exchangers of a geothermal plant.
The results of model were used as input for an exergoeconomic optimization to evaluate
the thermoeconomic performance of system by varying thermodynamic and geometric
parameters. Then, the general methodology was applied to a case study in which the
modeled polymeric plate heat exchanger interacting with the geothermal fluid was used,
to meet the space heating need of a single building located in the active volcano district of
the Campania region. The results are summarized in the following:

• the overall heat exchanger coefficient presents the greatest values for high temperature
of geothermal fluid (105–120 ◦C) and for a number of channels for each flow variable
from 7 to 12;

• the required heat exchanger surface areas are low (and, consequently, the HEX pur-
chase cost) for overall heat exchanger coefficient equal about to 240–250 W/K·m2;

• the investment cost of heat exchanger decreases when the inlet geothermal tempera-
ture increases; on the contrary, the well investment and the electricity cost increases
with temperature;

• the variation of well and electricity exergoeconomic costs is lower than heat exchanger
one; thus, the product exergoeconomic cost shows a trend similar to heat exchanger
cost; and

• the minimum value for product is equal to 922 €·y−1, and it occurs when the geother-
mal hot inlet temperature is equal to 117 ◦C, and Nc is equal to 8, that corresponds to
15 plates.

As a general conclusion, the development of this research allows the thermodynamic
improvements and potential cost reductions in a geothermal plant for direct air condition-
ing applications. In future works, the investigation of multi-users system will be defined
by using higher variable parameters in the exergoeconomic analysis, and the validation of
these results could be conducted in the framework of GEOGRID project.
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Abbreviation

Nomenclature Greek Letters

a interest rate (y−1) α
convective heat transfer coefficient
(W·K−1·m−2)

A heat exchanger surface area (m2) β chevron angle
b plate spacing (mm) ϕ enlargement factor (-)

Ctot
exergoeconomic yearly product
cost (€·y−1) γ plate corrugation aspect ratio (-)

c specific heat (kJ·kg−1K−1) δ plate thickness (mm)

cF
Exergoeconomic cost of exergy
input (€·kWh−1) μ viscosity (Pa·s)

CRF capital recovery factor (y−1) λ
wavelength of a sinusoidal surface
corrugation or pitch (mm)

D hydraulic diameter (m) ρ density (kg·m−3)
ex Specific exergy (kJ·kg−1) θ Yearly operating hours (h·y−1)
f Fanning friction factor (-)
.
F required exergy (kW) Subscripts

g gravitational acceleration (m·s−2) c cold fluid
G mass velocity (kg·s−1·m−2) el electric
H plate heigh (m) elev elevation contribution
I destroyed exergy or irreversibility (kW) f fluid
k thermal conductivity (W·m−1·K−1) fric friction contribution
L plate width (m) h hot geothermal fluid
.

m mass flow rate (kg·s−1) in inlet
m service life of system (y) m average value
np number of passes (-) man manifold section
Np number of plates (-) mon momentum effect
Nc number of channels for each flow (-) OBJ objective
Nu Nusselt number (-) out outlet
p pressure (bar) P pump
.
P desired exergy or product (kW) th thermal
Pr Prandtl number (-) tot total
.

Q thermal power (kW) w wall material
Rf fouling thermal resistance (m2·K·W−1) 0 dead state
Re Reynolds number (-) Acronyms
.
Sgen generated entropy (W·K−1) EU European Union
T temperature (◦C) HEX Heat exchanger

U overall heat transfer coefficient
(W·m−2K−1) PPHEX Plastic Plate heat exchanger

Z investment cost (€) RES Renewable Energy Source
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Abstract: The assessment of the deep geothermal potential is an essential task during the early
phases of any geothermal project. The well-known “Heat-In-Place” volumetric method is the most
widely used technique to estimate the available stored heat and the recoverable heat fraction of
deep geothermal reservoirs at the regional scale. Different commercial and open-source software
packages have been used to date to estimate these parameters. However, these tools are either not
freely available, can only consider the entire reservoir volume or a specific part as a single-voxel
model, or are restricted to certain geographical areas. The 3DHIP-Calculator tool presented in this
contribution is an open-source software designed for the assessment of the deep geothermal potential
at the regional scale using the volumetric method based on a stochastic approach. The tool estimates
the Heat-In-Place and recoverable thermal energy using 3D geological and 3D thermal voxel models
as input data. The 3DHIP-Calculator includes an easy-to-use graphical user interface (GUI) for
visualizing and exporting the results to files for further postprocessing, including GIS-based map
generation. The use and functionalities of the 3DHIP-Calculator are demonstrated through a case
study of the Reus-Valls sedimentary basin (NE, Spain).

Keywords: Heat-In-Place; recoverable heat; deep geothermal potential; mapping; MATLAB

1. Introduction

Deep geothermal energy exploration and exploitation activities have vigorously grown
during the last decade worldwide [1–3]. One of the key tasks during the early evalua-
tion stages of deep geothermal plays is the assessment of the base resource in terms of
the energy stored in the reservoir [4]. This quantification is an essential step to estimate
the energy that can be produced from the geothermal reservoir for power generation or
direct uses (district heating, greenhouses, etc.), and is key for carrying out preliminary
evaluations of the project feasibility based on the required investment and the exploita-
tion cost of the geothermal resource. However, there are uncertainties in the geological
knowledge that must be considered when carrying out these preliminary assessments
during the early stages of exploration of the geothermal resource. These uncertainties are
mainly related to the prediction of the reservoir geometry, petrophysical properties, and
temperature distribution.

The volumetric “Heat-In-Place” (HIP) method, implemented by the United States
Geological Survey (USGS) [5], together with its subsequent revisions [6–10], is still the
most widely used evaluation technique for the estimation of the available stored heat and
the recoverable heat fraction (Hrec) of deep geothermal reservoirs [11–16]. This method
considers the volume of the reservoir (surface and thickness), the petrophysical properties
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(e.g., rock type, porosity, specific heat capacity, etc.), fluid properties (e.g., fluid density, etc.),
as well as the reservoir and reinjection (or reference) temperatures. Due to the potential
influence of these parameters and their uncertainty, Nathenson [17] considered the need
to follow a stochastic approach through Monte Carlo simulations [18]. This approach
systematically varies the parameters considered over a defined range of values by using
probability distribution functions (PDF) (e.g., triangular, normal, lognormal, etc.) [8,19,20].

Traditionally, common commercial software designed for risk and decision analysis
purposes, such as @Risk [21] and Crystal Ball [22], have been used for geothermal re-
source assessment. They apply the volumetric method using Monte Carlo simulations (i.e.,
stochastic calculations implementing PDFs for the variables). Both tools run as Microsoft
Excel add-ins, and calculations are normally applied at the scale of the entire reservoir
or to a specific part of it, where the selected volume is conceptually treated as a single
voxel [23–26]. In terms of open-source software, Pocasangre et al. [27] have more recently
developed the ‘GPPeval’ application (Geothermal Power Potential assessment), a Python-
based stochastic library for the assessment of the geothermal power potential using the
volumetric method in a liquid-dominated reservoir. A handicap of these applications
is that the analyzed domain must be treated as a lumped parameter model, i.e., with a
homogeneous distribution of parameters in the whole volume considered. However, local
variabilities are expected in reservoirs, mainly due to the variation of the petrophysical
properties, temperature distribution, and reservoir geometry (thickness, depth, etc.). For
this reason, approaches based on GIS (Geographic Information System) coupled with 3D
subsurface models are promising, because they explicitly allow the application of the volu-
metric method using 3D voxel models as inputs. Several authors have used 3D geological
models to calculate the volume of a reservoir to subsequently apply the HIP volumetric
method in a deterministic way by assigning values to parameters of each unit to estimate,
quantify, and map a first estimation of the geothermal reserve [28,29].

A more sophisticated approach is that applied by the VIGORThermoGIS code [12],
an implementation of the ThermoGIS TNO code [30–32]. This tool was implemented
specifically to assess prospective areas for geothermal development in the Netherlands
and in southern Italy during the VIGOR Project [12]. The codes and the methodology
implemented in these two tools can be considered nowadays as a reference for the sci-
entific community working on the evaluation of resources at the regional scale. These
tools demonstrated the use of methods that couple 3D subsurface data with GIS tools to
stochastically assess the deep geothermal potential. Nevertheless, their implementation
was limited to their case study areas and specific datasets. Therefore, there is still a need
for a standard and freely available tool for the whole geothermal community in order to be
able to estimate the HIP using Monte Carlo simulations, and in which any 3D geological
and 3D thermal models can be utilized to assess case studies.

A gap is identified between what the geoscience community working in geother-
mal energy would need (including geological surveys, universities, research institutes, or
consulting companies) and what is currently offered by free commercial or open-source soft-
ware packages to assess deep geothermal potential at the regional scale in three-dimensions
and by stochastically using the volumetric method. To close this gap, a novel and free
software called the ‘3DHIP-Calculator’ is presented here. This tool allows for estimating
the geothermal potential of a reservoir using the volumetric Heat-In-Place (HIP) method,
originally implemented by the United States Geological Survey (USGS) [5], combined with
a Monte Carlo simulation approach [17] and using 3D geological and 3D thermal models
based on a voxel format as inputs.

The 3DHIP-Calculator application has many competitive advantages. Firstly, the
source code and the installation files are accessible for all users and developers from open-
source repositories such as GitHub. Secondly, as the tool allows importing 3D models that
integrate previously generated geological, petrophysical, and thermal data, it considers
the whole geological heterogeneity of the reservoir to estimate the geothermal potential
using the HIP method. Finally, the results can be exported in ASCII format for their
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subsequent post-processing in other environments, such as GIS software packages. This
allows generating maps of the assessed deep geothermal potential at the regional scale, and
to use 3D visualization tools and statistical packages, such as R [33], for further evaluations.
All these advantages open a wide range of possibilities, including the construction of
GIS-based maps or to conduct feasibility studies of the deep geothermal potential through
risk analysis approaches.

This contribution presents the structure, capabilities, and use of the 3DHIP-Calculator
and its graphical user interface (GUI). Moreover, the method is demonstrated through
a case study of the Reus-Valls Basin (RVB) [34]. The RVB is part of the Neogene exten-
sional basins of the Catalan Coastal Ranges (NE of the Iberian Peninsula, Spain), which,
according to previous studies [35–37], has a high potential for the development of deep
geothermal energy for direct heat or power generation. However, the lack of enough
subsurface information (from deep appraisal wells) results in a relatively large uncertainty
for the assessment of its geothermal potential. The RVB case is a useful example of deep
geothermal potential assessment at the regional scale, where the 3DHIP-Calculator can
offer a first estimate of the spatial distribution of the deep geothermal resource based on
the existing geological knowledge and its associated uncertainty.

2. Materials and Methods

2.1. Mathematical Background of the HIP Method

The 3DHIP-Calculator is based on the HIP approach, which allows estimating the
geothermal resource and the recoverable fraction of a subsurface reservoir [5,10–12]. The
HIP (kJ) is calculated according to Equation (1):

HIP = V·[∅·ρF·CF + (1 −∅)·ρR·CR]·(Tr − Ti) (1)

where V is the voxel volume (m3), ∅ is the rock porosity (parts per unit), ρ is the rock
density (kg/m3), C is the specific heat capacity (kJ/kg·◦C), and the F and R sub-indexes
account for the fluid and host rock, respectively. Tr is the reservoir temperature (◦C) and Ti
refers to either the re-injection, reference, or abandonment temperature (◦C). Therefore, Ti
can refer to the threshold of economic or technological viable temperature, the ambient
temperature (i.e., the annual mean surface temperature value), or a temperature value
defined according to other criteria [11]. Equation (1) is solved within the 3DHIP-Calculator
for each voxel in the model that satisfies the condition that (Tr − Ti) ≥ 5 ◦C. Otherwise,
the HIP for that voxel is not evaluated and is set to zero. The HIP is expressed in kJ.

Then, the obtained HIP value is used to calculate the recoverable heat (Hrec) following
Equation (2), which accounts for the producible thermal power during a given plant or
project lifetime (Tlive):

Hrec =
HIP·Ce·R
Tlive·P f

(2)

where the HIP resulting from Equation (1) is scaled by a recovery factor (R, in parts per
unit) to represent the part of the heat that can be extracted. This first estimation of the
recovery factor (R) requires special attention because it depends on many factors, including
the hydrogeological characteristics of the reservoir and the current drilling technology.
Some authors suggest using R values between 0.02 and 0.2 [38] or close to 0.01 [12] for
studies where there is no previous information. A recovery factor for a geothermal doublet
(with a production borehole and an injection borehole) was defined at 0.33 according to
the Atlas of Geothermal Resources in Europe [16,39], based on Muffler and Cataldi [5]
and Lavigne [40]. Williams et al. [6,7,41] proposed a range of R values according to the
geothermal reservoir type: a range from 0.08 to 0.2 for fracture-dominated reservoirs, 0.01
for Enhanced Geothermal Systems [42], and from 0.1 to 0.25 for sediment-hosted reservoirs
with a maximum value of 0.5 [3]. Additionally, a conversion efficiency factor (Ce, in parts
per unit) is used to incorporate the effect of the efficiency of the heat exchange from the
geothermal fluid to a secondary fluid in a thermal plant. Ce can vary as a function of
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geothermal exploitation (e.g., heat or electricity production). Finally, since most of the
direct heat applications of geothermal energy (such as district heating, greenhouse heating,
etc.) do not operate continuously throughout the year, a plant factor (Pf, in parts per unit)
is included. This factor considers the fraction of the total time in which the geothermal
plant is in operation. Thus, Hrec is expressed in kW.

2.2. Mathematical Background of the Monte Carlo Method

The Monte Carlo method, i.e., a multiple probability simulation, is a mathematical
solution widely used to estimate the possible outcomes of an uncertain event. Unlike a
normal forecasting model, Monte Carlo simulations predict a set of outcomes based on an
estimated range of values versus a deterministic or fixed input value. This method is used in
the 3DHIP-Calculator to probabilistically evaluate the uncertainty associated with the input
parameters and the corresponding geothermal potential results [18]. The first step is to link
a probability distribution function (PDF) to each parameter, to infer the unknown quantities
of the samples, and to take into account the range and pattern of variation of the different
parameters [43]. Thus, Equations (1) and (2) are applied using a stochastic approach,
instead of a deterministic one, so that their input values are not fixed parameters yielding
a unique result. The calculations based on these two equations are repeated as many
times as desired (N, number of simulations), producing a large number of likely outcomes,
using random values extracted from probability distribution functions assigned to the
parameters and predefined depending on the pattern variation. The application allows
selecting normal or triangular PDFs for the input parameters of Equations (1) and (2). The
mean and standard deviation are used to define normal distributions, while the lower, most
probable, and upper values are for triangular distributions. The required input data for the
calculations are 3D geological models (3DGM), 3D thermal models (3DTM), and random
values within the selected PDF for each parameter. The values of the variables defined in a
deterministic way (i.e., without assigning PDFs) are considered as fixed. Accordingly, the
application calculates as many different HIP and Hrec values as the number of simulations
defined by the user for each voxel of the model. The results of the calculations are also
expressed as PDFs.

2.3. Program Description

The 3DHIP-Calculator (Figure 1) was developed using MATLAB ® (v. R2019b) [44]
based on the MATLAB App Designer, and then compiled for Windows as a standalone
application. The installation files, as well as the user manual and examples, can be freely
downloaded from the “Deep geothermal energy” web page of the Institut Cartogràfic
i Geològic de Catalunya (ICGC) (under the Creative Commons license Attribution 4.0
International, CC BY 4.0). The source code can also be downloaded from https://github.
com/OpenICGC/3DHIP-Calculator (accessed on 15 October 2021).

An easy-to-use graphical user interface (GUI) was implemented and organized in
six main steps, as shown in the workflow of Figure 2. The first part comprises the pre-
processing step, that includes the selection of input parameters (step 1 in Figure 2). In this
step, the input 3D geological and 3D thermal models (referred to as 3DGM and 3DTM,
respectively) are converted to a matrix, where each row corresponds to one voxel in the 3D
model and the columns are the petrophysical/reservoir parameters. Using depth ranges
and geological units, the target volume of the whole model is defined. The parameters that
are not included as initial data in the 3D models are defined using PDFs (2, Figure 2).
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Figure 1. Screenshot of the main GUI window. The 3DHIP-Calculator is organized in eight tabs.

Figure 2. 3DHIP-Calculator workflow. It is divided into six main steps: (1) input values, (2) reservoir
selection and parameters, (3) HIP and Hrec computation, (4) HIP probability curve, (5) HIP and Hrec
probability maps, and (6) export data (modified from Herms et al., 2021 [34]).
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During the processing step, the HIP and Hrec calculations are carried out using
Equations (1) and (2), and performed as many times (N) as desired (3, Figure 2). The full
results from the N simulations are stored for each voxel of the model and include the
entire uncertainty obtained from the Monte Carlo method. Then, the results are statistically
compiled to obtain a cumulative probability distribution (CDF) for each voxel, from which
the representative probability values are extracted. The voxels corresponding to the target
volume are also summed and compiled statistically to obtain the probability results for
the entire target reservoir (4, Figure 2). Finally, the post-processing allows visualizing the
probability results (4 and 5, Figure 2) and exporting the original data and the stochastic
results to ASCII files (6, Figure 2).

2.3.1. Pre-Processing: Input Data

An essential step to run the application is to choose and upload the imported 3DGM
and 3DTM. The application allows for loading data using ASCII text files, delimited by
tabulators, spaces, or commas. A 3DTM is not always required, and alternatively, an
approach based on a linear geothermal gradient according to depth can be used, if a 3DTM
is not available. When this option is chosen, the temperature of each voxel is calculated
according to Equation (3):

Tz = T0 + ΔT × Dz (3)

where Tz is the estimated temperature at depth z, T0 is the mean annual surface temperature,
ΔT is the measured thermal regional gradient in C/km, and Dz is the depth z of the target
according to the preliminary 3D model. This approach assumes a conductive steady-
state regime and is indicated for geothermal plays in passive tectonic settings where no
asthenospheric anomalies occur [45].

The 3DGM and 3DTM files should follow certain rules in terms of data organization
(e.g., Figure 3). Particularly, they need to include at least one line of column headers before
listing the data. The file is organized in a way that each column contains a variable, and
each line corresponds to a voxel. The columns normally correspond to (in this order): voxel
coordinates (X, Y, and Z, usually corresponding to its centroid) in UTM or geographic
coordinates in decimal degrees, and a numerical identifier to differentiate the geological
units (e.g., lithology, formation, reservoir, target, etc.). Additionally, the 3DGM can contain
petrophysical parameters such as density (in g/cm3) and porosity (parts per unit) that
can vary for each voxel. The 3DTM should include the voxel coordinates (X, Y, and Z),
the temperature (in ◦C), and the temperature standard deviation (in ◦C) for each voxel.
The temperature standard deviation is an optional parameter that can be set to zero if it is
unknown. Furthermore, the voxel position and resolution (in X, Y, and Z) of the geological
and thermal models must be identical and match each other.

Figure 3. Internal structure of the data files of the voxel-based geological (A) and thermal (B) models
that the 3DHIP-Calculator needs to be imported.

These input files for the voxel-based 3DGM and 3DTM can be generated using com-
mon commercial geological modeling software, such as GeoModeller3D (©BRGM, Intrepid-
Geophysics) or SKUA-GOCAD® (Paradigm), or GemPy, an open-source 3D geological
model based on Python [46], among many other packages able to export 3D models in
this format. The files for the testing case presented in this paper were generated using
GeoModeller3D (v4.0.8).
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2.3.2. Post-Processing: Output Data

The outputs from the stochastic simulations are utilized to:

• Generate a CDF for each voxel, from which a probability 10% (P10) (very low con-
fidence of the estimation and high values), P50, and P90 (high confidence of the
estimation and low values) are extracted. Furthermore, the mean and standard devia-
tion are also calculated.

• Generate a CDF for the entire investigated target (e.g., geological unit, reservoir, etc.)
summing the voxel values, and the P10, P50, and P90 are calculated. This approach is
only used for the HIP calculation and not for the Hrec one.

• Generate 2D maps using the relationship between the vertical sum of the values
calculated in each voxel with respect to the area occupied by the voxel (in km2). The
P10, P50, and P90 of HIP and Hrec are then estimated.

• The application allows exporting two ASCII files with all results for further post-
processing and generates an automatic report that summarizes the input data and the
main results.

One of these files is the 3D model with all the voxels of the selected target. Each
output register for each voxel contains the initial data (X, Y, Z, and geology and thermal
properties) plus the HIP (PJ) and Hrec (kW) calculations. The HIP and Hrec are expressed
in terms of P10, P50, P90, mean, and standard deviation. This file can be exported again to
3D geological modeling software for subsequent post-processing, or to other environments,
such as GIS suites (e.g., the results of this study are presented in maps using the free and
open-source QGIS 3.16.1 ‘Hannover’ version), 3D visualization tools, or statistical packages
such as R [33]. The second file is the 2D model with the vertical summation of the HIP
(PJ) and Hrec (kW) values of each voxel and their coordinates (in this case only X and Y),
which can also be used for further geospatial analysis in GIS for mapping. The values
of HIP and Hrec are not divided by the voxel area, and they are expressed as they have
been calculated, i.e., in P10, P50, and P90. Finally, the last file contains a brief report in text
format that includes the data and parameters used for the simulation, as well as the main
results obtained.

2.3.3. Modeling Scenarios Depending on Data Availability

The software can be used for different situations and contexts, depending on the avail-
ability of data. The optimal scenario is when both a 3DGM containing the distribution of
petrophysical parameters (e.g., density, porosity) and a 3DTM with the same voxel structure
that includes the temperature distribution with depth are available. An intermediate case
would be when only a 3DGM is available and the temperature information of the study
region is estimated using the mean geothermal gradient. In that case, the 3DHIP-Calculator
can be run using a linear geothermal gradient instead of a thermal model. The worst
scenario would be when the reservoir volume and temperature are roughly known, and
the rest of the parameters need to be inferred. The 3DHIP-Calculator can also be used in
these cases, although the uncertainty of the variables and resulting PDFs increase.

3. Example Case Study—The Reus-Valls Basin (NE, Spain)

This section demonstrates the use and capabilities of the 3DHIP-Calculator assessing
the geothermal potential of the Reus-Valls Basin (RVB) based on the geological and thermal
models presented by Herms et al. [34]. The Triassic and Jurassic units were selected as
potential targets. As the main goal is to show the capabilities of the tool, the stratigraphic
complexity of Triassic and Jurassic units was simplified in the model used for this analysis.
The three scenarios described in the previous section are considered here to calculate the
geothermal potential of the RVB. A fourth scenario that also includes the calculation of the
recoverable heat is also considered here.
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3.1. Geological Setting

The RVB is part of a set of SW–NE oriented extensional basins of the Catalan Coastal
Ranges (Figure 4), which were formed during the Neogene rifting related to the opening of
the Western Mediterranean and the Valencia Trough. The basin has a half-graben geometry
strongly tilted towards its NW margin, where it is limited by the Camp Fault, which
controls the basin depocenters [47]. This is an extensional NE-trending and SE-dipping
basement fault [48] that was active from the early Miocene to the Quaternary. The fault
separates the Prades-Llaberia and Miramar ranges (where the Mesozoic cover and the
Paleozoic basement rocks crop out) and the Neogene sedimentary infill of the basin. These
Neogene sediments reach a maximum thickness of about 2000 m near La Selva del Camp
and Montbrió del Camp towns [47]. The Neogene sediments unconformably overlay the
Mesozoic and the Paleozoic basement. Paleogene deposits are not preserved within the
RVB, but such sediments lie unconformably on top of the Mesozoic succession in the Ebro
Basin, NW of the study area.

There is no evidence of hydrothermal activity in the RVB except for the western limit
of the basin, where there is a shallow hydrothermal aquifer controlled by W edge faults of
the basin (called the ‘Camp Fault’) in the surroundings of the town of Montbrió del Camp.
The hydrothermal aquifer shows an upward groundwater thermal flow of deep origin and
a temperature of 81 ◦C at a 52 m depth. This fault-controlled hydrothermal aquifer is used
nowadays by a thermal spa located within the town, exploiting its hot groundwaters.

Moreover, there is no evidence of magmatic activity, and it can be assumed that the
main heat transport mechanism for the entire sedimentary basin at the regional scale is
conduction. This is controlled by the thermal conductivity distribution of the lithologies
that fill the basin and by the radiogenic heat production from the underlying granites.
Therefore, the system can be classified as a conduction-dominated geothermal play in an
intracratonic basin for the Mesozoic aquifers, which corresponds to a CD-1 of the catalog
of geothermal play types based on geologic controls defined by Moeck [45,49] and CD-3
for the crystalline basement rocks.

3.2. The Potential Hot Deep Sedimentary Aquifers

The main deep aquifers acting as targets in the test case are in the Jurassic and Triassic
limestones and sandstones. Currently, their deep geothermal energy potential is still
untapped. It is well-known that these aquifers are geothermal reservoirs that have been
exploited for a long time in other places of central and western Europe, such as the Malm
limestones of the Molasse Basin in Germany [51], the Dogger limestones of the Paris
Basin [52], and the Buntsandstein sandstones in northern Germany [53] and the Upper
Rhine Graben [54].

The Jurassic sequence of the RVB is defined by a basal layer of brecciated dolostones
followed by a carbonate interval constituted by limestones and sandy limestones with
widespread dolomitization and karstification. In the old Reus-1 well (Figure 4), which was
drilled for oil/gas exploration [55,56], these materials correspond to a 261 m thick unit
of partially karstified dolostones, with an estimated porosity ranging between 11% and
21% and an average value of 16%, according to available data measured in the same facies
of nearby offshore fields [56]. This unit was considered a possible reservoir target for an
underground gas storage project in the 90’s due to its hydraulic properties.
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Figure 4. Geological map with the delimitation of the Reus-Valls Basin (modified from [50]). Source
of EU map: © EuroGeographics for the administrative boundaries, European Commission, Euro-
stat/GISCO.

The Middle Triassic corresponds to the Muschelkalk facies. These are defined from
bottom to top by a basal interval of limestones and dolostones (Lower Muschelkalk), an
intermediate interval of continental red fine sandstones, mudstones, and gypsum layers,
and finally, an interlayered interval of limestones-dolostones and siltstone layers (Upper
Muschelkalk). The total thickness of the unit is irregular in all the Catalan Coastal Ranges,
and is about 359 m in the Reus-1 well. The basal dolostone (Lower Muschelkalk) is about 81
m thick in this well [55,56]. The main characteristics for inferring the reservoir porosity are
the karstification of carbonates and the intense fracturing related to the Alpine exhumation
and Neogene extension periods. Thus, the available data measured in nearby areas show
values of primary porosity ranging between 7% and 12% (Ebro-1 and Fraga wells) [57],
which can be considerably increased by secondary porosity. Finally, Buntsandstein facies
(Lower Triassic) are composed of red detrital sediments formed by heteromeric conglom-
erates and fine sandstones, grading to mudstones at the top. The sedimentary sequence
is constituted (from bottom to top) by a few meters of basal breccia, conglomerates, red
sandstones, and a unit of interlayered siltstones with carbonate and evaporitic levels (Röt
facies). Accordingly, the potential reservoir horizons that must be considered (in terms of
host rock and fracture porosity) are the conglomerates and especially the sandstones of
the lowest part of the sequence, with a total thickness range between 60 and 130 m in the
Tarragona region [58]. The basal conglomerate has an irregular surface distribution and its
porosity can be altered by its siltstone portion [59]. Moreover, the fluvial sandstones may
have high porosity, as suggested by data from oil exploration wells (Ebro-1 and Ebro-2) in
a nearby area, with average values of porosity ranging from 5.5% to 12.1%, with maximum
values of 18% [57]. Attending to the range of measured porosities in the formations consid-
ered, a triangular distribution is consistent with the actual porosity pattern and is selected
to be used for the reported examples (Table 1).
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Table 1. Petrophysical and operational parameters used for the HIP and Hrec calculations in example 2 (Low and
Upp correspond to the minimum and maximum temperature values assigned to the triangular distribution with lowest
frequencies; Max—the value with the highest frequency; PDF—probability distribution function; SD—standard deviation).

Property Units PDFs Values

Petrophysical

Porosity - Triangular Low: 0.07, Max: 0.12, Upp: 0.18
Fluid Density kg/m3 Normal Mean: 1020, SD: 5

Fluid specific heat capacity kJ/kg·◦C Normal Mean: 4.8, SD: 0.1
Rock density kg/m3 Triangular Low: 2450, Max: 2500, Upp: 2600

Rock specific heat capacity kJ/kg·◦C Normal Mean: 0.9, SD: 0.01

Operational

Recovery factor - Triangular Min: 0.08, Max: 0.12, Upp: 0.15
Reinjection temperature ◦C - 30

Conversion efficiency - - 0.85
Plant factor - - 0.95

Mean plant lifetime years - 30

The 3DGM used for the RVB was built using the GeoModeller3D software (v4.0.8)
after several iterative steps including additional geological and geophysical data [34]. First,
a reference model was generated using a Digital Terrain Model 15 × 15 [60], the geological
map 1:50,000 of the area [61], data from the surface-based 3D regional geological model
of Catalunya [62], unpublished geological cross-sections, information from deep oil/gas
borehole (Reus-1 well; BTH depth −2228 m and Z: +74.26 m a.s.l.), interpreted horizons
from 2D seismic profiles, as well as complementary information from the borehole database
of Catalonia [63]. To refine this model, a full gravity/magnetic litho-constrained stochastic
geophysical inversion approach was carried out using a Bayesian inference scheme im-
plemented in the geologic modeling package of GeoModeller3D based on Markov Chain
Monte Carlo simulations [64,65]. The gravity and magnetic raw data used in the inversion
process were obtained from the geophysical database of Catalonia [66]. The 3D inversion
modeling was applied to fit the most probable 3DGM using a stochastic approach [34]. The
resulted 3DGM honors all the available geological constraints (well data, density values,
stratigraphic order, and surface geology), and the gravity and magnetic data.

The 3DTM was also prepared using GeoModeller3D, applying a forward modeling
approach using the quasi-stochastic methodology called Parameter Sweep—an algorithm
for heat resource uncertainty studies in steady-state. In this approach, we assumed that
the main heat transport mechanism in the basin is thermal conduction. Dirichlet boundary
conditions were assigned at the top and bottom of the model, with a pre-fixed temperature
of 15 ◦C corresponding to the mean annual surface temperature on top, and 176 ◦C at
a 7 km depth. The bottom temperature boundary condition of the model was set from
a generalized 3D lithospheric scale steady-state conductive heat transfer model for the
whole territory of Catalonia (NE, Spain), previously built with the software LitMod_3D, and
assuming local isostasy [67]. This model considered three layers: two layers model the crust
with constant values of radiogenic heat production and thermal conductivity, and a third
layer models the upper mantle without radiogenic heat production and constant thermal
conductivity. The LitMod_3D approach considers, among others, the effect of gravity,
geoid, surface heat flow, and petrological and seismic data [68]. Several temperature layers
were obtained from this model at the base of the crust and at 15, 7, and 3 km depths, with a
corresponding temperature of 176 ◦C at a 7 km depth, which are currently published on
the ICGC website [35].

Assuming an average ambient air temperature of 15 ◦C and a ground temperature of
176 ◦C at a 7 km depth, the resulting average thermal gradient is estimated at 23 ◦C/km
considering the whole thickness of the model. However, if the calculation focuses on
specific depths, the thermal gradient distribution can vary slightly with respect to this
value due to the heterogeneous vertical distribution of thermal properties across the
different lithologies. For example, the contrast between the lower thermal conductivity
distribution in Neogene and Mesozoic sediments compared to the Paleozoic basement
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induces a local gradient of 28.3 ◦C/km, from the surface to the top of the Jurassic reservoir in
the Reus-1 well. The petrophysical parameters, i.e., the mean value of thermal conductivity,
the heat production rate, and their corresponding standard deviation, for each lithology
were obtained from previous works and the literature [34]. As stated above, the 3DHIP-
Calculator can be used in different contexts according to the available data and assumptions.
To introduce the different options, different scenarios of data availability were considered.

3.2.1. Example 1: Using a Single-Voxel 1D Geological Model

The first case considered here corresponds to the worst-case scenario, where a voxel-
based 3DGM is not available. In this case, we assume an idealized reservoir defined only
by a single voxel, prepared in a simple way. We impose a fixed value for the reservoir
whole volume and the parameters are defined according to the PDF. This approach can be
useful to obtain a first-order estimation of the HIP when the geometry and temperature
of the target reservoir and the model must be idealized as a single-voxel reservoir. This
case is equivalent to those considered in the literature when using commercial applications
such as @Risk (Palisade) or Crystal Ball (Oracle) [23–25], and by the ‘GPPeval’ Phyton-
based stochastic library [27]. These software packages cannot consider the distributed 3D
geometry of the reservoirs and therefore must assume the reservoir as a single volume.

Since the geological and thermal models are simplified to a single voxel, it is necessary
to determine the total target reservoir volume in the calculations. The petrophysical and
operational properties are introduced to indicate the corresponding triangular or normal
distribution functions (Table 1). The results generated by the 3DHIP-Calculator tool are
limited to the HIP histogram and the CDFs with the corresponding P10, P50, and P90 for
the entire target (such as shown in Figure 5b for example 2).

Figure 5. (a) Depth–temperature distribution for the Triassic unit using a linear geothermal gradient (example 2). Each blue
circle corresponds to a temperature value of each of the voxels that discretize the Triassic unit. The red lines indicate the
fixed depth range for the HIP and Hrec calculations. (b) Petrophysical and operational properties, and the corresponding
PDFs used for this example. On the right-side: the HIP histogram and its CDF (blue curve) with the P10 (red line), P50 (blue
line), and P90 (green line) for the entire targeted reservoir.

3.2.2. Example 2: Using a 3DGM but Not a 3DTM

The second scenario assumes a 3DGM that contains only information of the lithology
class of each voxel, but not of its petrophysical parameters (such as rock density, porosity,
and thermal properties) or specific temperature data from a calibrated 3D thermal model to
estimate the temperature distribution in all the voxels of the model. To address the thermal
context in this scenario, a regional gradient is assumed using Equation (3). In this example,
a regional geothermal gradient of 30 ◦C/km and a mean annual surface temperature of
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15 ◦C are assumed. Thus, the depth–temperature profile directly results from Equation (3)
(Figure 5a).

After uploading the 3DGM and providing an input value for the geothermal gradient
(30 ◦C/km), a total of N = 10,000 realizations were carried out. This number of simulations
is accepted by different authors as high enough for Monte Carlo evaluations [4,19,27,43].
For this example, we considered the Triassic unit as the geothermal target reservoir.

The selected depth range of the Triassic reservoir is indicated by two red lines in
Figure 5. We selected the lower limit as the bottom of the model, while the upper depth
corresponds to −2000 m a.s.l. The upper depth range was chosen as the limit where
the reservoir temperature is >60 ◦C, a standard lower cut-off temperature for district
heating stations [69]. The summary of petrophysical and operational properties, and their
corresponding PDFs, are displayed in Table 1 and Figure 5b.

The values of the different parameters have been defined according to the available
data, as well as from the scientific literature. The range of porosity values for the Buntsand-
stein and Muschelkalk units assumes a triangular PDF with porosity values of 7%, 12%,
and 18% for the lowest, most probable, and highest values, respectively. Other parameters
were obtained from the general literature, including the fluid density [70], fluid specific
heat capacity [71], rock density [72], and rock specific heat capacity [73]. Considering
the large uncertainty of the recovery factor (R), we used a triangular PDF with a lower
value of 0.08, a most probable value of 0.12, and an upper value of 0.15, according to a
conservative setting.

The results of the HIP and Hrec parameters can be displayed as histograms of their
frequency and/or CDFs with P10, P50, and P90 values for the target reservoir (Figure 5b).
Alternatively, the resulting HIP and Hrec values (P10, P50, and P90) can also be recalculated
and displayed in 2D maps as the vertical summation of the calculated values assigned
to each voxel divided by the voxel area in km2 (see Figure 6 for an example of HIP). In
these maps, the voxels with a zero value were left without color. Finally, the results can be
exported to GIS software packages for post-processing (e.g., QGIS), as shown in Figure 7,
where an isoline map of the HIP_P90 is plotted to highlight the probability results.

Figure 6. 2D maps of the HIP results of the P10, P50, and P90, and the temperature distribution at
the top of the Triassic units below the pre-fixed depth range. For the HIP parameters, the values
were calculated as an integration over the depth range and normalized by the voxel area. Units are in
PJ/km2 and ◦C, respectively.
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Figure 7. The HIP with P90 for the Triassic unit (example 2). The map was plotted with constant contour
lines (20 PJ/Km2) following the described second example (i.e., with a 3DGM but not a 3DTM).

The maximum geothermal potential in the study area (approximately 320–340 PJ/km2)
is concentrated near the Vinyols town (Figure 7). This region coincides with the zone where
the RVB is deeper and Triassic attains its higher thickness at the regional scale. This spatial
distribution of the results shows not only an estimation of the geothermal potential but also
reveals where the prospective zones for geothermal energy production are located within
the RVB. This demonstrates the importance of using 3D georeferenced data as inputs,
containing the spatial geological information in three dimensions.

3.2.3. Example 3: Using Both a 3DGM and a 3DTM

The third scenario corresponds to a case in which a 3DGM, which includes petrophys-
ical data (e.g., density), and a 3DTM, with the temperature and its standard deviation for
each voxel, are available. The number of simulations and the reservoir target are the same
as those of the previous example. Figure 8 shows a graph of the temperature distribution
against depth for all the voxels corresponding to the target reservoir. As the temperature
distribution in depth is the result of a 3DTM, the temperature dispersion is lower than
that of the previous example and less affected by topography. The reservoir top, base,
vertical thickness, and temperature distribution are shown in Figure 9 for the selected
target and depth range. A summary of the parameters and PDFs used in this scenario and
the resulting HIP frequency and CDFs are displayed in Figure 10.

The HIP and Hrec results are displayed in a georeferenced map (Figure 11) to provide
a background of geographical context, and this allows for further analysis. The highest
values (260–300 PJ/km2) were observed southwest of the basin, concentrated around the
town of Vinyols. However, in this scenario, the estimation of HIP values was sensibly
lower than those of the previous example. This is because the 3DTM mean gradient is
lower than that of the previous scenario.
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Figure 8. Altitude with respect to the temperature distribution for the selected target in example 3
(Triassic unit). Each blue circle corresponds to a voxel temperature value within the target reservoir.
The red lines indicate the depth range fixed for performing calculations.

Figure 9. 2D distribution map of the top, base, and vertical thickness of the Triassic unit. Maximum
depth and thickness are observed SW of the basin. The temperature distribution for the Triassic unit
is shown in the bottom right diagram.

3.2.4. Example 4: The Use of the Recoverable Heat (Hrec) Values

The last scenario corresponds to a case in which the recoverable heat (Hrec) is also
estimated. The results provide a first estimation of the percentage of the urban thermal
demand that could be covered with the thermal energy recovered from a hypothetical
geothermal doublet, where production and injection wells are typically separated from 1 to
2 km [72]. The Jurassic unit was considered as the target reservoir and the well locations
were assumed to be next to the old Reus-1 oil well, where the Jurassic thickness is about 250
to 300 m from 1430 to 1700 m depth [54,55]. The example uses the same data assumption
as that in example 3 (3DGM, which includes petrophysical data (e.g., density), and a
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3DTM, with the temperature and its standard deviation for each voxel). For this case, the
formation temperature oscillates between 55 and 65 ◦C and the rock porosity follows a
normal distribution with a mean of 16% and a standard deviation of 5% [55]. Table 1 shows
the other values used for the calculation.

Figure 10. Summary of the petrophysical and operational parameters and PDFs used in example 3.
For this example, the 3D geological model includes a rock density value for each voxel, and for this
reason, it was not stochastically simulated using a pre-scribed PDF. On the right: the HIP histogram
and the HIP CDF’s results for the entire target reservoir (P10, P50, and P90).

Figure 11. 2D georeferenced map showing the HIP results obtained using example 3. The resulting
HIP (P90) values are divided by the voxel area to express the results in PJ/km2. Only on-shore values
are displayed.
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Here, we compared the obtained Hrec with respect to the urban heat demand of the
city of Reus (Figure 12). We compared the sum of the obtained Hrec for the different proba-
bilities, Hrec_P10, Hrec_P50, and Hrec_90, under the influence radius of the hypothetical
production deep well. Considering that the influence radius of the exploitation area in
the reservoir has a value of half of the spacing between the injection and extraction wells
(e.g., of up to 0.5 to 1 km), we obtained that the Hrec can range from 927 kW (P90 with
0.5 km of influence in the injection well) to 6.1 MW (P10 with 1 km of influence in the
injection well). The heat demand density information was gathered from the Hotmaps
EU project (https://www.hotmaps-project.eu (accessed on 15 October 2021)). The total
heat energy demand obtained for the city of Reus was 391.05 GWh/year. Considering as a
hypothesis that this demand concentrates during the colder part of the year (6 months) and
with heaters working 12 h per day (2160 h/year), we can estimate the demand of thermal
heat power capacity. In this case, the Hrec results suggested that a geothermal production
well of a doublet in the Jurassic reservoir in this location could cover a range of 0.51% to
3.38% of the total heat demand of this city (Figure 12 and Table 2).

Figure 12. Two geothermal doublet scenarios comparing the Hrec_P50 (A–C) with the heat demand of the city of Reus
(B–D): the red polygon shows the covered area of the Reus total demand. (A,B) The injection and production wells are
separated by 2 km and the radius of influence into the reservoir is considered to be 1 km. (C,D) The injection and production
wells are separated by 1 km and the well influence radius into the reservoir is 0.5 km.
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Table 2. Estimated probable heat recovery capacity as a function of the influence radius for a
hypothetical geothermal doublet well in the Jurassic reservoir close to the Reus-1 well.

Hrec—Recoverable Heat vs.
Estimated R—Radius of Influence

Hrec P10 (kWt) Hrec P50 (kWt) Hrec P90 (kWt)

R = 0.5 km 1337 1140 927

R = 1 km 6127 5185 4211

The Hrec results also suggest that the geothermal potential is much higher in the
northwest of the Reus-1 well. This can be explained due to the fact that to the NW, the
Jurassic formation lies deeper, up to 2000 m, and thus its temperature, following the 3DTM,
oscillates between 70 and 80 ◦C. However, we considered a location close to the Reus-1 oil
well to use its data.

4. Discussion and Conclusions

This paper describes a novel and freely available tool named the 3DHIP-Calculator,
which is used to assess the deep geothermal energy potential of hot aquifers. The tool allows
applying the HIP method to calculate the HIP and the Hrec of a target reservoir following
a Monte Carlo stochastic approach, and using 3D geological and 3D thermal models as
inputs. The HIP method [5] is widely known and used in geothermal energy studies. The
tool can be used to generate probability maps, which are of particular importance during
the preliminary assessment of geothermal resources, mainly at the regional scale. In this
work, the operation and workflow of the 3DHIP-Calculator tool have been presented. Its
use has been demonstrated through an example of an area identified with deep geothermal
potential in Mesozoic aquifers located in the NE of the Iberian Peninsula (Reus-Valls Basin),
and from considering four different conceptual scenarios based on the available data.

The 3DHIP-Calculator covers the need to have a standard and freely available tool
for the whole geothermal community with which users can estimate the HIP using Monte
Carlo simulations and where they can use their 3D models to assess their case studies. In
this regard, the 3DHIP-Calculator is the only free tool that allows to carry out estimations
of the geothermal potential assessment at the same time, either considering a homogeneous
distribution of parameters (i.e., lumped parameter models) in the whole reservoir or
including spatial variability of petrophysical properties through the considered reservoir
(e.g., density and porosity). Moreover, the 3DHIP-Calculator is not regionally constrained
and can be used to perform geothermal potential assessment exercises independently from
where their data is. Additionally, the 3DHIP-Calculator simulations are not limited to a
specific case study and the initial input data can change and incorporate data as these are
refined or obtained through the reservoir characterization. The link between the 3DGM
and 3DTM (examples 2 and 3), and the corresponding 3D geothermal potential assessment
model (3DGPAM), represents an important step forward with respect to scenarios such as
that of example 1, where the reservoir is represented as a single voxel and the geothermal
potential results are limited to a single CDF with values of P10, P50, and P90 for the entire
target reservoir, and where the option to include more data as the reservoir knowledge
increases is truncated.

The results of the 3DGPAM can also again be exported back into 3D geological
modeling software to carry out further steps of geothermal exploration of a specific project,
or simply exported in 3D visualization software to plot the obtained results (e.g., the open-
source, multi-platform data analysis and visualization application, such as ParaView).

The 3DHIP-Calculator is designed to assess and map geothermal resources at the
regional scale. It bridges the gap between the first phases of field exploration and geological
3D modeling, and the necessary phase of quantification of the geothermal heat available
in deep hot reservoirs, maintaining the uncertainty of the data. Therefore, it should be
considered a complementary tool to the well-known open-source software DoubletCalc
2D [74], which allows calculating the hydraulic performance around geothermal doublets
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(producing well and injector) over time, and that is also based on stochastic simulations
(Monte Carlo). Indeed, this analysis corresponds to a more advanced and detailed phase in
the development of geothermal projects, considering, for example, that it is required for
many grant applications related to specific geothermal projects in the Netherlands. The
3DHIP-Calculator is not designed to calculate the hydraulic performance of a doublet or to
directly calculate the flow, temperature, and therefore the potential energy recovered from
them, as other already available tools do for these purposes. However, it is able to make a
first estimation from a hypothetical geothermal doublet, as shown in example 4.

The results obtained in the test case of the Reus-Valls Basin (NE, Spain) demonstrate
how the 3DHIP-Calculator can satisfactorily evaluate and map the deep geothermal poten-
tial of reservoirs in a distributed manner from 3D models. In the presented test case study,
the results reveal the existence of a high geothermal potential located between the villages
of Vinyols and Cambrils (e.g., Figure 7). Although the exploration phase is in a preliminary
stage, the results obtained considering the 3D modeling and the stochastic approach will
allow progress in the decision-making process for the design of new exploratory campaigns,
and thus increase the precision of the predictions. This modeling workflow has improved
the estimates from previous studies based exclusively on a deterministic and a basin-wide
aggregate approach [36,37,75].

The examples presented here demonstrate how geoscientists and engineers can use
the 3DHIP-Calculator to easily evaluate the geothermal potential from their 3D geological
models in a repeatable and systematic manner following a stochastic approach. The tool
will help investors and research organizations determine the suitability of continuing to
advance with new investments in pre-feasibility studies of future deep geothermal projects.
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