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cells

Editorial

Editorial to Summarize the Papers Published in the Special
Issue “10th Anniversary of Cells—Advances in Cell Cycle”

Zhixiang Wang

Signal Transduction Research Group, Department of Medical Genetics, Faculty of Medicine and Dentistry,
University of Alberta, Edmonton, AB T6G 2H7, Canada; zhixiang.wang@ualberta.ca

To celebrate its 10th anniversary, the prestigious journal Cells launched a series of
Special Issues in 2021. This Special Issue entitled “10th Anniversary of Cells—Advances in
Cell Cycle” was launched together with other sister Special Issues under the umbrella “10th
Anniversary of Cells”. I am honored to be invited to serve as the academic editor for this
Special Issue. This Special Issue attracted the attention of many scientists in the cell cycle
field and consists of 10 high quality papers, including 4 research articles and 6 scientific
reviews—a great success. The four research articles focus on various important topics of
the cell cycle using a broad range of model organisms, including yeast, sea urchins, green
algae, and human cancer cell lines.

The first research article published in this issue is focused on the cell cycle progression
of green algae Desmodesmus quadricauda [1]. The cell cycle progression of D. quadricauda
consists of cell growth, duplication, and division, which is usually examined by a bio-
chemical analysis of macromolecules (RNA, protein, DNA, and starch). However, such
analyses are rather time consuming, complicated, and require a large quantity of initial
samples. Czech scientist Bišová and her team aimed to find a more efficient way to analyze
these large biomolecules. In their research, they used two independent methodologies
to examine the dynamics of starch, lipid, polyphosphate, and guanine pools during the
cell cycle of the synchronized green algae: a conventional biochemical analysis of cell
suspensions and confocal Raman microscopy of single cells. They concluded that confocal
Raman microscopy can detect even low levels of macromolecules naturally present in the
cells during their vegetative development. Confocal Raman microscopy is especially suited
for the detection of polyP, lipids, and guanine crystals within cells [1].

Mitosis is the most dynamic period of the cell cycle, involving a major reorganization
of virtually all the cell components. Mitosis is divided into prophase, prometaphase,
metaphase, anaphase, and telophase. The progression of the cell cycle through these mitotic
subphases is tightly regulated by complicated molecular mechanisms. Mitosis is also
the most fragile period of the cell cycle. Therefore, most cancer drugs are designed to
specifically target mitotic cells. The next two research articles published in this Special
Issue focused on the mitotic phase of the cell cycle [2,3].

The research article by Bari et al., aimed to develop a novel therapeutic agent against
Glioblastoma multiforme (GBM) by arresting the cancer cells in mitosis [2]. GBM is the
most malignant and frequent human brain tumor, representing more than 60% of all brain
tumors in adults [2]. Despite the great advances made in understanding the molecular
alterations that occur in Glioblastoma (GB), there is no definitive cure, and mortality is still
very high. Therefore, the development of new therapeutic agents is clinically urgent. The
Italian research team previously led by Dr. Tata showed that the arecaidine propargyl ester
(APE), an orthosteric agonist of M2 muscarinic acetylcholine receptors (mAChRs), arrests
the cell cycle of glioblastoma (GB) cells and reduces their survival. They showed that M2
agonist treatment causes an arrest in cell cycle progression with an accumulation of cells
during the pro-metaphase/metaphase transition, which causes a significant increase in
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abnormal mitosis and multipolar mitotic spindle formation [2]. These findings highlight
the M2 muscarinic receptor as a new strategic therapeutic target in GBM therapy.

Vannini et al., studied the regulation of the mitotic exit in the budding yeast Sac-
charomyces cerevisiae [3]. The mitotic exit is critical for the successful completion of a cell
division cycle. The mitotic exit network (MEN) is a Ras-like signal transduction pathway
that promotes mitotic exit in anaphase. A crucial step in MEN activation is the activation
of Cdc15, which requires the association of Cdc15 with spindle pole bodies (SPBs) and
the presence of the Tem1 GTPase and the Polo kinase Cdc5. However, it was previously
unclear how Cdc15 associated with SPBs. In this research, a collaborative team led by
Dr. Seshan identified a hyperactive allele of NUD1, nud1-A308T, that recruits Cdc15 to
SPBs in all stages of the cell cycle in a CDC5-independent manner. They further showed
that nud1-A308T leads to the early recruitment of Dbf2-Mob1 during metaphase [3]. Their
findings highlight the importance of scaffold regulation in signaling pathways to prevent
improper activation.

In the fourth research article, Limatola et al., studied the role of the vitelline layer (VL)
of sea urchin (Lytechinus pictus) eggs in fertilization [4]. Sea urchins have been a model
organism in cell cycle research and contributed to the discovery of cyclins [5]. In this study,
the research team led by Italian scientist Santella attempted to partially disrupt the VL with
a reducing agent, dithiothreitol (DTT), and then observed its effects on fertilization. They
showed that DTT treatment did not elevate the fertilization envelop, but instead caused
a few anomalies at fertilization, including compromised Ca2+ signaling, the blocked
translocation of cortical actin filaments, and impaired cleavage. The authors concluded
that the fertilization envelop is not the decisive factor preventing polyspermy, and that the
integrity of the VL is crucial to the egg’s fertilization response [4].

This Special Issue also published six comprehensive high quality review articles. These
reviews covered a broad range of topics: the impact of 5-Bromo-2′-deoxyuridine (BrdU) on
the proliferative behavior of cerebellar neuroblasts [6], the regulation of the cell cycle by
telomerase [7], growth factors [8], heat shock transcription factors [9], Cyclin-Dependent
Kinases and CTD Phosphatases [10], and the effects of low-dose radiation on the cell
cycle [11].These reviews focused on various model organisms, including mammalian cells,
plant cells, yeast, and parasites of the Leishmania genus.

As a marker for DNA synthesis, BrdU has generated important insights into the cellular
mechanisms underlying the proliferative behavior of neuroblasts. BrdU labeling is the most
widely used procedure for studying cell-cycle phases and their durations, as well as to
identify dividing neuroblasts and follow their fates. Even though BrdU has demonstrated
toxicity, its detrimental effects on the proliferation and viability of different cell types have
been frequently neglected. In a focused review article that included numerous data from
his own lab, Dr. Martí-Clúa evaluated the potential negative impact of using BrdU to
study the proliferation of neuroblasts [6]. He found that incorporation of BrdU into newly
synthesized DNA may lead to inaccurate results. Thus, caution should be exercised when
interpreting the results obtained using BrdU. This is particularly important when high or
repeated doses of this agent are used.

Leishmaniasis are a group of common poverty-related endemic diseases. They cause a
wide spectrum of clinical manifestations, and approximately one million new diagnoses
are expected yearly in East Africa, the Indian subcontinent, and Latin America. Thus,
novel treatments against leishmaniasis are urgently needed. For this purpose, molecular
biology studies on Leishmania spp. have been conducted to elucidate the different aspects
of parasite biology. Among these studies, trypanosomatid telomere biology has generated
great interest in the scientific community, as telomeres are essential for genome stability
and cell cycle progression. In this comprehensive review, Dr. Cano and her colleagues aim
to shed light on what we know about the phenomena behind telomere maintenance and
how it impacts the parasites’ cell cycle and survival [7]. Their review covers the knowledge
available so far on the Leishmania spp. cell cycle and telomere homeostasis, with an
emphasis on the remaining gaps and the advances reached in the last few years. Among the
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impressive progress made on understanding the biology of these parasites are the facts that
they remain in the G0 state during their infective stages and the remarkable divergence of
their telomeric shelterin-like complex relative to mammals. However, these aspects are only
a few examples of how this subject can be linked in the future to leishmaniases treatment
and how far scientists are from a deeper knowledge of these peculiar eukaryote parasites.

A review I authored myself focuses on the regulation of cell cycle progression by
growth factor (GF)-induced cell signaling [8]. The driving force of cell cycle progression are
GF-initiated signaling pathways that control the activity of various Cdk-cyclin complexes.
While the mechanism underlying the role of GF signaling in the G1 phase of the cell cycle
progression is well understood, little is known regarding the function and mechanism
of GF signaling in regulating other phases of the cell cycle, including the S, G2, and M
phases. In this review, we briefly discuss the history of cell cycle research and the process
of cell cycle progression through various phases. The emphasis in this research is on the
role of signaling pathways activated by GFs and their receptors (mostly receptor tyrosine
kinases) in regulating cell cycle progression through various phases. As summarized in
the review, the accumulated results so far suggest that GF signaling may regulate cell cycle
progression throughout all phases of the cell cycle, but further research is needed to sustain
these findings and to uncover the underlying molecular mechanisms [8].

Heat shock transcription factors (HSFs) have been noted as critical proteins for cells’
survival against various stresses; however, recent studies suggest that HSFs also have
important roles in cell cycle regulation-independent cell-protective functions. During the
cell cycle progression, HSF1 and HSF2 bind to condensed chromatin to provide immediate
precise gene expression after cell division. In a comprehensive review, Dr. Hayashida and
his colleagues discussed the function of these HSFs in cell cycle progression, cell cycle arrest,
gene bookmarking, mitosis, and meiosis [9]. They briefly described the early essential
findings in cell cycle studies and the discovery of the heat shock response and the essential
functions of HSFs. They further describe all of the important discoveries to date regarding
the function of HSFs in cell cycle regulation, including the interaction between HSF1 and
p53 as well as HSFs and WD40 repeat proteins [9].

The precise control of transcription is crucial for the synthesis of many phase-specific
proteins and for the orderly progression of the cell cycle. Dr. Zheng wrote a timely
review for this Special Issue to discuss this important topic in cell cycle research [10].
This comprehensive review highlights highly conserved transcriptional regulators that are
shared in budding yeast (Saccharomyces cerevisiae), Arabidopsis thaliana model plants,
and humans, which are separated by more than a billion years of evolution. In addition,
the functions of plant-unique regulators in relation to cell division are also discussed. The
regulators discussed in the review include structurally and/or functionally conserved
regulators such as cyclin-dependent kinases (CDKs) and RNA polymerase II C-terminal
domain (CTD) phosphatases. The nature of the classical versus the shortcut models of
Pol II transcriptional control is also discussed. These CDKs and CTD phosphatases have
conserved domains across the three eukaryotic kingdoms, but some of them have also
evolved with unique structures and functions in each of the kingdoms. This review is
an insightful future perspective regarding the precise control of transcription in cell cycle
regulation [10].

This Special Issue is concluded by a well-written comprehensive review regarding
the effects of low-dose radiation on the cell cycle [11]. Cells exposed to ionizing radiation
undergo a series of complex responses, including DNA damage, reproductive cell death,
and altered proliferation states, which are all linked to cell cycle dynamics. Ionizing
radiation has been used in cancer treatment for more than one hundred years and is
currently a standard option in treating 20–60% of all new cancer cases. Through the years,
extensive research has been conducted on cell cycle checkpoints and their regulators in
mammalian cells in response to high-dose ionizing radiation. However, it is unclear how
low-dose ionizing radiation (LDIR) regulates the cell cycle progression. In this review,
Drs. Khan and Wang aim at summarizing the recent advances related to the role of LDIR
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(200 mGy or lower) in cell cycle regulation. This review also discusses how different
cell cycle regulators are modulated by LDIR exposure in normal, cancerous, and stem
cells. Moreover, the authors propose a new conceptual mechanism to explain how LDIR
differentially regulates the nucleocytoplasmic shuttling of p21Waf1, a key cell cycle regulator
and transcriptional target of p53 [11].

Cell cycle control is vital for cell proliferation in all eukaryotic organisms. Through
more than one hundred years of efforts by scientists, we now have a much clearer picture of
cell cycle progression and its regulation. The research articles and reviews published in this
Special Issue reflect the current and future efforts made by scientists to better understand
the progression and regulation of the cell cycle, and how they may serve as targets for
novel cancer therapies.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.
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Advances in the Current Understanding of How Low-Dose
Radiation Affects the Cell Cycle
Md Gulam Musawwir Khan 1 and Yi Wang 1,2,*

1 Radiobiology and Health, Canadian Nuclear Laboratories (CNL), Chalk River, ON K0J 1J0, Canada;
Md.Gulam.Musawwir.Khan@USherbrooke.ca

2 Department of Biochemistry, Microbiology and Immunology, Faculty of Medicine, University of Ottawa,
Ottawa, ON K1H 8M5, Canada

* Correspondence: yi.wang@cnl.ca

Abstract: Cells exposed to ionizing radiation undergo a series of complex responses, including DNA
damage, reproductive cell death, and altered proliferation states, which are all linked to cell cycle
dynamics. For many years, a great deal of research has been conducted on cell cycle checkpoints
and their regulators in mammalian cells in response to high-dose exposures to ionizing radiation.
However, it is unclear how low-dose ionizing radiation (LDIR) regulates the cell cycle progression.
A growing body of evidence demonstrates that LDIR may have profound effects on cellular functions.
In this review, we summarize the current understanding of how LDIR (of up to 200 mGy) regulates
the cell cycle and cell-cycle-associated proteins in various cellular settings. In light of current findings,
we also illustrate the conceptual function and possible dichotomous role of p21Waf1, a transcriptional
target of p53, in response to LDIR.

Keywords: LDIR; cell cycle; hormesis; cancer; p21Waf1(CDKN1A)

1. Introduction

It is generally accepted that ionizing radiation is harmful to living organisms, including
humans, particularly at high doses [1]. Exposure to ionizing radiation can lead to two
broad categories of adverse health effects: Deterministic effects that occur above a threshold
dose and whose severity is dose related (e.g., skin reaction), and stochastic effects that
have neither a threshold dose nor their severity is dose related (e.g., cancer). However, the
probability of incidence of either effect increases with dose [1].

The use of ionizing radiation in the treatment of cancer began shortly after the discov-
ery of X-rays in 1895. In 1896, Emil Grubbe used X-rays to treat a recurrent carcinoma of the
breast [2]. Currently, controlled utilization of HDIR is a standard option in treating 20–60%
of all new cancer cases [3,4]. However, in the process, normal tissue toxicity, followed by
the emergence of second cancers, may arise due to the genotoxic properties of HDIR. Per-
manent changes in the coding sequence of essential genes may lead to a cascade of events
associated with the neoplastic transformation of normal tissue that is unavoidably exposed.

HDIR has well-documented and evident impacts on biological processes, molecular
pathways, and cellular functions, but the effect of LDIR on human health remains unclear.
Human beings are inevitably exposed throughout their lives to low doses of radiation from
natural sources (such as cosmic rays and radon gas) as well as human-made sources. A
clear understanding of how LDIR impacts cellular processes and molecular mechanisms is
becoming increasingly important, as LDIR is frequently used in research, industrial prod-
ucts, security, and modern medicine. Particularly, per-capita medical radiation exposure
has been on the rise at an alarming rate over the last few decades, to the point where it is
now roughly equivalent to natural background radiation exposure [5,6].

A growing body of evidence supports that LDIR exposure results in distinct molecular-,
cellular-, and tissue-level responses when compared with those observed after HDIR ex-
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posure [7]. In contrast to HDIR, which causes numerous alterations to macromolecules,
including DNA/RNA damage, robust modulation of cell signaling pathways, and degener-
ative/carcinogenic effects, LDIR may promote hormesis. Radiation-induced homeostasis,
often termed hormesis, is a theoretical concept that suggests that exposure to LDIR stimu-
lates beneficial pathways. Several reports indicate that the hormetic process boosts cell sur-
vival and growth, improves immune functions, and enhances cytogenetic protection [8,9].
Most population-based epidemiological studies do not show a threshold for cancer inci-
dence; however, at LDIR doses below 100 mGy, there is uncertainty as to whether significant
increases in cancer incidence occur in humans. Intriguingly, accumulating experimental
evidence indicates that the linear no-threshold (LNT) hypothesis cannot be supported
by the biological findings following LDIR exposure, demonstrating that LDIR exposure
rather reduces the risk of spontaneous cancer [10–12]. Even though the phenomenon is not
universal, multiple cellular and molecular data support the notion that LDIR-mediated
adaptive responses induce hormesis and cell proliferation in normal cells, but not in cancer
cells [13–15]. A half-century-old study first described how normal cells respond differently
to LDIR exposure than cancerous cells of the same species; J.B. Little showed in 1968 that
normal cells exhibited a transient G1 arrest after 100 mGy, implying that delaying in the
cell cycle following LDIR exposure commences DNA synthesis machinery for subsequent
cell proliferation [16]. Another study demonstrated that the downregulation of several
cell-cycle-regulated genes occurs in normal human fibroblasts even at 100 mGy exposure
of X-rays and cesium-137 γ-rays, which occurs in a p53-dependent manner and requires its
effector p21Waf1 [17]. Coincidently, exposure of the same cells to doses ≤100 mGy of γ-rays
upregulates the level of a protein (TCTP) involved in DNA repair [18].

The cell cycle pathway is one of the pivotal pathways that has been intricately con-
nected with the cellular responses to radiation for many years. HDIR negatively impacts
the progression of the cell cycle, and irreparable DNA damage caused by radiation causes
the cycle to stall [19–22]. Even though there have been recent breakthroughs in under-
standing the molecular mechanisms of the cellular responses to LDIR, its role in the cell
cycle arrests/enhanced progression remains unclear in different cellular contexts. There
is increasing evidence that LDIR activates multiple signaling pathways to promote cell
proliferation (e.g., activation of the Raf, AKT pathways) [23,24]. Through an intricate
communication between DNA damage and cell cycle checkpoints, LDIR can confer radio-
protection to normal cells as part of the adaptive response [25]. Several cell cycle regulators
have been implicated in adaptive response following LDIR exposure via distinct mech-
anisms; for instance, in human keratinocytes, LDIR triggers cyclin D1 accumulation in
the cytoplasm and regulates apoptosis [26]. The cell cycle arrest caused by LDR exposure
was observed in human lymphoblast cells as an adaptive response that requires wild-type
p53 [27]. The expression of p21Waf1, a cyclin-dependent kinase inhibitor that is regulated by
p53, has also been reported to increase in human U397 cells and normal breast fibroblasts
following LDIR exposure [28,29]. Another study confirmed transient and permanent G1
cell cycle arrest in human fibroblast populations after LDIR exposure (alpha particles) at a
dose of 10 mGy, which was accompanied by increased p53 and p21Waf1 expression [30].

Increasing numbers of studies have been conducted to understand how LDIR in-
duces hormesis, adaptive responses to subsequent challenge exposures, radioresistance,
bystander effects, and genomic instability in various cellular and radiation exposure con-
texts. Our goal is to summarize recent advances related to the role of LDIR in cell cycle
regulation. This review will also discuss how different cell cycle regulators are modulated
by LDIR exposure in normal, cancerous, and stem cells. One of the major problems in LDIR
research is that arbitrary exposure ranges are used on different cells and in different stud-
ies, making it challenging to extrapolate consistent outcomes. Therefore, this review has
considered exposure of up to 200 mGy as LDIR to analyze cell cycle effects. Furthermore, a
new conceptual mechanism is proposed to explain how LDIR differentially regulates the
nucleocytoplasmic shuttling of p21, a key cell cycle regulator, when compared with HDIR.
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2. Molecular Mechanisms of Low-Dose Ionizing Radiation
2.1. Controversy over the Linear No-Threshold Model

The linear no-threshold (LNT) model is commonly used to estimate the cancer risk
assessment caused by ionizing radiation exposure and is based on extensive studies of
the Japanese atomic bomb survivors. According to the LNT model, the radiation-induced
radiological risk for cancer follows a linear relationship with no threshold between absorbed
radiation dose and the incidence of cancer [31]. Several, mostly epidemiological, studies
using HDIR and LDIR (below 100 mGy) have endorsed the LNT model to predict the risk
of cancer or other radiological diseases [32–34]. An increasing number of experimental and
epidemiological studies highlight inherent uncertainty in the LNT model, particularly at
lower dose points, which raises controversy regarding the validity of this model [11,35,36].
In fact, nonlinear patterns are evident at low levels of radiation, demonstrating deterministic
beneficial effects via activation of protective mechanisms that defend against disease, also
known as hormesis [37–40].

2.2. Radiation Hormesis

Despite extensive studies on the chemical hormesis model, a specific radiation horme-
sis dose–response model is necessary for a better understanding of the cellular response
to LDIR. Growing scientific evidence suggests that radiation hormesis caused by LDIR
confers beneficial effects that outweigh any harmful, thereby reducing the risk of can-
cer [10,41,42]. Experimental evidence suggests that hormesis induced by LDIR provides
a protective effect by increasing the proliferation of normal cells and stem cells, subse-
quent to a transient cell cycle arrest [10,36–38]. Many signaling pathways are activated in
LDIR-induced hormesis, including Raf, AKT, ERK MAPK, and Wnt, which promote cell
proliferation [14,23,43,44]. LDIR induces hormesis by triggering the DNA-damage repair
mechanism and an augmented antioxidant response against reactive oxygen species (ROS),
which protects chromosomes from mutations, potentially preventing neoplastic trans-
formation [9,12,45,46]. Experimental evidence demonstrates that LDIR induced hormesis
enhances innate immunity (through an increased abundance of dendritic cells, natural killer
cells, and macrophage cells) and adaptive immunity (through CD4+ T cells, CD8+ T cells,
and regulatory T cells), which helps to combat cancer [47–50]. Furthermore, LDIR-induced
hormesis was also associated with significant modulations of cytokines or chemokines
production; for example, an increase in stimulatory cytokines and a decrease in immuno-
suppressive cytokines promote the proliferation of immune cells and confers anticancer
immunity [49]. Figure 1 summarizes our current knowledge of LDIR-induced hormesis.
Even so, how the cell cycle modulation in the context of LDIR confers hormesis remains
unclear and, therefore, needs to be further investigated.

2.3. Biological Responses Associated with Low-Dose Ionizing Radiation

To better comprehend the potential beneficial or harmful impacts of LDIR on hu-
man health, radiation researchers have been increasingly focusing on several radiation
responses such as adaptive responses, bystander effects, hypersensitivity, radioresistance,
and genomic instability [51].

In adaptive response, a low priming radiation dose can stimulate intrinsic stress
response mechanisms that allow cells to protect themselves from subsequent higher doses
of radiation. In adaptive response, various cellular events occur, including activation of
multiple signaling pathways, augmented DNA-damage response, increased antioxidant
function, enhanced antiapoptotic function, modulation of mitochondrial function, and
cell cycle regulation [52,53]. Experimental evidence confirmed that a number of cell cycle
regulators, including CDK2, cyclin E, and p53, play a crucial role in mediating the radio-
adaptive response [54].

Nonirradiated or nontargeted cells may develop biological effects due to the signal
transmitted from adjacent radiation-exposed cells, which is called a bystander response.
Multiple signaling pathways (NF-κB/NADPH oxidase/TGFβ pathways), gap junctional
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intercellular communication, cytokine release, ROS/RNS or nitric oxide (NO) production,
and oxidized cell-free DNA play significant roles in the bystander responses [52,55]. Differ-
ent cellular contexts (e.g., state of the cellular redox environment), radiation type (sparsely
or densely ionizing), and levels of absorbed radiation determine the consequences of a
bystander response—namely, whether it is beneficial or detrimental [51]. While most by-
stander effects resulting in adverse outcomes have been studied mainly with low fluences of
densely ionizing radiations (α particles, high atomic number (Z) and high energy (E) HZE
particles, as well as exposure to high doses of sparsely ionizing radiations (X-rays, γ-rays),
beneficial bystander effects have been observed in several studies with low-dose exposures
to sparsely ionizing radiations, with to the use of LDIR in anticancer treatments [55–57].
LDIR-mediated bystander effects on the regulation of cell cycle in nontargeted cells would
be an engaging research topic in the future. Preliminary evidence shows the relevance of
this topic to both radiotherapy and radiation risk assessment [58].

 

κ β

α

γ

Figure 1. Multiple mechanisms through which LDIR induces hormesis. (RNS, reactive nitrogen
species; DSB, double-stranded break).

Low-dose hyper-radiosensitivity (HRS) and increased radioresistance (IRR) are two
phenomena that are associated with LDIR-induced biological responses. The in vitro ex-
periments show that even very small doses of radiation (<100 mGy) can trigger HRS, but
as the dose increases (>300 mGy), most cells will begin to display radioresistance until
the dose reaches 1 Gy [59]; this phenomenon inherent to the T-N-PR model of radiation
response described by John Calkins in 1973 to help understand how high resistance of living
organisms is achieved in an environment where they are erratically or chronically exposed
to injurious levels of irradiation [60]. Low-dose HRS is often linked to the impairment of
DNA repair mechanisms, NO-mediated cell death, and premitotic cell cycle checkpoints; in
particular, cells in the G2 phase of the cell cycle exhibit a stronger HRS effect [51,61,62]. Ra-
diation exposure can activate multiple signaling pathways (JAK2/STAT3/AKT/ERK/JNK)
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and transcription factors (i.e., p53), which can modulate the radiosensitivity of cancer
cells [63,64]. Since the description of the HRS phenomenon, there has been a growing
interest in fractionated exposure to multiple LDIR and in low-dose-rate radiation due to
its stimulation of system responses that lead to the more effective killing of radioresistant
cancer cells [65–67]. The association between the radiation-induced arrest of G2 phase
cells entering mitotic phase prematurely and low-dose HRS has been confirmed by experi-
mental evidence [61]; however, the regulation of cell cycle in the context of HRS, IRR, and
low-dose-rate radiation is poorly understood and requires further investigation at different
cellular settings.

Recent studies have brought considerable attention to the effects of LDIR on genomic
stability. In vitro LDIR exposure leads to chromosomal aberrations of lymphocytes in the
human peripheral blood [68]. Another recent study demonstrated an interesting connection
between the cell cycle and genomic instability caused by LDIR. The fractionated LDIR
exposure can lead to persistent ROS accumulation in mitochondria and can disrupt the
AKT/cyclin D1 signaling pathway. Subsequently, the nuclear accumulation of cyclin D1
can result in cell cycle retardation and genomic instability [69,70]. Based on experimental
and epidemiological evidence, a recent metanalytic study attempted to estimate the lowest
radiation dose that would lead to molecular changes; in this study, chromosomal aberration
in cells began in a range of 1 mGy to 500 mGy and in animal models between 50 mGy
and 100 mGy; chromosomal aberration has also been observed in children shortly after
computed tomography scans with LDIR exposures less than 200 mGy [71].

3. Cell Cycle and Radiation

The cell cycle is a controlled process involving a complex network of regulatory
mechanisms with appropriate checkpoints that contributes to cell growth, proliferation,
and reproduction. There are four primary phases of the cell cycle: G1 (preparatory phase for
division), S (chromosome replication), G2 (preparatory phase for mitosis), and M (mitosis,
when chromosomes are distributed to two progeny cells) [72]. The cell cycle process is
governed by a number of regulatory proteins, ensuring unidirectional and synchronized
progression, which includes cyclin family proteins, cyclin-dependent kinases (CDKs),
retinoblastoma protein, transcription factors (e.g., E2F), CDK inhibitors (e.g., p16INK4 and
p21Waf1), CDC25 isoforms, p53 family proteins, and MDM2 [73]. It has been well established
that radiation (regardless of type) disrupts the regular course of the cell cycle in normal
cells, causing affected cells to stop at a checkpoint during the cell cycle. Radiation-induced
DNA damage triggers the activation of G1/S, G2/M, and intra-S cell cycle checkpoints,
consequently slowing the progress of radiation-exposed cells in the cell cycle [74]. Radiation-
induced DNA damage is sensed by ATM/ATR kinases, whose downstream action initiates
the DNA damage response and cell cycle arrest by activating the p53 pathway and its target
proteins (i.e., p21Waf1) [75,76]. Contrary to what is observed in normal cells, extensive
in vitro work by Nagasawa et al. showed in various cancer cell types that exposure to
radiation exposure does not induce G1 arrests in tumor cells regardless of the presence
or absence of functional p53 [77]. In contrast, other studies showed that such arrests
exist and occur in a P53-dependent mechanism, particularly in myeloid malignancies
(e.g., lymphoma and myeloblastoma) in a p53-dependent mechanism [78–81]. Clearly,
additional research is required to elucidate the role of the microenvironment in which the
experiments are performed. Notably, research that addresses the role of cancer-associated
fibroblasts (CAFs) in the induction of G1 arrests in cancer cells will be of particular interest.
In this context, recent studies have shown that the presence of CAFs alongside cancer cells
greatly contributes to the radioresponse of cancer cells [82].

Exposure of normal cells to radiation results in interruption of the G1/S transition,
thereby halting further advancement into the S-phase progression, which allows more
time to repair DNA damage prior to DNA replication. The arrest is often transient but
can become permanent following exposure to HDIR. When double-stranded DNA breaks
occur, a G2/M arrest occurs, which prevents cells from entering the M (mitosis) phase,
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and this cell cycle arrest in G2 allows the coordinated repair of the damage [83]. In severe
cases of radiation, the recovery process can be delayed, and sometimes, irreparable DNA
damage can lead to mitotic catastrophes that cause cell death [84]. It has been extensively
discussed how HDIR modulates the cell cycle, but too little attention has been devoted to
how LDIR affects the cell cycle, as discussed in the next section.

4. Effect of Low-Dose Ionizing Radiation on the Cell Cycle

Exposure of normal tissue to HDIR (>0.5 Gy) can induce persistent perturbations in
molecular and cellular functions, which can lead to adverse effects on health. By contrast,
the effects of LDIR have not been thoroughly explored in the context of fundamental cellular
pathways/signaling, biological process, and molecular functions. Especially, the impact
of LDIR on the cell cycle remains ambiguous, and it needs to be examined thoroughly in
both cancer cells and noncancerous cells. Here, we summarize the evidence on how LDIR
(<0.2 Gy) can regulate the cell cycle in different cell types, ranging from cancerous cells to
normal cells and stem cells, and evaluate the clinical potential of these observations.

4.1. Cancer Cells

One of the earliest studies that examined the cell cycle response) to LDIR exposure in
a human myeloid tumor cell line (ML-1 was published in 2002 and a microarray profile of
cDNA was used to analyze global transcriptional response in this study [85]. This study
revealed that LDIR exposure to 20 mGy and 50 mGy of γ-rays resulted in the overexpression
of CDKN1A (encoding p21Waf1) and GADD45A (encoding GADD45 alpha protein) genes
without any detectable increase in apoptosis and showed that such an LDIR dose range
is sufficient to induce a transient cell cycle arrest at the S phase. A study conducted
concurrently in the same ML-1 cells also noted that low doses of radiation also resulted in
rapid induction of CDKN1A and GADD45A mRNA [86]. It is noteworthy that cell cycle
inhibitor p21Waf1, a major transcriptional target of p53, commonly inhibits cyclin/CDK
complexes [87,88]. In addition, GADD45A, a stress response gene, is also known to be
involved in the regulation of the cell cycle [89].

The effect of LDIR on modulating the cell cycle in different cancer cells has been poorly
studied compared to the effect of high doses. In a papillary thyroid carcinoma model,
the effects of low-dose X-ray irradiation were examined with wild-type p53 (TPC-1) and
mutated p53 (BCPAP) cells [90]. TPC-1 cells treated with an LDIR dose of 62.5 mGy of X-ray
showed significant decreases in the fraction of cells in the S phase of the cell cycle, along
with a concomitant upregulation of p16; however, no changes in cell cycle distribution were
observed in BCPAP cells in response to LDIR.

Human prostate cells respond to LDIR via activation of the ATM/p53/p21 axis [91].
Prostate cancer cells PC-3 lacking functional p53 were observed to exhibit a significant S
and G2/M phase arrest following 75 mGy exposure, whereas normal prostate cells RWPE-1
did not show detectable changes in cell cycle distribution. In the absence of functioning
p53, the ATM/p21 pathway is activated in a p53-independent manner, providing an insight
into radiotherapy treatment of prostate cancer [91].

Contrary to the findings in prostate cancer, p53-mutated breast cancer cell MDA-MB-
231 responded differently upon LDIR exposure. A dose of 150 mGy significantly increased
the growth of MDA-MB-231 cells and accelerated their entry into the S phase of the cell cycle,
whereas the growth of Hs578Bst cells (harboring wild-type p53) remained unaltered [28].
Accordingly, LDIR exposure activates cyclin-dependent kinases with increased CDK4,
CDK6, and cyclin D1 expression, along with a decreased expression of p21Waf1 [28].

The role of p53 in DNA damage-induced arrest in G2 is unclear. In DT40 B-lymphoma
cells that lack functional p53, LDIR (100 mGy) induced a Chk2-dependent G2 cell cycle
arrest that prevented mitotic entry with damaged DNA [92]. Therefore, LDIR-induced
cell cycle regulation is strongly influenced by the status of the p53 gene in cancer cells.
Contrary to this notion, the capacity of p53 to mediate a radiation-induced G1 arrest in
several human tumor cell lines is disputed by several lines of evidence [77,93]. A previous
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study investigated the association between low-dose hyper-radiosensitivity and activation
of a novel arrest checkpoint in the G2 phase [94]. An asynchronous population of Chinese
hamster V79 lung fibroblasts and human T98G glioblastoma cells exhibited significant
low-dose hyper-radiosensitivity at doses <200 mGy and <300 mGy, respectively, and both
displayed delayed mitosis of damaged G2-phase cells in response to LDIR. However, this
study does not demonstrate the variability in LDIR thresholds for controlling progression
within the cell cycle in different cells, nor does it examine the modulation of cell cycle
regulators in the context of LDIR [94].

4.2. Normal Cells

LDIR was exploited in another microarray-based gene expression study to deter-
mine the biological effects of 100 mGy of X-rays on normal human lymphoblastoid cells
(AHH-1) [95]. The results of this study confirm that LDIR exposure substantially modulates
a range of signature genes, such as GADD45A and CDKN2A. Intriguingly, The CDKN2A
gene encodes two well-known tumor suppressor proteins p16(INK4a) and the p14(ARF)
proteins that are capable of controlling the cell cycle [96]. A recent review revealed that
p53 is crucial in LDIR-induced hormesis, adaptive response, radioresistance, and genomic
stability [52]. Nevertheless, it remains unclear how LDIR exposure modulates the dynamics
of p53 transcription in different cellular contexts. There is increasing evidence that LDIR
triggers the expression of CDKN1A [97], which is one of the major transcriptional targets
of the p53 gene. Furthermore, p21Waf1 can also be regulated independently of p53 through
other transcription factors as well as kinases [98].

Another study found that 100 mGy X-ray exposure stimulated cyclin D1 expression in
HK-18 human keratinocytes, which is another important regulator of the cell cycle upon
DNA damage [26]. However, that study found no detectable difference in cell cycle arrest
between cells exposed to LDIR and those subsequently exposed to high dose radiation.
Therefore, cyclin D1 does not affect cell cycle regulation in human keratinocytes following
LDIR exposure; however, it might play a role in LDIR-induced adaptive radioresistance. A
recent review discussed the roles of cyclin D1/CDK4 and cyclin B1/CDK1 in LDIR-induced
adaptive responses as well as in the modulation of the mitochondrial signaling network in
response to LDIR-induced DNA damage to coordinate cellular responses [70].

As conventional two-dimensional monolayer cell culture models do not replicate
the complexity of the human tissue, researchers have expanded their study to three-
dimensional (3D) tissue models to gain more insights into LDIR response. In a 3D skin
model exposed to 0.1 Gy of LDIR or 1 Gy of HDIR (X-rays) and with subsequent post-
radiation harvesting, RNA samples were analyzed for the global transcriptional response
using microarrays [99]. As expected HDIR modulates a larger number of genes compared
to LDIR over the course of the study (24 h). Intriguingly, global gene expression analysis
revealed that LDIR exposure triggered a greater number of differentially expressed genes
within the first 3 h. In response to LDIR, genes regulating cell cycle distribution displayed
a different dynamic when compared with high doses. After 3 h post-irradiation, LDIR-
exposed cells showed prolonged G1/S checkpoint arrest, supported by upregulation of
p21Waf1, Rb, and p130. At this point, LDIR significantly modulated eight cell-cycle-related
pathways, whereas HDIR modulated only two. The findings of this study suggested that
the initial response within 3 h of LDIR exposure was associated with tissue protection and
enhanced survival against stress [99].

A recent in vitro study indicates that LDIR exposure of 100 mGy to primary ker-
atinocytes and U937 (lymphoma) cell lines causes cell cycle arrest and impairs protein syn-
thesis; however, the phase of the cell cycle in which the arrest occurs is not discussed [29].

4.3. Stem Cells

Hormesis effects of LDIR on rat mesenchymal stem cells (MSCs) have also been
assessed in a recent study through the investigation of proliferation and signaling pathway
(MEK/ERK) activation [14]. Cell proliferation was significantly augmented in MSCs

11



Cells 2022, 11, 356

exposed to LDIR at doses of 50 mGy and 75 mGy, and there was a significant shift from the
G1 phase to the S phase in response to 75 mGy X-rays. A panel of human embryonic stem
cells (hESCs) was also studied to identify the radiobiological effects of LDIR on human
cells [97]. CDKN1A gene expression was elevated significantly in only one of the hESCs,
and it occurred only at 2 h of LDIR exposure (50 mGy). However, the gene expression
profiles for the cell-cycle-related genes did not show any linear dose–response relationship,
even at the lowest doses of ionizing radiation exposure. Human MSCs also undergo a brief
cell cycle arrest at the G1 phase after LDIR exposure (100 mGy) as part of the adaptive
responses [100].

Another study examined the effect of LDIR on neural stem/progenitor cells (NSPCs),
which were isolated from the subventricular zone of newborn mouse pups and further
analyzed for proliferation, self-renewal, and differentiation [22]. There was no apparent
increase in the fraction of dying cells shortly after exposure to 100 mGy of cesium-137
γ-rays, and the number of single cells that formed neurospheres was not significantly
different from the control. Upon differentiation, irradiated neural precursors did not differ
from those that were not irradiated in their ability to generate neurons, astrocytes, and
oligodendrocytes. By contrast, the progression of NSPCs through the cell cycle decreased
dramatically after exposure to higher doses of radiation.

5. LDIR Might Regulate Nucleocytoplasmic Localization of p21Waf1

Carcinogenesis or neoplasia is characterized by a break in the control of the cell
cycle [101]. Recently, p21Waf1 has gained attention for its crucial role in many fundamental
biological processes beyond cell cycle regulation including DNA replication and repair,
gene transcription, apoptosis, and cell motility [98,102–104]. In contrast to its role as an
inhibitor of the cell cycle, p21Waf1 expression is found to be correlated positively with
tumor aggressiveness in a variety of cancers [98]. Moreover, p53-independent regulation of
p21Waf1 and its ability to nucleo-cytoplasmic shuttling are other aspects of its dichotomous
oncogenic nature. The nuclear p21Waf1 favors its cell cycle inhibitory function, whereas
the cytoplasmic p21Waf1 expression is oncogenic [105,106]. When aberrant signaling is
triggered by extrinsic factors (including radiation), p21Waf1 might be phosphorylated and
phosphorylation causes its localization to the cytoplasm, where it exerts its antiapoptotic or
oncogenic properties [98].

The radiation level might have a major impact on the nucleocytoplasmic localiza-
tion of p21Waf1, although it is unclear how this occurs. It is likely that in normal cells
HDIR might induce several kinases that phosphorylate p21Waf1 and cause its localiza-
tion to the cytoplasm, where it might promote oncogenesis through various mechanisms
(e.g., regulation of the nuclear assembly of the cyclin D1.CDK4 complex or conferring
protection against apoptosis) [107,108]. Conversely, LDIR might inhibit phosphorylation
of p21Waf1 (or promote dephosphorylation of p21Waf1), thereby exhibiting its nuclear cell
cycle inhibitory or tumor suppressor action, which is beneficial in controlling oncogenesis
(Figure 2). To confirm this hypothetical concept, a more systematic and extensive investiga-
tion must be conducted to ascertain the LDIR-mediated regulation of p21Waf1 in different
cellular contexts.
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Figure 2. Conceptual diagram showing that radiation dose might differentially regulate the nucleocy-
toplasmic shuttling of p21Waf1. The nuclear function of p21Waf1 is predominantly cell cycle inhibitory
and tumor suppressive, whereas cytoplasmic p21Waf1 can exert antiapoptotic functions. Aberrant
cell signaling induced by HDIR might cause phosphorylation of p21Waf1 leading to its cytoplasmic
localization. Similar to LDIR, HDIR also induces p53-dependent transcription of p21Waf1 and p21Waf1

nuclear functions.

6. Future Directions

To assess the risk and benefits of LDIR in humans, ongoing studies are investigating
molecular, cellular, and tissue responses in different genetic and environmental back-
grounds. It is known that LDIR can modulate many cell cycle regulators in normal, tumor,
and stem cells, which might have different implications in a particular context. The coor-
dination of cell cycle activities in response to low doses of radiation must be extensively
studied to learn how cells cope with genotoxic stress; such studies could lead to the devel-
opment of cell-cycle-targeted therapies for many diseases, including cancer. It would also
be interesting to compare the transition through cell cycle phases after LDIR exposure with
the determination of genes associated with early cell cycle response.

LDIR can induce a number of cell cycle regulators, including p53/p21Waf1, which are
known to be involved in several cell-intrinsic functions (such as apoptosis and senescence)
besides cell cycle inhibition. LDIR-exposed nontransformed cells should also be examined
in terms of cell cycle regulation and the key players involved. This would be a promising
innovative solution for eliminating precancerous cells from the population through the
LDIR-stimulated bystander effects. A recent study demonstrated that LDIR exposure on
HPKs propagates effects that induce cell cycle arrest and protein synthesis repression in
U937 cells; this bystander effect induced by LDIR in U937 cells is associated with increased
expression of p21Waf1 via TGFβ signaling and activation of p38 MAPK activation [29]. It
is interesting to note that p53 plays an important role in communicating a stress response
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to neighboring cells, in addition to coordinating intrinsic and extrinsic cell signals [109].
Due to its key role in controlling the cell cycle, additional research on the role of the tumor
suppressor p53 in studies of bystander effects in normal and cancer cells is warranted.

Regulation of the cell cycle is connected to many important biological processes,
metabolic pathways, various stress responses, DNA damage responses, DNA repair, etc.
The differential regulation of cell cycle mechanisms in response to LDIR and HDIR might
help us determine LDIR’s beneficial or detrimental effects. LDIR-induced regulation of cell
cycle and radioresistance in stem cells are the next frontiers to be explored, which can lead
to advances in regenerative medicine and tissue engineering.

The cancer cell cycle study is a complex area to explore due to its heterogeneous
mutational nature and the multitude of deregulated signaling pathways behind it. Due to
the heterogeneous mutational landscape prevailing in cancers, LDIR may affect cell cycle
distribution and multiple cellular processes differently in different cancers. Nevertheless,
the advent of modern genomics, transcriptomics, and proteomics technology can provide
a deeper understanding of the global expression and modulation of genes and proteins
associated with the cell cycle in cancer cells maintained in vitro or in vivo response of
tumors to LDIR. Such research would provide us with a more comprehensive picture of
the regime of cell cycle regulation in cancer cells and would illustrate the effects of nearly
all mutations implicated in cancer following LDIR exposure.

Pulse low-dose-rate irradiation (PLDR) has gained increasing acceptance in recent years
as the treatment of choice for recurrent cancers and radiation-resistant cancers [110,111].
As PLDR takes advantage of the phenomenon of HRS, it is less toxic to normal cells.
The effects of PLDR on the cell cycle have not been well explored. In a recent study,
PLDR has been shown to be effective against radioresistant head and neck squamous
cell carcinoma (HNSCC), which showed more low-dose HRS than an isogenic population
of non-radioresistant parental HNSCC cells; as a result of PLDR-mediated G2/M arrest,
the cell cycle resumed 24 h after irradiation on parental cells but not on radioresistant
cells [112]. Therefore, it is vital to map out the landscape of cell cycle regulators in the
context of radioresistant and radiosensitive cells as well as normal cells.

Recently, several new tools for cell cycle analysis, such as the fluorescence ubiquiti-
nation cell-cycle indicator (FUCCI) system, chromobodies, and Cycletest reagent, have
been developed. For example, the FUCCI system is a technology that uses the cell cycle’s
phase-specific expression of proteins and their degradation by the ubiquitin–proteasome
degradation system to color-coded phases of the cell cycle in real time. The new tools,
combined with time-lapse imaging, will allow us to explore the spatiotemporal patterns of
cell cycle dynamics after exposure to LDIR.

Author Contributions: M.G.M.K. prepared the original draft; Y.W. reviewed and edited the
manuscript; Y.W. acquired the funding. All authors have read and agreed to the published ver-
sion of the manuscript.

Funding: Funding and support for the research was provided by a Federal Nuclear Science and
Technology Work Plan of the Atomic Energy of Canada Limited (AECL) (FST-51320.50.19.07) and
CANDU Owners Group (COG) (COG-73600).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Acknowledgments: Funding and support for the research were provided by a Federal Nuclear
Science and Technology Work Plan of the AECL and COG. The authors are especially grateful to
Edouard Azzam and Helena Rummens for the inspiring review idea and suggestions.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Hall, E.J.; Giaccia, A. Radiobiology for the Radiologist; Elsevier Inc.: Amsterdam, The Netherlands, 2012.
2. Grubbe, E.H. The Origin and Birth of X-ray Therapy. Urol. Cutan. Rev. 1947, 51, 375–379.

14



Cells 2022, 11, 356

3. Shah, D.J.; Sachs, R.K.; Wilson, D.J. Radiation-Induced Cancer: A Modern View. Br. J. Radiol. 2012, 85, e1166–e1173. [CrossRef]
4. Baskar, R.; Lee, K.A.; Yeo, R.; Yeoh, K.-W. Cancer and Radiation Therapy: Current Advances and Future Directions. Int. J. Med.

Sci. 2012, 9, 193–199. [CrossRef]
5. Mettler, F.A.; Thomadsen, B.R.; Bhargavan, M.; Gilley, D.B.; Gray, J.E.; Lipoti, J.A.; McCrohan, J.; Yoshizumi, T.T.; Mahesh, M.

Medical Radiation Exposure in the U.S. in 2006: Preliminary Results. Health Phys. 2008, 95, 502–507. [CrossRef]
6. Einstein, A.J. Medical Radiation Exposure to the U.S. Population: The Turning Tide. Radiology 2020, 295, 428–429. [CrossRef]

[PubMed]
7. Sokolov, M.; Neumann, R. Global Gene Expression Alterations as a Crucial Constituent of Human Cell Response to Low Doses of

Ionizing Radiation Exposure. Int. J. Mol. Sci. 2015, 17, 55. [CrossRef] [PubMed]
8. Jia, C.; Wang, Q.; Yao, X.; Yang, J. The Role of DNA Damage Induced by Low/High Dose Ionizing Radiation in Cell Carcinogenesis.

Explor. Res. Hypothesis Med. 2021, 6, 177–184. [CrossRef]
9. Feinendegen, L.E.; Pollycove, M.; Sondhaus, C.A. Responses to Low Doses of Ionizing Radiation in Biological Systems. Nonlinear-

ity Biol. Toxicol. Med. 2004, 2, 154014204905074. [CrossRef] [PubMed]
10. Tubiana, M. Dose–Effect Relationship and Estimation of the Carcinogenic Effects of Low Doses of Ionizing Radiation: The Joint

Report of the Académie Des Sciences (Paris) and of the Académie Nationale de Médecine. Int. J. Radiat. Oncol. 2005, 63, 317–319.
[CrossRef] [PubMed]

11. Tubiana, M.; Feinendegen, L.E.; Yang, C.; Kaminski, J.M. The Linear No-Threshold Relationship Is Inconsistent with Radiation
Biologic and Experimental Data. Radiology 2009, 251, 13–22. [CrossRef]

12. Azzam, E.I.; de Toledo, S.M.; Raaphorst, G.P.; Mitchel, R.E. Low-Dose Ionizing Radiation Decreases the Frequency of Neoplastic
Transformation to a Level below the Spontaneous Rate in C3H 10T1/2 Cells. Radiat. Res. 1996, 146, 369–373. [CrossRef]

13. Li, W.; Wang, G.; Cui, J.; Xue, L.; Cai, L. Low-Dose Radiation (LDR) Induces Hematopoietic Hormesis: LDR-Induced Mobilization
of Hematopoietic Progenitor Cells into Peripheral Blood Circulation. Exp. Hematol. 2004, 32, 1088–1096. [CrossRef]

14. Liang, X.; So, Y.H.; Cui, J.; Ma, K.; Xu, X.; Zhao, Y.; Cai, L.; Li, W. The Low-Dose Ionizing Radiation Stimulates Cell Proliferation
via Activation of the MAPK/ERK Pathway in Rat Cultured Mesenchymal Stem Cells. J. Radiat. Res. 2011, 52, 380–386. [CrossRef]
[PubMed]

15. Jiang, H.; Xu, Y.; Li, W.; Ma, K.; Cai, L.; Wang, G. Low-Dose Radiation Does Not Induce Proliferation in Tumor Cells in Vitro and
in Vivo. Radiat. Res. 2008, 170, 477–487. [CrossRef] [PubMed]

16. Little, J.B. Delayed Initiation of DNA Synthesis in Irradiated Human Diploid Cells. Nature 1968, 218, 1064–1065. [CrossRef]
[PubMed]

17. De Toledo, S.M.; Azzam, E.I.; Keng, P.; Laffrenier, S.; Little, J.B. Regulation by Ionizing Radiation of CDC2, Cyclin A, Cyclin
B, Thymidine Kinase, Topoisomerase IIalpha, and RAD51 Expression in Normal Human Diploid Fibroblasts Is Dependent on
P53/P21Waf1. Cell Growth Differ. Mol. Biol. J. Am. Assoc. Cancer Res. 1998, 9, 887–896.

18. Zhang, J.; de Toledo, S.M.; Pandey, B.N.; Guo, G.; Pain, D.; Li, H.; Azzam, E.I. Role of the Translationally Controlled Tumor
Protein in DNA Damage Sensing and Repair. Proc. Natl. Acad. Sci. USA 2012, 109, E926–E933. [CrossRef]

19. Wilson, G.D. Radiation and the Cell Cycle, Revisited. Cancer Metastasis Rev. 2004, 23, 209–225. [CrossRef]
20. Lonati, L.; Barbieri, S.; Guardamagna, I.; Ottolenghi, A.; Baiocco, G. Radiation-Induced Cell Cycle Perturbations: A Computational

Tool Validated with Flow-Cytometry Data. Sci. Rep. 2021, 11, 925. [CrossRef]
21. Iliakis, G.; Wang, Y.; Guan, J.; Wang, H. DNA Damage Checkpoint Control in Cells Exposed to Ionizing Radiation. Oncogene 2003,

22, 5834–5847. [CrossRef]
22. Chen, H.; Goodus, M.T.; de Toledo, S.M.; Azzam, E.I.; Levison, S.W.; Souayah, N. Ionizing Radiation Perturbs Cell Cycle

Progression of Neural Precursors in the Subventricular Zone Without Affecting Their Long-Term Self-Renewal. ASN Neuro 2015,
7, 1–16. [CrossRef] [PubMed]

23. Kim, C.S.; Kim, J.K.; Nam, S.Y.; Yang, K.H.; Jeong, M.; Kim, H.S.; Kim, C.S.; Jin, Y.-W.; Kim, J. Low-Dose Radiation Stimulates
the Proliferation of Normal Human Lung Fibroblasts via a Transient Activation of Raf and Akt. Mol. Cells 2007, 24, 424–430.
[PubMed]

24. Yang, G.; Li, W.; Jiang, H.; Liang, X.; Zhao, Y.; Yu, D.; Zhou, L.; Wang, G.; Tian, H.; Han, F.; et al. Low-Dose Radiation May Be a
Novel Approach to Enhance the Effectiveness of Cancer Therapeutics. Int. J. Cancer 2016, 139, 2157–2168. [CrossRef] [PubMed]

25. Olivieri, G.; Bodycote, J.; Wolff, S. Adaptive Response of Human Lymphocytes to Low Concentrations of Radioactive Thymidine.
Science 1984, 223, 594–597. [CrossRef] [PubMed]

26. Ahmed, K.M.; Fan, M.; Nantajit, D.; Cao, N.; Li, J.J. Cyclin D1 in Low-Dose Radiation-Induced Adaptive Resistance. Oncogene

2008, 27, 6738–6748. [CrossRef]
27. Hendrikse, S.; Hunter, A.J.; Keraan, M.; Blekkenhorst, G.H. Effects of Low Dose Irradiation on TK6 and U937 Cells: Induction of

P53 and Its Role in Cell-Cycle Delay and the Adaptive Response. Int. J. Radiat. Biol. 2000, 76, 11–21. [CrossRef]
28. Li, S.-J.; Liang, X.-Y.; Li, H.-J.; Li, W.; Zhou, L.; Chen, H.-Q.; Ye, S.-G.; Yu, D.-H.; Cui, J.-W. Low-Dose Irradiation Promotes

Proliferation of the Human Breast Cancer MDA-MB-231 Cells through Accumulation of Mutant P53. Int. J. Oncol. 2017,
50, 290–296. [CrossRef] [PubMed]

29. Sekihara, K.; Saitoh, K.; Yang, H.; Kawashima, H.; Kazuno, S.; Kikkawa, M.; Arai, H.; Miida, T.; Hayashi, N.; Sasai, K.; et al.
Low-Dose Ionizing Radiation Exposure Represses the Cell Cycle and Protein Synthesis Pathways in in Vitro Human Primary
Keratinocytes and U937 Cell Lines. PLoS ONE 2018, 13, e0199117. [CrossRef]

15



Cells 2022, 11, 356

30. Azzam, E.I.; de Toledo, S.M.; Waker, A.J.; Little, J.B. High and Low Fluences of Alpha-Particles Induce a G1 Checkpoint in Human
Diploid Fibroblasts. Cancer Res. 2000, 60, 2623–2631.

31. Lindell, B.; Sowby, D. The 1958 UNSCEAR Report. J. Radiol. Prot. 2008, 28, 277–282. [CrossRef]
32. Zielinski, J.; Garner, M.; Band, P.; Krewski, D.; Shilnikova, N.; Jiang, H.; Ashmore, P.; Sont, W.; Fair, M.; Letourneau, E.; et al.

Health Outcomes of Low-Dose Ionizing Radiation Exposure among Medical Workers: A Cohort Study of the Canadian National
Dose Registry of Radiation Workers. Int. J. Occup. Med. Environ. Health 2009, 22, 149–156. [CrossRef]

33. Hazelton, W.D.; Moolgavkar, S.H.; Curtis, S.B.; Zielinski, J.M.; Patrick Ashmore, J.; Krewski, D. Biologically Based Analysis of
Lung Cancer Incidence in a Large Canadian Occupational Cohort with Low-Dose Ionizing Radiation Exposure, and Comparison
with Japanese Atomic Bomb Survivors. J. Toxicol. Environ. Health Part A 2006, 69, 1013–1038. [CrossRef] [PubMed]

34. Zablotska, L.B.; Little, M.P.; Cornett, R.J. Potential Increased Risk of Ischemic Heart Disease Mortality With Significant Dose
Fractionation in the Canadian Fluoroscopy Cohort Study. Am. J. Epidemiol. 2014, 179, 120–131. [CrossRef] [PubMed]

35. Sanders, C.L. (Ed.) Radiation Hormesis and the Linear-No-Threshold Assumption; Springer: Berlin/Heidelberg, Geramny, 2010; ISBN
978-3-642-03719-1.

36. Golden, R.; Bus, J.; Calabrese, E. An Examination of the Linear No-Threshold Hypothesis of Cancer Risk Assessment: Introduction
to a Series of Reviews Documenting the Lack of Biological Plausibility of LNT. Chem. Biol. Interact. 2019, 301, 2–5. [CrossRef]

37. Luckey, T.D. Radiation Hormesis: The Good, the Bad, and the Ugly. Dose-Response 2006, 4, 169–190. [CrossRef] [PubMed]
38. Lehrer, S.; Rosenzweig, K.E. Lung Cancer Hormesis in High Impact States Where Nuclear Testing Occurred. Clin. Lung Cancer

2015, 16, 152–155. [CrossRef]
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Abstract: Cell cycle control is vital for cell proliferation in all eukaryotic organisms. The entire cell
cycle can be conceptually separated into four distinct phases, Gap 1 (G1), DNA synthesis (S), G2,
and mitosis (M), which progress sequentially. The precise control of transcription, in particular, at
the G1 to S and G2 to M transitions, is crucial for the synthesis of many phase-specific proteins, to
ensure orderly progression throughout the cell cycle. This mini-review highlights highly conserved
transcriptional regulators that are shared in budding yeast (Saccharomyces cerevisiae), Arabidopsis

thaliana model plant, and humans, which have been separated for more than a billion years of
evolution. These include structurally and/or functionally conserved regulators cyclin-dependent
kinases (CDKs), RNA polymerase II C-terminal domain (CTD) phosphatases, and the classical versus
shortcut models of Pol II transcriptional control. A few of CDKs and CTD phosphatases counteract
to control the Pol II CTD Ser phosphorylation codes and are considered critical regulators of Pol II
transcriptional process from initiation to elongation and termination. The functions of plant-unique
CDKs and CTD phosphatases in relation to cell division are also briefly summarized. Future studies
towards testing a cooperative transcriptional mechanism, which is proposed here and involves
sequence-specific transcription factors and the shortcut model of Pol II CTD code modulation, across
the three eukaryotic kingdoms will reveal how individual organisms achieve the most productive,
large-scale transcription of phase-specific genes required for orderly progression throughout the
entire cell cycle.

Keywords: CDK; CTD phosphatase; RNA polymerase II; CTD code; transcription; cell cycle

1. Introduction

The control of cell cycle is a vital process for cell proliferation in all eukaryotic or-
ganisms. The cell cycle from unicellular organisms, such as budding yeast (Saccharomyces
cerevisiae), to multicellular organisms including plants and humans has shared some com-
mon features. These include four phases that progress from Gap 1 (G1) to DNA synthesis
(S) and then to G2 and mitosis (M), completing a cell cycle. In the cell cycle, the G1 to S
and G2 to M transitions are considered two key control points, with the former making an
irreversible decision to enter the cycle, and the latter ensuring completion of faithful DNA
synthesis before distributing genomes into new daughter cells [1]. In addition, the cyclin
and cyclin-dependent kinases (CDKs) act as a core of the regulatory network that governs
the progression of each phase in order [2,3]. Moreover, the targets of CDK-cyclin complex
and the downstream transcriptional events are also evolutionarily conserved [1,4]. Among
those, transcription factors and RNA polymerase II (Pol II) have been intensively studied.
A few of the CDKs are involved in phosphorylation of Ser residues at the Pol II C-terminal
domain (CTD), which is opposed by several CTD phosphatases. On the one hand, these
evolutionarily conserved features have allowed scientists to harness the power of genetic
and biochemical studies in model organisms including S. cerevisiae and the Arabidopsis
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thaliana model plant. On the other hand, yeasts, plants, and humans have been separated
for more than a billion years of evolution. Therefore, humans and plants also have evolved
unique mechanisms to enable them to adapt to various internal cues and external stimuli
during growth and development.

A comparison of cell cycle durations at each phase between S. cerevisiae, A. thaliana,
and humans (Homo sapiens) reveals their similarities and differences (Figure 1). For budding
yeast with a size of approximately 10 µm, a typical cell cycle is approximately 80–90 min.
G2 and M phases largely overlap, and thus are conceptually merged. Although the G1
phase can be longer in relatively smaller, daughter cells (43 min) than in larger, mother
cells (21 min), durations of S (26–31 min) and G2/M (28–30 min) phases do not have a big
difference and are size-independent [5,6]. A typical human cell in culture, with a size of
around 100 µm, has a cell cycle of approximately 24 h, with 11, 8, 4, and 1 h for G1, S, G2,
and M phases, respectively [7]. Similar to human cells, the cell cycle lengths of plant cells,
with a size range of 10–100 µm, can also vary, depending on the cell types. Recent studies of
Arabidopsis root cells found that their cell cycles are in the range of approximately 9–10 h,
which is similar in tomato, tobacco, and other plant species with bigger genomes than
Arabidopsis [8]. While humans have a relatively longer G1 phase (46% of the total cell
cycle duration) than budding yeast (23% of the cycle duration), the absolute time for DNA
duplication in yeast is understandably shorter than in humans, given that the yeast genome
(12 Mb) is considerably smaller than that in humans (3 Gb). However, relative to the total
cell cycle duration, they both have a long S phase (i.e., approximately 1/3 of the total cycle
duration). In contrast, plants have a very short S phase of approximately 20–30 min, which
corresponds to approximately only 3–5% of the total cycle duration, although plants and
humans have similar genome sizes, with 125 Mb in Arabidopsis and 4.5 Gb in tobacco. The
reason for this difference in S phase lengths is not clear. Plants differ from humans and
other animals in that plant cells have a cell wall that limits their mobility. Therefore, these
sessile organisms have to develop unique mechanisms in order to respond and adapt to
dynamic environmental conditions.

Figure 1. Varying lengths of cell cycle phases and the key CDK-cyclin pairs involved in each phase for
budding yeast (mother cells), Arabidopsis plant (root cells), and human (cell culture). Of note, G2 and M
phases in budding yeast largely overlap, and thus are conceptually merged. m stands for minute.
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In this mini-review, I will first summarize the conserved features in cell cycle tran-
scriptional control across the three eukaryotic kingdoms, Fungi, Plantae, and Animalia,
Fungi, by highlighting some of the most important findings from studies of budding yeast,
Arabidopsis plants, and human. These include CDKs, CTD phosphatases, and Pol II tran-
scription regulated by these protein kinases and phosphatases. These CDKs and CTD
phosphatases have conserved domains across the three kingdoms, but some of them also
evolve with unique structure and function in each of the kingdoms. The unique aspects and
potential challenges of transcriptional control in plant cell cycle will be discussed. For an
in-depth review of recent updates in plant cell cycle control, readers are referred to several
most recent, comprehensive reviews by other authors [9–11].

2. Cyclin-Dependent Kinases in Yeast, Human, and Arabidopsis

CDKs represent a subgroup of the CMGC Ser/Thr kinases first discovered from the
budding yeast model system for their important role in cell cycle control [3]. Their catalytic
function requires an association with multiple cyclins, which act as a regulatory subunit.
It seems that the same CDK associated with different cyclins act at distinct phases of cell
cycle (Figure 1). Subsequent studies in budding yeast and other eukaryotes revealed that
more CDKs are involved in gene transcription and they are bound by a single cyclin.
Therefore, there are two types of CDKs, cell cycle-related and transcription-related CDKs.
As presented in Figure 2, among a total of six CDKs in budding yeast, two (Cdc28 and
Pho85) belong to cell cycle-related CDKs, while four other CDKs (Kin28, Srb10, Bur1, and
Ctk1) are grouped into transcription-related CDKs [3].

 

Figure 2. Groups of CDKs from yeast (S. cerevisiae), Arabidopsis (A. thaliana), and human (H. sapiens).
Note that Arabidopsis contains 15 CDK-like genes (CDKL1 to CDKL15). The vertical line indicates
an orthologous relationship. CDKs in color represent the two major regulators that are involved in
cell cycle and transcriptional control.

Human and Arabidopsis plant contain a larger number of CDKs than budding
yeast [3,9]. In humans, a total of 20 CDKs are divided into eight groups, with three groups
(CDK1/2/3, CDK4/6, and CDK5/14/15/16) recognized as cell cycle-related CDKs and
five other groups as transcription-related CDKs (Figure 2). CDK9 (the Bur1 ortholog) and
CDK12/13 (orthologs of Ctk1) are regarded as the eighth group represented by CDK9.
Furthermore, humans have three groups of CDKs (CDK4/6, CDK10/11, and CDK20) that
are not orthologous to any yeast CDKs. Compared to slightly more than 6000 protein-
coding genes in budding yeast and approximately 20,000 protein-coding genes in human,
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it seems that the number of human CDKs expanded in a similar scale as the whole set of
protein-coding genes.

However, Arabidopsis genome has a significantly larger expansion of CDKs than
human, with a total of 30 CDK and CDK-like (CDKL) genes [9,12,13], given only a slightly
larger number of protein-coding genes in Arabidopsis (about 25,000) than human (approx-
imately 20,000). These Arabidopsis CDK and CDKL genes can be separated into eight
groups (Figure 2), and four of them are orthologous to both yeast and human, including
CDKA;1, CDKD;1/2/3, CDKF;1, and CDKC1/2. It seems that the orthologs of yeast Cdc28
in human (CDK1/2/3) and Arabidopsis (CDKA;1) have played a similar and important
role in controlling different phases of cell cycle (Figure 1). Note that the Arabidopsis CDKB
group and the human CDK4 group are not orthologous to each other and to budding
yeast, but they have been found to regulate the cell cycle, indicating the expansion of
animal-specific and plant-specific CDKs in cell cycle control. While Arabidopsis does
not have yeast Pho85 and Ctk1 orthologs, unlike human, CDKF;1 is unique to plants. In
addition, Arabidopsis has 15 CDKL genes, which are not the orthologs of any of yeast and
human CDKs.

3. Pol II CTD Phosphatases in Yeast, Human, and Arabidopsis

Protein phosphatases involved in dephosphorylation of Ser at 2, 5, and 7 positions
in the highly conserved heptad peptide (Y1S2P3T4S5P6S7) repeat of the CTD of the largest
subunit of Pol II have been identified in yeast, human, and Arabidopsis (Figure 3), and
some of these phosphatases have been functionally characterized. The phosphorylated
forms of Ser2, Ser5, and Ser7 are designated Ser2P, Ser5P, and Ser7P, respectively, in this
review. Yeast contains four known CTD phosphatases (Fcp1, Rtr1, Ssu72, and Cdc14) and
two probable phosphatases (PSR1 and PSR2) that share a sequence homology with another
type of CTD phosphatases initially classified as small CTD phosphatases (SCP). Human has
one ortholog for each of the three classical CTD phosphatases, FCP1 (renamed as CTDP1),
RPAP2 (claimed to be orthologous to yeast Rtr1), and SSU72, but two orthologs for yeast
Cdc14, CDC14A, and CDC14B. In addition, human contains four SCP members, renamed
as CTD small phosphatase 1 (CTDSP1), CTDSP2, CTDSP-like (CTDSPL), and CTDSPL2.

Arabidopsis has the largest number of CTD phosphatases among these three eu-
karyotes. In the Arabidopsis genome, there are five CTD phosphatase-like (CPL) genes,
CPL1 to CPL5 [14,15], and one ortholog for Ssu72 and RPAP2, respectively, designated
SSU72 [16] and RIMA [17]. Surprisingly, Arabidopsis contains a large number of SCP1-like
small phosphatases, designated SSP. Initially, a total of 18 SSP genes (SSP1–SSP18) were
proposed [18]. However, the original SSP7 (At3g19600) was renamed as CPL5 [15], and
a new member, SSP4B, was added [19]. An extensive genome sequence search revealed
that the original SSP15 (At3g15330) is a pseudogene and that At3g19590 is also closely
related to all other SSP proteins. In addition, the updated Arabidopsis genome does not
have SSP8, which was originally proposed as a fused gene spanning the CPL5 (At3g19600)
locus. In order not to cause any confusion in gene name designation for SSP [18], At3g19590
is proposed to encode SSP7, and SSP16 and SSP17 are kept without change. Therefore,
there are a total of 16 SSP genes in Arabidopsis, SSP1–SSP3, SSP4, SSP4B, SSP5–SSP7,
SSP9, SSP11–SSP17 (Figure 3). Of note, only SSP4, SSP4B, and SSP5 have been shown
to exhibit a CTD phosphatase activity [19], while 13 other SSP proteins are annotated as
the haloacid dehalogenase-like hydrolase (HAD) superfamily proteins, with SSP7–SSP17
having a gene ontology (GO) term of dephosphorylation of Pol II CTD. Given that Fcp1,
the founding member of FCP/SCP phosphatases, has a biochemical mechanism more
closely resembling the HAD superfamily proteins [20], it is conceivable that the 13 other
SSP proteins might also possess CTD phosphatase activity. Overall, relative to the total
number of protein-coding genes in the yeast, Arabidopsis, and human genomes, CTD
phosphatases in Arabidopsis have expanded considerably more than that in humans, a
situation similar to CDKs. It remains to be determined whether this unequal expansion of
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CDK and CTD phosphatase genes in Arabidopsis is relevant to the unique aspects of plant
growth and development.

 

Figure 3. CTD phosphatase protein tree analysis. Full-length protein sequences of CTD phosphatases
from yeast, Arabidopsis, and humans were used in the tree analysis. CTD phosphatases are separated
into three groups (I, II and III). The gene ID for each protein was given in parenthesis for yeast (SGD),
Arabidopsis (At), and humans (HGNC).

The protein tree analysis of these CTD phosphatases and their closely related phos-
phatases indicates that they are classified into three groups (Figure 3). Group I contains Fcp1,
its orthologs in human (CTDP1) and Arabidopsis (CPL3/4), and Arabidopsis CPL5 and
other SSP proteins. Fcp1 and its orthologs possess an N-terminal FCP1 homology (FCPH)
domain, a breast cancer protein-related C-terminal domain (BRCT), and a C-terminal re-
gion involved in the interaction with RAP74, a component of general transcription factor
TFIIF [20]. The FCPH domain is important for phosphatase activity, while the BRCT do-
main is involved in protein-protein interaction. Group II contains CPL1/2, SSU72, Cdc14,
and Rtr1. This group of CTD phosphatases acts to dephosphorylate Ser5P (although some
of them also impact Ser2P dephosphorylation when mutated) and are structurally more
diverse, with Rtr1 considered as an atypical CTD phosphatase (due to its weak in vitro
CTD phosphatase activity and the lack of apparent CTD phosphatase domain). Indeed,
the functional ortholog of yeast Rtr1 in human, RPAP2, is placed in Group III. SSU72 and
Cdc14 in yeast and human are Ser5 phosphatases, but they can also dephosphorylate Ser2P
(Cdc14) or Ser7P (SSU72). However, the CTD phosphatase activity of Arabidopsis SSU72
has not been reported, and there is no Arabidopsis ortholog for Cdc14. Arabidopsis CPL1
and CPL2 are unique in that in addition to a CTD phosphatase domain, they also contain
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one (for CPL2) or two (for CPL1) double-stranded RNA binding motifs [21]. CPL1/2 pos-
sess Ser5P-specific phosphatase activity in vitro [22], but our in vivo studies found that the
Ser2P level is elevated in both single gene mutants and the double mutants [23]. Group III
includes human RPAP2 and its Arabidopsis ortholog RIMA, the biochemically validated
small CTD phosphatases in human (CTDSP1/2/L) and Arabidopsis (SSP4/4B/5), and all
other putative SSP proteins in Arabidopsis (SSP1/2/5/6) and yeast (PSR1/1). RPAP2 and
CTDSP1/2/L in human and SSP5 in Arabidopsis have been demonstrated to dephospho-
rylate Ser5P specifically. In addition, Arabidopsis SSP4 and SSP4B can dephosphorylate
Ser2P [19]. Overall, the phosphatases for the critical Ser residues in the Pol II CTD have
been identified, with diverse structural and functional conservation, as well as divergence.

4. Control of Transcription during the Cell Cycle
4.1. Importance of Precise, Global Transcriptional Control in Cell Cycle

Progression through the cell cycle requires synthesis of more than 1000 cell cycle-
dependent or cell cycle-related proteins [1,24]. This process is regulated at the transcrip-
tional level primarily during the S and M phases. During the S phase, a group of genes
encoding proteins important for DNA replication and DNA repair are transcribed, while
another group of genes that encode proteins involved in mitosis and cytokinesis are ex-
pressed during the M phase [24]. Then, these cell cycle phase-specific proteins are subjected
to proteasome-mediated degradation after completion of the S phase and the M phases,
respectively, to ensure precisely ordered progression through the cell cycle and eventual
exit from the cycle until mitotic cues are perceived to initiate another round of cell division.

Transcription of all protein-coding and many non-coding RNA genes requires the
function of RNA polymerase II (Pol II) together with key transcription factors. While Pol II
binds to the core promoter (which is relatively conserved among numerous genes) and
thus functions in basal-level, global transcription, sequence-specific transcription factors
control the transcription of genes with the corresponding enhancer sequence in the right
tissues or cells and at the right time. Intensive studies of transcriptional control during
G1-S and G2-M transitions have led to a consensus that a combination of several groups
of transcription factors or complexes dictate the phase-dependent expression of genes [1].
These transcription factors include the RB pocket protein family, the E2F small transcription
factor family, and MuvB complexes [1]. The details of the dynamic control are described in
a comprehensive review [1]. In brief, upon activation, E2F transcription factors recognize
the E2F binding elements present in G1-S transition- or S phase-related genes to turn on
the expression of these target genes. For transcription of the G2-M transition or M phase-
specific genes, the activating B-MYB and FOXM1 transcription factors, respectively, form
the complexes with MuvB, which are then recruited to the CHR promoter elements of
G2/M phase-related genes. In other phases, when those genes do not need to be transcribed,
distinct repressor complexes (such as DREAM) are recruited to the E2F or CHR promoter
elements. Through this mechanism, the precise timing of cell cycle-dependent transcription
can be achieved to ensure the orderly progression of various phases in the cell cycle.

4.2. Pol II CTD Phosphorylation Is Controlled by CDKs and CTD Phosphatases

Pol II is a large multi-unit protein complex, with its largest subunit RPB1 as the core
of Pol II transcriptional machinery. The CTD of RPB1 contains various numbers of highly
conserved heptad peptide (Y1S2P3T4S5P6S7) repeat, ranging from 26 in budding yeast
and 29 in fission yeast to 34 in Arabidopsis and 52 in human [20,25–30]. Each of the
seven amino acids in the repeat may undergo different modifications (e.g., S/T/Y phos-
phorylation, S glycosylation, and P isomerization), and each repeat may have a different
posttranslational modification pattern [31]. Therefore, the CTD potentially exhibits a large
and complex pattern collectively called the CTD code [20,25,26,28–31]. The CTD code, in
particular the levels of Ser2P, Ser5P, and Ser7P during three stages of transcription, is critical
for transcriptional control. In general, before transcription starts, Ser2, Ser5, and Ser7
are all unphosphorylated, and the initiation of transcription requires Ser5P. However, the
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Ser5P level declines when gene transcription enters the elongation stage. In the meantime,
Ser2P and Ser7P levels increase during productive elongation, and they all decrease at the
termination stage, in order that the Pol II CTD enters another transcriptional cycle.

The dynamic CTD phosphorylation pattern during transcription is tightly regulated by
various CDKs and CTD phosphatases [20,25–30]. In vitro and in vivo biochemical studies,
together with genetic evidence, have shown that most of CDKs and CTD phosphatases have
targeted two or three Ser positions [20,26,27,32]. The result is summarized in Table 1. Note
that overall, orthologs of CDKs and CTD phosphatases in yeast and human have almost
identical Ser-specificity. However, Arabidopsis orthologs of CDKs and CTD phosphatases
have slightly different Ser specificity, except for CDKA1, SSU72, and RIMA, whose CTD
Ser phosphorylation or dephosphorylation activity has not been reported yet. For example,
CDKD;1/2/3 also phosphorylate Ser2, while yeast and human counterparts do not. In con-
trast, while Arabidopsis CDKC;1/2 are specific to Ser2P, their yeast and human orthologs
phosphorylate Ser at all three positions (although they predominantly phosphorylate Ser2).

Table 1. CDKs and CTD phosphatases with known CTD Ser activities in yeast, Arabidopsis, and human.
* Denotes the CTD phosphatases not yet studied regarding their Ser dephosphorylation activity.

S. cerevisiae H. sapiens A. thaliana Ser-Specificity

CDKs

Kin28 CDK7 Ser5, Ser7
CDKD;1, CDKD;2, CDKD;3 Ser2, Ser5, Ser7

Bur1 CDK9 Ser2, Ser5, Ser7
CDKC;1, CDKC;2 Ser2

Ctk1 CDK12, CDK13 Ser2, Ser5, Ser7
CDKF;1 Ser7

Cdc28 CDKA;1 * Ser5
CDK1 Ser2, Ser5

CTD Phosphatases

Fcp1 CTDP1 CPL3 *, CPL4 Ser2, Ser5
Ssu72 SSU72 SSU72 * Ser5, Ser7
Rtr1 RPAP2 RIMA * Ser5

Cdc14 CDC14A, CDC14B Ser2, Ser5
CTDSP1, CTDSP2, CTDSPL SSP5 Ser5

SSP4, SSP4B Ser2, Ser5
CPL5 Ser2

CPL1, CPL2 Ser2, Ser5

4.3. Transcriptional Control: Global vs. Centralized?

Given the large-scale gene expression needed to fulfil the distinct tasks of the S and
M phases, two conflicting models have been proposed to explain the precise timing of
phase-specific transcriptional control: The centralized, autonomous CDK-APC/C oscillator
vs. the global transcriptional oscillator [33]. In the CDK-APC/C model, CDKs act to oppose
the anaphase-promoting complex/cyclosome (APC/C, which possesses E3 ubiquitin ligase
activity to degrade cyclin) and trigger phase-specific events, including phosphorylation of
transcription factors. In turn, this precisely times the transcription of many phase-specific
genes. The global transcriptional oscillator model [34] was proposed based on the findings
on the yeast transcription factor network. In this model, transcription factors transcribed
during one cell-cycle phase can bind the promoters of the next set of transcription factors
that control phase-specific transcription.

The strongest evidence supporting the centralized CDK-APC/C oscillator model
came from a single-cell study that observed time-series transcriptome changes during
different phases of the budding yeast cell cycle in the B-cyclins (CLN2, CLB2, Swi5) mutants
with “on” and “off” switches for controlling these individual cyclins [35]. The resulting
transcription data were inconsistent with the global transcriptional oscillator model, and
thus it was proposed that the CDK-APC/C oscillator predominantly entrains periodic cell
cycle transcription. However, not all phase-specific genes were studied, and some of those
genes under study did not exhibit a consistent transcriptional pattern.
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In an effort to address which of the two models more likely operates in periodic
control of transcription during the cell cycle, Cho et al. [33] analyzed transcriptome data
using the yeast mutants depleted of B-cyclins and the cdc14 and cdc15 mutants as well.
They found that a large subset of the cell cycle transcriptional program continued to
oscillate in those yeast mutants arrested with constitutive Clb-CDK activity, which is
inconsistent with the APC/C oscillator model. However, CDKs are required to maintain
amplitudes of global transcriptional oscillations [35]. To reconcile these findings, Cho
et al. [33] proposed an integrated CDK-APC/C and transcription factor network model.
In this refined model, a global transcription oscillator drives periodic transcription, but
CDKs are highly interconnected with transcription factors and contribute to robust, high-
amplitude oscillations.

While this integrated model explaining how the CDK-APC/C oscillator and tran-
scription factor network work together is attractive, it remains unknown whether Pol II
itself is actively involved or simply serves as a machinery for basal transcription during
precisely timed progression in the cell cycle. A recent study used the single-cell and single-
molecule mRNA fluorescence in situ hybridization (smFISH) approach to count the number
of mRNA molecules per cell in each phase of budding yeast cell cycle [36]. Their result
surprisingly showed that all of the three main G1-S transition genes tested (SIC1, CLN2, and
CLB5) had basal expression throughout the cell cycle. In contrast to the findings obtained
using cell population, this single cell-based result indicates that these genes are not simply
turned on or off completely, but instead they are expressed at high or low levels. While the
biological relevance of this contrasting expression pattern needs to be further investigated,
it is important to distinguish the possibilities whether this ubiquitous basal expression is
under the control of the integrated CDK-APC/C and transcription factor network model
or simply a reflection of Pol II basal activity.

5. Functional Conservation of CDK and CTD Phosphatases

In this section, three aspects of functional conservation for CDK and CTD phosphatases
are discussed: Conserved CDKs in cell cycle and transcription, common substrates RB and
E2F, and pathways leading to Pol II CTD Ser phosphorylation. Other aspects of functional
conservation, such as the involvement of CDK activators (CAK) and inhibitors (CKI, Kip1,
and Sic1) and the APC/C in regulation of CDK activities, can be found in other excellent
comprehensive reviews [1,3,9].

5.1. CDK-Cyclin in Cell Cycle and Transcription

Ser/Thr kinase activity of CDKs is dependent on their regulatory subunit cyclin.
There are more cyclin genes than CDKs, with 22 in budding yeast, 29 in human, and
a significantly expanded number (at least 50) in Arabidopsis [3,9,37]. Therefore, one
would expect that the large number of CDK-cyclin combinations would enable complex
multicellular organisms, such as Arabidopsis and human, to undergo a wide range of
growth and developmental behaviors in response to dynamic cues. However, the basic
function of CDK-cyclin in cell cycle control is conserved although with certain degree of
diversity in the regulatory patterns, which are contributed from other CDKs and their
cyclin subunits [4]. As depicted in Figure 1, a single CDK (Cdc28) in yeast is sufficient to
drive the progression of each phase during the cell cycle, with distinct cyclins at each phase.
Cdc28 contains a conserved PSTAIRE motif in the cyclin binding domain. In the human
cell cycle, almost all Cdc28 orthologs (CDK1/2/3) that also contain the PSTAIRE motif are
involved, with CDK1 alone sufficient to drive the entire cell cycle and distinct CDK-cyclin
pairs that predominantly function at different phases, such as CDK2-CYCE at late G1,
CDK2/CYCA at S, and CDK1-CYCA/B at late G2 and M phases. In addition, other types
of cell cycle-related CDKs, CDK4/6-CYCD, are also important at the early G1. However,
only CDK1 seems to be essential, since the knockout of the CDK1 ortholog in mouse caused
lethality, while cdk2/4/6 triple knockout mice were still viable [38,39]. In Arabidopsis,
CDKA1;1, the ortholog of yeast Cdc28 and human CDK1, also contains the PSTAIRE
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motif and has kinase activity peaked at the G1-S and G2-M transitions [9], suggesting
its critical role in controlling the entire cell cycle (Figure 1). However, the cdka;1 null
mutant was still viable although the mutant was severely impacted, and the cdka;1 cdkb1;1
cdkb1;2 triple mutant caused the cell cycle arrest [40]. Indeed, CDKBs and their cyclins are
involved together with CDKA;1 in the control of the cell cycle (Figure 1). CDKBs have
two subgroups, each with two members (Figure 2), and they all contain altered PSTAIRE
motifs (PPTALRE in CDKB1 and P[S/P]TTLRE in CDKB2 subgroups). Due to this structural
difference and the observation that Arabidopsis CDKBs could not complement yeast cdc28
or cdc2 mutants [40], CDKBs are considered a plant-unique group. Taken together, it seems
that although human and Arabidopsis have evolved with an expansion of several cell
cycle-related CDKs compared to yeast, the canonical PSTAIRE motif-containing CDKs
(Cdc28, CDK1, and CDKA;1) have a conserved function in controlling the entire cell
cycle. Nevertheless, the role of cell cycle CDKs, Cdc28, and CDK1, has been expanded to
transcriptional control in yeast and human. Human CDK1 (previously called CDC2) can
phosphorylate Pol II CTD Ser2 and Ser5 in vitro [41], and yeast Cdc28 only phosphorylates
Ser5 [42]. This activity is believed to stimulate the Pol II basal transcriptional machinery to
boost transcription of a subset of housekeeping genes upon entrance into the cell cycle [43].
However, it remains unknown whether this dual role in cell cycle and transcription is also
conserved in Arabidopsis CDKA;1.

Another functionally well conserved CDK is CDK7, which is mainly involved in
Pol II CTD phosphorylation and thus transcriptional control during the cell cycle. As
discussed above, human CDK7 and its yeast ortholog Kin28 are believed to phosphorylate
Ser5 and Ser7, but not Ser2 based on in vitro biochemical studies [44], while Arabidopsis
counterparts CDKD1;1/1;2/1;3 also phosphorylate Ser2P, in addition to Ser5 and Ser7 [45].
However, using a potent and specific CDK7 inhibitor THZ1, we found a dramatic de-
crease of Ser2P, Ser5P, and Ser7P in human cells [46]. Despite this functional divergence,
human CDK7 has emerged as a critical target in containing uncontrolled cell division
in various tumor types [47,48]. CDK7 is a member of the general transcription factor
TFIIH complex composed of 10 subunits. Phosphorylation by CDK7 of Ser5 at the hy-
pophosphorylated Pol II CTD leads to transcriptional initiation and clearance from the
promoter [48]. In addition, CDK7 also phosphorylates CDK9, which then becomes active
to phosphorylate Ser2 of Pol II CTD, enabling productive transcription. Therefore, CDK7
has been considered as a key transcriptional CDK in Pol II control of transcriptional cycle,
although CDK7 is completely dispensable for global transcription [48,49]. Consistent with
the critical importance of CDK7 in human cell cycle transcription, inactivation of mouse
CDK7 [49] and yeast Kin28 [50] led to cell cycle arrest, and the Arabidopsis triple mutant
cdkd;1 cdkd;2 cdkd;3 exhibited severely impacted plant growth [45]. Furthermore, studies in
yeast have shown that Cdc28 cooperates with Kin28 to achieve full Ser5P in the Pol II CTD.
Therefore, Kin28-mediated CTD Ser5P serves as a priming site for recruitment of Cdc28
to Pol II, linking the two most important CDKs, Cdc28/CDK1 and Kin28/CDK7, which
are commonly perceived as cell cycle-related and transcription-related CDKs, respectively,
to achieve the precise control of productive transcription during progression through the
whole cell cycle [42,43].

5.2. Substrates RB and E2F

Accumulating evidence suggests that CDK control of the G1-S transition is more
conserved in yeast, human, and Arabidopsis than in the G2-M transition. The G1-S phase
transition in human cell cycle is mainly controlled by CDK2-CYCE and CDK2-CYCA
(Figure 2) that regulate two opposing transcriptional regulators, RB and E2F. RB was
identified as a tumor suppressor gene from a retina cancer called retinoblastoma, while
E2F is a small transcription factor family. When RB binds to E2F1–3, the RB-E2F complex
is formed via the dimerization partner DP, which inhibits the E2F1–3 activity, and thus
transcription is repressed. At the late G1 phase, CDK2 phosphorylates RB, which becomes
inactive but releases E2F1–3 [1,51]. Ultimately, genes required for DNA synthesis and DNA
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repair are transcribed. At the late M phase, RB is dephosphorylated, and thus binds to
and inhibits E2F, which then inhibits transcription until a new round of cell division is
executed. Homologs of RB and E2F have been identified in yeast and Arabidopsis: Whi5
(functional homolog of RB with no sequence homology) and SBF, respectively, in yeast [51],
and RBR and E2F in Arabidopsis [52,53]. Arabidopsis RBR contains several domains
similar to RB, and it has been shown to be the CDKA;1 target in the G1-S transition [40].
In Arabidopsis, there are at least six E2F genes (E2F1–3 and E2FA-C) and several E2F-like
or atypical E2F genes [52]. Despite some divergence between Arabidopsis and yeast or
human, it seems that the double-negative regulatory feedback loops between CDK and
RB/Whi5/RBR are conserved in these three eukaryotes [4]. Therefore, the findings that
the substrates (Whi5/RB/RBR) of cdc28/CDK1/CDKA;1 and the associated transcription
factors (SBF/E2F) are also functionally conserved suggest that these three canonical CDKs
containing the PSTAIRE motif act as universal regulators of the cell cycle with a conserved
biochemical mechanism.

5.3. Substrate Pol II CTD and Its Upstream Regulatory Pathways: Classical vs. Shortcut?

The highly conserved heptad peptide repeats in the CTD of Pol II are dynamically
regulated by several CDKs and CTD phosphatases in response to mitogenic signals. Over-
all, CDKs and CTD phosphatases in yeast, human, and Arabidopsis have similar CTD Ser
specificity, although some of the orthologs have more or less Ser specificity (Table 1). How
these kinases and phosphatases are controlled by upstream signals in gene expression reg-
ulation have received increasing attention. Accumulating evidence suggests the existence
of two models of transcriptional control (Figure 4) [54]. In the “classical” model of transcrip-
tional control, which is frequently described in molecular genetics or cell biology textbooks,
extracellular proliferation cues first activate intracellular signaling switches, such as the
well-studied Ras and Rho families of small GTPases, which in turn activate the MAP kinase
cascade. Subsequently, phosphorylated MAPKs phosphorylate various sequence-specific
transcription factors, which then become active and bind to the gene-specific enhancer
and consequently, recruit Pol II, by interacting with the general transcription factor TFIIH
complex, to the core promoter of those genes to be transcribed [54]. Moreover, this inter-
action stimulates Ser5P in the CTD of RPB1 via activation of CDK7 present in the general
transcription factor TFIIH complex and/or the mediator complex [55–57]. Ultimately, tran-
scription is initiated. Since many components and steps are indirectly involved in the Pol II
CTD Ser5P, this classical model is also called the indirect model and has been considered
an intracellular signaling paradigm.

The other model, called a shortcut model, depicts the direct modulation of Pol II CTD
Ser5P and Ser2P status by Ras GTPase-exerted PKA signaling to the mediator component
Srb9 in yeast [58] or by Rho GTPase-mediated degradation of CTD phosphatases in yeast
and Arabidopsis [23]. Importantly, we have found that the Rho signaling shortcut to Pol II
CTD Ser2P and Ser5P was controlled by proteasome-mediated degradation of CPL1 and
CPL2 in Arabidopsis or Fcp1 in yeast [23]. Furthermore, Rho family GTPases (Cdc42 and
Rac1) in human cells also seem to suppress CTD phosphatases in a GTPase-specific manner:
Suppression of RPAP2 by Cdc42 signaling but not Rac1, and suppression of CTDP1 (FCP1)
by Rac1 signaling but not Cdc42 [46]. This strongly suggests that the shortcut model of
Pol II transcription is conserved from yeast to Arabidopsis and human. In addition to the
control of CTD phosphatases, CDKs (for example, CDK7 and CDK13) are also activated
by Rho signaling, although these two CDKs do not exhibit any specificity for Rac1 and
Cdc42, as the knockdown of both GTPases by RNA interference reduced the levels of these
two CDKs.

What is the implication for the existence of both classical and shortcut models in Ras
or Rho GTPase signaling to Pol II transcription across three eukaryotic kingdoms? Here,
a cooperative control hypothesis is proposed (Figure 4). Since Pol II CTD can be directly
targeted by signaling pathways in the shortcut model, rather than via the MAP kinase
cascade in the classical model, the shortcut model has the advantage of rapidly bringing up
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large-scale gene expression changes in response to urgent growth or proliferation cues. Yet,
the spatial and temporal control of transcription for those cell cycle-related genes depends
on those sequence-specific transcription factors. Therefore, in response to a signal for cell
division, a cell can activate Rho or probably other signaling molecules as well. In addition,
a cell can use the classical model to promote the precise binding of sequence-specific
transcription factor to the enhancer sequence of the cell cycle-related genes required at each
phase, and in the meantime, it also can use the shortcut model to quickly modulate the
Pol II CTD phosphorylation code. Therefore, this cooperative mechanism enables a cell to
quickly achieve the most precise and productive control of large-scale transcription. This
mechanism may be essential for cellular organisms to efficiently complete a cell cycle and
determine whether additional rounds of cell division are needed when facing dynamic
internal cues and external stimuli.

Figure 4. A proposed cooperative mechanism of Pol II transcriptional control via integration of the
classical and shortcut models. Spatial and temporal transcription control of cell cycle phase-specific
genes is conferred by sequence-specific transcription factors, which are activated by the classical
model and consequently bind to the enhancer of those cell cycle genes. Direct modulation of the Pol II
CTD code via regulating the abundance or activity of CDKs and CTD phosphatases allows Pol II,
which recognizes the core promoter including the TATA box, to undergo productive transcription.
Together, this cooperative mechanism by integrating the two intracellular signaling models enables a
cell to quickly achieve the most precise and productive control of large-scale transcription critical for
completing each phase of the cell cycle.

6. Functions of CDKs and CTD Phosphatases Unique to Arabidopsis

As discussed above, Arabidopsis plants have expanded the families of CDKs and CTD
Ser phosphatases dramatically compared to yeast and human. Moreover, although the
Arabidopsis orthologs of CDKs and CTD phosphatases have conserved functions as in
yeast and human cell cycle control, they also exhibit some diversification in performing
their biochemical functions or participating in cell cycle progression. Therefore, in order to
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understand why plants evolved with many CDKs and CTD phosphatases, it is important
to address the key question: What are the functions for those plant-specific CDKs and CTD
phosphatases in relation to cell cycle control?

6.1. Plant-Specific CDKs

Since the identification of two CDK genes (cdc2a and cdc2b now called CDKA;1 and
CDKB1;1, respectively) from Arabidopsis 30 years ago [59,60], functions of many CDKs
and their cyclin partners have been reported. Overall, we have more knowledge of CDKs
than CTD phosphatases regarding cell cycle control. For the functional details of individual
CDKs, including those plant-unique CDKs, readers are referred to prior reviews [27,61,62]
regarding the cell cycle or transcriptional control or the three most recent, comprehensive
reviews [9–11] regarding other biological processes, such as growth and development,
hormone response, and nutrient or biotic/abiotic stress response. Here, only the plant-
specific CDKF, CDKG, and CDKL genes in Arabidopsis are summarized in relation to their
cell cycle transcriptional control.

CDKF;1 is a plant-unique CDK activating kinase (previously called CAK1) that
can phosphorylate two other CAKs now designated as CDKD;2 and CDKD;3, but not
CDKD;1 [63]. Although when it was first identified and characterized, CDKF;1 was be-
lieved not to phosphorylate Pol II CTD based on the fractionation assay [64], a subsequent
in vitro study demonstrated that it specifically phosphorylates Ser7 [45]. However, the
cdkf;1 knockout mutant also had lower levels of Ser2P and Ser5P than the wildtype dur-
ing later stages of seedling development, but not in 7-day-old young seedlings [45]. The
CDKF;1 transcript level gradually increased during seedling development, suggesting
that CDKF;1 is developmentally regulated. However, the alteration of Ser2P could not be
explained simply by the loss of function in CDKD group kinases, which phosphorylate
all three Ser resides in the Pol II CTD, given that the Ser2P level was even lower than
in the cdkd;1 cdkd;2 cdkd;3 triple mutant [45]. Moreover, genetic evidence suggests that
CDKF;1 and CDKDs have slightly different functions, in which CDKF;1 plays a distinct role,
mainly in post-embryonic development, while CDKD;1 and CDKD;3 function as CAKs
in the control of mitosis [65]. Therefore, it was proposed that CDKF;1 is also required for
regulating CDKD-independent Ser2 kinase activity [27,45]. In addition to phosphorylating
CDKDs, CDKF;1 was also found to phosphorylate and activate CDKA;1 in Arabidopsis root
protoplasts [66]. However, genetic evidence shows that CDKF;1 is dispensable for CDKA;1
activation [67]. Therefore, CDKF;1 is suggested to play a more important role in CDK
phosphorylation than in CTD phosphorylation. Consistent with its role as CAK for both
cell cycle-related CDKA;1 and transcription-related CDKDs and as a CTD kinase, knockout
of CDKF;1 led to the formation of curling serrated leaves, arrested root growth, and severe
dwarfism, which were caused by the decreased cell number and cell size [45,67]. Therefore,
genetic and biochemical evidence support the fact that CDKF;1 is a major regulator of
cell proliferation, although it remains unknown whether CDKF;1 acts at a specific cell
cycle phase or throughout the cell cycle. The fact that CDKF;1 expression did not seem to
considerably change during the cell cycle progression indicates that it is likely regulated at
the translational or kinase activity level during the cell cycle progression [13].

CDKG;2 has been found to regulate RNA splicing [68–70], similar to its counterparts
in human (CDK10/11). However, CDKG;2 acts in different biological processes than
CDKG;1. CDKG;1 is essential for synapsis and recombination during male meiosis [71,72],
while CDKG;2 is involved in flowering and response to heat and salt stresses [68,69,73].
Interestingly, the CDKG;1 transcript level decreased from G1/G0 to S and G2, although
CDKG;2 expression stayed almost the same during cell cycle progression [13]. Therefore, it
will be important to determine whether the CDKG;1-controlled meiosis is related to the
transcriptional control of cell cycle-related genes.

The role of 15 CDKL genes has not been extensively studied. Using synchronized
Arabidopsis cell cultures to survey expression profiles of Arabidopsis core cell cycle reg-
ulators [13], it was found that several CKL (now called CDKL) genes exhibited cell cycle
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phase-correlated expression patterns. For example, when re-entering the cell cycle, CDKL;3
had a gradual increase from G0/G1 to S, but then decreased at G2, while CDKL;5 and
CDKL;6 expression decreased overall from G0/G1 to S and G2. CDKL;3 was also identified
from a mutant impaired in beta-aminobutyric acid (BABA)-induced sterility (ibs1), but how
its kinase activity is involved in cell cycle progression and whether this role is related to
priming for defense gene expression remain to be determined [74,75]. In addition, two
CDKL genes are specifically (CDKL;1) [76] or preferentially (CDKL;15) [13] expressed in
flowers, but their expression did not change dramatically during cell cycle progression [13].

6.2. Plant-Specific CTD Phosphatases

Among the three groups of CTD phosphatases, several members of Group I (CPL3,
CPL4, CPL5) and Group III (SSP4, SSP4B, SSP5, and RIMA) have been functionally charac-
terized [14,15,17,19,77–81]. These include Pol II CTD Ser dephosphorylation activity (except
for CPL3 and RIMA), which is similar to their orthologs or closest homologs in yeast and
human. When these genes are inactivated or overexpressed, they exhibited phenotypic
alterations in hormone, nutrient, biotic, and abiotic stress responses. However, none of
the mutants or transgenic lines are characterized regarding their cell division phenotype.
Group II contains an SSU72 ortholog, which is shown to act in flowering time control [16],
although whether it possesses CTD phosphatase activity remains unknown. Therefore,
CPL1 and CPL2, which belong to a unique subgroup within Group II (Figure 3) due to
the presence of RNA binding motifs not found in any other CTD phosphatases, represent
unique plant-specific CTD phosphatases with a likely involvement in cell division [23], as
discussed in detail below.

CPL1 was first identified from a genetic screen as allelic mutants showing high expres-
sion of a presumably stress responsive RD29A-Luciferase (LUC) reporter gene [21,82], and
CPL2 was then found based on the sequence homology with CPL1. CPL1 was found to de-
phosphorylate Ser5 specifically in vitro [22], but the loss-of-function and gain-of-function of
CPL1 alleles led to a consistent increase or decrease of both Ser5P and Ser2P [23]. Therefore,
it remains to be clarified whether the observed Ser2P impact is due to an indirect effect
caused by genetic perturbation of CPL1 or whether the lack of Ser2 dephosphorylation
by CPL1 is due to the lack of a critical cellular factor in the in vitro biochemical assay.
Surprisingly, CPL1 was frequently identified from various mutant screens, including from
mutants showing increased expression of reporter genes, such as silenced miRNA-LUC [83],
salt-inducible SOT12-LUC [84], cold-inducible CBF2:LUC [85], and disease responsive
GSTF8:LUC [86], or from an enhancer of CA-rop2 (constitutively active form of ROP2) in
cell shape [23]. Together with other phenotypes in the cpl1 mutants, such as iron deficiency
response [87] and floral transition [88], these lines of genetic evidence demonstrate CPL1 as
a critical and global regulator in growth, development, and stress responses. Consistent
with its role in transcriptional control, expression of many genes is affected in the cpl1
mutants [23,83,86,87]. Of note, CPL1 is frequently regarded as a negative regulator of tran-
scription due to its dephosphorylation impact on Pol II CTD Ser2 and Ser5. However, the
aforementioned transcriptomic studies revealed that a similar set of genes are upregulated
and downregulated. Therefore, the differing roles of the plant-unique CPL1 and probably
CPL2 in transcriptional control may be context-dependent or due to multiple regulators
that are influenced by CPL1 and CPL2.

As only our recent study observed the cell number increase and the cell size decrease
during cotyledon development in the cpl1 CA-rop2 background or the cpl1 cpl2 double
mutants [23], there is no considerable knowledge regarding how CPL1/2 control the cell
cycle. Based on the biochemical and genetic evidence, we only know to date that they
are inhibited by the signaling of Arabidopsis ROP family GTPases via a proteasome-
mediated degradation mechanism. Moreover, a major growth hormone auxin, which
has been shown to activate ROP GTPases [89,90], also stimulates Pol II CTD Ser2P and
Ser5P in a ROP2/4-dependent manner [23]. Therefore, auxin-exerted gene expression
probably involves the shortcut model described above to achieve the rapid and large-scale
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transcriptome changes needed for cell growth. As ROP GTPases act as a universal signaling
switch for multiple hormones or developmental processes and various stress responses, it
remains to be determined how the ROP2/4-CPL1/2 signaling shortcut is involved in many
different processes. The finding that yeast Cdc42 GTPase signaling also promotes Fcp1
degradation [23] and the observation that human Rac1 and Cdc42 activity differentially
inhibits CTDP1 (FCP1) and RPAP2 [46] may provide clues to this signaling specificity. For
example, the shortcut model may involve different members of Rho GTPases and target any
of three groups of CTD phosphatases (and CDKs, as well). Together with sequence-specific
transcription factors, these complex interplays will enable plants to precisely time the
expression of genes required for cell division and other biological processes.

7. Future Perspectives

Studies at the genetic, biochemical, and system levels from the simple unicellular yeast
model to complex eukaryotes such as Arabidopsis model plants and humans have started
to reveal the mechanisms for the precise control of phase-related transcription during the
cell cycle progression. One question that remains to be answered is: Why do Arabidopsis
plants with a considerably smaller genome size than humans evolve with substantially
more CDKs and CTD phosphatases? A few possibilities have been proposed to explain the
uniqueness of plant structure and function, including a bigger demand for these sessile
organisms to respond and adapt to dynamic environmental challenges, and consequently
with a high degree of developmental plasticity. However, molecular details are needed to
answer this question and ultimately will contribute to our mechanistic understanding of
convergence and divergency in the transcriptional control that makes an organism decide to
enter the cell cycle or not and if that is the case, complete the entire cell cycle without delay
and error. Therefore, many prior functional studies of genes, which have been emphasized
at the organismal level, need to be assessed with regards to cell cycle progression. Moreover,
given the consensus that individual cells frequently deviate from the population of cells,
the use or development of single-cell technologies that minimally disturb the physiological
state of cells, coupled with single-molecule techniques to count the individual cell cycle-
related mRNA per cell, will be critical. Another challenge lies in the functional redundancy
of many cell cycle-related genes in Arabidopsis and human (and the rodent or primate
animal models, as well), such as several CDKs, cyclins or CTD phosphatases even within
a subgroup. While some specific CDKs have been shown to regulate distinct cell cycle
phases, it will be interesting to determine whether CTD phosphatases act in the same
fashion during the cell cycle progression. Thus, functional redundancy and specification of
these cell cycle transcriptional regulators need to be dissected using CRISPR/Cas9-based
multiplex genetic manipulation. With these advanced single-cell and genome editing
tools, the cooperative transcriptional mechanism, which is proposed here and involves
sequence-specific transcription factors as well as the shortcut model of Pol II CTD code
modulation (via CDKs and CTD phosphatases), can be tested and refined. Ultimately, a
complete regulatory network can be assembled, which governs how individual organisms
quickly achieve the most precise and productive, large-scale transcription of phase-specific
genes required for orderly progression throughout the entire cell cycle.
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Abstract: Cell division and cell cycle mechanism has been studied for 70 years. This research has
revealed that the cell cycle is regulated by many factors, including cyclins and cyclin-dependent
kinases (CDKs). Heat shock transcription factors (HSFs) have been noted as critical proteins for cell
survival against various stresses; however, recent studies suggest that HSFs also have important
roles in cell cycle regulation-independent cell-protective functions. During cell cycle progression,
HSF1, and HSF2 bind to condensed chromatin to provide immediate precise gene expression after
cell division. This review focuses on the function of these HSFs in cell cycle progression, cell cycle
arrest, gene bookmarking, mitosis and meiosis.

Keywords: cell cycle; HSF1; HSF2; cell cycle arrest; APC/C complex

1. Introduction

The mitosis phenomenon was discovered over one hundred years ago, and many
scientists have performed experiments to make novel discoveries. In the early 20th century,
germ cells were the predominant focus of studies and the change in cell morphology during
mitosis was widely known among researchers [1,2]. Important studies were performed all
over the world and many essential findings were reported [3–8]. Changes in cytoplasmic
structures were also revealed in studies that took place over a short period, and structural
changes of mitochondria, Golgi substance, new cell walls, mitotic spindles, and centromere
were identified [9–14]. Classification into Gap1 (G1), synthesis (S), Gap2 (G2), and mitosis
(M) phases was suggested following the observation of cytoplasmic structures [15–24].

In the early 1970s, Leland Hartwell and his colleagues discovered several genes
responsible for the eukaryotic cell cycle in budding yeast (Saccharomyces cerevisiae) (re-
viewed in [25]). In 1970, they discovered three genes: cdc-1, cdc-2, and cdc-3 (cdc stands
for “cell division cycle”) [26]. Several years later, it was revealed that cdc-1 encodes metal-
lophosphodiesterase, cdc-2 encodes the DNA polymerase delta catalytic subunit and cdc-3
encodes septin family members [25]. Hartwell and his colleagues examined approximately
1500 temperature-sensitive mutants and isolated 148 mutants. They characterized these
yeast mutants and succeeded in determining the locations of 14 genes on the yeast genetic
map [27]. Subsequently, they found that four genes, including cdc-4, cdc-7, and cdc-28,
are required for the initiation of yeast DNA synthesis and discovered that the cdc-28 gene
is required for DNA synthesis and budding [28]. In the cdc-28 mutant, cells arrested as
unbudded cells, and the cell cycle was also arrested before the initiation of DNA synthesis.
Due to the importance of cdc-28 in cell division, cdc-28 became the first cloned cell cycle
gene [29].

Discoveries by Hartwell and his colleagues contributed to cell division and cell cy-
cle research and the progression of other researchers’ studies. Their research became a
pioneering study.
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Paul Nurse and his colleagues also made valuable discoveries. They used temperature-
sensitive mutants of the fission yeast Schizosaccharomyces pombe, different from the budding
yeast Saccharomyces cerevisiae that Hartwell used, and found that their mutants have genetic
mutations involved in cell size control over DNA synthesis and a second control acting
on nuclear division [30]. Moreover, they discovered that cdc-2 gene product activity is
important for determining when mitosis takes place and is required for starting and
controlling mitosis. They also successfully made a genetic map of the cdc-2 locus and its
isolation [31,32]. The understanding of cdc-2 in the cell cycle was advanced by Nurse and
his colleagues.

While Leland Hartwell and Paul Nurse made many discoveries using yeast, Tim Hunt
examined protein synthesis using fertilized sea urchin eggs. Hunt and his colleagues ana-
lyzed the pattern of protein synthesis before and after fertilization using a two-dimensional
gel separation technique and found that the pattern of expressed proteins was changed [33].
They first noticed that one of these proteins is destroyed every time the cells divide. Then,
they performed protein analysis experiments using 35S-methionine-added egg suspensions
and discovered that some proteins start to be synthesized after fertilization and are de-
stroyed at certain points in the cell division cycle. They examined this protein in detail
and proposed to call these proteins “cyclins” [33]. Importantly, they also showed data
indicating the existence of multiple cyclins and described two cyclins, cyclin A and cyclin B,
discovered from the clam Spisula solidissima in this paper.

After the discovery of cyclins, molecular cloning was succeeded very soon. Ruderman
and his colleagues cloned cyclin A from Xenopus oocytes [34]. Hunt’s group also reported
the cloning of the cyclin from sea urchin eggs [35].

Leland Hartwell, Paul Nurse, and Tim Hunt were awarded a Nobel Prize in 2001, and
the importance of cell cycle regulation has been more widely recognized among researchers
in various fields. It is notable that the essential genes in the cell cycle were discovered
through experiments using temperature-sensitive mutant yeast cells. Furthermore, the
most famous transcription factor against temperature stress is heat shock transcription
factor/heat shock factor (HSF).

HSF was discovered as a transcription factor essential for the heat shock response.
The heat shock response is a cellular protective mechanism against heat stress that was
discovered by Ritossa in 1962. While he was keeping larvae of Drosophila melanogaster
at 25 degrees, he observed that the salivary gland of Drosophila was puffing when under
additional heat stress at 37 degrees, which is a sign of enlarged chromosomal formation
and indicates that some specific mRNA synthesis was accelerated [36–38]. Subsequently,
Tissières and his colleagues showed that accelerated mRNA synthesis occurs in the heat
shock protein (HSP) genes [39,40].

Five years before the discovery of HSF, it was reported that there are some proteins
that specifically bind to the heat shock element (HSE) sequence commonly found in the
HSP promoter following in vitro and in vivo experiments performed by Wu’s group [41,42].
Several research groups discovered HSF protein from Saccharomyces cerevisiae, Drosophila
melanogaster, and HeLa cells in 1987 [43–46]. In 1991, two HSFs, HSF1 and HSF2, were
cloned in humans and mice [47–49]. HSF1 is activated by heat stress, but HSF2 was found to
be activated first by hemin [50]. As two HSFs were cloned at the same time, the previously
discovered HSF was called HSF1, and the other HSF was called HSF2 (Figure 1).

As HSF1 was discovered to be a transcription factor protecting cell survival through
the heat shock response, the HSF1–HSP pathway was exclusively studied in the early
period. However, as already described, the essential genes in the cell cycle were discovered
in experiments using temperature-sensitive mutant yeast cells. Interestingly, other experi-
ments using temperature-sensitive mutant yeast cells opened the door to the study of the
cell cycle and HSFs.

Significance in Section 1:

- The essential genes in the cell cycle were discovered through experiments using
temperature-sensitive mutant yeast cells.
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- HSFs were discovered as proteins specifically binding to HSE sequence commonly
found in the HSP promoter.

 

 

−

−

After this report, other laboratories published papers similarly indicating HSF1′s me-

Figure 1. Structure of human HSF1 (hHSF1, (A)) and human HSF2 (hHSF2, (B)). hHSF1 and hHSF2
have similar domain structures, but several differences exist. R71 and R63 are required for DNA
binding in hHSF1 and hHSF2, respectively. The regulatory domain suppresses trimerization of both
HSFs and inhibits transcriptional activation. Trimerization is required for the activation of HSFs.
DBD, DNA-binding domain; HR-A/B, hydrophobic heptad repeats A and B; HR-C, C-terminal
hydrophobic heptad repeat.

2. Discovery of HSF Involvement in Cell Cycle Regulation

The first evidence that HSF1 is involved in cell cycle regulation came from experiments
using mutant yeast cells. Smith and Yaffe found that yeast cells containing a mutation in
the mas3 gene display retarded progression through the G2 stage, and that this mas3 gene
encodes HSF1 [51]. In addition, mas3 cells showed that the induction of a major heat shock
gene, SSA1, is defective under heat stress at 37 degrees. These are the first data indicating
that HSF1 mediates cell cycle progression.

After this report, other laboratories published papers similarly indicating HSF1′s
mediation of the cell cycle. Thiele and his colleagues discovered that yeast cells bearing
a truncated form of HSF1 in which the C-terminal transcriptional activation domain is
deleted undergo reversible cell cycle arrest under heat stress at 37 degrees in the G2/M
phase and exhibit a marked reduction in HSP90 expression [52]. Using wild-type (WT)
mouse embryonic fibroblasts (MEFs) and HSF1-deficient MEFs, Dix and his colleagues
discovered that a three-fold increase in G2/M phase-arrested cells occurred in WT–MEFs
but not in HSF1-deficient MEFs after conditioning heat stress (43 degrees, non-lethal
temperature) followed by lethal heat stress (45 degrees) [53]. However, Li and Martinez
reported that human colon cancer HCT116 cells lacking HSF1 did not show G2/M arrest,
and checkpoint activation was lost in these cells [54]. They also showed that p53 is involved
in this phenomenon and that the relationship between HSF1 and p53 is critical for cell
cycle regulation.

Calderwood and his colleagues reported that overexpression of HSF1 increases the
proportion of G1 cells in HeLa cells under non-heat-stressed conditions [55]. Surprisingly,
they observed that HSF1 bound to HSE sequence during the early G1 phase in the absence
of heat stress. In addition, He and Fox reported the behavior of HSF1 during the cell
cycle under non-heat-stressed conditions [56]. They measured the binding of HSF1 to
the HSE with a gel mobility shift assay using cell extracts from Hoechst 33342-labeled
heated Chinese hamster ovary (CHO) cells from the G1, S, and G2/M phases. Their study
indicated that the binding activity of HSF1 is two-fold higher in the S phase than in the G1
or G2/M phases, but the HSF1 expression levels do not vary throughout the cell cycle [56].

39



Cells 2022, 11, 203

Gross’ group also examined HSF1 behavior throughout the cell cycle using their original
dinucleosomal heat shock promoter model and found that activated HSF1 cannot bind
to DNA in G1-arrested cells but can bind following release from G1 arrest or after the
imposition of either an early S- or late G2-phase arrest [57]. Their discoveries showed that
HSF1 binding activity to the DNA of the target genes changes throughout the cell cycle
and is related to G1, S, and G2/M phase arrest.

The existence of a relationship between HSF1 and the cell cycle was widely recognized
among HSF researchers. Thus, some considered the possibility that HSF1 plays a role
in cancer. The first evidence demonstrating this possibility was shown by a study using
prostate carcinoma cell lines and carcinomatous prostate tissue sections from patients. In
a comparison between the non-metastatic human prostate carcinoma cell line PC-3 and
the metastatic variant PC-3M, higher expression of HSF1 was found in both mRNA and
protein [58]. Moreover, HSF1 protein was expressed more highly in tumor tissues than
in normal sections from the same patient. Calderwood and his colleagues also used PC-3
cells and stably expressed dominant-negative HSF1 (DN-HSF1), which lost transcriptional
activities in the cells. In DN-HSF1-expressed PC-3 cells, aneuploidy was inhibited and
cyclin B1 degradation was retarded [59], the latter being a key step in the control of mitosis.
In addition, p21 expression was increased in DN-HSF1 cells. Although PC-3 is a p53-null
cell, DN-HSF1 can induce p21 expression directly or indirectly [59]. The studies using
prostate carcinoma cells and sections suggested that HSF1 can positively and negatively
regulate cell cycle progression.

The mechanism by which HSF1 is involved in cell cycle regulation has been examined
by many researchers. HSF1 was discovered to be a protein binding to HSE sequence found
in the promoter of HSPs, the major and heat-inducible targets of HSF1 [43–46], but whether
this HSF1–HSP pathway has a pivotal role in cell cycle regulation or another HSF1 pathway
is more important was uncertain. At that time, new findings were provided instead by
HSF2 research.

Significance in Section 2:

- Mutant HSF1 affects cell cycle progression and arrest.
- Higher expression of HSF1 is related to cancer and aneuploidy.

3. Bookmarking Is the Important Role of HSFs

It was already shown that HSF2 can bind to the HSP70 promoter, but the reason
remained unclear [60–62]. Sarge and his colleagues performed a yeast two-hybrid screen to
identify HSF2-interacting proteins and found that a subunit of condensin enzyme called
CAP-G protein binds to HSF2 [63]. HSF2 interacts with the C-terminal domain of CAP-G
and binds to the HSP70 promoter in mitotic cells. They previously found that SUMOylation
upregulates the DNA binding activity of HSF2 [64], and the SUMOylation also accelerated
HSF2 and CAP-G interaction in mitotic G2/M cells. The level of this interaction between
SUMOylated HSF2 and CAP-G was higher in G2/M cells than G0/G1 or S cells [63]. These
results suggested that HSF2 binds to the HSP70 promoter in a mitosis-dependent manner
and prevents the compaction of this promoter; thus, they hypothesized that HSF2 has an
important role in HSP70 bookmarking.

The bookmarking mechanism was first proposed by Levens’ group [65]. During
mitosis, chromatin condenses, transcription is shut off, and most transcription factors
are excluded from chromosomes [66,67]. However, several researchers discovered that
chromatin is not completely condensed and that chromatin’s structure is disturbed in
some genes before Levens’ group’s Nature paper was published [68–70]. Levens and his
colleagues showed that chromatin conformational distortion of the TATA box region of the
HSP70 promoter occurred specifically during mitosis using the footprinting technique [65],
and they showed the same phenomenon on the c-myc and beta-globin promoters. To
date, bookmarking has been observed in various gene promoters and transcription fac-
tors [71–74]. HSF2 is the first transcription factor to be shown to bind to the gene promoter
during mitosis and essential for bookmarking of the HSP70 gene.
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In the bookmarking mechanism on the HSP70 promoter, interaction between HSF2 and
the condensin enzyme CAP-G subunit is required [63]. Sarge and his colleagues discovered
that serine–threonine protein phosphatase (PP2A) is recruited to the HSP70 promoter,
and that this recruiting is also necessary for bookmarking [63,75,76]. Condensin activity
requires phosphorylation of the CAP-G, CAP-D2, and CAP-H subunits by the mitotic
kinase Cdc2–cyclin B complex [77,78]. When condensin interacts with HSF2 via CAP-G,
CAP-G is dephosphorylated by PP2A complexed with HSF2. Subsequently, condensin is
inactivated and the compaction of DNA on this promoter is prevented [63].

In addition, they discovered that TATA-binding protein (TBP) remains bound to DNA
during mitosis and contributes to recruiting PP2A and also that protein regulating cytokine-
sis 1 (PRC1) also interacts with HSF2 and binds to HSP70 promoter during mitosis [79,80].
As PRC1 was known to be a CDK substrate that interacts with mitotic spindle and functions
in microtubule binding [81,82], they found that HSF2 and PRC1 associate and colocalize
during the mitosis phase, whereas PRC1 does not interact with HSF1 [80].

Hayashida reported that HSF2 directly binds to the WD40 repeat protein WDR5, a core
component of the Set1 and mixed lineage leukemia (MLL) H3K4 histone methyltransferase
complex (Set1/MLL complex), and that HSF2 and major components of the Set1/MLL
complex, WDR5, RbBP5, and Ash2L are recruited to the alphaB-crystallin (CRYAB) pro-
moter in the same manner as in MEFs [83]. Before this discovery, Vakoc and his colleagues
found that MLL1, RbBP5, and Ash2L associate with some gene promoters packaged within
condensed mitotic chromosome and thus suggested that the MLL complex also has a
mitotic bookmarking function as an additional epigenetic mechanism [84]. The discoveries
by Hayashida and Vakoc’s groups may support and confirm the existence of the gene
bookmarking function of HSF2.

Significance in Section 3:

- HSF2 is the first transcription factor shown to have a gene bookmarking function and
to bind to the gene promoter during mitosis.

- Chromatin is not completely condensed. The structure is disturbed in some genes.

4. Change in HSF1 Expression Level Induces Cell Cycle Arrest
4.1. Decreased HSF1 Expression Suppresses Cancer Cell Proliferation

Since a higher expression level of HSF1 in prostate cancer cells and tissue sections from
prostate cancer patients was reported, the roles of HSF1 in cancer cells have been examined
by many research groups. As already described, overexpression of HSF1 increases the
proportion of G1 cells, probably by induction of G1 arrest, in cervical carcinoma HeLa
cells [55]. The effects of reduced HSF1 expression in cancer cells were examined after the
report that dominant-negative HSF1 (DN-HSF1) expression inhibits aneuploidy as well as
p53 expression in PC-3 p53-null prostate cancer cells [59].

Lindquist and her colleagues showed that cancer cell survival was strongly inhibited
by HSF1 knockdown in five human breast cancer BT-20 cells, BT-474 cells, MCF-7 cells,
MDA-MB-231 cells, T47D cells, HeLa cells, PC-3 cells, S462 peripheral nerve sheath tumor
cells, 90-8 peripheral nerve sheath tumor cells, and 293T in vitro transformed cells, but
WI-38 normal fibroblast cells were not affected at all [85]. Muto and his colleagues also
reported that HSF1 knockdown prominently reduced the proliferation of human melanoma
MeWo cells but not human normal keratinocyte HaCaT cells [86]. These results indicate that
reduced HSF1 expression impairs cancer cell proliferation and survival but not normal cell
survival and proliferation. Muto and his colleagues also showed that the protein expression
of HSP110, HSP90, HSP70, HSP60, and HSP40 was reduced by HSF1 knockdown, but the
HSP expression level was not changed in HaCaT cells except HSP90 [86].

A high expression level of various HSPs in human and mouse cancer cells previously
reported in the 1980s [87–90]. The HSP70 promoter is known to be bookmarked in con-
densed chromatin during the cell cycle in HeLa cells [63,65], and the HSF–HSP pathway
may have more critical roles in cancer cells than in normal cells. We cannot describe
here whether both the HSF–HSP pathway and gene bookmarking by HSF are critically
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important in normal cells; however, recent studies reported that other transcription factors
have the gene bookmarking function and that this function has been discovered in normal
mammalian cells and in Caenorhabditis elegans [91–93]. Therefore, the molecular mechanism
of the relationship between the HSF–HSP pathway, cell cycle progression, cell canceration,
and gene bookmarking is notable and must be further elucidated.

4.2. Overexpression of HSF1 Also Causes Suppression of Cancer Cell Proliferation

As already described, overexpression of HSF1 increases the proportion of G1 cells
in HeLa cells under non-heat-stressed conditions [55]. Hayashida and his colleagues
established that the HeLa cells in which constitutive active HSF1 (caHSF1) [94,95] or DNA
binding activity-lacking mutant HSF1 (RgHSF1) are inductively expressed using the tet-off
system. The caHSF1 lacks a regulatory domain and thus exhibits constitutive transcriptional
activity (Figure 1A). RgHSF1 has an amino acid mutation at R71, and this arginine (R)
amino acid is replaced by glycine (G). This R71G mutation diminishes DNA binding
activity (Figure 1A, 94,95). They discovered that caHSF1-expressing cells proliferate at a
very low speed (Figure 2A, left, [96]). In contrast, both RgHSF1-expressing cells and caHSF1
expression-inhibited cells proliferate normally (Figure 2A, right, 96). They examined the
cell population and found that G1 phase cells were increased 1.5-fold and G2/M phase cells
decreased by 25% in caHSF1-expressing cells (Figure 2B, 96).

−

−

Figure 2. HeLa cell proliferation is inhibited by constitutive active HSF1 (caHSF1). (A) caHSF1
expression dramatically inhibits cell proliferation (left). In contrast, DNA binding activity lacking
mutant HSF1 (RgHSF1) expression does not affect cell proliferation (right). (B) Change of cell
proportion in G1, S, and G2/M phases by the induction of caHSF1 expression. G1 proportion
increases and G2/M proportion decreases. (C) mRNA expression of p16 and p21 increases by the
induction of caHSF1 expression.

To reveal the mechanism behind this phenomenon, Hayashida and his colleagues
examined the expression of p16 and p21 in caHSF1-expressing cells. At 48 h after the
start of caHSF1 induction by tetracycline depletion, the expression levels of p16 and p21
were increased 2.3-fold and 1.9-fold, respectively (Figure 2C, 96). It is certain that caHSF1
significantly suppresses cell proliferation though the induction of target genes, but whether
p16 and p21 substantially contribute to this phenomenon cannot be identified by only
these results. Ilangovan and his colleagues reported that HSP27 binds to p53 and increases
p53 transcriptional activity, which increases p21 expression and results in G2/M cell cycle

42



Cells 2022, 11, 203

arrest [97]. Hayashida and his colleagues previously reported that the expression of most
HSPs, including HSP27, increases in the same caHSF1-expressing HeLa cells [95]. One
hypothesis is that high expression of HSP27 protein may cause cell cycle arrest and suppress
cell proliferation through a similar mechanism. Hayashida’s group showed that caHSF1
expression induces the increased G1 cell population (probably through G1 cell arrest) [96].
According to these data and previous reports, the effects of HSF1 expression may be more
complexed than we imagine. The effects of HSF1 expression have been investigated by
many HSF researchers, however, this might be a difficult issue and required to investigated
in more detail in HSF research field.

Finally, it is surprising that both overexpression and knockdown of HSF1 can induce
cell cycle arrest and suppress cell proliferation. The molecular mechanisms that cause these
contrasting phenomena are notable, and the analysis of these mechanisms may contribute
to the discovery of novel functions of HSF1 in cell cycle regulation.

Significance in Section 4:

- Reduced HSF1 expression (induced by knockdown) inhibits the proliferation of cancer
cells but not normal cells.

- Constitutive active HSF1 expression also inhibits the proliferation of cancer cells
probably through the induction of G1 cell cycle arrest.

5. Degradation of HSFs during Cell Cycle
5.1. Degradation of Cyclins and CDKs, Subunits of Cyclin-CDK Complex

During the cell cycle, the levels of cyclins and cyclin-dependent kinases (CDKs) are
tightly regulated. Several types of cyclin–CDK complexes function during the cell cycle,
and the function is indispensable for normal cell cycle progression, appropriate induction
of cell cycle arrest, and cell survival. The level of CDKs remains relatively constant, but
the level of cyclins oscillates. Cyclins synthesize, bind, and activate CDKs that are then
destroyed [98]. Importantly, CDKs cannot be activated without the interaction with cyclins.

As is widely known, proteolytic control in the cell cycle is crucial for cell cycle regula-
tion and is carried out by various cyclin–CDK complexes [99]. In mitosis, the activation of a
large ubiquitin-protein ligase, the anaphase-promoting complex (APC, also known as cyclo-
some and thus frequently described as APC/C) is required for anaphase initiation and exit
from mitosis [100]. During anaphase, replicated chromosomes are split and daughter chro-
matids move to opposite ends of the cell, and the cells proceed to telophase, the last phase.
CDC20 and CDH1 (Clb cyclins by dephosphorylating the APC-specificity factor, homolog
of CDC20) are activator proteins of APC [100,101] and its cyclin ubiquitination activity.

APC/C is activated not only in anaphase but also other phases. CDC20 activates
APC/C in metaphase and CDH1 does so in telophase, and in the G1 phase of proliferating
cells [102–108], and during G0 in differentiated cells [109]. The APC/C complex targets
and degrades proteins related to cell cycle regulation. In the past 10–15 years, HSFs have
been found to be degraded by this APC/C complex. Next, we describe the degradation
mechanism of HSFs during the cell cycle.

5.2. HSFs Are Degraded by APC/C Complex

As described above, there is growing evidence that HSF1 and HSF2 have important
roles in cell cycle regulation. Additionally, whether HSFs and cyclins are degraded by the
same mechanism or not has been investigated by many researchers studying HSFs. Among
them, Lee and his colleagues reported that HSF1 interacts with CDC20 [110]. This inter-
action inhibits the association between CDC20 and CDC27, which is one of the canonical
subunits of the APC/C complex and is important for mitotic exit and transition into G1
phase [111–113] and suppresses the phosphorylation and ubiquitination activity of the
APC/C complex [110]. Subsequently, they showed that HSF1 is localized to the centromere
in mitosis and especially to the spindle poles in metaphase, and that phosphorylated HSF1
undergoes ubiquitin degradation during spindle pole localization [114]. Moreover, they
discovered that HSF1 degradation only occurs when HSF1 is phosphorylated, and this
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phosphorylated HSF1 is released from CDC20. CDC20 binds to the APC/C complex again
later. HSF1 is phosphorylated at Ser216 by polo-like kinase (Plk1) in early mitosis, and
this phosphorylation is stabilized through interaction with CDC20 [114]. Their observa-
tion suggested that the phosphorylated HSF1–CDC20 interaction and subsequent HSF1
degradation may be required for mitotic regulation.

HSF2 is known as the gene bookmarking transcription factor [63]. Sistonen and her
colleagues discovered that the APC/C complex ubiquitylates and degrades HSF2 through
the interaction as HSF2–CDC20 or HSF2–CDH1 as well as HSF1 [115]. The interaction
between HSF2 and the APC/C subunit CDC27 or coactivator CDC20 is enhanced by
moderate heat stress, and HSF2 degradation is induced during the acute phase of the heat
shock response. Finally, HSF2 is removed from the HSP70 promoter [115].

Sistonen and her colleagues did not refer to HSF2 phosphorylation, and whether HSF2
is phosphorylated during the cell cycle is uncertain. Sarge and his colleagues reported that
HSF2 binds to the PR65 subunit of protein phosphatase 2A (PP2A) and activates PP2A [116].
However, they did not discuss whether HSF2 is dephosphorylated. Phosphorylation is very
important for the activation of HSF2 (and HSF1); thus, whether the HSF2 phosphorylation
state is stable or not during cell cycle progression needs to be identified.

There are not many papers investigating the molecular mechanism of the degradation
of HSF1 and HSF2; thus, we need to further this study and accumulate data. However, the
findings of Sistonen’s group and Kevin’s group are notable because they indicate that HSF1
and HSF2 are probably degraded with the same mechanism as cyclins.

Significance in Section 5:

- Both HSF1 and HSF2 are degraded by the APC/C complex with the same mechanism
as cyclins.

6. HSFs Are Important for Meiosis

Meiosis is an essential sexual reproduction process, and meiotic failure seriously affects
the production of offspring. Meiosis produces haploid cells from diploid parental cells and
reduces the chromosome number by half. The regulation of the cell cycle is different from
mitosis; the S phase is followed by two rounds of cell division [117].

HSFs are involved in meiosis as well as mitosis. At the early spermatocyte stage,
autosomal chromosomes undergo complete synapsis, but X and Y chromosomes can only
undergo incomplete synapsis because of their different sizes and shapes. At the pachytene
spermatocyte stage in prophase I, X and Y chromosomes are segregated into a subnuclear
compartment called the XY body (also called the sex body) [118]. The unsynapsed regions
of X and Y chromosomes are condensed and repressed, and HSF1 localizes to the XY
body and contributes to gene silencing [119]. HSF1 is transiently expressed in meiotic
spermatocytes and haploid round spermatids in mouse testes, and HSF1-deficient male
mice show increased morphological abnormalities in sperm heads [119].

HSF1 also has important roles in oogenesis. Christians and her colleagues found
that metaphase II arrest is normally induced in HSF1-deficient mature oocytes but dis-
covered ultrastructural abnormalities and dysfunctional mitochondria in intraovarian
HSF1-deficient oocytes [120]. She previously discovered that the embryos produced by
HSF1-deficient female mice initiate early development and do not survive even in the
oviduct of wild-type mice in spite of the fact that ovulated eggs of HSF1-deficient mice
show proper metaphase II arrest [121]. The cell division of these embryos was blocked
mainly at the one-cell stage when they were produced by mating with wild-type or HSF1
heterozygous male mice [121]. These results show that HSF1 has crucial roles in meiosis
for both spermatogenesis and oogenesis.

Two groups reported that meiosis is affected by HSF2 deficiency in male mice [122,123].
In HSF2-deficient male mice, Mezger and her colleagues discovered that seminiferous
tubules are vacuolated and that these tubules are devoid of all meiotic spermatocytes and
post-meiotic haploid spermatids [122]. In addition, they found that dying cells increase
in HSF2-deficient testes and that 90% of these dying cells are spermatocytes at meiotic
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divisions, especially at pachytene meiotic prophase. A similar observation was reported by
Mivechi and her colleagues [123]. These findings indicate that spermatogenesis is disrupted
by HSF2 deficiency.

As well as HSF1 deficiency, oogenesis was suggested to be affected by HSF2 deficiency.
Mezger and her colleagues found that 40% of the eggs from HSF2-deficient female mice are
fragmented or devoid of polar bodies [122]. They also observed ovarian defects, including
the presence of large hemorrhagic follicles with a trapped oocyte; however, they did not
show clear data indicating the meiotic defects in oogenesis. No other groups have reported
that HSF2 is involved in oogenesis; thus, whether oogenesis is affected or regulated by
HSF2 remains to be elucidated.

Significance in Section 6:

- HSF1 and HSF2 are involved in meiosis as well as mitosis.
- Spermatogenesis is affected by both HSF1 and HSF2. It is not clear whether oogenesis

is also affected by both HSFs.

7. Conclusions and Perspectives

In this review, we briefly described the early essential findings in cell cycle studies
and the discovery of the heat shock response and essential functions of HSFs and referred
to the important discoveries to date. In mammalian cells, four major HSFs (HSF1–HSF4)
have been discovered, but human HSF3 is a pseudogene and mouse HSF3 has not been
well studied yet [124]. There are no reports referring to the relationship between HSF3 and
cell cycle regulation.

Concerning HSF4, Mivechi and her colleagues reported that HSF4b (major isoform of
HSF4 [125]) binds to the promoters of HSPs with the Brahma-related gene (Brg1) ATPase
subunit of SWI/SNF chromatin remodeling complex, and that the HSF4b-Brg1 complex
is formed only during the G1 phase [126]. During the G1 phase, the chromatin structure
is more accessible to transcriptional regulatory proteins; thus, HSF4b may stimulate the
expression of HSPs during the cell cycle. However, whether HSF4b has important roles in
cell cycle regulation is yet to be elucidated.

The success of molecular cloning of HSF1 and HSF2 gave rise to new experimental
techniques and brought about many new discoveries. For example, C-terminal activation
domain-lacking mutant HSF1-bearing yeast cells showed to undergo G2/M arrest, and
overexpression of HSF1 increased the population of G1 cells in HeLa under non-heat-
stressed conditions [52,65]. The importance of these results should be noted because these
phenomena were observed under non-heat stress. After the success of cloning, several
experiments were performed under non-heat-stressed conditions (37 degrees when using
mammalian cells); thus, we learned additional information about HSF1 and HSF2. In
particular, it was discovered that HSF2 is not activated by heat stress meaning that the
success of cloning contributed greatly to the progression of HSF2 research.

p53 is widely recognized as a tumor suppressor gene, and its protein product is
also a well-known transcription factor regulating the expression of genes involved in
cell cycle arrest, apoptosis, and DNA repair [127,128]. In p53-dependent cell cycle arrest,
the cyclin-dependent kinase inhibitor p21 (WAF1) is an important mediator [127,129].
Notably, dominant-negative HSF1 (DN-HSF1) increased p21 expression in p53-null PC-3
prostate carcinoma cells [59]. Robson and his colleagues showed that HSF1 interacts with
p53 and that this interaction becomes more stable when the cells are treated with the
genotoxic compounds actinomycin D, doxorubicin, or etoposide [130]. In addition, heat
or doxorubicin stress induced HSF1 translocation to the nucleus together with p53 and
TATA-box binding protein (TBP). They also established p53 knockdown cells and HSF1
knockdown cells and examined whether HSF1 is involved in the expression of p53 target
genes. They found that expression of the p53 target genes p21, PUMA, gadd45, and PCNA
is reduced, and p21 and PUMA expression in particular is dramatically reduced in both
knockdown cells [130]. Further, Hayashida and his colleagues also examined whether p21
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and p16 genes are regulated by constitutive active HSF1 in HeLa cells and found increased
expression of p21 and p16 and dramatic suppression of cell proliferation [96].

These findings strongly indicate that HSF1 can affect p53 functions directly or indirectly.
As it is widely known that p53 has an extremely wide range of effects, HSF1 may affect many
biological phenomena more than is currently known. HSF1 knockdown, caHSF1 expression,
and normal HSF1 overexpression dramatically reduced cell proliferation [55,86,96]. To
understand this paradoxical phenomenon and establish a consistent theory of the molecular
mechanism, a more detailed analysis of the formation of HSF1-interacting proteins and
various HSF1-containing transcriptional complexes will be required. The analysis should
also consider their binding to HSF2.

In this review, we also referred to the important roles of WD40 repeat proteins. Many
of these proteins have seven WD domains; the most important function of the WD domain
is forming protein–protein interaction [131]. CDC20, CDH1, and other CDC proteins are
WD40 repeat proteins [132–135], and these CDC proteins bind to the central regulatory
domain of HSF1 [110] and contribute to HSF1 degradation as subunits or core components
of the APC/C complex [110,115]. The central domain of HSF2 is not a regulatory function
domain [83], but CDC20 and CDH1 bind to this domain of HSF2 and degrade HSF2 [115].
The WD40 repeat protein WDR5 also binds to the HSF2 central domain and contributes
to the formation of the HSF2-Set1/MLL histone H3K4 methyltransferase complex [83].
Investigation of the functional complexes formed through WD domains will be valuable
and bring about new discoveries in both the cell cycle and HSF research fields. For
example, the expression of caHSF1 shows dramatically reduced proliferation, and caHSF1
lacks the central domain to which CDC20 and CDC27 bind. Paradoxically, reduced cell
proliferation is also observed in various HSF1 knockdown cancer cells. Investigation of WD
domain-mediated complex formation will contribute to determining why these paradoxical
phenomena are observed.

We summarized and discussed the cell cycle regulation by HSFs, especially HSF1 and
HSF2. For HSF researchers, the most known functions of HSFs are the heat shock response
and the maintenance of protein homeostasis (proteostasis [136]); thus, the information on
the role of HSF1 and HSF2 during cell cycle and their degradation mechanism is almost
similar to that of cyclins during the cell cycle will be very useful. For cell cycle researchers,
HSF1 and HSF2 will be unfamiliar terms. Furthermore, although HSF1 is the most well-
known HSF, we propose that the biological significance of HSF2 is greater than is currently
known and that the importance of HSF2 research will increase.

To date, several groups have shown that HSF1 and HSF2 are involved in both mitosis
and meiosis (especially spermatogenesis). These studies might contribute to the develop-
ment of medicine and therapy. Male infertility plays a role in about half of infertility cases,
almost 30% of which are caused by a male factor alone [137]. Konrad and his colleagues
analyzed azoospermic patients with defined spermatogenic defects and examined germ
cell numbers in the early phase of spermatogenesis with an emphasis on mitosis–meiosis
transition [138]. They classify the deficiencies individually by distinguishing between high
and low efficiency of spermatogenesis. The patients with maturation arrest in primary sper-
matocytes show significantly reduced numbers of spermatogonia. In contrast, the patients
without histological abnormalities in spermatogenesis can compensate for the number of
spermatogonia with a high efficiency of meiotic entry and showed normal numbers of
spermatogonia if they did not show maturation arrest [138]. Konrad’s group were the first
to suggest that a compensatory meiosis mechanism exists in human spermatogenesis and
that whether maturation arrest occurs in primary spermatocytes or not is critical.

There is a hypothesis that other HSFs in addition to HSF1 and HSF2 may have impor-
tant roles in spermatogenesis and oogenesis. In 2004, Nakahori and his colleagues reported
that a novel HSF called HSFY exists on the human Y chromosome as multicopies [139]. The
human HSFY gene located on Yq has a long open reading frame containing an HSF-type
DNA-binding domain and is similar to the LW-1 gene on the human X chromosome, with
53% homology for the amino acid sequences of their presumed DNA-binding domain
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(DBD). Unlike HSF1 and HSF2, the 53% homology of DBD is not enough to bind the same
DNA promoter sequence; in addition, the DBD homology between HSFY and HSF1 is lower
at 31% [139]. The HSFY gene generates three different transcripts by alternative splicing,
and the corresponding proteins are 401, 203, and 213 amino acids long [140]. Transcript
1 has been detected in testis, brain, pancreas, and sperm tissue but not in other tissues
or in Sertoli cells. Transcripts 2 and 3 have been detected only in testes [140]. The DBD
exists in only variant 1, which is 401 amino acids long, and no HSFY target genes have
been discovered to date. Nakahari’s group found the deletion of HSFY from men with
azoospermia or oligospermia, and Foresta and his colleagues found the same deletion in in-
fertile men [139,140]. These results suggest that HSFY may have important roles in human
spermatogenesis. HSFs, including HSF1, HSF2, and HSFY, are most likely involved in the
meiotic phase of spermatogenesis and oogenesis, but further research of these phenomena
is still needed.
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Abstract: Mitotic exit is a critical cell cycle transition that requires the careful coordination of nuclear
positioning and cyclin B destruction in budding yeast for the maintenance of genome integrity. The
mitotic exit network (MEN) is a Ras-like signal transduction pathway that promotes this process
during anaphase. A crucial step in MEN activation occurs when the Dbf2-Mob1 protein kinase
complex associates with the Nud1 scaffold protein at the yeast spindle pole bodies (SPBs; centrosome
equivalents) and thereby becomes activated. This requires prior priming phosphorylation of Nud1 by
Cdc15 at SPBs. Cdc15 activation, in turn, requires both the Tem1 GTPase and the Polo kinase Cdc5,
but how Cdc15 associates with SPBs is not well understood. We have identified a hyperactive allele of
NUD1, nud1-A308T, that recruits Cdc15 to SPBs in all stages of the cell cycle in a CDC5-independent
manner. This allele leads to early recruitment of Dbf2-Mob1 during metaphase and requires known
Cdc15 phospho-sites on Nud1. The presence of nud1-A308T leads to loss of coupling between nuclear
position and mitotic exit in cells with mispositioned spindles. Our findings highlight the importance
of scaffold regulation in signaling pathways to prevent improper activation.

Keywords: Nud1; Cdc15; MEN; mitotic exit; Dbf2; Mob1; spindle position checkpoint

1. Introduction

Mitotic cyclins, such as cyclin A and cyclin B, complexed with cyclin-dependent
kinases (CDKs), are necessary and sufficient for cells to enter the mitotic phase of the
cell division cycle [1]. Therefore, it follows that exit from mitosis and preparation for the
subsequent cell cycle requires the inactivation of mitotic cyclin–CDK complexes [2]. This
is achieved in large part by the destruction of mitotic cyclins during anaphase through
ubiquitin-mediated proteolysis initiated by the anaphase promoting complex or cyclosome
(APC/C) ubiquitin ligase [3–6]. In budding yeast, the essential phosphatase Cdc14 triggers
the ubiquitination of Clb2, the cyclin B homolog, by the APC/C and its late mitotic activator
Cdh1. Cdc14 dephosphorylates Cdh1, which leads to Cdh1-APC/C activation. Cdc14
also promotes the accumulation of the mitotic CDK inhibitor Sic1 to trigger the exit from
mitosis [7–9].

The regulated activation of Cdc14 is critical for both cell cycle progression and the
maintenance of proper ploidy. In the absence of Cdc14 activation, cells remain arrested in
anaphase with elongated spindles and high Clb2 levels [7–9]. On the other hand, in cells
where Cdc14 is activated prematurely during the cell cycle by GAL-induced overexpression,
exit from mitosis also occurs prematurely [8]. The timing of Cdc14 activation is particularly
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crucial for mitotic checkpoints, such as the spindle assembly checkpoint (SAC) and the
spindle position checkpoint (SPoC), to function properly. The SAC is required to restrain cell
cycle progression during the metaphase-to-anaphase transition until all chromosomes have
successfully attached to mitotic spindle microtubules in a bipolar manner, which prevents
errors in chromosome segregation and aneuploidy [10]. The SPoC functions in anaphase
to ensure the coupling of nuclear position and mitotic exit. In cells with mispositioned
spindles, where anaphase occurs entirely within the mother cell, the SPoC is essential to
preserve ploidy in the daughter cells [11,12]. Cdc14 activation is controlled by a Ras-like
signaling pathway known as the mitotic exit network (MEN). The core MEN components
that function upstream of Cdc14 include the small GTPase Tem1, the Hippo-like kinase
Cdc15, the polo kinase Cdc5, the LATS/NDR kinase Dbf2-Mob1, and the spindle pole body
(SPB) scaffold protein Nud1 [13]. Regulation of MEN activators and inhibitors to ensure
the coordinate and timely execution of mitotic exit is required for error-free cell division
to occur.

The SPBs, which are yeast centrosome equivalents, act as a hub for the assembly of
activated MEN components (see Figure 1A). The small Ras-like GTPase Tem1 functions at
the top of the MEN pathway and provides an essential link between nuclear position and
Cdc14 activation. Tem1 first accumulates on SPBs during anaphase upon mitotic spindle
elongation, and preferentially associates with the daughter cell-bound SPB (dSPB) [14–17].
Prior to spindle elongation, the localization of Tem1 to the SPBs is countered by the MEN
inhibitor Kin4, which is localized to the mother cell cortex and mother SPB (mSPB) [18,19].
Kin4 activates the two-component GTPase Bub2-Bfa1, which inhibits Tem1 if the SAC or
the SPoC are triggered [20–23]. Movement of the dSPB into the bud compartment during
anaphase relieves the inhibition on Tem1 localization to this organelle due to multiple
functions of the MEN activator Lte1. Lte1 is localized to the bud cortex and antagonizes
Kin4 in this cellular compartment [14,15,24–26]. This in turn allows Tem1 to associate with
the dSPB, likely by binding to Bfa1 and Nud1 on the outer plaque of the dSPB [15,27,28].
Lte1 likely has additional unknown Tem1-activating functions [26]. Importantly, the spatial
segregation of the Tem1-inhibitor Kin4 in the mother cell compartment, and the Tem1-
activator Lte1 in the daughter cell compartment creates an MEN-inhibitory and MEN-
activating zone, respectively, and promotes the coupling of nuclear migration with mitotic
exit [29,30]. Prior work has shown that tethering Tem1 to both SPBs by creating fusions
with SPB outer plaque components such as SPC72 or CNM67 or to the dSPB by tethering
with BFA1 leads to SPoC bypass and can accelerate anaphase [28,31]. On the other hand,
removal of Tem1 from SPBs by the attachment of a CAAX plasma membrane-targeting
signal or by overexpression of its SPB receptor BFA1 can inhibit MEN activation [28,32].
Therefore, restriction of Tem1′s SPB association to anaphase cells with correct spindle
position is essential for cell cycle control and ploidy maintenance (Figure 1A).

Immediately downstream of Tem1 in the MEN pathway is the Hippo/PAK-like kinase
Cdc15 [33–35]. Tem1 and the polo kinase Cdc5 act coordinately to recruit Cdc15 to SPBs
where it becomes concentrated first at the dSPB and subsequently at the mSPB [17,36].
Cdc15 then phosphorylates Nud1 on the outer plaque of the SPBs at S63 and T78, creating
SPB phospho-docking sites for Dbf2-Mob1 where it can be phosphorylated and activated by
Cdc15 [37,38]. The Dbf2-Mob1 complex associates first with the mSPB, and subsequently
with the dSBP [17]. The active Dbf2-Mob1 complex then translocates into the nucleolus to
participate directly in the activation of Cdc14 by liberating the protein from its nucleolar
inhibitor, Cfi1/Net1, and allowing the protein phosphatase to reach its targets in the
nucleus and cytoplasm [39–41]. In sum, the inactivation of mitotic CDK activity and
resulting mitotic exit is achieved by (1) the release of Cdc14 from the nucleolus that leads
to reversal of the phosphorylation imposed by CDK, (2) mitotic cyclin degradation, and
(3) the accumulation of the mitotic CDK-inhibitor Sic1.

Just as Tem1 regulation provides spatial coordination for MEN activation, the reg-
ulation of the protein kinases Cdc5, Cdc15, and Dbf2-Mob1 is important for temporal
coordination. Cdc5 kinase is activated, and the protein localizes to SPBs from S phase
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through mitosis, which poses some temporal restrictions on MEN activation [23,42–44].
However, the MEN remains inactive with Cdc14 sequestered in the nucleolus even when
the SPBs makes brief forays into the bud during cells undergoing a prolonged mitotic
metaphase arrest [45]. This is because the activity and SPB localization of both Cdc15 and
Dbf2-Mob1 is inhibited by high mitotic CDK activity [45–47]. Therefore, MEN activity
is restricted to anaphase (Figure 1A). It is only during this stage of mitosis where both
a pool of mitotic CDKs is degraded following the metaphase–anaphase transition and a
Tem1-bearing SPB enters the bud compartment that MEN can be activated [14,15,45,48].
When Cdc15 is forced to localize to SPBs outside of anaphase, premature MEN activity
occurs, bypassing spatial and cell cycle progression checkpoints. For example, the tethering
of Cdc15 to SPBs by fusing Cdc15 to the SPB component CNM67 can lead to premature
Dbf2-Mob1 kinase activity [36]. A CDC15 allele, Cdc15(1-750), in which the resulting
mutant protein is lacking its inhibitory C-terminus, similarly leads to SPB localization
regardless of cell cycle stage and premature Dbf2-Mob1 kinase activity [36,49]. Both hy-
peractivated alleles of CDC15 circumvent the requirement for the spatial sensor Tem1 and
the cell cycle clock sensor Cdc5 to generate an active pool of Cdc15 [36]. Thus, restricting
Cdc15 SPB localization to anaphase is necessary to coordinate MEN activation with spatial
and temporal signals. Despite its importance, the question of how Cdc15 associates with
SPBs is not yet well understood.

 

Figure 1. The nud1-A308T allele suppresses the growth defect of GAL-BFA1 cell
Figure 1. The nud1-A308T allele suppresses the growth defect of GAL-BFA1 cells. (A) The mitotic
exit network components and regulators are shown. Proteins that inhibit mitotic exit are depicted
in red boxes, while activators are colored as grey boxes. The majority of the components assemble
on the SPBs. The cellular locations of components that are not on this structure are indicated in
parentheses underneath the protein names. See text for details. (B) Wild-type (AS3), GAL-BFA1 (AS5),
and GAL-BFA1 nud1-A308T (AS53) strains were grown in YEP + Raffinose (YEPR) overnight and
10-fold serial dilutions were spotted on YEPR (left) or YEPR + Galactose (YEPRG; right). The plates
were incubated at 25 ◦C for 3 days.

In this study, we have identified and characterized an allele of the MEN scaffold
NUD1, nud1-A308T, as a spontaneous suppressor of GAL-BFA1 lethality. This allele exhibits
a partial bypass of the SAC and a robust bypass of the SPoC. In addition, we show that
cells containing nud1-A308T exhibit a shortened anaphase length. Our data suggest that the
A308T mutation in NUD1 results in a hyperactive scaffold, causing the recruitment of the
MEN kinase Cdc15 in all phases of the cell cycle, and the early recruitment of Dbf2-Mob1
in metaphase cells. Furthermore, nud1-A308T cells display a reduced requirement for the
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polo kinase Cdc5 in MEN activation. Our data highlight the critical importance of scaffold
regulation in preserving the integrity of scaffold-assisted signaling pathways.

2. Materials and Methods
2.1. Yeast Strains and Growth Conditions

All yeast strains used in this study were derivatives of W303 (AS3). The relevant geno-
types of the strains used in this study were indicated in Table 1 below. The GAL-nud1-T78A,
GAL-nud1-S53A, S63A, T78A, and GAL-mob1-77 constructs were described in [38]. Culturing
conditions were described in the figure legends.

Table 1. Strains used in this study. All strains are derivatives of W303 (AS3).

Number Genotype

3 MAT a ade2-1, leu2-3, ura3, trp1-1, his3-1115, can1-100, GAL, [phi+] (W303)
5 MAT a GAL-GFP-BFA1::HIS3MX6
15 MAT a TEM1-GFP:HIS3MX6
53 MAT a nud1-A308T
79 MAT a TEM1-GFP:HIS3MX6, HIS3MX6::GAL-BFA1

112 MAT a bub2::HIS3MX6
138 MAT a CDC14-3HA
228 MAT a cdc14-3, MOB1-6HA:HIS3MX6, NUD1-3V5::kanMX6

296
MAT a TEM1-GFP:HIS3MX6, HIS3MX6::GAL-BFA1,
nud1(A308T)-3V5::kanMX6

303 MAT a nud1(A308T)-3V5::kanMX6, CDC14-3HA
326 MAT a NUD1-3V5::kanMX6

383
MAT a NUD1-3V5::kanMX6,
trp1::YIP204-HIS3MX6::GAL-nud1(S53A,T78A)-3V5::TRP1

384
MAT a NUD1-3V5::kanMX6,
trp1::YIP204-HIS3MX6::GAL-nud1(T78A)-3V5::TRP1

385
MAT a NUD1-3V5::kanMX6, trp1::
YIP204-HIS3MX6::GAL-nud1(S63A,T78A)-3V5::TRP1

387 MAT a nud1(A308T)-3V5::kanMX6

388
MAT a NUD1-3V5::kanMX6,
trp1::YIP204-HIS3MX6::GAL-nud1(S53A,S63A,T78A)-3V5::TRP1

390
MAT a nud1(A308T)-3V5::kanMX6,
trp1::YIP204-HIS3MX6::GAL-nud1(S53A,S63A,T78A)-3V5::TRP1

392
MAT a nud1(A308T)-3V5::kanMX6,
trp1::YIP204-HIS3MX6::GAL-nud1(S63A,T78A)-3V5::TRP1

395
MAT a nud1(A308T)-3V5::kanMX6,
trp1::YIP204-HIS3MX6::GAL-nud1(T78A)-3V5::TRP1

397
MAT a nud1(A308T)-3V5::kanMX6,
trp1::YIP204-HIS3MX6::GAL-nud1(S53A,T78A)-3V5::TRP1

402 MAT a kanMX6::GAL-mob1-77
407 MAT a cdc14-3, MOB1-6HA:HIS3MX6
417 MAT a dyn1::HIS3MX6,ura3::pAFS125-TUB1p-GFP-TUB1::URA3
439 MAT a cdc14-3, MOB1-6HA:HIS3MX6, nud1(A308T)-3V5::kanMX6
447 MAT a cdc15-2, nud1(A308T)-3V5::kanMX6

474
MAT a dyn1::HIS3MX6,ura3::pAFS125-TUB1p-GFP-TUB1::URA3,
nud1(A308T)-3V5::kanMX6

476
MAT a DBF2-eGFP::HIS3MX6,
NUD1-3V5::kanMX6,ura3::pRS306-TUB1-mCherry-tub1::URA3

477
MAT a DBF2-eGFP::HIS3MX6,
nud1(A308T)-3V5::kanMX6,ura3::pRS306-TUB1-mCherry-tub1::URA3

478 MAT a nud1(A308T)-3V5::kanMX6, kanMX6::GAL-mob1-77

513
MAT a CDC15-eGFP::kanMX6,
NUD1-3V5::kanMX6,ura3::pRS306-TUB1-mCherry-tub1::URA3

517
MAT a CDC15-eGFP::kanMX6,
nud1(A308T)-3V5::kanMX6,ura3::pRS306-TUB1-mCherry-tub1::URA3

564 MAT a cdc5-1
570 MAT a cdc5-1, nud1(A308T)-3V5::kanMX6
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2.2. Fixed-Cell Imaging and Analysis

Indirect immunofluorescence was performed as described previously for anti-tubulin
(YOL1/34, Abcam) [50]. Images for Supplementary Figure S1 were acquired using a Zeiss
Axioplan 2 (Zeiss, Thornwood, NY, USA) with a Hamamatsu Orca-R2 camera (Hama-
matsu, Middlesex, NJ, USA) and a 63× objective. Cells for Figures 3 and 5 were fixed
in a 4% paraformaldehyde, 3.4% sucrose solution for 15 min. Cells were washed once in
potassium phosphate/sorbitol buffer (1.2 M sorbitol, 0.1 M potassium phosphate, pH 7.5),
and treated with 1% Triton X-100 for 5 min. Cells were washed again in potassium phos-
phate/sorbitol buffer and resuspended in potassium phosphate/sorbitol buffer containing
4′, 6-diamidino-2-phenylindole dihydrochloride before imaging. These cells were imaged
using a DeltaVision Elite microscope (GE Healthcare Bio-Sciences, Pittsburgh, PA, USA)
with an InsightSSI solid-state light source, a CoolSNAP HQ2 camera, and a 60× plan-ApoN
objective. Cells for budding and re-budding analyses were fixed in 3.7% formaldehyde,
0.1 M potassium phosphate, pH 6.4 prior to brief sonication and analysis.

2.3. Live-Cell Imaging and Analysis

Live cell movies for Figures 4C,D and 7C were done on agarose pads (2% agarose,
synthetic complete (SC) medium containing 2% glucose. Cells for Figures 6 and 7A,B were
imaged directly from log phase cultures. These cells were imaged using a DeltaVision
Elite microscope (GE Healthcare Bio-Sciences, Pittsburgh, PA, USA) with an InsightSSI
solid-state light source, an UltimateFocus hardware autofocus system, and a model IX-71
Olympus microscope (Center Valley, PA, USA) controlled by SoftWoRx software. A 60×
Plan APO 1.42NA objective and CoolSNAP HQ2 camera (Teledyne Photometrics, Tuscon,
AZ, USA) were used for image acquisition. Fiji software was used for image processing
and analysis. To quantify anaphase length, image processing was performed by Volocity
(PerkinElmer, Waltham, MA, USA) software.

2.4. Protein Extraction, Immunoprecipitation, and Western Blot Analysis

Approximately 25ODs of log phase cells grown in indicated conditions (see Figure 9)
were pelleted and cell pellets were resuspended in cold NP40 buffer, containing 2X HALT
Protease Inhibitor Cocktail (Promega, Madison, WI, USA), 60 mM β-glycerophosphate,
15 mM PNPP, 1 mM DTT, and 100 µM sodium orthovanadate. Cells were lysed by bead-
beating using a chilled MiniBeadbeater (BioSpec Products, Bartlesville, OK, USA; 4 rounds
of 60 s each) and glass beads. Protein extracts were cleared using a microcentrifuge and the
protein concentration in each lysate was determined by Bradford assay (Bio-Rad, Hercules,
CA, USA). Equilibrated anti-HA agarose beads (Sigma-Aldrich, St. Louis, MO, USA) were
used to immunoprecipitate Mob1-6HA for 2 h at 4 ◦C. The reactions were washed with NP40
buffer six times before boiling in SDS PAGE protein buffer (Bio-Rad) for 5 min. Proteins
were resolved on a 4–20% gradient gel (Bio-Rad) prior to transfer onto a nitrocellulose
membrane. Mob1-6HA was detected using mouse anti-HA (Invitrogen, Waltham, MA,
USA) at a 1:1000 dilution and Nud1-3V5 was detected using mouse anti-V5 (Invitrogen) at
a 1:2000 dilution. Secondary antibodies were at 1:2000 and 1:5000, respectively. Blots were
imaged using the ECL Plus system (GE Healthcare Bio-sciences).

3. Results
3.1. Nud1-A308T Partially Suppresses the Cell Cycle Defects of GAL-BFA1

Tem1 localization to the spindle pole body is highly dynamic and is regulated by
the two component GTPase activating protein Bfa1-Bub2 [15–17,28,31]. It was previously
shown that the overexpression of BFA1 using a galactose-inducible promoter caused in-
hibition of mitotic exit in a BUB2-independent manner [51]. We demonstrated that this
defect is due to the role of Bfa1 in Tem1-localization to the SPB and that the defect could
be suppressed by concomitant overexpression of TEM1 [32]. We sought to uncover new
modes of MEN regulation by selecting for and characterizing spontaneous suppressors of
GAL-BFA1 lethality. Several of the spontaneous suppressors that we obtained by plating
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GAL-BFA1 cells on galactose-containing plates caused decreased expression of GAL-BFA1.
However, one suppressor strain did not (see Supplementary Figure S1). We sequenced
the genome of this strain and identified a point mutation in the NUD1 gene locus that
changed the alanine 308 residue into a threonine (nud1-A308T). As seen in Figure 1B, when
cells containing GAL-BFA1 were plated on galactose containing media, this caused a severe
growth defect that was largely suppressed by the presence of nud1-A308T.

3.2. Nud1-A308T Exhibits Weak Bypass of the Spindle Assembly Checkpoint

Upon treatment of cells with a microtubule poison, such as nocodazole, the SAC
becomes activated and results in indefinite arrest in metaphase. This arrest is maintained by
inhibition of mitotic exit. It has been previously shown that hyper-activation of the MEN,
such as by deletion of the inhibitor BUB2, results in bypass of the SAC-induced metaphase
arrest, leading to inappropriate exit from mitosis and re-budding [22]. The SAC can also be
bypassed using a hyperactive version of an MEN activator. For example, overexpression
of TEM1 through a galactose promoter has been shown to bypass the SAC resulting in re-
budding [52]. We suspected that this novel allele of NUD1 caused a hyper-activated MEN
phenotype, and we were interested in determining the level of hyperactivity exhibited by
this allele. We decided to test the ability of nud1-A308T to bypass the SAC in the metaphase.

Alpha factor arrested G1 cells were synchronously released into nocodazole-containing
media. Samples were taken approximately every 30 min and analyzed for re-budding. The
percentage of budded and re-budded cells was graphed. As expected, almost no re-budding
was observed in the wild-type and NUD1-3V5 cells (Figure 2A,B). In bub2∆ cells, where
SAC is bypassed, re-budded cells appeared beginning at 120 min and plateaued at around
80% (Figure 2C). In nud1-A308T cells, an increase in re-budded cells occurred at 140 min,
but re-budding plateaued at around 30%. Therefore, we concluded that nud1-A308T caused
a weak bypass of the SAC, unlike cells that completely lack the MEN inhibitor BUB2.

 

Figure 2. nud1-A308T partially bypasses the spindle assembly checkpoint (SAC). Log phase wild-
type (AS3), NUD1-3V5 (AS326), bub2∆ (AS112), and nud1-A308T (AS387) cells were arrested in the
presence of alpha-factor pheromone (5 ug/mL) for a total of 3 h at 25 ◦C. Cells were then released
into medium containing nocodazole (15 ug/mL) and samples were taken at the indicated times for
budding analysis. After 120 min and 240 min, 7.5 ug/mL nocodazole was re-added to maintain
the metaphase block. The percentage of budded (squares) and re-budded (triangles) cells observed
at each time point in wild-type (A), NUD1-3V5 (B), bub2∆ (C), and nud1-A308T-3V5 (D) cells was
plotted (n = 100).
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3.3. Nud1-A308T Suppresses the Spindle Position Checkpoint

In addition to looking at the ability of Nud1-A308T to bypass the SAC, we also looked
at the ability of Nud1-A308T to bypass SPoC. It was previously shown that hyperactive
MEN components, such as TEM1-eGFP, harbor the ability to bypass the SPoC and complete
mitotic exit despite misaligned spindles [52]. Spindle mispositioning can be induced by
growing cells lacking the DYN1 spindle positioning motor protein at low temperatures [11].
Wild-type and nud1-A308T cells containing a deletion of the DYN1 locus were cultured
at 14 ◦C to induce spindle mispositioning. Samples were taken after 24 h and imaged.
As expected, we observed cells with properly aligned spindles going through anaphase and
cells with misaligned spindles arresting in anaphase. We also saw a third category of cells
with multiple nuclei. This is indictive of cells with misaligned spindles inappropriately
exiting from mitosis and therefore bypassing the SPoC (Figure 3A). The percentage of cells
from wild-type and nud1-A308T strains with arrested or bypassed morphology was plotted.
In wild-type cells, 20% of cells were arrested in anaphase, while approximately 2.5% of
cells bypassed the SPoC, resulting in multiple nuclei (Figure 3B). In nud1-A308T cells,
2.5% of cells were arrested in anaphase, while 20% of cells bypassed the SPoC (Figure 3B).
We concluded that nud1-A308T exhibits a robust bypass of the SPoC.

 

μ

Figure 3. The nud1-A308T allele causes bypass of the Spindle Position Checkpoint (SPoC). Log phase
wild-type (AS417) and nud1-A308T (AS474) cells containing both dyn1∆ and GFP-TUB1 were grown
at 14 ◦C for 25 h to induce spindle mispositioning. Samples were collected and the cells were fixed
with paraformaldehyde and stained with DAPI prior to imaging. (A) Representative images of a
cell undergoing a proper anaphase (normal), arrested in anaphase with a mispositioned spindle
(arrested), and with multiple nuclei and spindles indicating SPoC bypass (bypassed) are shown.
(B) The percentage of cells from each strain with arrested or bypassed morphology was plotted
(n > 500).

3.4. Nud1-A308T Cells Have a Shortened Anaphase

Previous studies demonstrated that hyperactive alleles of MEN mutants exhibited
decreased anaphase length [17]. Therefore, we wanted to analyze the length of anaphase
in individual cells harboring nud1-A308T. Both wild-type and nud1-A308T cells were
synchronously released from a G1 alpha factor arrest into media lacking pheromone.
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Samples were taken at indicated time points and processed for tubulin immunofluorescence
in order to visualize spindle morphology. Anaphase lasted for approximately 70 min in
wild-type cells (Figure 4A) but for 60 min in nud1-A308T cells (Figure 4B). In order to
more precisely quantify this difference in anaphase length, we performed live cell imaging
of wild-type and nud1-A308T cells proceeding through the cell cycle and analyzed the
length of anaphase in individual cells. Anaphase onset was determined by a spindle
length of 3 µm or longer and anaphase completion was determined by spindle breakdown
(Figure 4D). We quantified the length of anaphase in 19 or more cells from each genotype
and observed that wild-type cells have an average anaphase length of 23.3 min, while
nud1-A308T cells have an average anaphase length of 19.36 min (Figure 4C). These results
indicated that the presence of the Nud1-A308T mutant protein has an effect on anaphase
progression. This could be due to cells having the ability to pass through the metaphase
to anaphase transition without satisfying the checkpoint, as is suggested by the data in
Figure 2.

 

Figure 4. Mutants containing nud1-A308T have a shortened anaphase duration. (A) and (B): wild-type
(AS138) and nud1-A308T (AS303) cells were grown to log phase and arrested in 5 ug/mL alpha-factor
pheromone for 2.5 h. The cells were then released into medium lacking pheromone and samples
were taken at the indicated times for tubulin immunofluorescence. The percentage of cells with
metaphase (circles) or anaphase (squares) morphology in wild-type (A) and nud1-A308T (B) strains
was quantified and plotted (n = 100). (C) and (D): Wild-type (AS476) and nud1-A308T (AS477) cells
harboring Tub1-mCherry and Dbf2-eGFP fusions were grown to log phase in SC + glucose medium
and living cells growing on an agar pad were imaged every 4 min for a total of 4 h. (C) The start
and completion of anaphase was marked and the number of cells with anaphase duration of 16, 20,
24, or 28 min in each strain was plotted (n > 19). The average duration of anaphase in each strain is
indicated above the graph. (D) A representative wild-type and nud1-A308T cell is shown.

3.5. Nud1-A308T Does Not Promote Association of Tem1 to SPBs

If nud1-A308T cells progress from metaphase to anaphase without satisfying the
SAC, as our data indicate, this could be caused by early activation and recruitment of an
MEN component by the mutant Nud1-A308T scaffold. One possible mechanism of action
would be early or increased recruitment of Tem1 to the SPBs, as this has been shown to
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hyperactivate the MEN [17,29,31]. The nud1-A308T allele was discovered as a suppressor
of lethality in GAL-BFA1 cells, in which Tem1 localization is disrupted (Figure 1B; [32]).
Therefore, we looked at Tem1 localization in GAL-BFA1 nud1-A308T cells to determine
whether Tem1 recruitment was responsible for the suppression phenotype.

We examined Tem1 localization by fixing samples of wild-type, GAL-BFA1, and GAL-
BFA1 nud1-A308T cells containing Tem1-GFP before and after the induction of BFA1 over-
expression using galactose. The percentage of anaphase cells with Tem1 localized to one
or both SPB before and after galactose addition was plotted for each strain (Figure 5A).
In wild-type anaphase cells, Tem1 was localized to the SPBs as expected regardless of
culture medium. In control GAL-BFA1 cells, Tem1 only localized to SPBs when galactose
was not present. Interestingly, cells containing GAL-BFA1 nud1-A308T appeared similar
to GAL-BFA1 alone, and Tem1 was not localized to SPBs during anaphase when BFA1
was overexpressed (Figure 5). These data showed that the mutant Nud1-A308T does not
function by restoring the Tem1 localization defect in cells overexpressing BFA1. This was
surprising since Tem1 is known to bind to the Nud1 MEN scaffold [28,53].

Figure 5. The nud1-A308T allele does not promote association of Tem1 to SPBs. Wild-type (AS15),
GAL-BFA1 (AS79), and GAL-BFA1 nud1-A308T (AS296) cells all harboring a Tem1-GFP fusion were
grown to log phase at 30 ◦C in YEPR; 2% galactose was then added to induce the overexpression of
BFA1 for a total of 3 h. Samples were taken just prior to galactose induction and after 3 h induction
and the cells were fixed in paraformaldehyde prior to imaging. (A) Representative composite images
of anaphase cells for each strain prior to galactose addition, and following a 3 h galactose induction
are shown. The DNA stained with DAPI is shown in blue and Tem1-GFP is in green. Arrowhead
indicates Tem1-GFP localization to the SPB. (B) The percentage of anaphase cells with Tem1-GFP
localized to one or both SPBs in the absence of galactose (black) and 3 h (gray) after galactose addition
for each strain was plotted. (n > 100 cells).
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3.6. Cdc15 Is Recruited to SPBs in All Cell Cycle Phases in the Majority of Nud1-A308T Cells

After concluding that Nud1-A308T was not acting by recruiting Tem1, we were inter-
ested in looking at Cdc15 SPB localization in nud1-A308T cells. Cdc15 is known to localize
to SPBs upon its activation [33–35]. Cdc15 is also responsible for creating Nud1 phospho-
docking sites to recruit and activate Dbf2-Mob1, but the mechanism of Cdc15 interaction
with SPBs is not currently understood [38]. In order to analyze Cdc15 localization, we
imaged wild-type and nud1-A308T cells harboring Cdc15-eGFP and Tub1-mCherry and
quantified the percentage of G1/S, metaphase, and anaphase cells with Cdc15 localized to
one or more SPB (Figure 6). Spindle morphology was used to determine which stage of the
cell cycle cells were in. In wild-type cells, Cdc15 was localized in almost 100% of anaphase
cells, while only 17% of G1/S cells and 27% of metaphase cells exhibited SPB localization
(Figure 6B). In contrast, in the presence of nud1-A308T 84% of G1/S cells and 87% of
metaphase cells exhibited Cdc15 SPB localization (Figure 6A,B). These data indicated that
the nud1-A308T allele was hyperactive in MEN activation due to unscheduled recruitment
of Cdc15 SPBs.

 

≥

Figure 6. Cdc15 is recruited to SPBs in all cell cycle phases in nud1-A308T cells. Wild-type (AS513) and
nud1-A308T (AS517) cells harboring Cdc15-eGFP and Tub1-mCherry fusions were grown to log phase
in SC + glucose medium and living cells were imaged. (A) Brighfield (BF), Cdc15, and Cdc15 and Tub1
composite representative wild-type and nud1-A308T cells from S phase, metaphase, and anaphase
are shown. Arrows indicate Cdc15 localization to SPBs. (B) The percentage of G1/S, metaphase, and
anaphase cells containing Cdc15 on one or more SPBs in wild-type (black) or nud1-A308T (striped)
cells is plotted (n ≥ 80 cells for each stage).

3.7. Nud1-A308T Prematurely Recruits Dbf2 to the Mother SPB in Metaphase

It had previously been shown that cells with premature Cdc15 SPB localization also
resulted in premature association of Dbf2-Mob1 to the SPBs [36,38]. After seeing the
increase in Cdc15 localization, we wanted to determine whether Dbf2 localized to the SPB
earlier in nud1-A308T cells. To carry this out, we imaged wild-type and nud1-A308T cells
harboring Dbf2-eGFP and Tub1-mCherry. We then quantified the percentage of cells in
metaphase and anaphase with Dbf2 localized to one or two SPBs (Figure 7). In wild-type
cells, 1% of metaphase cells had Dbf2 localized to the SPB and 93% of anaphase cells had
Dbf2 localized to the SPB (Figure 7A). In nud1-A308T cells, 82% of metaphase cells had
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Dbf2 localized to one SPB and 100% of anaphase cells had Dbf2 localized to both SPBs
(Figure 7B). We wanted to identify whether Dbf2 localized to the mSPB or the dSPB during
metaphase in nud1-A308T cells. To do this we performed live cell imaging of nud1-A308T
cells growing on agar pads. Images were taken every 4 min and spindle morphology and
Dbf2 localization were analyzed. In 100% of metaphase cells analyzed (n = 20), nud1-A308T
cells had Dbf2 localized to the mSPB only (Figure 7C). These results indicated that the
mutant Nud1-A308T caused premature recruitment of Dbf2 to the mSPB during metaphase.

 

Figure 7. nud1-A308T recruits Dbf2 asymmetrically to the mSPB in metaphase. (A) and (B): wild-type
(AS476) and nud1-A308T (AS477) cells harboring Dbf2-eGFP and Tub1-mCherry fusions were grown
to log phase in SC + glucose media. Live cells were imaged. Representative metaphase and anaphase
cells for each genotype are shown. The percentage of cells in each phase with Dbf2-eGFP localized
to one or two SPBs is indicated in the column to the right of the images (n = 100). (C) nud1-A308T

(AS477) cells harboring Dbf2-eGFP and Tub1-mCherry fusions were grown on an SC + glucose agar
pad and imaged every 4 min for a total of 4 h. The start of metaphase was determined by identifying
spindles that were 2 microns in length and this time was marked as 0 (n = 20). A representative cell is
shown. The bud compartment is labeled “B” and the mother compartment is labeled “M”.

3.8. Nud1-A308T Function Requires CDC15 and MOB1, but Not CDC5

Now that we had established that Cdc15 was recruited in all cell cycle phases, and
that this resulted in early recruitment of Dbf2-Mob1 in metaphase, we wanted to determine
whether CDC15, MOB1, and CDC5 were required for the MEN activating function of nud1-
A308T. As described previously, the localization of Cdc15 to SPBs in wild-type cells requires
the activity of both Tem1 and Cdc5 [36]. We had already shown that the Nud1-A308T
mutant was not acting by recruiting Tem1 (Figure 5), but we wondered whether this mutant
scaffold could also bypass the requirement for Cdc5 activity in Cdc15 recruitment. On the
other hand, we expected that if the mechanism of action of nud1-A308T was through Cdc15,
then both CDC15 and MOB1 would be required for MEN activation in this mutant.

To determine if CDC5, CDC15, and MOB1 were required for nud1-A308T, we crossed
the nud1-A308T allele into cells containing temperature-sensitive mutations in each of
these MEN components. When cells that were double mutant for the kinase-defective
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cdc5-1 allele and nud1-A308T were grown at the restrictive temperature of 37 ◦C, we were
surprised to find that they were able to grow almost as well as wild-type (Figure 8A).
These data demonstrated that nud1-A308T recruits Cdc15 to SPBs independently of both
TEM1 and CDC5. As expected, when cdc15-2 nud1-A308T double mutants were grown at
the restrictive temperature of 37 ◦C, the cells resembled the phenotype of cdc15-2 alone
(Figure 8B). This result confirmed that the mechanism by which the Nud1-A308T mutant
scaffold is acting involves Cdc15 recruitment.

Figure 8. Nud1-A308T function requires CDC15 and MOB1 but not CDC5. (A) Ten-fold dilutions of
cells containing NUD1 (AS3), nud1-A308T (AS387), cdc5-1 (AS564), and nud1-A308T, cdc5-1 (AS570)
were spotted onto YEPD plates that were incubated at 25 ◦C or 37 ◦C for 2 days before imaging.
(B) Ten-fold dilutions of cells containing NUD1 (AS3), cdc15-2 (AS179), nud1-A308T (AS387), or
nud1-A308T, cdc15-2 (AS447) were spotted onto YEPD plates and incubated at 25 ◦C or 37 ◦C for
2–3 days before imaging. (C) Ten-fold dilutions of cells containing GAL-mob1-77 (AS402), nud1-A308T

(AS387), or both GAL-mob1-77 and nud1A308T (AS478) were spotted onto YEPRG (top row) or YEPD
(bottom row) plates to activate or to repress the expression of mob1-77. The plates were incubated at
25 ◦C or 37 ◦C for 2 days before imaging.

To confirm that Mob1, which acts downstream of Cdc15, was also required for MEN
activation in the nud1-A308T background, we combined this mutation with the GAL-
mob1-77 allele. In the W303 strain background, the mob1-77 allele causes a less severe
growth defect at 37 ◦C than in the S288C strain background, where this allele was originally
characterized [38,54]. Therefore, we examined the double mutant in cells where the mob1-77
allele was placed under the GAL-inducible promoter to allow for complete depletion of
MOB1 by growth in medium containing glucose [38]. In the presence of galactose at
25 ◦C, all strains were able to grow. However, at 37 ◦C, when galactose was present, cells
with GAL-mob1-77 were unable to grow while the presence of nud1-A308T suppressed
this growth defect (Figure 8C, top YEPRG panels). In the presence of glucose, where the
expression of GAL-mob1-77 was repressed, the nud1-A308T allele was unable to suppress
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the growth defect at either temperature (Figure 8C, bottom YEPD panels). These results
demonstrated that the presence of Mob1 was also required for Nud1-A308T to activate the
MEN. However, interestingly, the mutant scaffold was able to suppress the MEN defect of
W303 cells containing mob1-77 when the protein was overexpressed.

3.9. Nud1-A308T Recruits Mob1 in Metaphase and Suppresses the Dominant GAL-nud1-T78A

Taken together, our data suggested a likely model where the mutant Nud1-A308T scaf-
fold led to hyperactivation of the MEN by recruitment of Cdc15 and a resulting early phos-
phorylation of Nud1 phospho-docking sites; whereby, Dbf2-Mob1 could then be recruited
and activated. We decided to further test this by examining whether the Nud1-A308T mu-
tant protein could associate with Mob1 in metaphase by co-immunoprecipitation analysis.
It had been previously demonstrated that higher migrating forms of Nud1 corresponding
to phosphorylation accumulated in anaphase and that Nud1 could associate with Mob1
specifically in anaphase [38]. We arrested MOB1-6HA cells containing Nud1 tagged with a
3V5 epitope or the mutant Nud1-A308T-3V5 protein in metaphase using nocodazole or in
anaphase using the cdc14-3 temperature-sensitive allele. Upon immunoprecipitating Mob1-
6HA, we observed that both Nud1-3V5 and Nud1-A308T-3V5 were pulled down in cells
arrested in anaphase (Figure 9, left panel). In contrast, only Nud1-A308T-3V5 could asso-
ciate with immunoprecipitated Mob1-6HA in metaphase-arrested cells, while the wild-type
Nud1 protein did not associate (Figure 9, right panel). Interestingly, higher migrating forms
of Nud1-A308T were associated with Mob1 in both metaphase and anaphase-arrested cells.
Therefore, we next decided to explore the role of Nud1 phosphorylation on Nud1-A308T
function more directly.

Normally, when Cdc15 interacts with SPBs, three important Nud1 residues are phos-
phorylated. These sites are serine 53, serine 63, and threonine 78 (hereafter S53, S63, and
T78). Only S63 and T78 are Cdc15-dependent, and T78 is the phosphorylation site most vital
for MEN activation [38]. We were interested in determining whether nud1-A308T required
the presence of these known phosphorylation sites. To do this we introduced nud1-A308T
into a strain with the GAL-nud1-S53A,S63A,T78A allele integrated at the TRP1 locus. This
is a version of Nud1 with all three key phosphorylation sites muted to alanine, which
prevents the formation of the Dbf2-Mob1 phospho-docking sites [38]. This allele is under
the GAL-promoter allowing overexpression of Nud1 with nonfunctional phosphorylation
sites in the presence of galactose. We also utilized the GAL-nud1-T78A allele, in which only
site T78 is mutate to alanine [38]. As expected, when grown for several hours in the pres-
ence of galactose 80% of GAL-nud1-S53A, S63A and T78A cells, also containing wild-type
NUD1, were arrested in anaphase. The GAL-nud1-T78A allele containing wild-type NUD1
had a less severe anaphase arrest phenotype as previously demonstrated ([38]; Figure 10,
closed circles and closed triangles). In cells containing both GAL-nud1-S53A,S63A,T78A,
and nud1-A308T, there was no suppression of the dominant anaphase arrest phenotype
(Figure 10, open circles). Intriguingly, while 55% of GAL-nud1-T78 NUD1 cells arrested in
anaphase after 6 h growth in galactose-containing medium, only 30% of GAL-nud1-T78A
nud1-A308T double mutant cells arrested (Figure 10, triangles). Taken together, these data
indicated that at least one of the phosphorylation sites was needed after Cdc15 recruit-
ment to allow for MEN activation when the mutant scaffold was present. However, the
increased Cdc15 recruitment to SPBs as a result of the mutant Nud1-A308T protein could
suppress the defects associated with overexpression of NUD1 containing a non-functional
T78 phosphorylation site.
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Figure 9. The mutant Nud1-A308T protein recruits Mob1 in both metaphase and anaphase cells.
MOB1-6HA (AS407), MOB1-6HA NUD1-3V5 (AS228), and MOB1-6HA nud1-A308T-V5 (AS439) cells
harboring the cdc14-3 mutation were grown to log phase. Cell cultures were split, and half of each
culture was incubated at 37 ◦C for two hours to inactivate Cdc14 and produce an anaphase arrest
(samples 1–3). The other half of each culture was arrested with 15 µg/mL nocodazole at 25 ◦C to
produce a metaphase arrest (samples 4–6). Protein extracts were produced from each sample and
Mob1-6HA was immunoprecipitated using anti-HA agarose beads. The samples were analyzed
by SDS-PAGE and Western blotting using anti-HA antibody to detect the amount of Mob1-6HA
immunoprecipitated in each sample and anti-V5 antibodies to detect the amount of Nud1-3V5
or Nud1-A308T-3V5 co-immunoprecipitated. Mob1, Nud1 (samples 2 and 5), and Nud1-A308T
(samples 3 and 6) are labeled on the blot. Higher migrating phosphorylated species of Nud1 and
Nud1-A308T are labeled (pNud1).

–
–

 

–

Figure 10. nud1-A308T suppresses the dominant GAL-nud1-T78A. NUD1 (AS326), nud1-A308T

(AS387), NUD1 GAL-nud1-T78A (AS384), nud1-A308T GAL-nud1-T78A (AS395), NUD1 GAL-nud1-

S53A, S63A, T78A (AS388), and nud1-A308T GAL-nud1-S53A, S63A, T78A (AS390) cells were grown
to log phase in YEPR and subsequently induced with 2% galactose addition. Samples were taken
at the indicated times and processed for tubulin immunofluorescence. The percentage of cells with
anaphase spindles at each time point in each strain was determined and plotted (n = 100–200).
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4. Discussion

The MEN is essential in budding yeast to execute the exit from mitosis transition
during the cell division cycle. Proper regulation of MEN components is necessary to ensure
that exit from mitosis is coordinated with both cell cycle clock progression and migration
of the daughter cell nucleus into the bud compartment. In this study, using a spontaneous
genetic suppressor screen of GAL-BFA1 lethality, we have identified a hyperactive allele
of the MEN scaffold NUD1. The nud1-A308T allele exhibited bypass of the SPoC in
anaphase cells with mispositioned spindles, resulting in the accumulation of anucleate and
multinucleate cells (Figure 3). In addition, nud1-A308T exhibited a mild bypass of the SAC
in metaphase-arrested cells (Figure 2), demonstrating that proper regulation of Nud1 is
important to maintain genome integrity when mitotic checkpoints are activated.

The nud1-A308T allele could suppress the mitotic exit defects of cells impaired for
Cdc5 and Dbf2-Mob1 kinase activity. However, cells that were impaired for Cdc15 activity
and cells completely lacking MOB1 expression were not rescued by the mutant Nud1
scaffold (Figure 8). These data are consistent with the model that the nud1-A308T allele
is hyperactive due to unscheduled recruitment of Cdc15 and resulting phosphorylation
of the scaffold at S63 and T78, which prematurely creates Dbf2-Mob1 phospho-docking
sites. Several lines of evidence support this model. The hyperactive Nud1 scaffold re-
sulted in localization of Cdc15 to the SPB in all phases of the cell cycle, and therefore led
to premature SPB recruitment and activation of the downstream Dbf2-Mob1 kinase in
metaphase (Figures 6 and 7). In addition, in cells containing a single-copy of nud1-A308T,
the dominant negative effects of overexpressing non-phosphorylatable Nud1 mutants,
such as GAL-nud1-T78A, GAL-nud1-S53A, T78A, and GAL-nud1-S63A, T78A are partially
suppressed ([38]; Figure 10, Supplementary Figure S1). Lastly, Mob1 is associated with
higher migrating forms of Nud1-A308T in both metaphase- and anaphase-arrested cells by
co-immunoprecipitation analysis (Figure 9).

It is notable that the presence of nud1-A308T causes cells to grow more slowly at both
25 ◦C and 37 ◦C. However, with the presence of temperature-sensitive mutations in MEN
components, such as cdc5-1 and mob1-77, the growth defects at 37 ◦C were ameliorated (see
Figure 8A,C). These defects were likely due to the premature localization of Cdc15 to SPBs
in the mutant, which led to MEN hyperactivation. The expression of the CDC15-SPB allele,
in which CDC15 was fused to the SPB outer plaque component CNM67, was found to be
lethal unless the allele was placed under the control of the low-strength MET3 promoter,
indicating that cells cannot tolerate the constitutive localization of Cdc15 to SPBs well [36].
An additional non-mutually exclusive possibility for the poor growth of the nud1-A308T
mutant could be that there is increased spindle mispositioning in this mutant. Nud1 is
important for astral microtubule organization and spindle position, as shown by defects
in both these processes that become apparent in the presence of the nud1-44 allele and the
nud1-42A allele. This is due to the role of Nud1 in localization of the astral microtubule
anchor Spc72 [23,38,53]. We noticed the slightly increased presence of mispositioned
spindles in all strains with the nud1-A308T allele, indicating that this could be another
reason for decreased viability (AS unpublished observations).

The nud1-A308T allele causes an interesting Dbf2-Mob1 phenotype—the asymmetric
recruitment of the complex to the mSPB in metaphase cells (Figure 7C). Rock et al. demon-
strated that expression of the CDC15-SPB allele also led to early recruitment of Mob1, in that
case, in all phases of the cell cycle [38]. Therefore, we conclude that the nud1-A308T allele
causes a weaker Cdc15 and downstream kinase activation phenotype than CDC15-SPB,
since, in the former, Dbf2 is detected at the mSPB only during the metaphase. We ask the
following question: if Cdc15 can localize to the SPBs in all cell cycle phases in nud1-A308T
cells, what prevents Dbf2-Mob1 from becoming activated until metaphase? Most likely,
this is due to inhibition by mitotic CDKs. Both Cdc15 and Mob1 are subject to inhibitory
Clb/CDK phosphorylation [46,47]. Removal of Clb/CDK inhibition on Cdc15, using the
CDC15-7A allele in metaphase-arrested cells, led to mitotic exit in a small percentage of
cells where the spindle moved into the bud. Preventing mitotic CDK inhibition of Mob1
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using the MOB1-2A allele had a comparatively much stronger effect [45]. It is possible that
the alanine to threonine mutation in Nud1 causes a phenotype similar to CDC15-7A alone,
where the inhibition on Cdc15 activity by Clb/CDKs is somehow bypassed by nud1-A308T,
but the inhibitory phosphorylation of Mob1 remains.

The localization of Dbf2-Mob1 to only the mSPB in metaphase, and then later to both
dSPB and mSPB, is in agreement with prior work, which demonstrated that Dbf2-Mob1
localizes first to the mSPB in anaphase and then to the dSPB. In this way, the ultimate MEN
kinase is distinct from Tem1 and Cdc15, which both accumulate at the dSPB before the
mSPB [17]. The reason that Dbf2-Mob1 associates first with the mSPB in anaphase upon
activation is not yet known, but the authors suggested that this could be due to lowered
CDK inhibitory activity at the mSPB than at the dSPB. Therefore, we ask the following
question: what could be occurring in the metaphase, which is, prior to the reduction in
Clb/CDKs at the metaphase-to-anaphase transition, to allow Dbf2-Mob1 to localize to the
mSPB early in mitosis, but not in prior cell cycle phases in nud1-A308T cells? It was recently
shown that Cdc5 phosphorylation of Cfi1/Net1 in metaphase was important for Cdc14
activation in early and late anaphase [41]. However, we observed that the NUD1 allele acts
independently of CDC5. Therefore, this remains an interesting question that may shed light
on further MEN-activating conditions during metaphase.

A further question is as follows: does the nud1-A308T allele impact other SPB-mediated
cellular processes? Nud1 is a critical component of the SPB inheritance network (SPIN),
which causes the pre-existing “old” SPB to be inherited by the daughter cell, while the
“new” SPB is inherited by the mSPB [55–58]. Specifically, Nud1 is modified by both the Swe1
kinase and NuA4 acetyltransferase complex and this allows the asymmetric segregation of
the old SPB into the daughter cell, while the new SPB remains in the mother cell. This is
due to the restriction of the spindle-positioning motor protein Kar9 to the old SPB in an
MEN-dependent manner [56,57]. Interestingly, in mutants such as the BFA1-SPC72 fusion
and the GTPase-defective TEM1-Q79L allele, symmetric and premature loading of both
the Tem1-GTPase and of Cdc15 led to increased symmetric Kar9 loading on both SPBs and
resulting defects in mitotic spindle orientation and proper SPB inheritance [31,57]. Recent
findings have suggested that constitutive disruption of proper SPB inheritance has negative
consequences on replicative life span in budding yeast [59]. It will be interesting to see
whether the early recruitment of Cdc15 and Dbf2 observed in the presence of nud1-A308T
causes any alterations in SPB inheritance through the SPIN, and on aging.

Our data leaves the possibility open, that the SPB component that Cdc15 binds to is the
Nud1 MEN scaffold itself. An important question is the following: how does the mutation
of alanine 308 to a threonine in Nud1 lead to Cdc5-independent recruitment of Cdc15 to
SPBs? This is an important question because Cdc15 is homologous to PAK-kinases that are
known to be effectors in Ras-GTPase cascades and contain an auto-inhibitory C-terminal
domain [60]. Cdc15 is no different, since prior work demonstrated that deletion of its
C-terminal domain led to constitutive localization of the protein to SPBs and hyperacti-
vation of Dbf2-Mob1 activity [36,49]. One possibility is that the mutation creates a new
phosphorylation site in Nud1 that leads to the recruitment of Cdc15 to the Nud1 scaffold.
Nud1 is phosphorylated by the mitotic CDK Clb/Cdc28, so it is possible that a new docking
site for Cdc15 is created by the mitotic kinase [61]. We do not favor this possibility; however,
since the mutation does not create a site that fits consensus phosphorylation site for CDKs
S/T-P-x-K/R (see Supplementary Figure S1).

Another intriguing possibility is that the A308T alteration affects the stability of Nud1.
It was demonstrated that Nud1 is subject to ubiquitin-mediated degradation in late mitosis
by the E3 ubiquitin ligase Dma1/2. This overexpression of DMA2 led to an inability to
recruit Bfa1 and Mob1 to SPBs in anaphase, both of which are known to interact with Nud1.
It also led to an inability to recruit Cdc15 to SPBs. The deletion of both DMA1 and DMA2 led
to elevated levels of Bfa1, Cdc15, and Mob1 to SPBs in anaphase cells, while the tethering of
Dma2 to SPBs led to cell death due to mitotic exit failure [62]. It is therefore possible that the
mutation in nud1-A308T inhibits Dma1/2-mediated degradation, perhaps by preventing
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Dma1/2 association with Nud1 itself or with another SPB component, and this leads to
recruitment of Cdc15 and subsequently Dbf2-Mob1 to Nud1. Interestingly, the sequence
surrounding alanine 308 in Nud1 is highly conserved within the Saccharomyces clade, and
weakly conserved in the mammalian homolog of Nud1, Centriolin (see Supplementary
Figure S1). Centriolin is also required for late mitotic events, such as cytokinesis, and its
loss can result in cytokinesis failure [63]. It is also important for proper mitotic spindle
orientation during mammalian development, and loss of this protein from centrosomes is
associated with severe developmental defects [64]. These findings highlight the possibility
that further studies of the nud1-A308T allele may shed light on the regulation of Centriolin
and the mechanisms by which normal embryonic development occurs in humans.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10.3
390/cells11010046/s1, Figure S1: The mutant Nud1-A308T protein recruits Mob1 in both metaphase
and anaphase cells—original blots.
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Abstract: The vitelline layer (VL) of a sea urchin egg is an intricate meshwork of glycoproteins that
intimately ensheathes the plasma membrane. During fertilization, the VL plays important roles.
Firstly, the receptors for sperm reside on the VL. Secondly, following cortical granule exocytosis,
the VL is elevated and transformed into the fertilization envelope (FE), owing to the assembly and
crosslinking of the extruded materials. As these two crucial stages involve the VL, its alteration
was expected to affect the fertilization process. In the present study, we addressed this question by
mildly treating the eggs with a reducing agent, dithiothreitol (DTT). A brief pretreatment with DTT
resulted in partial disruption of the VL, as judged by electron microscopy and by a novel fluorescent
polyamine probe that selectively labelled the VL. The DTT-pretreated eggs did not elevate the FE
but were mostly monospermic at fertilization. These eggs also manifested certain anomalies at
fertilization: (i) compromised Ca2+ signaling, (ii) blocked translocation of cortical actin filaments,
and (iii) impaired cleavage. Some of these phenotypic changes were reversed by restoring the DTT-
exposed eggs in normal seawater prior to fertilization. Our findings suggest that the FE is not the
decisive factor preventing polyspermy and that the integrity of the VL is nonetheless crucial to the
egg’s fertilization response.

Keywords: vitelline layer; fertilization; sea urchin eggs; plasticity; Ca2+ signaling; actin; DTT; TCEP;
BPA-C8-Cy3; electron microscopy

1. Introduction

For a cell like the sea urchin egg, the presence of a well-developed extracellular
matrix is of particular importance. The extracellular matrix not only protects the cell
by covering its surface but also plays multiple roles in cell−cell communication. For
example, sperm-activating peptides released from the jelly coat of sea urchin eggs serve as
a chemoattractant for the sperm [1–3]. On the other hand, the vitelline layer (VL) of a sea
urchin egg, which intimately covers the plasma membrane, has long been recognized as
the primary subcellular site of sperm attachment during fertilization [4–6]. Indeed, bindin,
a protein isolated from the acrosomal process of sea urchin sperm, was shown to mediate
species-specific attachment to the egg’s VL, and the egg’s receptor for sperm or bindin has
also been isolated from the VL [7–14]. Nevertheless, it is also true that the VL has often
been removed or circumvented in order to facilitate the experimental procedure [15,16]. It
has been generally assumed that such a practice does not affect the fertilization process
and embryonic development, while its effect on the cytological and biochemical changes
characterizing egg activation has not been addressed sufficiently.
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The fertilization process comprises a series of sequential events such as sperm chemo-
taxis and activation, sperm adhesion and fusion with the oolemma, egg penetration, and
finally the fusion of the male and female pronuclei [11,17,18]. One of the hallmarks of
fertilization in virtually all animal species is the increase of Ca2+ inside the eggs [19–23].
In sea urchin, a fertilized egg exhibits two modes of Ca2+ increase: immediate Ca2+ influx
and slow propagation of a Ca2+ wave (see below) [20,24]. In parallel to this, some cortical
actin filaments translocate to the inner cytoplasm, while others elongate the microvilli
in the perivitelline space [25–29]. These progressive changes of the Ca2+ signals and the
reorganization of the cortical actin cytoskeleton are believed to play diverse roles in egg
activation and in early development [30–33].

The mobilization of intracellular Ca2+ and actin filaments at fertilization should be
under tight control because their deregulation is often accompanied by developmental
problems [18,27,28,30,34]. The present study is on the extension of a series of our pre-
vious studies on egg quality and the roles of the cortical actin cytoskeleton in fertiliza-
tion [18,27–33]. This time, we focused on the effect of reducing agents. As aforementioned,
DTT has been utilized to “safely” remove the extracellular matrix, such as the egg VL,
which has facilitated a number of experiments. However, DTT may affect a host of proteins
involved in fertilization and egg activation. Indeed, the sea urchin egg’s receptor itself
for sperm binding at the VL is a multisubunit complex linked by disulfide bonds [35,36]
that are sensitive to DTT. Furthermore, in view of the fact that the extracellular matrix
is an important part of the cell surface that constantly receives chemical and mechanical
signals from the external space [37,38], it is conceivable that even a modest alteration of the
structure may influence the aforementioned biological processes related to fertilization and
egg activation.

In this context, our specific question here is whether and how the reducing condition
involving DTT, which is mild enough not to remove the VL of the eggs, would affect the cell
physiology of sea urchin eggs. It was found that treatment of sea urchin eggs (Lytechinus
pictus) with DTT results in the removal of VL in a time- and pH-dependent manner, without
affecting the fertilization response and embryo development [15]. In that study, 10 mM
DTT (7–10 min) was effective at removing the VL only above a certain pH, such as 9.2.
In our experiment, the NSW containing 10 mM DTT exhibited pH 7.57, which is within
the range that would not effect the removal of the VL within 10 min. After examining
how the incubation condition (NSW with 10 mM DTT, 10 min) alters the VL and other
ultrastructures of Paracentrotus lividus eggs through the use of electron microscopy, we
assessed the effect of the same reducing conditions on the cytoskeletal properties of the
eggs, as well as on its physiological responses to fertilizing sperm. In addition, we tested
whether the physiological effect of DTT could be reversed by restoring DTT-exposed eggs
in the normal seawater prior to fertilization.

2. Materials and Methods
2.1. Gametes Collection, Fertilization Procedure, and Embryos Observation

Sea urchins (Paracentrotus lividus) were collected from October to May in the Gulf
of Naples and were maintained at 16 ◦C in circulating seawater. Spawning was induced
by intracoelomic injection of 0.5 M KCl, and the resulting eggs were collected in natural
seawater (NSW) filtered with a Millipore membrane of 0.2 µm pore size (Nalgene vacuum
filtration system, Thermo Fisher Scientific, Rochester, NY, USA). For fertilization, dry sperm
collected by pipetting on the male animal’s body were kept at 4 ◦C and diluted in NSW
only a few minutes before fertilization. The final sperm concentration for egg insemination
was 1.84 × 106 cells/mL. The subsequent embryonic development was observed with
a Leica DMI6000 B inverted microscope. By default, the number of zygotes examined
for each experiment was 100, and three independent experiments were conducted with
different batches.
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2.2. Visualization of the Egg-Incorporated Sperm

P. lividus sperm were prepared afresh and stained with 5 µM Hoechst-33342 (Sigma-
Aldrich, St. Louis, MO, USA) for 30 s prior to fertilization. Diluted sperm (10 µL) were
added to the media containing the eggs (1 mL). The number of egg-integrated sperm
was counted 5 min after insemination by epifluorescence microscopy with a cooled CCD
(charge-coupled device) camera (MicroMax, Princeton Instruments, Inc., Trenton, NJ,
USA) mounted on a Zeiss Axiovert 200 inverted microscope (Carl Zeiss AG, Oberkochen,
Germany) with a Plan-Neofluar 40×/0.75 objective and a UV laser. The Hoechst-33342
solution used in this condition was able to visualize both male and female pronuclei in the
zygote when viewed in a Leica TCS SP8X confocal laser scanning microscope equipped
with a Diode 405 laser and hybrid detectors (Leica Microsystem, Wetzlar, Germany). The
number of fertilized eggs being examined (n) and the number of the independently repeated
experiments (N) for each condition are specified in Tables 1 and 2.

Table 1. Frequency of polyspermy (%) in P. lividus pretreated with various conditions.

Frequency (%) NSW 10mM DTT DTT/WASH 0.5mM TCEP TCEP/WASH

Mean 4 11 60 *,# 0 0
SD 4.18 21.9 35.9 0 0
N 5 5 5 1 1

Note: Each trial in a given condition comprises 20 eggs. * p < 0.01 in Tukey test in comparison with NSW. # p < 0.05, with DTT.

Table 2. Number of egg-incorporated sperm inside the P. lividus eggs fertilized in various treatments.

Sperm Per Egg NSW 10mM DTT DTT/WASH 0.5mM TCEP TCEP/WASH

Mean 1.04 1.13 2.38 * 1 1
SD 0.2 0.42 1.62 0 0
n 100 100 100 20 20

Note: * p < 0.00001 in U-test in comparison with the control (fertilization in natural seawater, NSW).

2.3. Scanning Electron Microscopy (SEM)

P. lividus eggs from three animals were fixed directly in NSW containing 0.5% glu-
taraldehyde (pH 8.1) for 1 h at room temperature, and post-fixed with 1% osmium tetroxide
for an additional hour. The specimens obtained before and after fertilization (at different
time points) were dehydrated in increasing concentrations of ethanol and were subjected
to critical point drying (LEICA EM CP300). The samples were then coated with a thin
layer of gold using a LEICA ACE200 sputter coater, and at least five different eggs for
each condition were observed with a JEOL 6700F scanning electron microscope (Akishima,
Tokyo, Japan).

2.4. Transmission Electron Microscopy (TEM)

Eggs from three animals were fixed before and at different time points after fertiliza-
tion, directly in NSW containing 0.5% glutaraldehyde (pH 8.1) for 1 h at room temperature,
and were post-fixed with 1% osmium tetroxide and 0.8% K3Fe(CN)6 for another hour at
4 ◦C. After washing in NSW for 10 min twice, the samples were rinsed in distilled water
for 10 min twice and subsequently treated with 0.15% tannic acid for 1 min at room temper-
ature. After extensive rinsing in distilled water (three times, 10 min each), the specimens
were dehydrated in increasing concentrations of ethanol followed by propylene oxide for
embedding in Epon 812. Ultrathin sections (70 nm) were stained with UAR-EMS (Uranyl
Acetate Replacement Stain, Electron Microscope Sciences, Hatfield, PA, USA) for 30 min,
and with 0.3% lead citrate for 30 s. Then, at least five different eggs for each condition were
observed with a transmission electron microscope (Zeiss LEO 912 AB).
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2.5. Chemicals and Reagents

DL-Dithiothreitol (DTT) (Sigma-Aldrich, St. Louis, MO, USA) and Tris-(2-carboxyethyl)phosphine
hydrochloride (TCEP) (ThermoFisher, Waltham, MA, USA) were dissolved in distilled water (DW)
and used for bath incubation at the concentrations specified in the text. Hoechst-33342 and all other
unspecified materials were purchased from Sigma Aldrich. BPA-C8-Cy3 was synthesized
by following the procedure specified in the Supplementary Material File S1.

2.6. Microinjection, Ca2+ Imaging, and Confocal Microscopy

Intact eggs were microinjected using an air pressure transjector (Eppendorf FemtoJet,
Hamburg, Germany), as previously described [39]. To monitor changes in the intracellular
Ca2+ levels at fertilization, 500 µM Calcium Green 488 conjugated with 10 kDa dextran
was mixed with 35 µM Rhodamine Red (Molecular Probes, Eugene, OR, USA) in the
injection buffer (10 mM Hepes, 0.1 M potassium aspartate, pH 7.0) and microinjected into
the eggs before insemination. The fluorescence signals of the cytosolic Ca2+ increases were
captured with a cooled CCD camera (Micro-Max, Princeton Instruments) mounted on
a Zeiss Axiovert 200 microscope with a Plan-Neofluar 40×/0.75 objective at about 3 s
intervals, and the data were analyzed with MetaMorph (Universal Imaging Corporation,
Molecular Devices, LLC, San Jose, CA, USA). Following the formula Frel = [F − F0]/F0,
where F represents the average fluorescence level of the entire egg and F0 the baseline
fluorescence, the overall Ca2+ signals were quantified for each moment and Frel was
expressed as RFU (relative fluorescence unit) for plotting the Ca2+ trajectories. Applying
the formula Finst = [Ft − F(t−1)]/F(t−1), the instantaneous increments of the Ca2+ level was
analyzed to locate the specific area of momentary Ca2+ increase. The values of Ca2+ signals
were obtained from four independent experiments (N), and the number of the eggs (n)
being analyzed for each condition is specified in the Results.

To visualize F-actin in living eggs, 10 µM (pipette concentration in methanol) of
AlexaFluor568-phalloidin (Molecular Probes) was microinjected into the eggs in three
independent experiments utilizing as many female animals. To visualize the plasma
membrane and the extracellular layers, eggs from two different females were incubated
with 5 µM FM 1-43 (ThermoFisher Scientific) or 50 µM of a branched fluorescent polyamine
(BPA-C8-Cy3) for 10 min in two independent experiments. Both probes were dissolved in
distilled water. The eggs treated with the fluorescent probes were observed with a Leica
TCS SP8X confocal laser scanning microscope equipped with a white light laser and hybrid
detectors (Leica Microsystem, Wetzlar, Germany). The number of eggs examined for each
condition is specified in the Results.

2.7. Statistical Analysis

The numerical MetaMorph data were compiled and analyzed with Excel (Microsoft
Office 2010) and reported as mean ± standard deviation (SD in all cases in this manuscript.
Oneway ANOVA and U-test were performed through Prism 8.0 (GraphPad Software), and
p < 0.05 was considered to be statistically significant. For ANOVA results showing p < 0.05,
statistical significance of the difference between the two groups was assessed by Tukey’s
post hoc tests. The two groups of data showing significant differences from each other
were marked with brackets and symbols indicating the p values. The pairwise comparison
that produced insignificant p values (>0.05) were not mentioned for the sake of simplicity
in the description.

2.8. Ethics Statement

Sea urchins P. lividus used for the present study were collected according to the Italian
legislation (DPR 1639/68, 19 September 1980 and confirmed on 1 October 2000). All
the experimental procedures were carried out in accordance with the guidelines of the
European Union (Directive 609/86).
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3. Results
3.1. DTT Induces Ultrastructural Changes on the Surface of Unfertilized Sea Urchin Eggs

As shown in Figure 1, the pretreatment of unfertilized P. lividus eggs had subtle but
evident effects on the egg surface. Although the topography of the egg surface, which is
characterized by the presence of a myriad of microvilli, was not drastically changed by
DTT treatment, the individual microvilli became more irregular in shape and occasionally
thicker (Figure 1B). In addition, the SEM and TEM images revealed the formation of
numerous blebs as big as 0.5 µm on the surface of the eggs treated with DTT (Figure 1B,D
arrows), which is in line with earlier findings with S. purpuratus eggs treated in the same
condition [40]. These blebs were previously interpreted as expelled cortical granules [40].
More importantly, the enlarged view of the TEM images revealed that the continuous
contour of the VL, which was evident in the control eggs, was intermittently interrupted
or fuzzy in the eggs treated with 10 mM DTT for 10 min (Figure 1E,F). Thus, it appears
that the given condition of the egg preincubation with DTT did not remove the VL but
modified it, and eventually induced additional changes in the ultrastructure of the cell
surface, such as the microvilli.

μ

 

Figure 1. Ultrastructure of unfertilized sea urchin eggs at the surface after brief treatment with
dithiothreitol. P. lividus eggs were exposed to 10 mM dithiothreitol (DTT) in seawater for 10 min and
were subjected to analyses by electron microscopy, following the procedures described in Materials
and Methods. (A,B) Images obtained by SEM. (C,D) Images obtained by TEM. Note that, after the
DTT treatment, the shape of the individual microvilli (MV) became irregular and slightly thicker,
and that numerous blebs were formed on the egg surface (yellow and red arrows in B,D,F). (E,F) For
closer examination, the areas of the TEM images marked by brackets in panels (C,D) are enlarged.
Scale bars, 1 µm. CG—cortical granules; MV—microvilli; M—mitochondria; Y—yolk granules;
VL—vitelline layer.
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3.2. Effect of DTT Pretreatment of the Eggs on the Fertilization Process

Given that the DTT pretreatment partially disrupts the VL and modifies the microvilli,
we examined how the same treatment would influence the fertilization process. To this
end, P. lividus eggs preincubated in NSW for 10 min in the presence or absence (control) of
10 mM DTT were fertilized and fixed at certain intervals and were subjected to SEM and
TEM analyses (Figure 2). By 25 s after insemination, it was already evident that the VL of
the control egg had started to be elevated around the area where the fertilizing sperm was
fused with the oolemma (Figure 2A). This change, induced by partially elevated nascent
FE, created a dimple-like surface ([41,42], see Supplemental Video S1).

The detachment of the VL from the plasma membrane and the subsequent elevation of
the VL to form the FE is a wave-like process resulting from the coordinated exocytosis of the
cortical granules from the underlying egg cortex. By 1 min, the entire surface of the control
egg was covered with FE (Figure 2B). On the other hand, fertilization in the eggs pretreated
with 10 mM DTT appeared to proceed with some notable anomaly. By 25 s, the sperm
was attached to the microvilli of the egg, but the initial elevation of the FE did not take
place (Figure 2D). Although a more prominent fertilization cone was formed in the eggs
fertilized in the presence of DTT, the eggs were covered with the thin and patchy looking
vitelline layer (VL) (Figure 2E, also see the enlarged image in Figure S1). In agreement with
this finding, the TEM image of the control egg obtained 1 min after fertilization exhibited a
thick layer of FE (Figure 2C, arrow), which was absent in the eggs fertilized 10 min after
the preincubation in 10 mM DTT (Figure 2F, see Supplemental Video S2). Judging from the
discontinuous appearance of the VL (Figure 1F), the failure of VL to elevate and form FE in
the DTT-pretreated eggs is thought to be related to loss of the integrity of the VL due to the
breakage of the disulfide bonds in and among the molecules in the VL. In the latter case,
the extruded contents of the cortical granules failed to accumulate in the perivitelline space
as they were eventually lost to the media through the loose holes on the VL [7].

 

μ μ

Figure 2. Ultrastructure of the egg surface immediately after fertilization. P. lividus eggs were fertilized and fixed for SEM
(A,B,D,E) and TEM (C,F) analyses. (A–C) Control eggs fertilized in NSW. (D–F) Eggs preincubated (10 min) and fertilized
in seawater containing 10 mM DTT. Images in (A,D) were captured by fixing the eggs 25 s after insemination. The images in
all the other panels show the ultrastructure of the egg surface 1 min after insemination. Note that, in panel (E), most parts of
a fertilizing sperm were not internalized yet, but were surrounded by the egg protrusion through the ruptured fertilization
envelope (red arrow). Scale bars: panels (B,E), 10 µm; all other panels, 1 µm. FE, fertilization envelope.
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3.3. Effect of DTT Pretreatment of the Eggs on the Later Stage of Fertilization

A fertilized sea urchin egg undergoes drastic reorganization at the cortex as the
contents of the cortical granules are being extruded to the perivitelline space by exocytosis.
Microvilli and the subplasmalemmal actin network are also rapidly reorganized at this
time [26,43,44]. To test whether and how DTT affects the pattern of cortical rearrangement
after fertilization, we preincubated P. lividus eggs in the presence or absence of 10 mM DTT
prior to fertilization, and the resulting zygotes were fixed for SEM and TEM analyses 5 min
after insemination (Figure 3). The whole-cell view of the SEM image showed that the entire
surface of the egg fertilized in NSW was covered with a thick layer of FE (Figure 3A,C).
By contrast, the eggs preincubated and fertilized in 10 mM DTT seawater did not form
the normal FE (Figure 3B). Instead, numerous holes were observed on the surface, and
the VL was barely elevated, so that the underlying microvilli were clearly visible within
the holes (Figure 3D, arrows) and through the thin veiling VL. By 5 min, exocytosis of
cortical granules and their extruded contents were heavily deposited to form the hyaline
layer underneath the FE (Figure 3E). The exocytosis of the cortical granules was thought
to be exhaustive by this time, as judged by their absence in the subplasmalemmal region.
Indeed, the depth of the newly formed perivitelline space seen in the light microscopy was
so immense that it often collapsed during the procedure of fixation, which was applied
5 min after insemination (Figure 3E). Similarly, most cortical granules also underwent
exocytosis in the eggs pretreated and fertilized in the presence of 10 mM DTT, but the VL
did not swell. There was only a faint remnant of elevated VL (Figure 3F, arrow). Notably,
however, these eggs exhibited extensive elongation of the microvilli that stretched out to
the VL (Figure 3F).

3.4. DTT Pretreatment of the Eggs Alters the Ca2+ Response at Fertilization

The physiological consequence of the DTT pretreatment was assessed by examining
the eggs’ Ca2+ response at fertilization. In the normal condition, fertilized sea urchin eggs
displayed two modes of intracellular Ca2+ response (Figure 4A,B): (i) the synchronized
Ca2+ increase near the plasma membrane of the entire egg surface (cortical flash (CF), and
(ii) the Ca2+ wave that locally originates at the sperm-interaction site and propagates to
the antipode. The rapid CF taking place immediately after the fertilizing sperm makes
meaningful contact with the egg due to the Ca2+ influx into the egg through the voltage-
gated calcium channels that can be modulated by the surrounding subcellular structures
such as the microvilli [45–47]. On the other hand, the Ca2+ wave depends on the synthesis
of Ca2+ mobilizing second messengers [20,22,24] and on the structural modification of
cortical granules and vesicles [47,48].

The three groups of eggs (control, DTT, and WASH) responded to insemination with
Ca2+ signals without showing any significant difference in latency: around 40 s after
insemination in the given conditions. This observation suggests that the sperm receptivity
in this regard was not changed much by the treatment with DTT. However, as expected
from the modification of the egg surface, the amplitude of CF in the eggs preincubated
and fertilized in 10 mM DTT seawater was significantly lower than that of the control
eggs (Figure 4C,D). Similarly, the average peak amplitude of the Ca2+ wave in the eggs
pretreated with DTT was significantly lower (0.55 ± 0.15 RFU, n = 24) in comparison with
the control eggs (0.74 ± 0.15 RFU, n = 23, p < 0.01). In addition, the Ca2+ waves propagated
more slowly in the eggs pretreated with 10 mM DTT, as judged by the time spans from the
first appearance of the localized Ca2+ signal at the sperm interaction site to the moment of
wave’s arrival at the antipode (Figure 4E, traverse time). While the average traverse time
in the control eggs was 22.3 ± 3.0 s (n = 23), the corresponding value in the eggs pretreated
with 10 mM DTT was 26.0 ± 2.8 s (n = 24, p < 0.01). Curiously, when the DTT-pretreated
eggs were fertilized after being rinsed and restored in normal seawater, some of the Ca2+

signaling patterns altered by DTT were significantly reversed to assimilate those in the
control eggs. Such a trend was found in the CF (Figure 4C), whose average amplitude in
the eggs restored in NSW (WASH, 0.06 ± 0.05 RFU, n = 15) was comparable to the control
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(0.07 ± 0.03 RFU, n = 23), but significantly higher than the values in the eggs pretreated
and fertilized in 10 mM DTT (0.23 ± 0.02 RFU, n = 19, p < 0.01). A similar reversal of the
DTT-induced alteration in Ca2+ signaling pattern was also found in terms of the traverse
time, which was shortened again (Figure 4E, WASH, 21.9 ± 3.7 s, n = 21, p < 0.01), but not
in respect to the peak amplitude of the Ca2+ wave (Figure 4D, WASH, 0.53 ± 0.12 RFU,
n = 21).

 

−

μ μ

Figure 3. Ultrastructure of the egg surface at a later stage of fertilization. P. lividus eggs were
fertilized and fixed 5 min later for SEM and TEM analyses. (A,C,E) Control eggs fertilized in NSW.
(B,D,F) Eggs preincubated (10 min) and fertilized in seawater containing 10 mM DTT. Panels (A−D)
show SEM images, while panels (E,F) represent results of TEM. Red arrows in panels (D,F) indicate
the ruptured fertilization envelope. A blue arrowhead in panel F indicates the over-elongated
microvilli. Scale bars: panels (A,B), 10 µm; all other panels, 1 µm. FE, fertilization envelope (arrows);
HL, hyaline layer.
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Figure 4. DTT pretreatment of the eggs alters the Ca2+ response at fertilization. P. lividus eggs were
microinjected with calcium dye and preincubated in seawater with 10 mM DTT (10 min) prior to
fertilization. As a control (CTL), eggs from the same batch were prepared in parallel and fertilized
in NSW. For comparison, some eggs preincubated in the presence of 10 mM DTT were restored in
normal seawater and fertilized (WASH). (A) Instantaneous increment of Ca2+ signals inside a control
egg visualized in pseudocolour. The time point immediately before the first detectable Ca2+ signal
was set as t = 0. The arrow indicates cortical flash (CF), and the arrowhead pinpoints the sperm
interaction site on the egg where the Ca2+ wave is initiated. (B) Changes of the Ca2+ signals: green
curves (CTL), brown curves (eggs fertilized in 10 mM DTT), and curves in pale blue (eggs fertilized
after restoration in NSW, 10 min). The vertical arrow indicates the CF. Out of four independent
experiments conducted, the result of one representative experiment was plotted for Ca2+ trajectories.
Histograms in panels C−F represent comparisons of the egg groups with respect to the CF amplitude
(C), the peak amplitude of the Ca2+ wave (D), the duration of the Ca2+ wave traversing the egg from
the sperm interaction site to the antipode (E), and the time interval between the CF and the initiation
of the Ca2+ wave (F). * Tukey’s post hoc test, p < 0.01. RFU, relative fluorescence unit.
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Another noteworthy observation is about the time interval between the CF and the
first detectable Ca2+ signal at the site of sperm interaction, which is referred to as the
“latent period” in this work (Figure 4F). This is the period when the fertilized egg already
transmitting the intracellular signals such as membrane depolarization and Ca2+ influx
prepares itself for the generation of the Ca2+ wave [24,31,47,49]. Despite the notable
structural changes on the egg surface, the latent period of the Ca2+ response in the eggs
preincubated and fertilized in seawater containing 10 mM DTT (6.1 ± 1.4 s, n = 19) was
not much different from that of the control eggs (6.7 ± 1.5 s, n = 23). When the DTT-
preincubated eggs were rinsed and restored in NSW before fertilization, however, the
latent period for the Ca2+ response in these eggs was nearly doubled (11.3 ± 7.6 s, n = 15,
p < 0.01) in comparison with both CTL and DTT. These results suggest that the alteration
of the Ca2+-release systems induced by DTT pretreatment is reversed to some extent by the
restoration of the eggs in NSW, but the recovery path may not be the same as the path of
modification induced by DTT. In other words, the eggs in the group WASH are in another
physical state and show a distinct response to the fertilizing sperm.

3.5. Effect of DTT Pretreatment of the Eggs on Monospermic Fertilization

As the DTT pretreatment significantly altered the topography of the egg surface, it was
conceivable that such structural changes may induce polyspermy at fertilization. Indeed,
the porous and patchy appearance of the egg’s VL at fertilization and its failure to form a
strong FE all raised the possibility of supernumerary sperm entry. However, the results
pooled from five different batches of P. lividus suggested that this is not the case. When
the eggs were preincubated and fertilized in seawater containing 10 mM DTT, most eggs
were still monospermic. The frequency of polyspermic fertilization was not significantly
increased in comparison with the control eggs fertilized in NSW (Table 1). Furthermore,
the number of egg-incorporated sperm had only a marginal increase in comparison with
the control eggs, which was not statistically significant (Table 2). However, when the
DTT-pretreated eggs were restored and then fertilized, the frequency of polyspermy went
up to 60% (Table 1), and the number of egg-incorporated sperm at fertilization was greatly
increased (2.38 sperm per egg, Table 2). This result was not the effect of prolonged incuba-
tion or agitation of the eggs, because in another control experiment, the eggs continuously
exposed to 10 mM DTT, following the same protocol (i.e., 10 min incubation, media change,
and another incubation for 10 min) exhibited mostly monospermic fertilization. The
polyspermy rate in these eggs was merely 5%, which was virtually the same as that of the
eggs fertilized in NSW.

The observation that polyspermy is induced in the DTT-pretreated eggs after the
restoration in NSW may also be related to the fact that DTT can traverse the cell membrane
and spread inside the cell. Indeed, a similar experiment with another reducing agent, TCEP,
which does not penetrate the cell membrane [50–52], did not induce polyspermy in its
presence. The eggs restored and fertilized in normal seawater after being preincubated
with TCEP were also all monospermic at fertilization (Table 2). Hence, the cause of the
polyspermy in these eggs might be attributable to some internal factors. One explana-
tion could be the possibility that an abrupt shift of the pH of the external media (from
pH 7.57 of DTT seawater to pH 8.1 of NSW) and the accompanying changes in microvillar
morphology (elongation) due to the cytoplasmic alkalinization might have contributed to
polyspermy [53], in a sense that elongated microvilli could increase the capacity of the egg
to fuse with sperm [54].

3.6. F-Actin Mobilization during Egg Activation Is Inhibited by DTT

In a series of previous studies on starfish and sea urchin eggs, we demonstrated
that polyspermy is closely linked to an anomaly in the actin cytoskeleton of the egg
cortex. Indeed, when the actin cytoskeleton was artificially altered through the use of
actin-targeting toxins and chemicals, an actin-binding protein cofilin, anti-depactin anti-
body, nicotine, or even by “ageing”, the eggs showed a strong tendency of polyspermic
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fertilization [27,29,39,55–58]. At variance with these experimental conditions that caused
cytoskeletal alterations, the pretreatment of P. lividus eggs with DTT or TCEP in our ex-
perimental condition did not induce discernable changes in the structure of the cortical
actin cytoskeleton (data not shown). This may be one of the reasons why the DTT- and
TCEP-pretreated eggs were not prominently polyspermic (Tables 1 and 2). Nonetheless,
it is possible that the concerted rearrangement of the actin cytoskeleton taking place in
the fertilized eggs during egg activation [25,28,29] may not be influenced by the DTT
pretreatment. In other words, the reducing agent may not have a profound effect on the
actin filaments inside a quiescent egg, but it may still affect the mobilization kinetics in
post-fertilization eggs. We tested this idea by microinjecting the eggs with a fluorescent
F-actin probe (AlexaFluor 568-Phalloidin) before the DTT and TCEP pretreatment and
fertilization (Figure 5).

In the control eggs fertilized in NSW, the subplasmalemmal F-actin started to take an
orderly form and left the area to move toward the inner cytoplasm (n = 15). This was more
evident when the locations of the thick ring-shaped F-actin clusters were compared with the
border of the egg surface in the egg images 30 min after fertilization. In the control egg, by
then, there was at least 10–15 µm distance between the F-actin clusters and the boundary of
the egg surface (marked by dotted curve, Figure 5). Hence, the actin filaments underneath
the plasma membrane were evacuated from the subplasmalemmal zone. However, this
characteristically concerted centripetal migration of the cortical actin filaments was mostly
blocked in the eggs preincubated and fertilized in 10 mM DTT (n = 12), as the ring-shaped
F-actin clusters had a strong tendency to remain in the vicinity of the plasma membrane
from 5 min and on. At 30 min, they were still very close to the plasma membrane (Figure 5,
see the dotted curve for the DTT-pretreated eggs). This inhibitory effect of DTT on the
inward movement of the cortical actin filaments may be attributed to its reducing power
inside the egg’s cytoplasm, but not on the external surface of the egg. A similar reducing
agent unable to permeate the cell membrane, TCEP, did not have such an effect. In these
eggs (n = 8), the ring-shaped F-actin clusters were relocated toward the inner cytoplasm
just like in the control eggs (Figure 5, dotted curve). The lack of the inhibitory effect on
F-actin mobilization displayed by TCEP is not a matter of the low efficacy of the agent.
When added to the media, 0.5 mM TCEP blocked the formation of the FE as effectively as
the 10 mM DTT did (Figure 5, see the egg images in the light transmission view). These
results suggest that the orderly migration of the egg’s cortical actin filaments following
fertilization is sensitive to the redox status of the cytoplasm.

3.7. Effect of DTT Pretreatment on the Late Events of Fertilization

In the eggs preincubated and fertilized in 10 mM DTT seawater, the anomaly of the
actin cytoskeleton was also observed in the fertilization cone, the F-actin-based cytoskeletal
apparatus specializing in the capture and engulfing of the fertilizing sperm. On the confocal
plane where the fertilization cone was located, the control eggs fertilized in NSW (n = 15)
after microinjection of AlexaFlour 568-Phalloidin displayed an array of thick actin fibers
oriented perpendicular to the plasma membrane (Figure 6A). In the eggs preincubated and
fertilized in the presence of 10 mM DTT (n = 12), however, the morphological symmetry
of the fertilization cone was lost, and the aggregation of the thick actin fibers was visibly
exaggerated amid other thick actin fibers in the inner cytoplasm, which were similar to the
stress fibers (Figure 6B, arrowhead). On the other hand, in the eggs preincubated with DTT
but washed (n = 12) and restored in NSW prior to fertilization, there were often multiple
fertilization cones (Figure 6C).
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Figure 5. F-actin mobilization during egg activation is inhibited by DTT, the membrane-permeant
reducing agent. P. lividus eggs were microinjected with F-actin dye, AlexaFluor 568-phalloidin, and
preincubated in seawater in the presence or absence (control) of 10 mM DTT for 10 min prior to
fertilization. For comparison, some of the control eggs were exposed to another type of reducing
agent that does not penetrate cell membrane, tris(2-carboxyethyl)phosphine (TCEP). The changes of
the actin cytoskeleton following fertilization were monitored by confocal microscopy at intervals.
The moment of insemination was set as t = 0. The white dotted curves drawn on the images at 30 min
delineate the borders of the egg surface. To visualize the fertilization envelope, the same AlexaFluor
568-phalloidin eggs were shown in the bright field view 40 min after insemination. These images are
representative of at least two independent experiments. Scale bar, 10 µm.
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Figure 6. Effect of DTT pretreatment on the late events of fertilization. (A–C) P. lividus eggs were
microinjected with F-actin dye, AlexaFluor 568-phalloidin, and preincubated in seawater in the
presence or absence (control) of 10 mM DTT for 10 min prior to fertilization. After 10 min, the actin
cytoskeleton of the fertilized eggs was visualized by confocal microscopy. The fertilization cones are
marked by arrowheads. (D–I) Eggs pretreated in the same conditions as above (but without F-actin
dyes) were fertilized and incubated in the presence of FM 1-43 (D–F) or BPA-C8-Cy3 (G–I). White
arrows indicate the fertilization envelope and its remnants. (J–L) Hoechst 33,342 introduced with
sperm visualized the male and female pronuclei of the zygotes in the given conditions, as indicated
by pale blue and pink arrows, respectively. The black arrow indicates the fertilization envelope.
These images are representative of at least two independent experiments. Scale bar, 10 µm.

Although the vitelline layer was partially disrupted and certain aspects of the dynamic
property of the egg’s cortical actin cytoskeleton were altered by DTT (e.g., centripetal
migration of actin filaments), the endocytotic activity at the plasma membrane that retrieves
the membranes following cortical granule exocytosis [59,60] appeared to be normal. When
the eggs were stained in the media by adding the fluorescent membrane probe FM 1–43
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that sticks to the outer leaflet of the plasma membrane [61,62], numerous internalized
vesicles appeared in the inner cytoplasm of the eggs 10 min after fertilization (Figure 6D,
n = 7). Evidently, the eggs preincubated and fertilized in the presence of 10 mM DTT (n = 7)
also displayed virtually the same results (Figure 6E), and DTT washing and restoration in
NSW (n = 7) did not make much difference to the membrane retrieval after fertilization.
Nonetheless, it is noteworthy that, in these DTT-preincubated eggs restored in NSW before
fertilization, there was some modest formation of FE (Figure 6F, arrow). This result was also
corroborated by another fluorescent probe that is derivative of synthetic polyamine [63],
which is thought to have a tendency to bind to negatively charged macromolecular surfaces
such as the plasma membrane and actin filament meshwork [64,65]. Applied in the
media around echinoderm eggs, this fluorescent probe appears to stain predominantly
the jelly coat of starfish oocytes (Santella et al. unpublished data). For P. lividus eggs at
fertilization, this novel probe BPA-C8-Cy3 exhibited intense fluorescent labelling of the
VL, FE, and subplasmalemmal regions, as well as the membraneous structures within the
cytoplasm and the perivitelline space (Figure 6G, n = 10). In the DTT-preincubated eggs
that were restored in NSW before fertilization (n = 10), modest but evident formation of
the FE was detected, as with FM 1-43 (Figure 6I, arrow). Hence, these results suggest that
certain aspects of cellular changes induced by DTT can be reversed to some extent, but
not completely.

Importantly, we noted that BPA-C8-Cy3 produced evidently thinner and occasionally
interrupted labelling at the junction of the plasma membrane and the VL in the eggs
pretreated and fertilized in the seawater containing 10 mM DTT (n = 10, compare Figure 6H
with Figure 6G,I). Again, after washing and restoration in NSW, the fluorescent labelling at
the VL and plasma membrane came back to the appearance of the control eggs (Figure 6I).
By contrast, such reversed variations in the level of fluorescence were not observed in
the eggs labelled with the membrane-specific probe FM 1-43 (Figure 6D–F). Subtle as it
might look, this was the striking difference between FM 1-43 and BPA-C8-Cy3. These
observations in comparison with FM 1-43 are compatible with the idea that BPA-C8-Cy3
selectively visualizes the VL, which was occasionally interrupted in the eggs pretreated
with DTT.

We then tested whether or not DTT pretreatment of the eggs affected the migration of
male and female pronuclei. Following the experimental procedure described in Materials
and Methods, the male and female pronuclei were fluorescently labelled in the zygote
(Figure 6J). The densely labelled male pronucleus appeared more compact than the female
pronucleus, and the distance between the two pronuclei was not much different in the
zygotes obtained from DTT-preincubated eggs either with or without restoration in NSW
(Figure 6K,L). Thus, taken together with the results in Figure 5, these observations suggest
that exposure of the eggs to DTT in the condition that blocks the centripetal movement of
the subplammalemmal actin filaments actually has little effect on pronuclei movement, the
process that has been reported to be mainly dependent on the transport system, largely
based on microtubules [66,67].

3.8. Effect of DTT Pretreatment of the Eggs on Early Embryonic Development

The eggs restored in NSW after being preincubated in DTT exhibited a certain degree
of plasticity in terms of Ca2+ signaling, F-actin mobilization, and FE formation during
fertilization, albeit a high frequency of polyspermy. To explore this issue a step further, we
examined the early phase development of those embryos derived from the monospermic
zygotes obtained from each experimental condition. By 2 h and 30 min, the control eggs
fertilized in NSW were well into the 8-cell stage. The cleavage also appeared quite syn-
chronous (Figure 7A). In contrast, when the eggs were preincubated and fertilized in the
presence of 10 mM DTT, the majority of embryos were at the two-cell stage, suggesting
that the cleavages of the zygote had been significantly delayed. Indeed, in some cases,
it appeared that the individual daughter cells had difficulties completing cytokinesis, as
judged by the partially formed cleavage furrow (Figure 7C, arrow). By 6 h post-fertilization,
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the control embryos were at the early blastula stage (Figure 7B), but the embryos deriving
from the eggs fertilized in the presence of DTT were still at the four-cell stage with some
cleavage anomaly (Figure 7D). This problem of cytokinesis seemed to be overcome when
the DTT-preincubated eggs were restored and fertilized in NSW. However, 2.5 h after in-
semination, the embryos were mainly at the four-cell stage (Figure 7E), a clear sign of delay
in comparison with the control embryos. Six hours after insemination, the embryos derived
from the eggs restored and fertilized in NSW showed varying blastomere sizes, abnormal
cleavage, and their leaking from the ruptured evanescent FE (Figure 7F, red arrow).

μ

Figure 7. DTT pretreatment of the eggs induces anomalies during early development. (A–D) P. lividus eggs were incubated
in the presence or absence (control) of 10 mM DTT for 10 min and fertilized. (E–F) Some of the DTT-pretreated eggs
were rinsed and restored in NSW (10 min) and fertilized (WASH). The cleavage and development of the embryos in each
condition were monitored by light microscopy. Arrowheads indicate the FE. Note that the FE covering the control embryo
is still intact at 6 h (B), where it is totally absent in the embryos fertilized in the presence of DTT. The FE is evident again in
the embryos derived from the eggs restored in NSW prior to fertilization (F). Red arrows indicate signs of leakage in the
embryo from the ruptured FE. Scale bar, 10 µm. FE, fertilization envelope. The number of fertilized eggs examined for each
set of experiments was 100. Representative results from one of the three independent experiments are shown.
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4. Discussion

As a part of the extracellular matrix, the VL is thought to play important roles during
fertilization and early embryonic development. In this study, we induced partial disruption
of the VL in P. lividus eggs through the use of reducing agents that cleave intra- and inter-
molecular disulfide bonds. The experimental condition (10 mM DTT, 10 min) of the egg
pretreatment was mild enough not to cause total removal of the VL, as judged by the
images in the TEM and SEM analyses, but introduced subtle ultrastructural changes on the
egg surface. The VL was evidently interrupted (Figure 1) and failed to transform into FE at
fertilization (Figure 2). This is presumably because the VL was not physically sealed up
due to the patchy structure induced by DTT, and thereby the osmotic pressure failed to
build up in the perivitelline space, while proteins and other materials extruded from the
cortical granules were eventually lost to the external medium [7,41,68].

The lack of VL integrity is likely to have altered the mechanical property of the
egg surface because the plasma membrane is intimately ensheathed by the VL. Further-
more, the structure of the microvilli underlying the VL and the plasma membrane was
appreciably modified in the eggs pretreated with 10 mM DTT. Another indication of
cytoskeletal changes in the outer cytoplasmic region of the eggs fertilized in seawater
containing DTT was the lack of cytoplasmic contractility [69], which prevented the for-
mation of the dimple-like structure where the sperm fused with the oolemma (Figure 2A,
Supplemental Videos S1 and S2) [42,70]. Moreover, the appearance of an extraordinarily
enhanced fertilization cone in these eggs (Figure S1), together with the delayed sperm
incorporation (Figure 2E), underline the alteration of the F-actin dynamics necessary to
engulf the sperm [71].

The plasticity of P. lividus eggs was also manifested when the DTT-pretreated eggs
were restored in NSW. While the eggs fertilized in the presence of DTT exhibited some
anomalies (e.g., repressed Ca2+ response and failed FE elevation), the eggs pretreated
with DTT but restored in NSW experienced less alterations in sperm-induced Ca2+ signals
in terms of CF and traverse time. Likewise, the reversal of the altered Ca2+ response at
fertilization was also observed in P. lividus eggs that were restored in NSW after being
exposed to low salinity and other conditions [72,73], as well as in Arbacia lixula eggs that
were incubated in hypertonic salinity and then inseminated in NSW [74]. In the eggs
restored in NSW after DTT pretreatment, however, the physicochemical and structural
changes of the cortex were accompanied by polyspermy at fertilization, as well as some
anomaly in embryonic development (Figure 7). The centripetal translocation of the sub-
plasmalemmal actin filaments during egg activation has been observed in both sea urchin
and starfish [25,28,29,58]. It is conceivable that this orderly translocation of the actin fila-
ments may contribute to cytoplasmic sorting and reorganization of the egg organelles in
preparation for the subsequent cleavage. The eggs fertilized in the presence of DTT failed
to exhibit the centripetal translocation of F-actin, and these eggs had significant delay and
problems in the cleavages. Beyond this, the precise role and physiological significance
of the translocation of F-actin in activated eggs are still largely unknown. Nevertheless,
the results of our study using the eggs microinjected with AlexaFluor568-phalloidin and
exposed to the two different reducing agents suggested that this translocation of cortical
actin filaments may be sensitive to the cytoplasmic redox state of the eggs, as judged by
its inhibition by DTT, the membrane-permeant reducing agent. In support of this idea,
TCEP, which is unable to penetrate the cell membrane, had no such inhibitory effect on
the reshuffling of cortical actin filaments (Figure 5). Nevertheless, further investigation
is needed to understand to what extent the redox state of the egg cytoplasm is affected
by the given conditions of DTT treatment and to identify the major targets of DTT that
are accountable for our observations. Indeed, the importance of exquisite control of the
redox state in oocytes and embryonic cells is increasingly being appreciated [75]. On
the other hand, our observation of the apparently normal migration of female and male
pronuclei in the eggs pretreated and fertilized in seawater containing DTT (Figure 5C)
suggests that it is not likely that the centripetal movement of the cortical actin filaments
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makes a significant contribution to the transportation of the egg-engulfed sperm. While the
molecular mechanism through which DTT inhibits the translocation of the cortical actin
filaments is not known, it has been shown that myosin can form disulfide bonds within its
regulatory light chain [76]. Thus, it is tempting to speculate that a DTT-induced shift of the
myosin pool to its reduced form might have interfered with the translocation of the cortical
actin filaments. In support of this idea, the inner cytoplasm of the eggs fertilized in the
presence of DTT showed a conspicuous occurrence of stress fibers during egg activation,
which might be a sign of deregulated actin-myosin interaction (Figure 6B). Alternatively, it
is noteworthy that actin itself can exist as a dimer linked by disulfide bonds in vitro [77–79].
If such a transitory dimerization of actin molecules utilizing cysteine residues takes place
inside the eggs and contributes to the centripetal translocation of microfilaments, it cannot
be ruled out that actin itself might be the direct target of DTT.

The findings in this study raise a few more significant points on the cell biology of
oocytes and eggs. In conventional practice, to follow the cell surface events at fertilization,
eggs were often attached to polylysine-coated plates [80] or deprived of their jelly coat
and VL [15]. These so-called “denuded eggs” may better adhere to the solid substrate
such as slide glass, and were relatively immobilized during egg activation because of the
lack of the FE elevation. This feature was advantageous for morphological analysis and
other experiments. As the veil of VL was removed, it was relatively easier to disclose
the sperm’s interaction with the microvilli in SEM. The ultrastructural images obtained
with such methods were strikingly similar to the ones that we obtained with the DTT
pretreatment [81]. However, it should be underscored that this is not a natural view and
may be quite deviant from reality [82]. Instead, the control eggs visualized with SEM
in our study were in their natural state, freely suspended in NSW until they were fixed
for morphological analyses. As the DTT-pretreated eggs varied from the ones in natural
conditions, as shown here in the analyses of their cell physiology, it bears emphasis that
the experimental results obtained from those denuded or modified eggs may deviate
from what really happens in natural conditions. This small but important methodological
difference should be recognized. Secondly, we note that the significant alteration in the
structure of the VL and the defective formation of the FE did not lead to polyspermy in the
eggs pretreated with DTT. Combined with the previous findings [29,33,39], this observation
again suggests that the FE may not be the decisive factor in preventing polyspermy in
echinoderm eggs. Our result is also compatible with the idea that, if preferential binding
and penetration sites exist on the VL, such receptors are not sensitive to DTT treatment
by allowing the incorporation of the first sperm arriving at the egg surface. Finally, with
the evidence of selective labelling at the VL and plasma membrane junction, we suggest
that BPA-C8-Cy3 could be used as a convenient fluorescent probe in visualizing the VL of
the egg.

5. Conclusions

Quiescent it may seem, a sea urchin egg is at the tight equilibrium for maintaining the
homeostasis of intracellular Ca2+, pH, and redox state. Here, when the reducing agent DTT
was added to the incubation media, the sea urchin egg displayed altered Ca2+ responses
and F-actin translocation at fertilization. While the eggs fertilized in this condition were
mostly monospermic, their development was severely impaired if DTT was still present in
the media. When DTT was removed prior to fertilization, the eggs were overly polyspermic.
All of these changes took place while the alteration of the VL was rather moderate; that
is, the VL was not completely removed. In view of the fact that TCEP, another reducing
agent but membrane-impermeant, did not interfere with the translocation of actin filaments
following fertilization, the intracellular redox state is thought to be an important parameter
that contributes to egg activation. Compared with the well characterized intracellular Ca2+

signaling in fertilized eggs, the roles played by intracellular pH and the redox state have
been far less explored, but deserve more intense studies in the future.
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Abstract: The cell cycle is the series of events that take place in a cell, which drives it to divide and
produce two new daughter cells. The typical cell cycle in eukaryotes is composed of the following
phases: G1, S, G2, and M phase. Cell cycle progression is mediated by cyclin-dependent kinases
(Cdks) and their regulatory cyclin subunits. However, the driving force of cell cycle progression is
growth factor-initiated signaling pathways that control the activity of various Cdk–cyclin complexes.
While the mechanism underlying the role of growth factor signaling in G1 phase of cell cycle
progression has been largely revealed due to early extensive research, little is known regarding
the function and mechanism of growth factor signaling in regulating other phases of the cell cycle,
including S, G2, and M phase. In this review, we briefly discuss the process of cell cycle progression
through various phases, and we focus on the role of signaling pathways activated by growth factors
and their receptor (mostly receptor tyrosine kinases) in regulating cell cycle progression through
various phases.

Keywords: cell cycle; growth factors; receptor tyrosine kinases; G1 phase; S phase; G2 phase;
M phase; Ras/Erk; PI3K/Akt

1. Introduction

The cell cycle, or the cell division cycle, is the series of events that take place in a
cell that drive it to divide and produce two new daughter cells. The typical cell cycle
in eukaryotes is composed of four phases including the G1, S, G2, and M phase. G1, S,
and G2 together are called interphase. M phase is comprised of mitosis, in which the
cell’s nucleus divides, and cytokinesis, in which the cell’s cytoplasm divides to form two
daughter cells. Mitosis and cytokinesis are tightly coupled together. Mitosis is further
divided into five subphases including prophase, prometaphase, metaphase, anaphase,
and telophase (Figure 1). Each phase of cell cycle progression is reliant on the proper
completion of the previous cell cycle phase. A cell could also exit from cell cycle to enter
G0 phase, a state of quiescence [1,2].

Cell cycle progression is mediated by cyclin-dependent kinases (Cdks) and their
regulatory cyclin subunits. Cdks, such as Cdk4/6, Cdk2, and Cdk1 (also known as Cdc2)
are serine/threonine kinases with a wide variety of substrates. Cdks are activated mainly
by binding to their cyclin partners, whose expressions rise and fall throughout the cell
cycle to mediate the temporal activation of each Cdks. Various cell cycle checkpoints exist
to ensure that critical processes are engaged prior to progression to the next phase. There
are three major cell cycle checkpoints, including the G1/S checkpoint (also referred as
restriction point), the G2/M DNA damage checkpoint, and the spindle assembly checkpoint
(SAC) [3–5].

Growth factors (GFs) are a group of proteins stimulating the growth of specific tissues.
GF plays important roles in the regulation of cell division that drives cell proliferation.
Each GF binds to a specific cell–surface receptor. A specific group of GF receptors possesses
tyrosine kinases activity and is termed as receptor tyrosine kinases (RTKs). RTK plays
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most important roles in cell cycle regulation. RTKs are classified into 20 families. The most
studied RTKs in terms of cell cycle include epidermal growth factor (EGF) receptor (EGFR)
family, insulin receptor family, platelet-derived growth factor (PDGF) receptor (PDGFR)
family, and nerve growth factor (NGF) receptor (NGFR). GFs drive cell cycle by activating
RTKs and downstream signaling pathways, which regulates cyclin-Cdk complexes [6,7].

In this review, we will briefly discuss the process of cell cycle progression through
various phases and will focus on the role of GF/RTK-activated signaling cascades in
regulating cell cycle.

 

Figure 1. Diagram to illustrate a complete cell cy
Figure 1. Diagram to illustrate a complete cell cycle progression through four cell cycle phases (G1, S,
G2, and M) and three major checkpoints (G1/S, G2/M, and SAC). M phase is further divided into
Prophase, Prometaphase, Metaphase, Anaphase, and Telophase.

2. Early History of Cell Cycle Discovery

Cell theory was developed in the middle of the 19th century. This theory has three
main components: (1) Every living organism is composed of one or more cells; (2) cells
are the basic unit of life for all living organisms, and (3) cells only arise from pre-existing
cells. While the first two components were the contribution of Theodor Schwann and
Matthias Jakob Schleiden, the last is the contribution of German scientist and physician
Rudolf Virchow. His discovery that all cells arise from pre-existing cells is the start point of
cell cycle research [8–10] (Figure 2).

 

Figure 2. Timeline of major discoveries in the early cell cycle research. 
Figure 2. Timeline of major discoveries in the early cell cycle research.
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At the turn of the 19th century to 20th century, the cell cycle has been the subject of
intense study. The cytology of cell division is described in great detail by microscopists
and embryologists, however, the underlying mechanisms driving cell division are mostly
unknown. In the late 1970s and 1980s, the advancement of modern molecular biology
provided means and knowledge to study the molecular mechanisms regulating cell cycle.
Cell biologists, biochemists, and geneticists joined forces and demonstrated that the basic
processes and control mechanisms of cell cycle are universal in eukaryotes.

In the late 19th century, early light microscopic studies recognized that cell division
follows mitosis, during which cells condensed their chromosomes. Based on his observa-
tions of cell division in various stages, German biologist and a founder of cytogenetics
Walther Flemming identified the sequence of chromosome movements in mitosis. Flem-
ming’s discovery was proven correct decades later by the study of live dividing cells [11].
However, the only observable morphological changes outside of mitosis is the growth
of the cell size. Interphase remained a black box and recognized as one phase until the
discovery that DNA synthesis occurs only in a short period during interphase [12]. This
discovery split interphase into three phases: This DNA synthesis period is termed as S
phase, the gap between mitosis and S phase is termed G1 phase, and the gap between S
and M phases is termed as G2 phase [13].

Following the recognition of four major cell cycle states G1, S, G2, and M, the focus
of cell cycle study shifted to understand the transition between these phases. A major
task is to identify the factors driving the transition. In the early 1970s, by fusing cells at
different stages of the cell cycle, it was shown that late G2 or M phase cells contained
an M phase-promoting factor (MPF) capable of accelerating the onset of mitosis in early
G2 cells [14]. It was further shown that S phase cells contains an S phase-promoting factor
(SPF) in nuclei, which is able to accelerate S phase [14,15].

While there is no biochemical method available to purify either MPF or SPF at the
time, genetic studies of cell cycle related genes are fruitful. At the end of the 1960s,
Leland Hartwell realized the possibility of using genetic methods to study cell cycles. He
established budding yeast Saccharomyces cerevisiae as a highly suitable model system to
study cell cycles. In an elegant series of experiments in 1970–1971, he used the temperature
sensitive lethal mutants of S. cerevisiae to isolate yeast cells with mutated genes, controlling
the cell cycle. By this approach, he successfully identified more than one hundred genes
which specifically involved in cell cycle control. Among these genes are genes encoding
SPF and MPF. Hartwell named these genes Cdc-genes (cell division cycle genes) [16–18].
One particularly important gene identified is Cdc28, which controls the first step of cell
cycle progression in G1 phase and was also known as “start”.

In the middle of the 1970s, Paul Nurse followed Hartwell’s approach to study cell cycle
regulation with similar genetic methods but using fission yeast Schizosaccharomyces pombe
as a model system. Through this research, Paul Nurse discovered the gene Cdc2 in fission
yeast. Cdc2 is identical to Cdc28 identified in budding yeast. Nurse found that Cdc2 had a
key function in the control of transition from G2 to mitosis during cell cycle [19]. In 1987,
Nurse isolated the human version of Cdc2 gene, Cdk1. Cdk1 encodes a protein called
cyclin-dependent kinase (Cdk). They found that phosphorylation status of the mammalian
Cdc2 protein (p34Cdc2) is closely related to cell cycle progression. It is phosphorylated
when cells are stimulated to enter the cell cycle in G1 phase, but dephosphorylated when
cells go to quiescence [20,21]. Based on these findings, half a dozen different Cdk molecules
have been found in humans.

In the early 1980s, Tim Hunt discovered the first cyclin molecule by studying sea
urchins, Arbacia. There are eight very rapid cell divisions during the cleavage in embryos
of the sea urchin. To sustain these cell divisions, the continual protein synthesis is required.
Hunt found that one protein is always destroyed each time the cells divide. This protein
was named cyclin as the level of the protein vary periodically during the cell cycle [22].
In the following years, more cyclins were identified in various species by Hunt and other
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groups. Moreover, it was discovered that the cyclins bind to the Cdk molecules to regulate
the Cdk activity and determine the substrate specificity of Cdks [23].

Another important concept introduced during this period is “Checkpoint”. In the late
1980s, by studying the sensitivity of yeast cells to irradiation, Hartwell developed concept
of checkpoint [24,25] (Figure 2). He observed that the cell cycle is arrested at certain point
when DNA is damaged. This cell cycle checkpoint concept is then expanded as surveillance
mechanisms used by the cells to check the integrity, fidelity, and the sequences of the major
cell cycle events. The events being monitored include cell size growth, DNA replication,
and integrity, and the accurate chromosome segregation [3].

The historical contribution of Leland H. Hartwell, Paul M. Nurse, and R. Timothy
(Tim) Hunt earned them 2001 Nobel Prize in Physiology or Medicine for their discovery of
“key regulators of the cell cycle”.

3. Cell Cycle Progression through Various Phases

The cell cycle consists of G1, S, G2, and M phases. In G1 phase, the cell grows and
becomes larger. The cell enters S phase when it reaches a certain size. S phase is the
period for DNA-synthesis, during which the cell duplicates its DNA. In the following
G2 phase, the cell monitors the completion of DNA-replication and prepares for mitosis.
Chromosome segregation and cell division are completed in M phase. The proper cell cycle
progression ensures that each of the two daughter cells receives identical chromosome
from parent cell. After cell division, the cell cycle is completed, and the cells are back in G1
phase. The duration of the cell cycle varies between 10 and 30 h in most mammalian cells.
Cells in the G1 can exit from the cell cycle and enter G0 phase, a state of quiescence.

Cell cycle progression is mainly driven and regulated by two classes of proteins, Cdks
and cyclins [26] (Figure 3). In yeast, while several Cdks are expressed, including Cdk1,
PHO85, and Kin28, only Cdk1 directly regulates cell cycle progression. Cdk1 is equivalent
to p34Cdc2 in S. pombe and p34Cdc28 in S cerevisiae. By associating with different cell-
cycle stage-specific cyclins Cdk1 regulates diverse cell cycle transitions including G1 to
S transition and G2 to M transition. The roles of PHO85 and Kin28 in cell-cycle regulation
are indirect [26,27]. Higher organisms possess many yeast Cdk1 functional homologues.
These functional homologues are phase-specific Cdks. Each phase-specific Cdk acts in
a specific cell phase to perform the function of Cdk1 in yeast. Approximately 20 Cdk-
related proteins are discovered, which leads to the concept that cell cycle events in higher
eukaryotic cells are regulated by complex combinations of Cdks and cyclins in various
cell cycle phases. For Cdk/cyclin complexes, cyclins confer substrate specificity and
determine the regulatory consequence of the substrates such as activation, inactivation,
and localization. Based on this hypothesis, the classical model of cell cycle regulation is
established through extensive research in eukaryotic cells.

According to this model, Cdk4 and/or Cdk6 form complexes with D-type cyclins,
which activates Cdk4/6 and initiates phosphorylation of the retinoblastoma protein (Rb)
family in early G1 phase [28,29]. Rb phosphorylation stimulates the release of transcrip-
tion factor E2F, which then stimulates the transcription of early E2F responsive genes
required for the progression of the cell cycle [30,31]. Early E2F responsive genes include
A- and E-type cyclins [28,32]. In the late G1 phase, cyclin E binds to and activate Cdk2,
which leads to the full Rb phosphorylation and the further activation of E2F mediated
transcription [28,29]. Together, the above events drive the passage of the cell through
the restriction point at the boundary of the G1/S phase and initiate the S phase. At the
onset of the S phase, A-type cyclins are synthesized and form complex with Cdk2, which
phosphorylates proteins involved in DNA replication and drive the cell progression to
G2 phase [33,34]. At the late G2 phase, Cdk1/cyclin A is formed and activated, which is
required for the G2/M transition and the initiation of prophase [35]. Finally, Cdk1/cyclin
B complexes are formed in M phase and drive the completion of mitosis [36] (Figure 3).
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Figure 3. Regulation of cell cycle progression by Cdks and Cyclins.

3.1. G1 Phase

Cells enter G1 either from the preceding M phase or from G0 phase. The transition of
cells between G0 and G1 phase is determined by extracellular mitogenic signals [37,38].
G1 phase is the growth phase. The biosynthetic activities of the cell are slowed down
considerably in M phase; however, it resumes at a high rate in G1 phase. In G1 phase, the
cells synthesize many proteins, amplify organelles including ribosomes and mitochondria,
and grow in size. The duration of cell cycle phases varies considerably in different types of
cells. For a typical proliferating human cell, if we assume the total cycle time is 24 h, the
duration of G1 phase is approximately 11 h, S phase duration last 8 h, G2 phase last 4 h,
and the duration of M phase is approximately 1 h.

During G1 phase, diverse signals, including environmental cues, stress, and metabolic
cues intervene to influence cell’s developmental program. These signals are integrated
and interpreted by the cells. Based on these inputs, the cell decides whether to self-renew,
differentiate, or die; however, to enter S phase for starting its renewal, all cells must fulfill
one essential requirement: activation of Cdks [38,39].

3.2. S Phase

S phase is marked by DNA synthesis. In S phase, each chromosome consists of two
sister chromatids following replication to double the amount of DNA. However, S phase
also marked with low activities of gene expression and protein synthesis. A noticeable
exception is the production of histone. Most histones are produced in the S phase [40].

It is suggested that an intra-S phase checkpoint exists to control S phase progression.
Intra-S phase checkpoint turns off Cdk2 in response to DNA damage and other replication
stress, which blocks origin firing to avoid replication of damaged DNA [41]. S phase to
G2 phase transition is regulated by the active checkpoint kinase ATR (ataxia-telangiectasia
and Rad3-related) [42].

3.3. G2 Phase

The cell enters G2 phase after successful completion of S phase. G2 phase ends with
the onset of mitosis. The major task of cells in G2 phase is to prepare itself for mitosis.
G2 phase is marked by significant protein/lipid synthesis and cell growth [43]. While it is
known that protein synthesis inhibitor arrests cells at G2 phase, a recent study suggests
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that this may be due to the inhibition of p38, and the protein synthesis is not absolutely
required for mitosis entry [44]. Interestingly, some cell types, including certain cancer cells
and Xenopus embryos, lack the G2 phase. Cell cycle proceeds directly from S phase to
M phase. It is hypothesized that cell size controls the growth in G2 phase, however, this is
only demonstrated in fission yeast [45]. Another process that occurs during G2 phase is to
repair DNA double-strand breaks. During and after DNA replication, DNA double-strand
breaks accumulate in the cell and need to be repaired before cell can move to pass G2/M
checkpoint [24,46,47].

3.4. Mitosis and Cytokinesis

M phase is comprised of mitosis, in which the cell’s nucleus divides, and cytokinesis,
in which the cell’s cytoplasm divides to form two daughter cells. Mitosis is further divided
into prophase, prometaphase, metaphase, anaphase, and telophase (Figure 1).

Prophase is characterized with chromatin/chromosome condensation, centrosome
separation, and nuclear membrane breakdown. The migration of centrosome to two
opposite poles is important for the later formation of the bipolar mitotic spindle apparatus.
A recent detailed study shows that the interphase organization is rapidly lost in prophase
by a condensin-dependent manner [48]. Observations with a microscope indicate that
chromosomes become recognizable as linearly organized structures in early prophase [49].
Sister chromatids are mixed in early prophase, but they are separated in late prophase.
Each chromatid is shown as an array of loops radiating from an axial core that contains
topoisomerase II alpha and condensin complexes [50]. The rise of cyclin B-Cdk1 activity is
a defining molecular event of prophase [51].

Prometaphase starts from the nuclear envelope breakdown, which marks the end of
prophase, ends when chromosome alignment at the spindle equator completes, which
defines the beginning of metaphase. For faithful chromosome segregation, it is essential to
establish a metaphase plate in which all chromosomes aligned at the cell equator attach
to mitotic spindle microtubules. The achievement of this configuration depends on the
precise coordination of several mitotic events including nuclear envelope breakdown,
connection between chromosome kinetochores, and microtubules of the mitotic spindle
assembly, and the congression of all chromosomes to the spindle equator. A kinetochore
is a disc-shaped protein structure in duplicated chromatids [52]. During prometaphase
the chromatids shorten and become thicker [49] and ultimately form fully condensed
metaphase chromosomes [53].

Metaphase starts when the duplicated chromosomes are aligned along the metaphase
plate in the middle of the cell. During metaphase, the sister chromatids are pulled back
and forth by the kinetochore microtubules until they align along the equatorial plane.
The chromosome segregation process is monitored by SAC pathway to ensures that all
kinetochores are attached to microtubules of the opposite poles before segregation proceeds
after metaphase-to-anaphase transition. Once all the chromosomes are properly aligned
and the kinetochores are correctly attached, the cohesion between sister chromatids is
dissolved, leading to the migration of the separated chromatids towards opposite sides of
the cell by the pulling force of spindle microtubules. The cell now enters the anaphase [54].

Anaphase involves two mechanistically distinct steps, the shortening of kinetochore
microtubules and the spindle elongation in the midzone. The shortening of kinetochore
microtubules causes the migration of each chromatid towards its respective pole. The
disjointed sister chromatids are further separated through spindle elongation in the mid-
zone. These two steps may be temporally divided in some organisms while occurring
simultaneously in other organisms. These two steps are called anaphase A and anaphase
B, respectively [55]. In human mitotic cells, anaphase B usually starts 30–50 s later than
the start of the anaphase A [46,56]. During anaphase, the spindle elongates 8 µm and
additional 3 µm in telophase [46,55].

Telophase follows anaphase and starts at the onset of the chromosome recondensation
and the nuclear envelope reformation [47]. During telophase the duplicated chromo-
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somes in the nucleus of a parent cell separate into two identical daughter cells. A nuclear
membrane forms around each set of chromosomes to divide the nuclear DNA from the
cytoplasm. Simultaneously, the chromosome decondensation begins [55].

Cytokinesis results the physical separation of the cytoplasm of a mother cell into two
daughter cells [57,58]. The segregation of chromosomes and cytoplasm needs to be tightly
coordinated to generate offspring with the right complement of chromosomes [59]. Cell
cytokinesis is initiated in anaphase, when lower Cdk1 activity causes the reorganization
of the mitotic spindle and the stabilization of microtubules. The assembly of the central
spindle is the key early event, which provides the template for the midbody and contributes
to division plane specification. The division plane is positioned between the two sets of
segregated chromosomes. The precise position of the plane is critical to prevent segregation
errors. Cytokinetic furrow ingression of the attached plasma membrane is then initiated by
the contraction of the actomyosin ring, which partitions the cytoplasm into two domains
of emerging daughter cells. The last step of cytokinesis is abscission [60]. Abscission
is the physical separation of the plasma membrane of the two daughter cells. During
abscission, cells remove the cytoskeletal structures from the intercellular bridge, followed
by constriction of the cell cortex, and finally the division of the plasma membrane [61,62].

4. The Regulation of Cell Cycle by GF-Initiated Signaling Pathways

GFs play vital role in driving cell proliferation by activating RTK and the downstream
signaling cascades. The aberrant activity of these signaling cascades frequently leads
to cancer [63,64]. Cell proliferation can only be realized through cell division and early
studies have demonstrated that GF stimulation is the driving force of cell cycle initiation
and progression. However, after extensive research in the late 1990s and early 2000s, little
research directly studies the role of GF/RTK in the regulation of cell cycle. While the role
of GF receptor in G1 phase has been well studied, very little is known regarding their role
in other phases of cell cycle.

GFs regulate diverse functions of the cells, and the effects of most GFs are mediated
by RTKs (Figure 4). Signal transduction starts when a GF binds to its receptor at the
cell surface, which stimulates the dimerization of RTK and the activation of its kinase.
Two monomers of the RTK dimer phosphorylate each other to fully activate RTK and the
phosphorylated Tyr residues in the C-terminus of the receptor become the binding sites for
recruiting multiple downstream signaling molecules. The formation of the RTK-signaling
protein complex initiates the activation of multiple signaling pathways including Ras/Erk,
PI3K/Akt, Src/Jak/Stat, and PLC-γ1. These signaling pathways interact each other to form
a signaling network. Signals from various signaling pathways are eventually integrated at
the level of transcription. There are several major transcriptional nodes: (1) The p53 node
mediates cytostasis and apoptosis in response to high level of mitogenic signals or DNA
damage; (2) The SMAD node mediate the expression of cytostatic (arrest of cell growth
and multiplication) and apoptotic factors in response to TGF-β; (3) The FOXO node also
mediates cytostasis and apoptosis, but in response to oxidative stress and starvation; and
(4) ID and Myc node that suppress Cdk inhibitors to favor cell proliferation. By controlling
the transcription of specific genes, GF-initiated cell signaling regulates diverse cellular
functions including cell migration, cell survival, cell cycle progression, and differentiation
(Figure 4) [7,64].
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Figure 4. Diagram to illustrate signaling pathways initiated by GF throug
Figure 4. Diagram to illustrate signaling pathways initiated by GF through their membrane receptors,
mostly RTKs.

4.1. EGFR-Mediated Signaling Pathways

As a prototypical receptor of all RTKs, EGFR signaling network has been extensively
studied and very well understood [7,64]. Here, we are using EGFR as an example to
illustrate the signaling pathways of GF/RTK. Following its identification in the 1970s [65],
EGFR is shown to possess intrinsic kinase activity. The full-length receptor is cloned in
1984 [66]. EGFR is a single polypeptide chain transmembrane glycoprotein. The following
is a brief description of the two major signaling pathways activated by EGFR that is most
relevant to cell cycle progression.

4.1.1. Ras/Erk Pathway

A major signaling pathway downstream of EGFR is the Ras/Erk pathway. The
phosphorylated EGFR interacts with SHC/Grb2, which recruits Sos to cell membrane
to activate Ras. Activated Ras then stimulates the activation of Raf. Mitogen-activated
protein kinase (MEK) is phosphorylated and activated by Raf, which activates Erk. Erk
activation stimulates the activation and nuclear translocation of RSK. In the nucleus, RSK
stimulates the activation of transcription factors including c-Fos and SRF. On the other
hand, following its activation, Erk also translocates into the nucleus where it stimulates
c-Fos and Elk1 (Figure 5A) [67–73].

4.1.2. PI3K/Akt Pathway

EGFR stimulates PI3K either by binding to its p85 subunit directly or indirectly by acti-
vating Ras [74,75] (Figure 5B). The function of PI3K is to generate phosphatidylinositol-3,4,5-
trisphosphate (PIP3) by phosphorylating phosphatidylinositol-4,5-bisphosphate (PIP2).
However, this process is reversed by the phosphatase and tensin homologue deleted on
chromosome 10 (PTEN). PTEN acts as a direct antagonist of PI3K and provides important
negative control over the PI3K pathway. It is also reported that PI3K directly interacts
with PTEN to stimulate PTEN activity [76,77]. PIP3 interacts with pleckstrin homology
(PH) domains to recruit PH-domain containing proteins to the plasma membrane. Among
the recruited PH-domain containing protein is the serine threonine kinase Akt. In the
plasma membrane, phosphoinositide-dependent kinase 1 (PDK-1) phosphorylates Akt
Thr 308 to partially activate Akt. The following phosphorylation of Akt in Ser 473 by the
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rapamycin complex 2 (mTORC2) results the full activation of Akt. Activated Akt activates
multiple downstream substrates, including the forkhead box O transcription factors (FoxO),
the BCL2-associated agonist of cell death (BAD), and glycogen synthase kinase 3 (GSK3),
to promote cell cycle entry and cell survival. Akt also activates the small G-protein ras
homologue enriched in the brain (Rheb), leading to the activation of mTORC1. mTORC1
phosphorylates the eukaryotic translation initiation factor 4E binding protein 1 (4EBP1)
and the p70S6 kinase (S6K1), which promotes protein translation and protects the cell from
apoptosis [78–80].

 

Figure 5. Activation of Ras/Erk (A) and PI3K/Akt (B) signal
Figure 5. Activation of Ras/Erk (A) and PI3K/Akt (B) signaling pathways downstream of EGFR.

4.2. GF-Activated Ras/Erk Pathway Activation in Cell Cycle Progression

An earlier study indicates that Erk is rapidly phosphorylated in response to GFs in-
cluding EGF and PDGF [81]. The first evidence regarding the role of Erk in cell proliferation
comes from the Erk-inhibition experiments. Inhibition of Erk by various means block the
GF-induced cell proliferation, which indicates that GF activation of p42mapk and p44mapk
is an absolute requirement for triggering the proliferative response [82]. However, Erk1/2
activation is not sufficient to drive cells into S phase [83–85].

Accumulated evidence indicates that Erk activation promotes G1 progression with
multiple mechanisms [86] (Figure 6). One mechanism is by induction of cyclin D and
assembly of cyclin D–Cdk4 complexes. Expression of activated Ras in different cell types
is sufficient to induce the accumulation of cyclin D1 [87–89]. As a downstream signaling
protein of Ras, Erk activation is both necessary and sufficient for transcriptional induction
of the Cyclin D1 gene [90]. In order for cells to enter S phase, sustained Erk activation is
essential to maintain the level of cyclin D1 in G1 phase [91]. The precise mechanism that
connects Erk signaling to Cyclin D1 transcription is not clear. However, it is known that
the Cyclin D1 promoter contains a functional AP-1 binding site. It is also shown that Erk
signaling stimulates the expression of c-Fos and c-Jun, the critical AP-1 components in
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response to GFs [91,92]. Sustained Erk activation also stabilizes AP-1 proteins by stimulat-
ing the phosphorylation of their C-terminal residues [86]. The Erk pathway also regulates
the cellular cyclin D1 expression level through the post-transcriptional regulation [86,93].
There is also evidence to support the role of Erk in the induction of cyclin D2 and cyclin
D3 [94,95].

 

 
 

 

Figure 6. Regulation of cell cycle progression in G1 phase by GF-induced activation of

 

 

Figure 6. Regulation of cell cycle progression in G1 phase by GF-induced activation of Ras/Erk
signaling pathway.

The second mechanism is to stabilize transcription factor c-Myc. C-Myc regulates
cell cycle progression and apoptosis [96]. Activation of Erk1 by GF strongly enhances the
stability of c-Myc protein by direct phosphorylating c-Myc at Ser 62 [97]. C-Myc regulates
many proteins that function directly in cell cycle control. These proteins include Cdk4 [98],
cyclin D2 [99], Cdc25A [100], and p21 [99]. It is shown that both Erk activation and c-Myc
expression are required to drive cells from G0 to late G1 phase [85].

Another mechanism is through the regulation of p21Cip1 and p27Kip1 expression.
While p21Cip1 was initially thought to be a cyclin-dependent kinase inhibitor (CKI), further
study indicates that p21Cip1 plays multiple roles in regulating Cdk activity. p21Cip1
interact with both Cdk4–cyclin D and Cdk6–cyclin D complexes under physiological
conditions, which induces their kinase activation from early G1 to middle S phase [28]. In
response to GFs p21Cip1 is transiently accumulated in early G1 phase by an Erk-dependent
and p53-independent mechanism [101,102]. A transient activation of Erk is sufficient to
induce the expression of p21Cip1 [103], which contributes to the stabilization of cyclin
D/Cdk4 complexes in G1 [104]. On the other hand, p21Cip1 also inhibits the activation of
Cdk2–cyclin A and Cdk2–cyclin E complexes from late G1 to S phase [105]. Thus, p21Cip1
regulates cell cycle progression by controlling the activation of various Cdks.

Ras/Erk signaling pathway also mediates the GF-induced downregulation of
p27Kip1 [84,106–108]. It is possible that Erk1/2 downregulates p27Kip1 by stimulating the
activation of cyclin D/Cdk4/6 complexes, which induces the degradation of p27Kip1 at the
G1/S transition. It is also suggested that Erk signaling downregulates p27Kip1 expression
by a Skp2- and Cdk2-independent mechanism [109]. Finally, Erk signaling also contributes
indirectly to p27Kip1 regulation by stimulating the synthesis of autocrine GFs [86].

The fourth mechanism is to downregulate antiproliferative genes. As revealed by a
gene profiling analysis, 173 antiproliferative genes are downregulated by an Erk-dependent
mechanism during G1 phase [110]. It is further shown that to maintain decreased ex-
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pression levels of antiproliferative genes, continuous activation of Erk throughout G1
is required.

While the activation of the Ras–Erk pathway stimulates cell cycle progression in G1
phase in general, it is interesting to note that some studies suggest that too strong Erk
activation results reversible or permanent cell cycle arrest [86] by stimulating the expression
of the Cdk inhibitor p21Cip1 [111–114].

4.3. GF-Activated PI3K/Akt Pathway Activation in Cell Cycle Progression

GFs also regulate cell cycle progression through the activation of PI3K/Akt pathway. It
was shown in the early 1990s that PI3K mediated the mitogenic signals of PDGFR [115,116].
In the following years, the role of PI3K in mediating PDGF-induced cell cycle progression
were revealed [117,118]. The activation of Akt by PI3K or inhibition by PTEN has been
shown to play critical role in GF-induced cell cycle progression [119–121]. These studies
firmly established roles of PI3K in GF induced cell cycle progression. Extensive research
during this period also revealed various mechanisms by which PI3K/Akt pathway regulate
in GF-induced cell cycle progression (Figure 7).

 

Figure 7. Regulation of cell cycle progression in G1 phase by GF-induced act
Figure 7. Regulation of cell cycle progression in G1 phase by GF-induced activation of PI3K/Akt
signaling pathway.

Stimulation of p21Cip1 is an important mechanism underlying PI3K/Akt regulation of
cell cycle progression. The PI3K/Akt signaling is required for the accumulation of p21Cip1
in human ovarian carcinoma cells. While expression of a constitutively active mutant
Akt increases the expression of p21Cip1, expression of dominant negative Akt decreases
p21Cip1 expression [122]. Further research about the mechanisms underlying the PI3K/Akt
pathway in regulating p21Cip1 expression indicates that Akt directly phosphorylates T145
and S146 near the c-terminus of p21Cip1. These phosphorylations stimulate DNA synthesis
and Cdk activity, increasing cellular proliferation [123]. Akt also phosphorylates p21Cip1
at S146, which enhances p21Cip1 protein stability and significantly prolongs the half-life of
p21Cip1. High level of p21Cip1 induces assembly and activation of p21Cip1/Cdk4/cyclin
D and p21Cip1/Cdk6/cyclin D complexes [124].

The inhibition of p27Kip1 is another mechanism. The PI3K/Akt pathway decreases
the expression of p27KIP1. Expression of dominant negative Akt caused transcriptional
induction of p27Kip1 in mesenchymal cells, inhibiting both Cdk2 activity and DNA syn-
thesis [125]. It is shown simultaneously by three groups that Akt directly phosphorylates
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p27Kip1 on T157, which leads to the retention of p27Kip1 in the cytoplasm. Cytoplasm-
localized p27Kip1 cannot bind to nuclear Cdk2, thus cannot inhibit Cdk-2 [126–128].

The third mechanism is to stimulate cyclin D1 by inhibiting GSK-3. GSK-3 is con-
stitutively active in unstimulated cells and phosphorylates numerous proteins including
cyclin D, which triggers the degradation of Cyclin D through the ubiquitin-dependent
proteolysis pathway, thus maintains cyclin D in an inactive state by reducing its expression
level. Phosphorylation of GSK-3 by PI3K/Akt pathway causes the inactivation of GSK-3,
thus promoting the accumulation and activation of cyclin D [129–132].

The fourth mechanism is the regulation of c-Fos. Expression of a constitutively active
PI3K p110 mutant in NIH-3T3 cells induced c-Fos transcription [125]. Moreover, expression
of a dominant negative Akt mutant rat mesenchymal cells decreases c-Fos transcription.
As discussed above, c-Fos transcription stimulates cell proliferation. It is further shown
that PI3K/Akt-induced c-Fos transcription is mediated by Elk-1 [116].

It is notable that the role of PI3K/Akt in the regulation of the cell cycle is heavily
influenced by PTEN [133]. As a lipid phosphatase, PTEN antagonizes the function of
phosphoinositide 3-kinase (PI3K) by converting phosphatidylinositol-3, 4, 5-trisphosphate
(PIP3) to phosphatidylinositol-4, 5-biphosphate (PIP2) [134]. Thus, PTEN inactivates Akt
and suppresses cell cycle progression [133].

4.4. Co-Regulation of Cell Cycle Progression by PI3K/Akt Pathway and Ras/Erk Pathway

Upon GF stimulation, the PI3K/Akt and Ras/Erk pathways co-regulate cell cycle
progression by interacting closely [135]. Ras/Erk pathway and PI3K/Akt pathway interact
at multiple point to coordinately regulate cell cycle progression. Many crosstalk mecha-
nisms have been revealed between these two pathways. These include cross-activation,
cross-inhibition, and pathway convergence on substrates [136] (Figure 8).

 

Figure 8. Interplay between Ras/Erk pathway and PI3K/Akt pathway in terms of cell cycle regula-
tion. Green arrow indicates stimulation and red line indicates inhibition. Bottom box listed cell cycle
related protein regulated by both signaling pathways.

First, Ras itself is an upstream activator of PI3K, thus activation of Ras leads to the
activation of both Erk and PI3K [137]. In addition, Raf may activate Akt in hematopoietic
cells [131].

The second mechanism is through mutual inhibition. Ras/Erk signaling may nega-
tively regulate PI3K/Akt signaling and vice versa [138,139]. It is known that activated Erk
phosphorylates GAB1, which inhibits GAB1-mediated recruitment of PI3K to the EGFR
for activation [140]. It is shown that Runx2 expression relieves Erk-mediated negative
regulation of EGFR and Akt [141]. It is also reported that MEK suppresses PI3K signaling
by promoting membrane localization of the phosphatase PTEN [142]. Cross-inhibition
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between Akt and Raf by IGF1 stimulation is also reported [143]. Akt inhibits Raf1 by phos-
phorylating Raf N-terminal inhibitory sites, which leads to the inhibition of Erk [144,145].

The most striking feature of the crosstalk is that both Ras/Erk pathway and PI3K/Akt
pathway regulate same proteins involved in the regulation of cell cycle. As discussed above,
both pathways regulate p21Cip1, p27Kip1, GSK-3, Cyclin D, and c-Fos, which control cell
cycle progression [86,131].

5. Two Waves of GF Signaling Drives Cell Cycle in G1 Phase

Cell cycle progression is controlled at multiple stages. During the early time of cell
cycle research, a key regulatory step identified was the restriction point in cultured cells.
GF is needed to drive the cell cycle to pass the restriction point, and once the restriction
point is passed, GF is no longer required for the continuation of cell cycle progression [146].
What we know now is that the restriction point is G1/S checkpoint, which represents
commitment to subsequent DNA replication (S phase). As discussed above, at a restriction
point a signaling activity threshold must be reached to allow the continuation of the cell
cycle progression. Mitogenic signals generated from GFs/RTKs are sufficient to drive the
cells pass the restriction point.

The earliest studies of the restriction point in mammalian cells indicated that dif-
ferent GFs function differently in regulating cell cycle [147,148]. PDGF was shown as a
competence factor, and EGF and IGF-I were defined as progression factors. However,
later research shows that different GF may function similarly in driving cell cycle progres-
sion [85,149]. As revealed by live imaging in a study using dual-reporter cell model, when
compared with serum-free medium, insulin-like GF-I (IGF-I) enhances cell cycle entry by
more than 5-fold. Similar results are also obtained when GFs such as EGF, PDGF-AA, and
PDGF-BB are used [150]. Another early observation is that the continuous presence of the
GF for at least 6–8 h is required for cell cycle progression to pass restrict point [151,152].
Later research finds that the continuous presence of GF could be substituted with two short
pulses of GF, one at early G1 phase and one at late G1 phase [6,153]. It is revealed that
even with the continuous presence of GFs, the downstream signaling proteins including
Ras/Erk and PI3K show two waves of activation (Figure 9).

 

Figure 9. Two waves of GF-induced cell signaling in G1 phase drive the 
Figure 9. Two waves of GF-induced cell signaling in G1 phase drive the cell cycle progression to pass
the restriction point (R).

In the continuous presence of GFs, Ras shows two waves of activation, an early tran-
sient activation and a more sustained activation approximately 4 h later [154]. Interestingly,
it has been shown by earlier study that Ras activity is needed for cell cycle progression in
two distinct times during the G1 phase [155,156], which corresponds to the two waves of
Ras activation. In addition to functioning as a molecular switch for re-entry into the cell
cycle from the G0 to G1 phase, Ras functions late in G1 to induce p27kip1 downregulation
and cell cycle progression to pass the restriction point in response to EGF [157].

Similarly, GF also stimulates two waves of PI3K activation during G1 phase. It is
shown that inhibition of PI3K catalytic subunit p110α (but not p110β) several hours after
PDGF stimulation suppresses PDGF-dependent DNA synthesis [158]. In the mid-G1
phase, treatment with PI3K inhibitors inhibits GF-dependent cell-cycle progression and the
inhibition is due to impaired degradation of p27Kip1 [159]. Indeed, a second, prolonged
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wave of accumulation of PI3K products is detected 3–7 h after PDGF stimulation [117]. By
using an inhibition–rescue approach, this research further shows that, unlike the initial
wave, the second wave of PI3K activation is required for PDGF-dependent DNA synthesis.

While prolonged presence of EGF is required to stimulate cell proliferation, we show
that two short pulses of EGF are also sufficient to stimulate cell proliferation. We also
show that two pulses of endosomal EGFR signaling are sufficient to stimulate cell prolif-
eration [153,160]. The first pulse of EGFR signaling stimulates the exit from G0 into G1
phase. The second pulse, required 4–8 h later, drives the transition of cells from late G1
into S phase [153]. We also show that two waves of PDGFR signaling from endosome are
sufficient to drive cell cycle progression [161].

The effects of the two short pulse of GF exposure on cell signaling network is further
studied by a comprehensive transcriptomic and proteomic analyses. It is revealed that three
processes are responsible for regulating restriction point crossing. In addition to activating
essential metabolic enzymes, the first pulse also relieves p53-related restraining processes.
The study also shows that the second pulse eliminates the suppressive action of p53 by
activating the PI3K/Akt pathway. Finally, the second pulse uses the Erk-EGR1 threshold
mechanism to digitize the graded external signal into an all-or-nothing decision-making
obligation into the S phase [149]. Recent research shows that Ras signals mainly through
Erk in G1, however, it also functions through PI3K/Akt to induce Cyclin D, driving S-phase
entry [162].

Together, the findings to date highlight the importance of GF signaling for the progres-
sion of the cell cycle. These studies also demonstrated the presence of two action period for
GF signaling in G1 phase. The first is in the early stage of G1 phase, which is critical for the
G0/G1 transition to commit the cells to enter cell cycle, instead of going into a quiescent
state. The second is right before the R-point, which is critical to drive the cells to pass the
G1/S checkpoint and to start DNA synthesis.

6. GF Signaling in S, G2, and M Phase of Cell Cycle

The study regarding the role of GF-mediated signaling in other cell cycle phases are
limited and controversial. The initial studies in the early 1990s to establish the role of
GF-mediated cell signaling in cell cycle regulation suggests that GF-activated signaling
cascades especially Ras/Erk and PI3K/Akt signaling pathways are required for the cell
cycle progression from G1 to S phase by passing through restriction point [86,131]. The
role of GF-activated signaling pathways in other phases only began to emerge in the late
1990s to early 2000s.

While it is proposed that GFs only regulate cell cycle progression during G0 to
S interval [85], sporadic publications have emerged and shown the involvement of GF-
mediated cell signaling in S and G2 phase [163–165]. It is shown that the presence of
hepatocyte GF in S phase induces G2 delay by sustaining the activation of Erk [164]. On the
other hand, it is reported that activation of EGFR by EGF in S phase induces centrosome
separation, which promotes mitotic progression and cell survival [166]. The data regarding
the role of EGFR activation in G2 phase are also limited and controversial. While all data
indicate that EGF stimulates the activation of MEK-Erk signaling pathways [165,167], the
findings regarding the effects of activated MEK-Erk pathway are quite different.

It is reported that activation of MEK-Erk signaling pathway by okadaic acid is re-
quired for entry into M phase and cell survival [168] and activation of both PI3K/Akt and
MEK/Erk pathways by FBS is required for mitotic entry [169]. However, other studies
indicate that activation of MEK-Erk signaling pathway by EGFR or phorbol 12-myristate
13-acetate (PMA) in G2 phase delays the M phase entry through p21Cip1 [166]. Activation
of Erk signaling by EGF or PMA also induces the G2 phase delay and the blocked exit from
G2 checkpoint by destabilizing Cdc25B [170]. By following live cells in which ERK1/2
activity was inhibited through late G2 and mitosis, it is shown that, for a timely entry into
mitosis, Erk activity in early G2 is essential. However, Erk activity from late G2 through
mitosis does not directly affect cell cycle progression [171].
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The role of GF-induced cell signaling in mitosis has been less studied and poorly
understood. It is reported that while the level of EGFR expression is the same between
M phase and interphase, EGFR-mediated cell signaling pathways is tightly suppressed
in M phase as EGF fails to bind to EGFR with high affinity to induce EGFR dimeriza-
tion [170]. It is reported that EGFR, PLC-γ1, GTPase-activating protein, and Erk2 are less
phosphorylated in M phase than in interphase [168]. A further study shows that Cdc2
inhibits EGF-induced Erk activation in M phase [169]. These studies argue that inhibition
of GF signaling in M phase shelters the cell from extracellular signals during cell divi-
sion, which helps the cell to preserve the precious energy needed for mitotic structural
changes [168–170].

However, we recently showed that in M phase, EGFR is both expressed at the same
level and activated to the same level by EGF as in interphase [171]. We further show that, in
mitosis, EGFR is phosphorylated at all the major tyrosine residues in the C-terminus to the
level similar to that in interphase, suggesting that EGFR is fully activated. However, the
fully activated EGFR regulates downstream signaling pathways differently from interphase.
It selectively activates some downstream signaling pathways while avoid others. Two
major differences include the activation of Akt2, not Akt1, and inability to activate Erk
despite of strong activation of Ras [172]. The activation level of other signaling proteins
including PLC-γ1, PI3K, Cbl, and Src are all similar between mitosis and interphase. While
EGF promotes cell survival in mitosis, it does not alter mitosis progression significantly.
The only effect observed is the longer mitosis with the inhibition of EGFR by inhibitor
AG1478 [172,173].

By using a cell line that is defective in EGFR downregulation, and thus maintains
sustained EGFR signaling, it is shown that EGF-induced activation of EGFR signaling is
required in G2 phase to drive the transition of cell cycle from G2 to M phase [174].

A novel method combining quantitative time-lapse fluorescence microscopy and
microinjection is developed to examine cell cycle progression without cell synchroniza-
tion [175–177]. By using this method, series research analyzes the role of Ras in the
regulation of cyclin D expression and cell cycle progression. The results show that cyclin
D1 is induced in a Ras-dependent manner in asynchronous NIH3T3 cells from S to G2
transition during cell cycle. Interestingly, the expression of cyclin D1 is Ras independent
during the next G1 phase once induced in G2 phase. It is further shown that the Ras-
dependent induction of cyclin D1 in the S/G2 transition is mediated by post-transcriptional
mechanisms [178]. While endogenous Ras is active in all cell cycle phases, cyclin D1 is only
induced during G2 phase in cycling cells, which indicates that the function of Ras is regu-
lated by cell cycle phase [179]. Constitutively activated mutant Ras accelerates the cell cycle
transition through G2/M and renders the G2/M checkpoint and SAC ineffective [180].

The downstream signaling proteins of Ras have also been shown to be involved in
the cell cycle phase rather than G0–G1. For example, the MAPK kinase 1 (MAPKK1)
activity in synchronized NIH 3T3 cells affects the kinetics of the cell cycle progression
through both the G1 and G2 phases. Inhibition of MAPKK1 by dominant negative mutant
is also found to delay progression of cells through G2. Moreover, inhibition of MAPKK1
in cells synchronized to S phase arrests the cell in G2 phase, which demonstrates a role
for MAPKK1 in G2/M transition [181]. It is interesting to note that some studies suggest
that too much Erk activity at the G2/M transition blocks entry in mitosis. Cells lacking
VHR arrest at the G1-S and G2-M transitions of the cell cycle, which is dependent on
the hyperactivation of Jnk and Erk. Moreover, this arrest is reversed by Jnk and Erk
inhibition [182]. Hyperactivation of the Erk pathway due to expression of activated Ras
or Raf mutants arrest cell cycle progression by promoting the accumulation of cyclin-
dependent kinase inhibitors [86]. Wentilactone B (WB), a tetranorditerpenoid derivative
induces G2/M phase arrest in human hepatoma SMMC-7721 cells via the Ras/Raf/Erk
and Ras/Raf/JNK signaling pathways [183].

Inhibition of the PI3K/Akt pathway with PTEN or a PI-3 kinase inhibitor results in the
cell cycle arrest in G2 phase and overexpression of constitutively active Akt kinase relieves
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this inhibition [184–186]. A PI3K inhibitor shortens the IR-induced G2 arrest [187]. These
findings suggest a role of PI3K/Akt pathway G2 phase of cell cycle. Further study suggests
that Chk1 kinase mediates the function of Akt in G2 phase. Akt kinase activity increase
in G2/M, which coincides with the fall in Chk1 kinase activity [186]. Inhibition of PI3K
by inhibitor LY294002 increase Chk1 kinase activity by decreasing Akt activity. Moreover,
constitutively active Akt inhibits hydroxyurea-induced activation of Chk1 activation, which
relieving DNA damage-induced G2 arrest [186]. Multiple mechanisms underly the ability
of Akt to inhibit Chk1. These mechanisms include phosphorylation, ubiquitination, and
reduced nuclear localization [188]. It is also reported that blocking PI3K/Akt signaling
prolongs progression through S/G2 [189].

By using a Time-Resolved Single-Cell Imaging method, EGF-induced signal process-
ing in individual cells is quantitated over time, which reveals the dynamic contribution of
various signaling pathways [190]. It is shown that both PI3K and Erk activity are required
for initial cell cycle entry, however, only PI3K activity regulates the duration of S phase. Im-
portantly, if PI3k activity is blocked for 10–20 h after EGF treatment, the durations of S and
G2 phase is increased dramatically. A likely underlying mechanism is the phosphorylation
and subcellular translocation of Cdk2 by Akt during S phase [190].

7. Conclusions

Mitogenic signals of GFs are mediated by their transmembrane receptors, mostly
RTKs. RTK activation initiates the activation of multiple downstream signaling cascades.
Both Ras/Erk signaling pathway and PI3K/Akt signaling pathway play major role in regu-
lating cell cycle progression. While the mechanism underlying the role of GF signaling in
G1 phase of cell cycle progression has been largely revealed due to early extensive research,
little is known regarding the function and mechanism of GF signaling in regulating other
phases of cell cycle including S, G2, and M phase. Accumulated results so far suggest
that GF signaling my regulate cell cycle progression throughout the cell cycle, but further
research is needed to sustain these findings and to uncover the underlying molecular
mechanisms (Figure 10).
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Figure 10. Regulation of cell cycle progression by GF-induced cell signaling in various phases of cell
cycle. Question mark indicates that the data are limited and controversial.
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Abstract: Leishmaniases belong to the inglorious group of neglected tropical diseases, presenting
different degrees of manifestations severity. It is caused by the transmission of more than 20 species of
parasites of the Leishmania genus. Nevertheless, the disease remains on the priority list for developing
new treatments, since it affects millions in a vast geographical area, especially low-income people.
Molecular biology studies are pioneers in parasitic research with the aim of discovering potential
targets for drug development. Among them are the telomeres, DNA–protein structures that play an
important role in the long term in cell cycle/survival. Telomeres are the physical ends of eukaryotic
chromosomes. Due to their multiple interactions with different proteins that confer a likewise
complex dynamic, they have emerged as objects of interest in many medical studies, including
studies on leishmaniases. This review aims to gather information and elucidate what we know about
the phenomena behind Leishmania spp. telomere maintenance and how it impacts the parasite’s
cell cycle.

Keywords: Leishmania spp.; leishmaniases; cell cycle; telomeres; telomerase

1. Introduction

Leishmaniases are among the poverty-related endemic diseases. They are well-known
to cause a wide spectrum of clinical manifestations and their harsh incidences in East
Africa, the Indian subcontinent, and Latin America, where approximately one million
new diagnostics are expected yearly [1]. The disease is vector-induced and caused by
more than twenty species of the Leishmania genus, protozoan parasites that belong to
the Trypanosomatidae family [1]. The invertebrate host is a phlebotomine insect that is
infected during a blood meal with amastigote forms. Inside the insect digestive system,
amastigotes transform into procyclic promastigotes, which are noninfective but highly
proliferative forms. Procyclics eventually migrate to the proboscis and differentiate into
infective metacyclic promastigote forms [2,3]. The transmission to humans occurs when
a preinfected insect (female phlebotomines) regurgitates during its blood meal infective
but nonproliferative forms (metacyclic promastigotes) into the mammalian host skin.
Afterward, metacyclics are phagocytosed by neutrophils or macrophages, and further
inside the phagolysosomes, the parasites undergo a series of morphogenetic modifications,
leading to the formation of amastigotes. The amastigotes then multiply and reach the
bloodstream, causing the initiation of clinical manifestations. A new cycle of infection can
occur when infected macrophages are ingested by other female phlebotomines (Figure 1).
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Figure 1. Schematic illustration of the Leishmania spp. infective cycle showing different parasite stages of development.
Phlebotomine female sandflies get infected with amastigote forms during bloodmeals (1). Amastigotes transform into
procyclic promastigotes, which will proliferate inside the invertebrate midgut (2 and 3). Promastigotes then migrate to
the sandflies’ pharyngeal valve (4) and differentiate into metacyclic forms. The metacyclic forms are transferred to the
mammalian hosts’ bloodstream during a new blood meal and infect macrophages and other cells from the mononuclear
phagocyte system (5). Inside the macrophages, there is a metacyclic change into amastigote forms, which multiply, lyse the
macrophage, and reinfect new macrophages (6 and 7). In a new cycle of infection, the infected macrophages are ingested by
new phlebotomines (8). The silhouettes of man and dog and the sandfly clipart are free for use and were withdrawn from the
websites HiClipart (https://www.hiclipart.com, accessed on 8 November 2021) and Gratispng (https://www.gratispng.com,
accessed on 8 November 2021), respectively.

Different species of Leishmania associated with the host biology and vector factors
can lead to different clinical symptoms, ranging from light and self-cured cutaneous
lesions (e.g., Leishmania major) to life-threatening visceral complications (e.g., Leishmania
infantum) [2]. The disease is endemic in more than 60 countries, with East Africa and
the Indian subcontinent remarkably impacted. Although a significant decrease in the
number of cases has been reported in the past years, mainly due to efforts in vector
control, leishmaniasis is still on the top priority list for developing new treatments. Such
a scenario is typified, because toxic antiparasitic drugs (e.g., antimonial pentavalent and
amphotericin B) are still in use nowadays. Additionally, other therapeutic approaches such
as vaccination have been shown to be not adequate in eradicating the disease [4]. Thus,
there is urgency for new specific and efficient treatments against leishmaniasis. For this
purpose, several studies on Leishmania spp. have been conducted to elucidate the different
aspects of parasite biology, including genetic studies and full sequencing of the parasite
genome [4–6]. Among these studies, trypanosomatid telomere biology has awakened
great interest in the scientific community, as telomeres are essential for genome stability
and cell cycle progression. Furthermore, some components involved in parasite telomere
maintenance, such as the telomerase RNA component and members of the shelterin-like
telomeric complex (e.g., TRF, RPA-1, and Rbp38), are unique and present parasite-specific
features relative to their hosts [7–14]. Therefore, new advances in understanding and
exploring the parasite telomeric environment may reveal how these and other unknown
parasite factors could be used as potential and specific targets for drug development [8–19].
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Telomeres are the physical ends of eukaryotic linear chromosomes. Structurally, they
are an association between tandemly repeated noncoding DNA sequences and nucleopro-
teins forming complexes at the end of chromosomes [20]. Telomeric DNA is composed
of a double-stranded sequence (one of them rich in cytosine, the other in guanine) and
a G-rich single strand that protrudes toward the ends of the chromosome, known as the
3′ overhang [20]. In humans and other vertebrates, the repeated telomeric sequence is
5′-TTAGGG-3′, approximately 3–15 kb in length and associated with a six-telomeric protein
complex called shelterin [21–25]. These arrangements of DNA and proteins influence
cell homeostasis. They are crucial to cell cycle maintenance, being decisive in important
cellular processes such as cell aging, genome integrity, and maintenance of the nuclear
arrangement [26–28]. It is known that, lengthwise, telomeres tend to shorten after each cell
division due to the inability of DNA polymerase to complete replications in the lagging
strand of linear chromosomes [29], culminating in the progressive loss of telomere repeats.
Thus, telomeres act as a molecular clock. If its size reaches critical levels, it can lead to
early/unprogrammed cell senescence or even activate local DNA damage repair, eventually
triggering a mitotic catastrophe [14,30–32]. In most organisms, including Leishmania spp.,
telomeric DNA is elongated by telomerase. This specialized reverse transcriptase forms a
ribonucleoprotein (RPN) complex [31], whose function is strictly regulated throughout the
cell cycle [17,21,32]. In that sense, telomerase, telomeres, and their associated proteins are
now recognized as potential drug targets [33]. In the face of the critical medical relevance
of leishmaniases, peculiarities associated with the cell cycle, telomeres dynamics, and
telomerase have reached the mainstream studies on parasite biology. This review aims to
shed light on what we know about the phenomena behind telomere maintenance and how
it impacts parasites’ cell cycle and survival.

2. Leishmania spp. Cell Cycle

The cell cycle comprises a repeating series of events encompassing growth, DNA
synthesis, and cell division. For most eukaryotes (including Leishmania spp.), the cell
cycle follows a single pattern of organization consisting of the following phases: G1
(gap 1), S (DNA synthesis), G2 (gap 2), M (mitosis), and C (cytokinesis). In addition,
the G0 state is sometimes included as part of the cell cycle. However, it is noteworthy
that cells in the G0 state are not stimulated to proliferate [34]. In other words, cells in
the G0 state are not yet committed to genome replication and cell division. Interestingly,
the infective forms of most parasitic microorganisms are at the G0 state (e.g., metacyclic
promastigotes of Leishmania spp.) [35,36] (Figure 2), which makes us wonder if, in these
organisms, proliferation and infection are mutually exclusive events.

In Leishmania spp., as in most trypanosomatids, the G1 phase corresponds to the
larger proportion of the cell cycle, while the other phases vary slightly in duration [42,43].
No studies have evidenced the metabolic changes and main events during the G1 phase
in Leishmania spp. However, compared with the other trypanosomatids, we can infer
that, in the G1 phase, there is an increase in the transcription rate and intense protein
synthesis of the factors related to DNA replication [44,45]. Moreover, in the G1 phase
occurs the establishment of a divergent prereplication protein complex at specific sites on
the chromosomes called replication origins, which can give rise to a replication bubble [45].

The firing of replication origins starts the S phase, which briefly consists of the reliable
replication of DNA molecules. Usually, eukaryotes have many replication origins per chro-
mosome. However, in Leishmania spp., the number of replication origins per chromosome
is an issue that generates debate. Six years ago, Marques et al., (2015) [46] used a marker
frequency analysis coupled with deep sequencing (MFA-seq) to evidence that L. major
replicates each of its chromosomes during the S phase using a single replication origin.
However, in a more recent study, da Silva et al., (2020) [47] used mathematical equations to
reveal that it is improbable that L. major uses only a single origin per chromosome during
the S phase. The explanation for these discrepancies is that the MFA-seq approach is not
sensitive enough to identify all replication origins [47]. Nevertheless, further sensitive
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assays are needed to establish how many origins are used per chromosome during the S
phase in Leishmania spp.

 
Figure 2. Scheme showing the two distinct patterns of kinetoplast segregation relative to the nucleus
in promastigotes of Leishmania spp. throughout the cell cycle. Most Leishmania species presents one of
the two kinetoplast segregation patterns presented: kinetoplast segregates after the nucleus (light
red) or kinetoplast segregates before the nucleus (light blue). For instance, L. mexicana segregates
its kinetoplast predominantly after the nucleus [37], while L. major and L. tarentolae do the oppo-
site [38,39]. However, L. donovani and L. amazonensis exhibit these two patterns distributed in the
population [40,41].

In model eukaryotes, the G2 phase is characterized by the duplication of centrioles and
other cytoplasmic organelles [48]. In trypanosomatids, homologs of the proteins described
in model eukaryotes involved with centriole biogenesis are associated with the basal body
and flagellum biogenesis [49,50]. Furthermore, based on studies with other organisms [51],
we can infer that, in the G2 phase, Leishmania spp. increase the rate of transcription and
resumption of intense protein synthesis, which are necessary for the completion of cell
division. This entire process results in an increase in cell volume and size [37,40].

During the M phase, Leishmania spp. and all other trypanosomatids do not disassemble
their nuclear envelope and perform a closed mitosis process, which is organized by spindle
pole body-like structures [52]. Moreover, due to the absence of the N-terminal portion and
globular domain of histone H1 and the absence of phosphorylation on serine 10 of histone
H3 (H3S10), Leishmania spp. and other trypanosomatids are unable to condensate their
chromosomes into 30-nm fibers [53,54].

In mammals, a curious feature worth being highlighted is that mitosis and cytokinesis
overlap, since cytokinesis begins before the mitotic chromosome segregation is complete.
However, Leishmania spp. seem not to strictly follow this premise. Once mitosis ends,
Leishmania spp. undergo a rapid remodeling in shape, first growing in length and then
in width prior to cytokinesis, which ends cell division [52,55]. Although it is challenging,
all these peculiarities related to the cell cycle phases may provide new routes toward the
search for suitable targets for parasite cell cycle interventions aiming at their elimination.

A set of events that deserve being highlighted during the Leishmania spp. cell cycles
refers to the replication and segregation of the kinetoplast. The coordination of these
events throughout the Leishmania cell cycle does not follow those equivalents in model
eukaryotes, where mitochondrial DNA replicates at any cell cycle stage [56,57]. The nuclear
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and kinetoplast S phase occurs almost simultaneously, but the effective segregation of these
organelles can occur at different periods according to the species analyzed. Many studies
have established a pattern of segregation for the kinetoplast relative to the nucleus in some
species of Leishmania [37–41].

One of these studies characterized the main morphological events of the cell cycle of
L. mexicana promastigotes [37]. Wheeler et al., (2011) [37] described the cell cycle phase
durations and established a duplication order for the kinetoplast and nucleus. Two years
later, da Silva et al., (2013) [40] characterized the length of the L. amazonensis cell cycle
phases and evidenced that the promastigote forms present two distinct modes of kineto-
plast segregation relative to the nucleus, following a distinct temporal order in different
proportions of the cells. Using DAPI staining and EdU (5-ethynyl-2′-deoxyuridine) to
monitor, respectively, the segregation of DNA-containing organelles and DNA replication,
the authors found a curious feature: 65% of the dividing promastigotes duplicate the
kinetoplast before the nucleus, and the remaining 35% do the opposite or duplicate both
organelles concomitantly. This finding corroborates another study carried out with L. dono-
vani promastigotes, where the authors found that about 80% of the cells divide the nucleus
before kinetoplast, and the remaining 20% do the opposite [41]. In other words, L. donovani
and L. amazonensis exhibit a nonfixed pattern of nucleus and kinetoplast segregation. In fact,
when we compare the cell cycle among different Leishmania spp., the order and timing of
the kinetoplast and nucleus division are not consensual and cannot be generalized [37–41].

For instance, L. mexicana, L. major, and L. tarentolae exhibit fixed patterns of kinetoplast
and nucleus segregation. However, L. mexicana segregates its kinetoplast predominantly
after the nucleus [37], while L. major and L. tarentolae do the opposite [39,41] (Figure 2). A
possible explanation for these different behaviors resides in the fact that, although belong-
ing to the same genus, these parasites show considerable phylogenetic distance [58]. In
other words, this phylogenetic divergence may reflect possible species-specific differences
relative to kinetoplast segregation, suggesting that some Leishmania spp. have less stringent
control over the order of division of their DNA-containing organelles (nucleus and kineto-
plast). More studies are needed to uncover the potential players involved in controlling
cell division and organelle segregation, since some of them could be explored for precise
interventions related to the parasite cell cycle.

3. Leishmania spp. Telomeres

In Leishmania spp., telomeres constitute short noncoding repetitive sequences of 5′

TTAGGG 3′ [16,59], except for Leishmania braziliensis, which, in addition to the conventional
sequence, is also observed the presence of 5′-CCTAACCCGTGGA-3′ sequences at the ends
of some chromosomes [60]. While, in L. amazonensis, the 3′ G overhang has an approximate
size of 12 nt long (5′-GTTAGGGTTAGG-3′), in L. donovani and L. major, the 3′G overhang is
a 9-nt sequence composed of 5′ GGTTAGGGT 3′ [61]. The studies performed by Genest
& Borst [62] described that the length of the L. tarentolae and L. major telomeres increase
over time by approximately 1 bp per population doubling. Similar results were obtained
by Oliveira et al., (2021) [15], where telomeres of the L. amazonensis procyclic promastigotes
increased during continuous passages. It was also observed that amastigote telomeres
(Figure 1, numbers 1, 6, and 7) are shorter compared to procyclic (Figure 1, number 3) and
metacyclic promastigotes (Figure 1, numbers 4 and 5).

Near telomeres, there are the subtelomeric sequences, which, in Leishmania, are com-
posed of 100-bp-long conserved telomere-associated sequences (LCTAS) that contain two
conserved domains, the conserved sequence block 1 (CSB1) and conserved sequence
block 2 (CSB2) [60]. These sequences have a high degree of conservation among the differ-
ent Leishmania species, which may indicate their importance in chromosome segregation
or as binding sites for telomeric proteins [60]. However, despite the CSB sequences and
depending on the species, LCTAS also contains some nonconserved sequences and a high
degree of polymorphism [59,60,63,64]. Furthermore, telomeres are commonly associated
with proteins that interact directly with both telomeric strands and other telomeric pro-
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teins that can influence the telomere size by regulating the telomerase access, providing
chromosome stability and protecting telomeres from degradation [65]. So far, within the
Leishmania genus, the L. amazonensis telomeric complex (Figure 3) is the best-characterized.

′ ′
′

′ ′
′ ′ ′

 

′
Figure 3. Leishmania spp. telomeres are formed by subtelomeric regions (LCTAS); a double-stranded region; a single-
stranded protrusion (3′-G overhang); and associated proteins, such as TBP-1, TRF, Rbp38, RPA-1, and LCalA. Of note, it
is not clear if TBP1 binds DNA as a monomer or dimer. The telomeres are elongated by telomerase, a ribonucleoprotein
composed minimally by TERT and TER. From the C-rich strand of the telomeric region, ncRNAs called TERRAs are
transcribed and appear to be involved in telomere length regulation. Adapted from da Silva et al., 2012 [66].

Lira et al., (2007) [67] described a 45-kDa telomere-binding protein named LaTBP1
as a Leishmania double-stranded DNA-binding protein that interacts with GT-rich and
telomeric DNA sequences. LaTBP1 has at least a central Myb-like DNA-binding domain
containing a conserved hydrophobic cavity involved in DNA binding, a feature conserved
among the proteins that bind the telomeric double-stranded DNA [67]. However, it is
unclear if LaTBP1 binds DNA as a monomer like RAP1 (Repressor Activator Protein 1) in
mammals or as a dimer like the TRFs. It is worth highlighting that the LaTBP1 Myb-like
DNA-binding domain is related closer to the two centrally located RAP1 Myb domains
than the single C-terminal TRF (Telomere Repeat-binding Factor) Myb domain [67].

Later, a TRF homolog was described in L. amazonensis (LaTRF) by da Silva et al.,
2010 [68]. This protein presents 82.5 kDa, shares structural features with mammalian TRF1
and TRF2, and is highly similar to Trypanosoma brucei TRF. It also contains a Myb-like
DNA-binding domain that allows it to bind double-stranded telomeric DNA. Apparently,
LaTRF is little abundant, and it is localized in the nucleus [68].

Some proteins that bind single-stranded telomeric DNA were identified in L. ama-
zonensis [69]. RNA-binding protein 38 (LaRbp38) is one of those. It is a 38-kDa protein
with a noncanonical binding site with an affinity to both single- and double-stranded
G-rich telomeric DNA and GT-rich kinetoplast DNA (kDNA) [11,70]. LaRbp38 has dual
cellular localization, and in synchronized Leishmania promastigotes, it shuttles from the
mitochondria to the nucleus at the late S and G2 phases via importin alpha [11]. LaRbp38
was first identified in a telomerase-positive extract together with RPA-1, LCalA, and DNA
polymerase alpha [69]. The LaRbp38 ability to bind telomeres and kDNA, and the fact that
this protein is involved with kDNA stability and replication, suggest that it may also be
involved with telomere elongation. However, further assays are necessary to check the
veracity of this hypothesis.
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Replication protein A1 (LaRPA-1) was another protein pulled down with LaRbp38 [71].
LaRPA-1 is a nuclear protein of 51 kDa that presents a single N-terminal OB-fold do-
main. This protein binds the telomeric G-rich ssDNA, protecting it from 3′-5′ exonucle-
olytic degradation. Thus, LaRPA1 is considered a potential trypanosomatid telomere
end-binding protein (TEBP) that shares structural and functional features with other TEBPs
described in model eukaryotes. It binds at least one telomeric repeat using an OB-fold
domain, protects telomeres from exonuclease degradation, and unfolds the telomeric G-
quadruplex [12,71,72]. The G-quadruplex structure is known to impair telomerase activity
in humans [73,74]. Although not tested against Leishmania spp., drugs that specifically bind
these structures could be a new source for antiparasitic therapies.

LCalA (MW 16 kDa) was the third protein identified in the parasite telomerase-
positive extracts [75]. It is the first reported protozoa calmodulin-like nuclear protein
that binds in vivo to the G-rich telomeric strand and the 3′ G overhang. The binding of
LCalA to telomeres is calcium-dependent. Biophysical assays showed structural changes
in LCalA in the presence of calcium ions, increasing the affinity of this protein to telomeres.
Additionally, LCalA partially colocalizes with telomeres throughout the parasite’s cell
cycle. LCalA resembles human KIP1 protein, since both share with calmodulins two EF
hand domains and the affinity for calcium. Furthermore, KIP1 was shown to be involved
with telomere homeostasis by its interactions with the telomerase TERT component and
with shelterin member TRF2 through the EF hand domains. Whether LCalA is a functional
homolog of KIP1 is a question that remains open.

Long noncoding RNAs called TERRA (telomeric repeat-containing RNA) were also
described at Leishmania telomeres. TERRA is transcribed from the C-rich subtelomeric
strand towards the end of chromosomes. Its main function is to regulate the telomere
length [76]. In L. major, TERRA was shown to be polyadenylated and processed by trans-
splicing [77]. It was also observed that the number of TERRA transcripts was higher
in the infective forms of the parasite (metacyclic promastigotes) relative to the procyclic
promastigote and amastigote forms [77]. Moreover, Morea et al., (2021) [77] showed that
TERRA could form R-loops, suggesting that L. major TERRA is engaged with various
cellular processes, including telomere maintenance and the regulation of telomere lengths.

Another interesting finding related to Leishmania telomeres is the presence of base
J (β-d-glucosyl-hydroxymethyluracil). Base J is a modified thymine that can interfere
with RNA polymerase II function, and its presence abrogates DNA cleavage by restriction
endonucleases [78]. This hypermodified DNA base was first described in the bloodstream
form of T. brucei [79,80]. Later, base J was characterized in many other trypanosomatids,
and in most of them, except the Leishmania spp., it was found spread out in different
chromosome regions [81,82]. In Leishmania spp., ~98% of base J is found in telomeres [62],
suggesting that it can be related to telomere function [83]. Furthermore, the recent results
of Morea et al. (2021) [77] suggest that differences in the telomeric base J levels may
control TERRA transcription in the L. major developmental forms and during continuous
in vitro passages.

4. Leishmania spp. Telomerase
4.1. Structure and Function

Telomerase is the ribonucleoprotein responsible for telomere elongation. The enzyme
adds 5′-TTAGGG-3′ repetitions at the single-stranded 3′G overhangs of telomeres [83].
Thus, telomerase is thought to be essential to the regulation of telomere lengths and mainte-
nance of genomic stability. Telomerase presents two main components, protein Telomerase
Reverse Transcriptase (TERT) and Telomerase RNA (TER), minimally required for enzyme
activity in vitro [84,85]. TERT is the catalytic component, and TER contains the template
used by TERT to synthesize telomeric repeats. These two components form a complex with
accessory proteins and are necessary for in vivo biogenesis, enzyme activity, and nucleotide
addition processivity [13,32,86]. Leishmania spp. telomerase activity was first reported by
Cano et al., (1999) [87], and enzyme purification and biochemical characterization were
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further described by Giardini et al., 2011 [88]. Parasite enzyme activity was detected in all
three parasite life forms presenting the canonical properties of other telomerases. However,
the catalysis was shown to be temperature and life-stage dependent [15]. The genes encod-
ing the Leishmania spp. TERT was characterized by Giardini et al., (2006) [89], and the TER
component was described later by Vasconcelos et al., 2014 [7].

In trypanosomatids, as in most eukaryotes, the TERT component is structurally com-
posed of four domains [13]: The Telomerase Essential N-terminal (TEN), Telomerase
RNA-Binding Domain (TRBD), Reverse Transcriptase domain (RT), and the C-terminal
extension (CTE). The TEN domain is involved in telomerase recruitment to the telom-
eres and enzyme processivity [90]. The TRBD interacts with TER and is connected to the
TEN domain by an unstructured linker and creates the RNA-binding pocket that binds
single stranded and paired RNA [91]. Both domains can also interact with proteins that
stabilize the complex and help to recruit telomerase to telomeres and regulate enzyme
activity [92–97]. The RT is the catalytic core of the enzyme, which interacts with TER
through the pseudoknot region [98], and it is involved in the interactions with hybrid
RNA–DNA. The CTE domain stabilizes the RNA–DNA duplex, and differently from the
other three domains, it is less conserved among different species [13]. Leishmania TERT
preserves all the canonical domains found in other TERTs but shows some amino acid
substitutions that are specific to the genus [89]. The knockout of Leishmania TERT seems to
be very harmful to the parasite, because it induces a gradual decrease in cell density in the
culture, apparent during G1/G0 cell cycle arrest, morphological alterations, and telomere
shortening (unpublished data).

The RNA component TER varies in length and sequence, presenting a conserved
secondary structure in most eukaryotes. Variations of the TER size and sequence are
observed among different organisms, and they are more prominent than TERT [99], which
is conserved even among different taxa. In Leishmania spp., TER (LeishTER) is about
~2100 nucleotides long, and the mature molecule modified by trans-splicing contains a
5′ cap, a spliced leader sequence (SL), and a 3′ polyA tail. It also presents a C/D box
snoRNA domain found in other TER [7]. LeishTER is expressed at similar levels in its
procyclic and metacyclic promastigote forms. The mature molecule coimmunoprecipi-
tates and colocalizes with the TERT component in a cell cycle-dependent manner. Its
secondary structure prediction shows the template sequence (5′→3′) in a single-stranded
form localized near the 5′ end of the RNA molecule. LeishTER also presents a conserved
TBE (Template Boundary Element) motif C[U/C]GUCA in helix II, which is responsible
for interacting with the TERT TRB domain [7]. Its double knockout led to partial cell
cycle arrest and increased apoptosis in procyclic promastigotes. TER KO also triggers a
progressive telomere shortening during continuous parasite passages (unpublished data).
A similar effect was observed in T. brucei TER knockouts [100].

4.2. Biogenesis and Mechanisms

The biogenesis of the telomerase ribonucleoprotein complex is an intricate process
involving the assembly of proteins and TER with the subcellular localization of the ri-
bonucleoprotein. Besides TERT and accessory proteins, other proteins interact transiently
with telomerase. These other proteins are important players in maturation, stability, and
subcellular localization [101,102].

The telomerase biogenesis starts with the transcription of TERT and TER mRNAs
by RNA polymerase II. While TERT mRNA is addressed to the cytoplasm to be trans-
lated, the TER remains in the nucleus and is assembled with the accessory proteins at the
3′end—specifically, at the C/D box motif [7]. Unfortunately, no 3′end-binding protein has
yet been identified in Leishmania spp. Still, considering the other trypanosomatids, it is
known that the C/D box motif of T. brucei TER interacts with SNU13, a protein known to
interact with the C/D box in other eukaryotes. Together with SNU13, in humans, three
other proteins recognize and bind to this RNA motif: fibrillarin, NOP56, and NOP58.
However, the evidence for homologs of these proteins is still missing in these parasites.
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In the case of TERT mRNA, in most organisms, after translation, the protein migrates
from the cytoplasm to the nucleus, where the telomerase is assembled. In humans, the
main proteins involved in TERT traffic are HSP90, its cochaperone p23, and two AAA+

ATPases (Pontin and Reptin) [101–103]. However, a complete understanding of the TERT
traffic in Leishmania spp. remains to be determined. In these parasites, the HSP90 ortholog
is the protein HSP83. Recently, Oliveira et al., (2021) [15] revealed an interaction with
the TERT component and the importance of HSP83 for telomerase activity and telomere
maintenance in L. amazonensis. These findings suggest that Leishmania spp. TERT traffic to
the nucleus may resemble the human telomerase process. Furthermore, in this study, the
HSP90 inhibitor 17AAG affected both the L. amazonensis telomere length and telomerase
activity using a thousand-times less of the drug needed to inhibit HSP90 in host cells [104].

Considering the assemblance of human telomerase as an example, the location of
telomerase in Cajal bodies is the key to ribonucleoprotein trafficking and recruitment to
the telomeres [101,102]. This subcellular localization is derived by the CAB box sequence
at the 3′end of human TER and its interaction with the TCAB1 protein. Otherwise, in the
context of Leishmania, nothing is known about the existence of Cajal bodies [105]. The
closest information is related to the identification of the MTAP protein, a TCAB1 protein
ortholog of T. brucei [106] that can interact with TER [107]. Therefore, the biogenesis of
telomerase in Leishmania spp. still has many gaps to be replenished.

Once the telomerase RNP complex is assembled, it is recruited preferentially to the
shortest telomeres. The ability to add more than one repeat at one telomere is called
repeat addition processivity (RAP) [108]. In humans, telomerase activity is regulated
by shelterin subcomplex POT1-TPP1, with TPP1 being the key player [109–111]. These
two proteins are important to decrease the dissociation rate of telomerase and help the
translocation step. In Leishmania spp., RPA-1 seems to play the same role as POT1 at telom-
eres [12]. However, no ortholog of TPP1 was described in the parasite. The identification
of other parasite telomerase cofactors and the characterization of this multistep process are
under investigation.

Interestingly, in mammals, it is known that telomerase is possibly involved in other
roles not related to telomere maintenance, such as cellular proliferation, mitochondrial ac-
tivity, and gene expression regulation [112]. In Leishmania spp., for example, Campelo et al.,
(2015) [113] studied the TERT component of Leishmania major and observed that, besides
the nucleus, it could also be found in its unique mitochondrion. In addition, parasites
exposed to hydrogen peroxide showed increased TERT levels, especially in the mitochon-
dria compartment. However, it is important to remember that parasite mitochondrion
contains circular DNA (kDNA), which does not have telomeres. Therefore, it is important
to demonstrate if parasite telomerase presents extra telomeric functions, since it could
increase the druggable potential of this important ribonucleoprotein.

Our belief in telomerase as a good target for antiparasitic drug development is also
related to its essential role in cell homeostasis and genome stability. We must also consider
the structural differences between the telomerase complex (TERT and TER) of mammals
and Leishmania spp. [7,89] and the fact that telomerase is inactive in most mammalian
somatic cells. Thus, it is reasonable to hypothesize that impairing the infective parasite
forms to elongate telomeres would directly affect parasites without harming host cells.

4.3. Phylogenetic Context of Leishmania spp. Telomerases among Other Pathogenic Trypanosomatids

Our very little knowledge about telomerases in Leishmania spp. reflects the challenges
involved in the genome manipulation of these parasites [114,115]. However, the recent
advent of genome editing using CRISPR-Cas9 and its variations should help resolve some
of these functional questions that are still lingering, as has been done for other genes and
in other species [116–118]. In addition, the available evidence on the subject matter shows
some differences in the TERT between members of the trypanosomatid family and may be
due to the enzyme′s usefulness to the parasite [89,119].
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Considering the importance of a high proliferative rate for the cell cycle of these
parasites, the question of whether the parasite depends on an enzyme for longevity, as has
been reported in other cells, is still unanswered. The knockdown of T. brucei telomerase
induced telomere shortening without effects on the parasite growth [119]. However, the
existent differences between trypanosomatids cannot be confidently extrapolated. In
Leishmania spp., for example, the absence of the TERT and the TER minimal telomerase
components seems to be very harmful to the cells (see Section 4.1).

Between the members of the Leishmania genus, Giardini et al., (2006) [89] found
that the TERT component of L. donovani, L. amazonensis, L. major, and L. braziliensis has a
nucleotide identity exceeding 90%, while sharing a little similarity with T. cruzi and T. brucei.
Concerning amino acids, their sequence analysis shows over 70% identity between the
Leishmania spp. and under 40% similarity with T. cruzi and T. brucei [89]. The Leishmania TER
component also does not share nucleotide sequence similarities with other trypanosome
TERs. They only share similarities in their secondary structures [7].

In other eukaryotes, the TERT component is also involved with noncanonical and
extratelomeric functions, such as cell proliferation and apoptosis [120–124]. However, these
functions may more likely result from evolutional adaptation events, which sometimes
result in the loss and gain of certain protein domains with organism-specific functions.
Hopefully, with the new approaches based on the CRISPR/Cas system, the many gaps of
the Leishmania spp. telomerase will begin to be covered, and more details will probably be
available to elucidate the telomere biology of these parasites.

5. Conclusions Remarks

The telomeres dynamics throughout the cell cycle are an essential phenomenon for
all eukaryotic cells. Additionally, for most eukaryotes, the holoenzyme telomerase is
the key behind these dynamics. When we expand this fact for single-cell parasites, we
assume that understanding the differences and similarities between the pathogen and
the host is an essential pathway for specific and successful treatment development. Here,
we covered the knowledge available so far on Leishmania spp. cell cycle and telomere
homeostasis, unveiling the remaining gaps and the advances reached in the last years.
Among the impressive progress on the biology of these parasites are the facts that they
remain in the G0 state during the infective stages and the remarkable divergence of their
telomeric shelterin-like complex relative to mammals. However, these aspects are only a
few examples of how this subject can be future linked to leishmaniases treatment and how
far scientists are from a deeper knowledge of these peculiar eukaryote parasites.
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Abstract: Background: Glioblastoma multiforme (GBM) is characterized by several genetic abnor-
malities, leading to cell cycle deregulation and abnormal mitosis caused by a defective checkpoint.
We previously demonstrated that arecaidine propargyl ester (APE), an orthosteric agonist of M2
muscarinic acetylcholine receptors (mAChRs), arrests the cell cycle of glioblastoma (GB) cells, re-
ducing their survival. The aim of this work was to better characterize the molecular mechanisms
responsible for this cell cycle arrest. Methods: The arrest of cell proliferation was evaluated by flow
cytometry analysis. Using immunocytochemistry and time-lapse analysis, the percentage of abnor-
mal mitosis and aberrant mitotic spindles were assessed in both cell lines. Western blot analysis was
used to evaluate the modulation of Sirtuin2 and acetylated tubulin—factors involved in the control
of cell cycle progression. Results: APE treatment caused arrest in the M phase, as indicated by the
increase in p-HH3 (ser10)-positive cells. By immunocytochemistry, we found a significant increase
in abnormal mitoses and multipolar mitotic spindle formation after APE treatment. Time-lapse
analysis confirmed that the APE-treated GB cells were unable to correctly complete the mitosis. The
modulated expression of SIRT2 and acetylated tubulin in APE-treated cells provides new insights
into the mechanisms of altered mitotic progression in both GB cell lines. Conclusions: Our data show
that the M2 agonist increases aberrant mitosis in GB cell lines. These results strengthen the idea of
considering M2 acetylcholine receptors a novel promising therapeutic target for the glioblastoma
treatment.

Keywords: M2 muscarinic receptor; glioblastoma; cell cycle; aberrant mitosis; mitotic spindle

1. Introduction

Glioblastoma multiforme (GBM) is the most malignant and frequent human brain
tumor, representing more than 60% of all brain tumors in adults [1]. Glioblastoma (GB)
cells have a highly infiltrative capacity, being able to spread into surrounding brain tissue
by using the perivascular space [2]. Despite the great advances made in understanding the
molecular alterations that occur in GB, there is not a definitive cure and mortality is still
very high. Eighty-eight percent of patients affected by GB succumb to the disease within
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one to three years [3]. GB is normally treated with surgery, followed by radiotherapy and
chemotherapy with temozolomide [4,5]. Therefore, research focused on the development
of new therapeutic agents is clinically relevant today.

Muscarinic acetylcholine receptors (mAChRs) are G protein-coupled receptors widely
distributed in the nervous system and in several mammalian organs [6]. mAChRs are
expressed in several primary and metastatic tumors, such as breast [7], ovarian [8], and
lung cancers [9] and in astrocytoma and glioblastoma cells [10–12]. In particular, M2
mAChRs appear to be involved in tumor behavior, negatively modulating the proliferation
and the migration of cancer cells [13–15].

Recently, by in vitro studies, we showed that the selective stimulation of M2 mAChRs
by the orthosteric agonist arecaidine propargyl ester (APE) inhibits cell cycle progression
and decreases cell survival, both in GB cell lines [14,16] and in GB stem cells [17]. Further-
more, the activation of M2 mAChRs induces apoptosis and oxidative stress, predominantly
in p53-mutated glioblastoma cell lines [18].

In recent years, a wide range of clinically employed and experimental anticancer
agents arresting the cell cycle and triggering apoptosis have started emerging [19]. Like
other solid tumors, GB cells show an aberrant cell cycle and an increased rate of pro-
liferation [20], as well as marked aneuploidy [21], suggesting that one of the causes of
chromosomal instability could be determined by deregulated checkpoints.

In the last decade, the phenomenon of mitotic catastrophe has achieved increasing
prominence and, in recent years, this mechanism has gained importance as a possible
therapeutic target in cancer treatment [22]. In 2012, mitotic catastrophe was defined by the
International Nomenclature Committee on Cell Death as an oncosuppressive mechanism
that prevents the genomic instability of cells through the induction of mitosis-related cell
death or permanent cell cycle arrest [23]. At least three mechanisms of mitotic catastrophe
have been described: (I) Activation of the death machinery while the cell is still in mito-
sis; (II) “mitotic checkpoint adaptation,” i.e., arrested cells enter the interphase without
chromosome segregation, and cell death is triggered at the following interphase; (III) devel-
opment of the senescent phenotype after aberrant mitosis [24,25]. Depending on the status
of cell cycle checkpoints, several cytotoxic agents could induce aberrant mitosis/mitotic
catastrophe, activating different pathways. Moreover, mitotic catastrophe could also oc-
cur after abnormal re-entry of tumor cells into the cell cycle following prolonged growth
arrest [26,27].

Previous results have shown that M2 mAChR activation by APE causes the prolifera-
tive arrest of U251MG and U87MG cells [16]. Given the ability of APE to increase ROS levels
and to cause cytotoxic damage, including chromosomal aberrations [17], in the present
work, we investigated in depth the cell cycle progression upon M2 receptor activation in
these two cell lines. The data obtained show that M2 agonist treatment causes an arrest
in cell cycle progression with an accumulation of cells during pro-metaphase/metaphase
transition, resulting in a significant increase in abnormal mitosis and multipolar mitotic
spindle formation.

2. Materials and Methods
2.1. Cell Cultures

U251MG and U87MG cell lines were maintained at 37 ◦C in an atmosphere with 10%
CO2. The cells were grown in DMEM (Sigma-Aldrich, St. Louis, MO, USA) plus 10% fetal
bovine serum (Sigma-Aldrich, St. Louis, MO, USA), 50 µg/mL of streptomycin, 50 IU/mL
of penicillin, 2 mM of glutamine (Sigma-Aldrich, St. Louis, MO, USA), and 1% no essential
amino-acids (Sigma-Aldrich, St. Louis, MO, USA).

2.2. Pharmacological Treatment

The M2 agonist arecaidine propargyl ester hydrobromide (APE) was used as a prefer-
ential agonist of the M2 muscarinic receptor subtype. Pharmacological binding experiments
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and silencing of the receptor by short interference RNA demonstrated the selectivity of
this agonist for the M2 receptor subtype [16,17].

2.3. Western Blot Analysis

Cells were homogenized in lysis buffer (Tris-EDTA 10 mM, 0.5% NP40, and NaCl
150 mM) containing protease inhibitor cocktail (Sigma-Aldrich, St. Louis, MO, USA). After
protein extraction, the total amount of protein was determined by a Pierce BCA Protein
Assay Kit (Thermo Fisher Scientific, Waltham, MA, USA) according to the manufacturer’s
protocol. The protein extracts were run on SDS-polyacrilamide gel (SDS-PAGE) and trans-
ferred to polyvinylidene difluoride (PVDF) sheets (Merck Millipore, Darmstadt, Germany).
Membranes were blocked in 5% non-fat milk powder (Sigma-Aldrich, St. Louis, MO,
USA) in PBS containing 0.1% Tween-20, and then incubated with the primary antibodies
overnight at 4 ◦C. The primary antibodies used were SIRT-2 (Santa Cruz Biotechnologies,
Dallas, TX, USA) and acetylated alpha-tubulin (Lys 40) (Sigma-Aldrich, St. Louis, MO,
USA). The blots were washed three times with PBS + 0.1% Tween-20, then incubated with
secondary antibodies conjugated to horseradish-peroxidase for 1 h at room temperature.
The immunoreaction was revealed by ECL chemiluminescence reagent (Immunological
Science, Rome, Italy). The bands were detected by exposition to Chemidoc (Molecular
Imager ChemiDoc XRS + System with Image Lab Software; Biorad, CA, USA).

2.4. Flow Cytometry Analysis

The cells were plated at a density of 5 × 105 cells/dish. The day after, the cells,
excluding the control samples, were treated either with 100 µM of APE (24 and 48 h of
treatment) or with nocodazole (0.2 µg/mL) used as a positive control (24 h treatment). At
the end of the treatments, cells were collected by trypsinization and fixed in PBS/ethanol
(1:1; v/v). Samples were then incubated with monoclonal antibodies against phospho-
histone H3 (p-HH3) (Ser10) (Merck Millipore, Darmstadt, Germany) for 60 min at room
temperature, washed twice with 0.5% Tween-20 in PBS and incubated for 30 min with
anti-mouse Alexa fluor 488-conjugated antibody (Invitrogen, Monza, Italy). Samples were
washed with PBS and finally stained with 20 µg/mL propidium iodide for 15 min at room
temperature. Flow cytometry analysis was performed using a flow cytometer Coulter Epics
XL with 488 nm wavelength excitation. For each sample, at least 104 events were measured.

2.5. Immunocytochemistry

Cells were fixed with 4% paraformaldehyde for 20 min, permeabilized in PBS con-
taining 0.1% Triton X-100 and incubated in 10% normal goat serum (NGS) for 1 h at room
temperature. Coverslips were then incubated overnight at +4 ◦C with a human CREST an-
tibody (Biolegend, San Diego, CA, USA), diluted 1:50 in PBS containing 0.1% Triton X-100
5% NGS, and then incubated in a Red-X anti-human antibody (1:1000, Jackson Immunore-
search Europe, Cambridge, U.K.) after extensive washing. After a 45 min incubation in a
FITC conjugated anti-alpha tubulin antibody (1:100, Sigma-Aldrich, St. Louis, MO, USA),
coverslips were washed three times with PBS + 1% BSA and twice with PBS, incubated
with Hoechst 33,342 (1:15,000; v:v in PBS) for 10 min and mounted with glycerol/PBS (3:1;
v/v). In parallel experiments, an anti-acetylated tubulin antibody (1:500, Sigma-Aldrich,
St. Louis, MO, USA) and a Red X anti-mouse antibody (1:1000, Jackson Immunoresearch
Europe, Cambridge, UK) were used.

2.6. M2 Receptor Knock-Down

U251 cells were transfected with a pool of siRNAs selective for human M2 receptors
(CHRM2), as previously described [14].

The siRNA duplexes were synthesized by Riboxx Life Sciences. The following se-
quences of siRNAs (Riboxx Life Sciences, Dresden, Germany) used were:

(siRNA1129-1) sense, 5′-AUUUACUACUAAAUCCUCCCCC-3′

antisense 5′-GGGGGAGGAUUUAGUAGUAAAU-3′;
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(siRNA1129-2) sense 5′-AUGUAGCCCAUUUCUUCCCCC-3′

antisense 5′-GGGGGAAGAAAUGGGCUACUA-3′;
(siRNA 1129-3) sense 5′-UCCUUUGAGUUUCAGGCUGCCCCC-3′

antisense 5′- GGGGGCAGCCUGAAACUCAAAGGA-3′;
(siRNA 1129-4) sense 5′-AGUUACACCUUGACCUAACCCCC-3′

antisense 5′-GGGGGUUAGGUCAAGGUGUAACU-3′

2.7. Time-Lapse Live Cell Imaging

Cells seeded in four-well micro-slides (ibiTreat, cod. 80426, Ibidi, Planegg, Germany)
were observed under an Eclipse Ti inverted microscope (Nikon, Tokyo, Japan), using a 40×
(Plan Fluor, 0.60 N.A., DIC) objective; during the whole observation, cells were kept in a
microscope stage incubator (Basic WJ, Okolab, Pozzuoli, Italy), at 37 ◦C and 5% CO2. DIC
images were acquired every 7 min over 72 h using a DS-Qi1Mc camera and NIS-Elements
AR 3.22 software (Nikon). Image and movie processing were performed with NIS-Elements
HC 4.2.

2.8. Statistical Analysis

Data presented are the average ± SEM obtained from three independent experiments.
Statistical analysis was performed by Student’s t-tests, Mann–Whitney tests, and one way
ANOVAs followed by Tukey’s comparison post-hoc tests. For the evaluation of aberrant
mitosis, the ratio between total abnormal metaphases/mitotic cells was calculated. Ten
photographic fields for each sample were considered. Each sample was produced in
triplicate. Data from time-lapse experiments were statistically analyzed using Mann–
Whitney or χ

2 tests, as indicated. The results were considered statistically significant at
p < 0.05 (*), p < 0.01 (**), p < 0.001 (***), and p < 0.0001 (****).

3. Results
3.1. M2 Receptor Activation Caused Accumulation of the GB Cell Lines in the M Phase

Our previous data indicated that APE induces G2/M arrest in the U251 glioblastoma
cell line [16]. In order to verify whether APE was able to induce an arrest in the G2 or M
phase, we evaluated—by FACS analyses—the expression of histone H3 phosphorylated
at serine 10 (p-HH3), a specific mitotic marker (Figure 1A). Nocodazole, a drug that inter-
feres with microtubule polymerization [28], was used as a positive control. As expected,
nocodazole treatment (0.2 µg/mL) caused a significant increase in the percentage of cells
positive for p-HH3. Interestingly, APE treatment (100 µM) increased the percentage of
p-HH3-positive cells in a comparable manner to nocodazole, at least in terms of 24 h of
treatment. As shown in Figure 1C, 30% of treated U251 cells appeared to have accumulated
in the M phase. Forty-eight hours after treatment, the percentage of p-HH3-positive cells
significantly decreased (18%), albeit remaining higher than untreated cells.
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Figure 1. FACS analysis showing the expression of phospho-H3 (ser10) in the U251 (A) and U87 (B) cell lines. The graphs
report the percentage of phospho-H3-positive cells upon treatment with 100 µM of APE or 0.2 µg/mL of nocodazole in
the U251 (C) and U87 (D) cells. Data presented are the average ± SEM of three independent experiments conducted in
triplicate. Student’s t-test was used to statistically compare the different experimental conditions (*** p < 0.001, ** p < 0.01,
and * p < 0.05).

As previously observed, U87 cells appeared mainly accumulated in the G1 phase
after M2 receptor activation [16]. However, an increase in p-HH3-positive cells after APE
treatment was observed in U87 cells. In this cell line, only 22% of cells were accumulated
in the M phase, mainly 24 h after APE treatment (Figure 1B,D).

In order to confirm cell accumulation in the M phase, we performed a microscopic
analysis on the GB cells after staining with the nuclear dye Hoechst 33342 to assess the
frequency of cells in the mitotic stage. Figure 2A is a representative image of the U251 nuclei
after APE treatment. Evaluating the nuclei organization and the chromosome distribution,
we counted the number of the cells in the mitotic stage at both 24 and 48 h after M2 agonist
treatment. As shown in Figure 2B,C, a progressive increase in cells in mitosis was evident
after 24 h of APE treatment in both cell lines (U251 and U87). This increase appeared
more consistent in U251 than in U87 cells. After longer treatment (48 h), we observed a
significant decrease in the percentage of dividing cells.

To verify the direct involvement of the M2 receptor in this phenomenon, we evaluated
the percentage of dividing cells in the U251 cell line, treated for 24 h with 100 µM of APE
after M2 receptor silencing by siRNA transfection (Figure 2D). After M2 silencing, the
percentage of dividing cells in the presence of APE was comparable to that observed in
untreated cells, albeit the number of the cells resulted significantly reduced compared to
non-transfected cells, most likely as a consequence of the toxicity caused by the transfection.
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Figure 2. (A) Nuclei staining by Hoechst 33,342 in the U251 cells untreated or treated with APE (100 µM) for 24 and 48 h.
The arrows indicate the cells in mitosis (bar = 10 µm). The graphs indicate the percentage of cells in mitosis 24 and 48 h
after treatment with 100 µM of APE: (B) U251 cells and (C) U87 cells. (D) Percentage of cells in mitosis in the U251 cell
line in untreated and APE-treated cells in the presence or absence of M2 receptor knock-down by siRNA transfection. An
ANOVA test was used, followed by Tukey’s test, to statistically compare all of the experimental conditions (*** p < 0.001; ###

p < 0.001).

3.2. Analysis of Mitosis Progression

In order to directly follow the entrance to the mitotic stage, as well as the progression
through mitosis, we videorecorded U251 cells for 72 h after treatment with 100 µM of
APE. More than 80% of the cells entered mitosis during videorecording, both in the control
and the APE-treated cultures, confirming that no G2 arrest was induced by the treatment.
Nonetheless, mitotic entry may be delayed by APE, since we noticed that approximately
30% of the dividing cells entered mitosis between 24 and 72 h after treatment, while the
majority (>95%) of control cells progressed to mitosis within the first 24 h (see video in
Supplementary Materials). A strong delay/arrest in the pro-metaphase was observed
(Figure 3A): While the average time from rounding-up to chromosome segregation onset
was approximately 50 min in the control cells, APE-treated mitoses remained for approxi-
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mately 22 h in a prometaphase-like state and were not able to divide normally. Only 15%
of those cells were eventually able to originate two daughter cells through an abnormal
division (second row of Figure 3B,C) (see video in Supplementary Materials). The majority
of mitoses (>70%) were still arrested in a prometaphase-like state after 48 h and displayed
membrane blebbing movements often associated with an elongated shape (third row of
Figure 4B,C). At the end of the videorecording (72 h), more than 50% of the analyzed cells
had exited mitosis without segregating chromosomes (fourth row of Figure 4B,C), suggest-
ing a failure of cell division after the long blebbing phase (see video in Supplementary
Materials).

 

–
–
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Figure 3. Time-lapse analysis of APE-treated cultures revealing abnormal mitotic phenotypes. The U251 cultures treated
with 100 µM of APE were recorded by time-lapse for 72 h upon M2 agonist treatment, and 60–90 mitoses per condition
were analyzed. (A) Time from mitotic round-up to chromosome segregation (**** p < 0.0001; Mann–Whitney test). (B)
Representative single photograms are shown for a normal mitotic division (first row) and the different observed defects
(second to fourth rows); minutes from round-up are indicated. Scale bar: 10 µm. (C) Histograms showing the percentage
of abnormal mitoses in the APE-treated cultures, divided according to their fate at 48 and 72 h from the beginning of the
treatment (**** p < 0.0001; Student’s t-test comparing 48 vs. 72 h). All mitoses in the control cultures were normal.

3.3. APE-Arrested Glioblastoma Cells during Prometa-Metaphase Transition and Induced
Multipolar Mitotic Spindles

To further investigate the effect of APE on mitosis progression, cells in the mitotic
stage were classified as pro-metaphase/metaphase or anaphase, considering the position
the chromosomes and their organization on the metaphase plate (Figure 4A,B). We chose
to analyze the cells 30 h after treatment, since this is a time before the severe cell death
observed after 48 h of APE treatment [16,18]. The data obtained indicate that the number
of cells in the pro-metaphase/metaphase was higher in the APE-treated cells compared to
the untreated cells (control) and was associated with a concomitant decrease in cells in the
anaphase. This trend was observed in both cell lines, but it was statistically significant only
in the U251 cell line (Figure 4B). Thus, our data indicate that APE consistently arrested
glioblastoma cells prior to anaphase chromosome segregation.
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Figure 4. Percentage of pro-metaphases/metaphases and anaphases in the U251 (A) and in U87 (B) cells after treatment
with 100 µM of APE for 30 h. Student’s t-test was used to statistically compare the different experimental conditions
(* p < 0.05). (C–F) Immunocytochemistry analysis of U251 cells untreated or treated with APE (100 µM) for 30 h. Cells
were immunostained with anti-CREST (red) and anti-α-tubulin (green) antibodies and counterstained with Hoechst 33,258
(blue). Scale bars: 5 µm. (G,H) Percentage of the cells presenting abnormal mitosis in the control condition and after 30 h of
treatment with 100 µM of APE, in the U251 and U87 cells, respectively. Student’s t-test was used to statistically compare the
different experimental conditions (** p < 0.01 and * p < 0.05). (I,J) Percentage of the cells with multipolar spindles in the
control condition and 30 h after treatment with 100 µM of APE, in the U251 and U87 cells, respectively. Student’s t-test was
used to statistically compare the different experimental conditions (** p < 0.01 and * p < 0.05).

The effect of APE treatment on mitotic spindle structure was additionally examined
in pro-metaphase/metaphase cells by immunofluorescence microscopy (Figure 4C–F). We
used an antibody against alpha-tubulin to detect the microtubules forming the mitotic
spindles and an antibody against kinetochore protein (CREST antibody) to visualize the
centromere. The presence of bipolar, well-organized, overall fusiform spindles was evident
in the untreated cells. Within these spindles, the highly condensed chromosomes appeared
to be aligned along the equatorial plate (Figure 4D). On the contrary, strong abnormalities
in mitosis were found in the cells treated with APE for 30 h. This treatment caused a
significant increase in the percentage of abnormal mitoses in both the U251 and U87 cell
lines compared to the control condition, as shown in Figure 4G,H. Thirty hours after APE
treatment, some of the chromosomes appeared not aligned at the equatorial plate or with
the spindles themselves, being asymmetric and often of multipolar origin (i.e., bipolar
spindles) with clustered centrosomes (Figure 4E) or showing several centrosomes and a
multipolar organization of chromosomes (Figure 4F). The graphs in Figure 4I,J show a
significant increase in multipolar spindles in the APE-treated cells of both glioblastoma cell
lines compared to the untreated cells.
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3.4. Modulation of SIRT2 and Acetylated Tubulin Expression after APE Treatment

Several pieces of evidence have connected the activity of deacetylase SIRT2 to the
control of mitotic progression. Indeed, SIRT2 appears to act in the mitotic checkpoint,
blocking chromosome condensation in response to mitotic stress [29]. In light of these
findings, we evaluated SIRT2 protein expression by Western blot analysis after APE treat-
ment. As shown in Figure 5A–E, SIRT2 expression significantly increased in the U251
(Figure 5A,B) and U87 cells (Figure 5E,F), particularly 30 h after treatment with 100 µM
of APE. Considering that SIRT2 deacetylates tubulin [30], we assessed the expression of
acetylated tubulin by Western blot analysis, showing that its levels significantly decreased
only in the U87 (Figure 5G,H) cells 24 and 30 h after APE (100 µM) treatment. Apparently,
no significant modulation of acetylated tubulin was evident in the U251 cells (Figure 5C,D).
Nevertheless, high-resolution immunodetection of acetylated microtubules on mitotic cells
demonstrated that the spindle microtubules were extremely abnormal in the U251 treated
cells. Meanwhile, the mitotic spindles of the untreated cells consisted of several arrays of
acetylated microtubules, and the mitotic spindles in APE-treated cells were characterized
by long fibers. These fibers were composed of bundled acetylated microtubules that passed
over the chromosomes and did not attach the kinetochores (Figure 5I).

–

Figure 5. Western blot analysis of SIRT2 and acetylated tubulin expression in U251 and U87 cells treated with APE (100 µM)
for 24 and 30 h. Representative blot for SIRT2 (A,E) and acetylated tubulin (C,G) in U251 and U87 cells, respectively.
GAPDH was used as an internal reference protein. (B,D,F,H) Densitometric analysis obtained from three independent
experiments in U251 (B,D) and U87 (F,H) cells, respectively. Student’s t-test was used to statistically compare the different
experimental conditions (** p < 0.01 and * p < 0.05). (I) Immunocytochemistry analysis of U251 cells untreated or treated
with APE (100) µM for 30 h. Cells were immunostained with an anti-acetylated tubulin (red) antibody and counterstained
with Hoechst 33,258 (blue). Scale bars: 5 µm.

4. Discussion

Glioblastoma cells are known to respond to cholinergic stimulation [6,31,32]. The
effects of M2 receptor subtype activation on cell growth and survival have been largely
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characterized using two different glioblastoma cell lines (U251MG and U87MG) in primary
cultures obtained from different human biopsies and in glioblastoma cancer stem cells [17].
In particular, we previously demonstrated that M2 receptor activation causes a cell cycle
arrest in the G1/S and at G2/M phases in U87MG and U251MG cells, respectively [16].
In addition, cell viability analysis showed that the M2 orthosteric agonist APE causes
cytotoxic effects (i.e., ROS production, double-strand DNA breaks, and chromosomes
aberrations) and severe apoptosis, especially in p53-mutated cells such as U251MG [18].

Starting from these already described observations, in the present work we investi-
gated in depth the modalities through which the M2 agonist APE triggers the cytostatic
effects in glioblastoma cells.

Since M2 receptor activation arrests cell cycle progression, we analyzed the progression
of the mitotic phase. In both glioblastoma cell lines (U251MG and U87MG), we observed
an arrest at the mitotic stage, as shown by a significant increase in the percentage of p-HH3
(ser10)-positive cells after M2 agonist treatment. Mitotic arrest was much less evident in the
U87MG cell line, in accordance with the higher levels of cells accumulated in the G1 phase
than in the G2/M phase, as previously observed in this cell line [16]. Instead, the U251MG
cells showed a larger increase in p-HH3-positive cells upon APE treatment, confirming an
accumulation of cells in the M phase rather than in the G2 phase, as previously suggested
by FACS analysis results [16]. This different behavior may be dependent on the genetic
background of two the different glioblastoma cell lines; in fact the presence of wildtype
or mutated p53 in U87 and in U251 cells, respectively, may be responsible for the cell
accumulation in the different phased of the cell cycle.

Nuclei staining and immunocytochemistry analysis also confirmed that APE caused
an accumulation of cells in the M phase. Moreover, a significant increase in abnormal
mitosis and an accumulation of cells during pro-metaphase/metaphase transition were
observed, accompanied by a reduction in the number of cells in the anaphase. Additionally,
the untreated cells formed normal bipolar spindles and the chromosomes appeared aligned
along the equatorial plate during the metaphase. Conversely, in the APE-treated cells,
asymmetric spindle formation was observed, together with incorrect chromosome align-
ment along the equatorial plate. In addition, M2 agonist treatment increased the formation
of pseudobipolar, tripolar, and multipolar spindles.

To demonstrate the direct involvement of the M2 receptor in abnormal mitosis induc-
tion, we silenced CHRM2 expression by siRNA transfection in the U251 cells, with the
cell line showing a higher percentage of abnormal mitosis after M2 agonist treatment. In
this condition, the number of abnormal mitoses in the untreated and APE-treated cells
was comparable. These results, in accordance with previous studies [16,17], confirm the
selectivity of the M2 agonist APE for M2 receptors and show that APE is unable to cause a
mitotic arrest in the absence of M2 receptors.

Several studies have shown that sirtuins, particularly Sirtuin 2 (SIRT2), are among
the factors involved in mitotic progression in the normal cell cycle [30]. SIRT2 is an
NAD+-dependent histone deacetylase [33]. SIRT2 overexpression has been shown to
prolong the M phase and delay mitotic exit [34]. It has been reported that SIRT2 mRNA
expression is reduced in approximately 70% of human gliomas [35]. Like SIRT1, SIRT2
confers protection against genotoxic and oxidative stress by reducing cellular ROS levels
through the induction of the mitochondrial anti-oxidant enzymes manganese superoxide
dismutase (MnSOD) [36] and by blocking chromosome condensation, acting at the level of
the mitotic checkpoint [29].

According to the literature data [35], SIRT2 appears to be strongly downregulated,
both in U87 and U251 cell lines. Interestingly, APE treatment induced a significant upreg-
ulation of SIRT2 expression 30 h after treatment, in line with the increased accumulation
of the cells in the M phase. Moreover, SIRT2 activity may contribute to the formation of
deacetylated unstable microtubules [37]. In our experiments, we observed a decrease in
acetylated tubulin expression, particularly in the U87 cells. This phenomenon may lead to
spindle fragmentation, which contributes to the formation of spindle extra poles and ab-
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normal chromosome segregation. Although U251 did not show a significant modulation of
acetylated tubulin after M2 agonist treatment, by immunocytochemistry analysis for acety-
lated tubulin, we observed that in U251 cells treated with APE, the acetylated microtubules
passed over the chromosomes and did not attach the kinetochores. Previous data have
demonstrated that APE treatment induces oxidative stress, DNA damage, and chromoso-
mal instability, particularly in the U251 cell line [18]. These results suggest that the inability
of microtubules to bind chromosomes may also be dependent on the possible alterations
that may occur on DNA or other proteins associated with the kinetochores that prevent
the interaction between chromosomes and microtubules. Altogether, these alterations may
negatively influence chromosomes’ organization and their attachment to microtubules of
the mitotic spindle and their inability of divide cells. The dramatically extended mitotic
arrest and the highly abnormal phenotypes observed by time-lapse microscopy showed
that glioblastoma cells are unable to further proliferate after APE treatment. This suggests
that mitotic catastrophic and apoptotic events may occur in subsequent mitosis.

5. Conclusions

Glioblastoma cells are characterized by an aberrant cell cycle [20] and marked ane-
uploidy [21]. Therefore, mitotic catastrophe induction may be an interesting oncosup-
pressive mechanism with the aim of inducing mitosis-related cell death or permanent
cell cycle arrest [23]. The data obtained in the present work, together with previous
data [14,16–18,38,39], may allow to hypothesize that the activation of the M2 receptor
through selective agonists causes two significant effects in glioblastoma cells: (1) A cyto-
static effect, impairing cell proliferation and inducing cell cycle arrest; (2) a cytotoxic effect,
increasing apoptosis and cell death. The two effects should be strictly correlated and both
contribute to impairment of glioblastoma cell proliferation and survival.

These results, together with the data obtained in other tumor types (i.e., neuroblastoma,
breast cancer, and urothelial cancer) [13,15,40,41], highlight the M2 muscarinic receptor as a
new strategic therapeutic target in cancer therapy. Therefore, a special effort to identify new
selective ligands able to bind this receptor with more efficacy and to reduce the possible
side effects appears clinically relevant and may open new therapeutic perspectives for
glioblastoma treatment, as well as for the treatment of other tumors.
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Abstract: The synthetic halogenated pyrimidine analog, 5-bromo-2′-deoxyuridine (BrdU), is a marker
of DNA synthesis. This exogenous nucleoside has generated important insights into the cellular
mechanisms of the central nervous system development in a variety of animals including insects,
birds, and mammals. Despite this, the detrimental effects of the incorporation of BrdU into DNA
on proliferation and viability of different types of cells has been frequently neglected. This review
will summarize and present the effects of a pulse of BrdU, at doses ranging from 25 to 300 µg/g,
or repeated injections. The latter, following the method of the progressively delayed labeling
comprehensive procedure. The prenatal and perinatal development of the cerebellum are studied.
These current data have implications for the interpretation of the results obtained by this marker
as an index of the generation, migration, and settled pattern of neurons in the developing central
nervous system. Caution should be exercised when interpreting the results obtained using BrdU.
This is particularly important when high or repeated doses of this agent are injected. I hope that this
review sheds light on the effects of this toxic maker. It may be used as a reference for toxicologists
and neurobiologists given the broad use of 5-bromo-2′-deoxyuridine to label dividing cells.

Keywords: prenatal life; perinatal life; 5-bromo-2′-deoxyuridine; cell cycle; cerebellar neuroepithe-
lium; external granular layer; neurogenetic timetables; neurogenetic gradients; apoptosis

1. Introduction

The thymidine analogue 5-bromo-2′-deoxyuridine (BrdU) is a pyrimidine 2′-deoxyri-
bonucleoside compound having 5-bromouracil as the nucleobase. This agent is perma-
nently incorporated into the DNA during the synthetic phase of the cell cycle. It has been
argued that gene duplication, DNA repair or apoptotic cellular events might contribute
to BrdU labeling in vivo. Therefore, this marker is considered as an indicator of DNA
synthesis and not the capacity to divide [1–3].

BrdU has provided new opportunities for analyzing the proliferative behavior of
neuroblasts and to infer the generation of neurons during the development of the central
nervous system at the baseline level and under several experimental conditions that disturb
the basal status [4–6]. Currently, BrdU labeling is the most widely used procedure for
studying cell-cycle phases and durations as well as to identify dividing neuroblasts and
follow their fate. The random incorporation of this agent into the DNA disturbs its compo-
sition and sequence and, therefore, BrdU presents in a myriad of negative effects because
its toxicity affects the number and distribution of tagged cells [3,7–10]. The detrimental
effects of BrdU administration are present from prenatal life to adulthood. In this context,
when the adult neurogenesis is considered, the possibility of false labeling or the incorrect
interpretation of such labeling have indicated that the existence of functional neurogen-
esis in the adult human brain is questionable. For example, it has been reported that in
postmortem brain samples from cancer patients injected with BrdU, some BrdU-stained
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cells were co-labeled with NeuN in the ventricular–subventricular zone and the dentate
gyrus of the hippocampal formation. It was reported in the same study that the amount
of BrdU-reactive cells decreased with the longest interval between BrdU administration
and histological evaluation. From these results, it was proposed that, in humans, contin-
ued neurogenesis exists. However, these data can be interpreted in a different way, e.g.,
a process not associated with neuroblasts proliferation. Damaged neurons, attempting
to repair themselves or due to the activation of apoptotic events, incorporate BrdU and
continue to die so that eventually the longer the waiting period before histological analysis,
less BrdU-positive cells there are [11]. On the other hand, a way to study, in humans,
the process of generating neurons from adult neural precursors is to detect, in the same
tissue section, specific antigens for cell proliferation and doublecortin-reactive cells. The
controversy is generated when BrdU-immunoreactive cells can be explained by processes
not associated with cell division (DNA repair or apoptotic events) and doublecortin-stained
cells do not present substantial proliferative activity. These results can be interpreted as the
existence of young neurons, which maturation, in the human brain, might take years. Thus,
a slow and delayed development of young neurons may replace neurogenetic processes in
the adulthood [11,12]. Despite these data, BrdU has been considered that it is relatively
benign and the consequences on the progression of the cell-cycle, migration, and fate are
usually negligible or understated.

In light of the above, I began a set of experiments to determine the effects of BrdU
exposure during the prenatal and perinatal development of the cerebellum. I show here
the results of my research indicating that the effect of the incorporation of BrdU into
newly synthesized DNA may lead to inaccurate results. Three aspects were addressed.
In the first of these, it was studied whether a single injection of BrdU at doses ranging
from 25 to 300 µg/g, modifies the development of the cerebellar neuroepithelium. In the
second, it was compared the effects of a single-dose of BrdU, at doses ranging from 50 to
300 µg/g, on cell cycle parameters and phase durations in the cerebellar external granular
layer neuroblasts. In the third procedure, to know whether there are any differences
between BrdU or tritiated thymidine ([3H]TdR) labeling, it was determined whether the
administration of several doses of both markers, by a progressively delayed cumulative
labeling method in utero, modify the developmental timetables and neurogenetic gradients
of PCs and DCN neurons.

2. The Thymidine Analogue 5-Bromo-2′-Deoxyuridine: An Overview

5-iodo-2′deoxyuridine, 5-chloro-2′deoxyuridine, 5-ethynyl-2′-deoxyuridine, and BrdU
are halogenated thymidine analogs [7]. The latter is a chemically synthesized bromine-
labeled base analogue that competes with thymidine for incorporation into DNA. Once
integrated into the new DNA, BrdU will remain in place and be passed down to daughter
cells following mitosis [8,13]. Since the introduction of monoclonal antibodies against
BrdU [14], an increasing number of immunostaining assays have been described for the
detection of BrdU-labeled cells [10,15]. This nucleoside has provided new advances for in-
vestigating several issues during the development of the central nervous system, including
developmental timetables, neurogenetic gradients, cell cycle parameters, and cell lineage
in a variety of animals such as insects [16], birds [17], and mammals [18–20].

BrdU is generally thought to be a relatively benign substitute for the endogenous
thymidine. The effects of the incorporation this thymidine analogue on cell proliferation,
migration, and differentiation are frequently neglected. BrdU can cause unforeseen prob-
lems [21]. In this context, it has been revealed that this agent is an anticancer drug, and in
combination with secondary stressors, such as ionizing radiation, BrdU presents adverse
consequences for cancer cells [22]. In line with this scenario, previous reports have denoted
negative effects of BrdU incorporation on the proliferative dynamics of mouse and human
fibroblasts, and adult neural progenitor cells in vitro [8,23–25].

Several studies have indicated that BrdU produces sister-chromatid exchanges and
double-strand breaks [26]. Other authors have shown that the exposure of rodent neural
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stem cells to BrdU gives rise to a decrease in the methylation of the DNA [27]. It has
also been demonstrated that this synthetic halogenated pyrimidine induces alterations
during the growth of the chick dorsal telencephalon [28]. In mammalian embryos, BrdU is
toxic to cultured embryos [29], and has a harmful effect on the embryonic development
of the neocortex, the striatum [30,31], the cerebral cortex [3], and the cerebellum [9,10].
Deleterious effects on neuron fate [3,7], as well as senescence in several cell types [32,33]
including neuronal progenitors [24] have also been reported. These results suggest that
BrdU may not be as safe as we thought. Despite that, the effects of the incorporation of this
genotoxic agent into DNA on cell proliferation, migration and differentiation are not taken
into account. This is particularly important when high doses of BrdU are injected.

3. The Cerebellum: A Model to Assess the Effects of
Bromodeoxyuridine Administration

The cerebellum is an ancient and a prominent part of the vertebrate central nervous
system. It presents a great variability in size and complexity from cyclostomes to hu-
mans [34–36]. In mammalians, the cerebellum presents a central vermis and hemispheres
laterally situated. The first of these has a characteristic pattern of folia separated by
fissures running perpendicular to the antero–posterior axis that is distinct from the hemi-
spheres [37,38]. The cerebellum shows a large cortical component, the cerebellar cortex,
and a set of nuclei located close to the roof of the fourth ventricle deep within the white
matter or cerebellar medulla. They are called deep cerebellar nuclei or deep nuclei [39,40].

In adults, the cerebellar cortex shows a regular trilaminate architecture comprising a
ganglionar layer sandwiched between an outer molecular layer and an inner granular layer.
The neuronal component of these layers is integrated in a nucleocortical network [41,42],
and presents distinctive dendritic arborizations, axons, and perikaryal as well as molecular
markers [43–46]. This regular cytoarchitecture has allowed us to ascertain the successive
phases in the ontogeny of the cerebellum, and to analyze the cellular and molecular
mechanisms involved in its development [39,47].

Previous neuroembryological studies have shown that the cerebellum arises from
the rhombomere 1, which comprises the most anterior part of the hindbrain [37,48]. Ex-
pression of the repressive homeobox genes orthodenticle homolog 2 (Otx2) and gastrulation
brain homeobox 2 (Gbx2) establish the midbrain–hindbrain boundary and form the isthmic
organizer [49–51]. It has been observed that the isthmus, the neural tissue located at the
midbrain–hindbrain junction, plays an important role in the establishment of the cerebellar
territory [52]. The organizing activity of the isthmic tissue is mediated by the expression
of the fibroblast growth factor 8 gene, which encode the fibroblast growth factor 8, a protein
required for orchestrating multiples stages of cerebellar development [51]. The expression
of the fibroblast growth factor 8 gene is regulated by several genes, which are involved in the
control of the cerebellum development. Among these genes are the engrailed 1 and 2 [53],
and the Pax 2 and Pax 5 [37,54].

The establishment of the cerebellar territory is followed by the formation of two
primary germinative areas: the cerebellar neuroepithelium, defined by Ptf1a-expression
progenitors, and the rhombic lip, defined by progenitor cells expressing Atoh1 [55]. Many
lines of evidence have indicated that GABAergic neurons such as Purkinje cells (PCs),
inhibitory interneurons and some deep cerebellar nuclei (DCN) neurons originate from the
cerebellar neuroepithelium. By contrast, glutamatergic neurons including DCN neurons,
unipolar brush cells and the projection neurons of the precerebellar nuclei arise from
progenitors located in the rhombic lip [37,47]. The granule cells are also glutamatergic.
Their neuroblasts precursors also arise from the rhombic lip, but they migrate over the
surface of the cerebellar anlage to form a temporary matrix, the external granule layer
(EGL) [45,56]. These data have revealed that cerebellar neurogenesis is a process strictly
compartmentalized.

The cerebellum has been selected as a model to study and interpret the effects of
BrdU because this encephalic region is highly vulnerable to intoxication and poisoning.
It is the main target of several environmental toxins including mercury, lead, manganese,
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and toluene/benzene derivates, and drugs such as anticonvulsants, lithium salts, and
antineoplastics [57]. The analysis of the cerebellar development can serve as a model to
know the effects of BrdU on the development of other areas of the central nervous system.

4. Effect of Bromodeoxyuridine Exposure on the Cerebellar Neuroepithelium

During the early development of the cerebellum, neuroblasts located in a specialized
germinal matrix, the neuroepithelium, gives rise to several types of neurons including
interneurons, PCs and some DCN neurons [47]. Previous research has revealed that that
the dose of BrdU usually used in many laboratories (50 µg/g) is well tolerated, when
administered in the embryonic period, and produces no cytotoxic effects [58,59]. These
observations deserve attention because other data from the literature have been reported
that the administration of BrdU affects the cell cycle progression of neural stem cells [60].
In addition to that, when injected in the prenatal life, low doses of BrdU compromise the
number and distribution of spatial distribution of cells in the cerebral cortex of monkeys [3].
Moreover, there are also proofs revealing that the administration of this marker in utero
alters neuroblast proliferation, migration, and patterning of the cerebellum [9,10]. These
results suggest that BrdU may not be as safe as we thought. In this section, evidences are
presented indicating that high doses of BrdU interferes with cell proliferation and promotes
apoptotic cellular events in the neuroepithelium.

Pregnant rats were injected at embryonic day (E) 13 with a single dose of saline or
BrdU at doses ranging from 25 to 300 µg/g. Embryos were removed by caesarian at
regular intervals from 5 to 30 h after agent exposure. To determine the effect of BrdU
administration on cerebellar neuroepithelial cells several parameters were quantified: (I)
density of mitotic figures, (II) BrdU, and (III) proliferating cell nuclear antigen (PCNA)-
positive cells. Results indicate that, irrespective of the analyzed survival times, the density
of the afore-mentioned parameters was close in animals exposed to doses of BrdU ranging
from 25 to 75 µg/g (Figure 1). Interestingly, no statistical differences were observed in
comparison with rats administered with saline. However, when doses of 100 to 300 µg/g of
BrdU were studied, it was observed the analyzed parameters were decreased in comparison
to the saline group. The dose of 300 µg/g of BrdU produced the most detrimental effects
(Figure 1). These results have indicated that a single low dose of BrdU (25 to 75 µg/g) does
not alter the proliferative behavior of the neuroepitelial neuroblasts. Despite this, a more
protracted effect on neuroepithelial neuroblasts cannot be excluded, i.e., cell differentiation
and final fate.

On the other hand, to discover whether BrdU-injection leads to apoptotic degeneration,
the density of terminal deoxynucleotidyl transferase dUTP nick-end labeling (TUNEL)
and active caspase-3 were quantified. Transmission electron microscopy was carried out
to confirm apoptotic cell death. Results showed that, in comparison to saline injected
rats and irrespective of the analyzed survival times, the density of TUNEL-positive and
caspase-3 reactive neuroblasts were similar in animals exposed to doses of BrdU ranging
from 25 to 75 µg/g of BrdU (Figure 2). No statistical differences were seen in comparison
to rats administered with saline. When doses of 100 to 300 µg/g of BrdU were considered,
the density of these parameters increased, indicating that high doses of this brominated
thymidine led to the activation of apoptotic cellular events (Figure 2).

In order to verify the apoptotic state of neuroepithelial cells, neuroblasts treated with
saline of BrdU (100 to 300 µg/g) were examined with the transmission electron microscopy
(TEM). The earliest ultrastructural alterations were the presence of nuclear chromatin
clumps of high electron density in close contact with the inner nuclear envelope. Another
important feature was the presence of clusters of approximately round electron-dense
apoptotic bodies containing very condensed dark chromatin masses. In some cases, the
apoptotic bodies were broken, and their content extruded into the cytoplasm (Figure 3).
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Figure 1. Mean values for mitotic figure (A), BrdU-reactive neuroblasts (B), and PCNA-stained cells
density (C) in the cerebellar neuroepithelium of rodents injected with saline (black columns), 25 µg/g
(white columns), 50 µg/g (yellow columns), 75 µg/g (blue columns), 100 µg/g (green columns),
200 µg/g (red columns), and 300 µg/g of BrdU (purple columns).

Figure 2. Cont.
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Figure 2. Mean values for TUNEL-stained (A) and active caspase 3-reactive neuroblasts (B) in the
cerebellar neuroepithelium of rodents injected with saline (black columns), 25 µg/g (white columns),
50 µg/g (yellow columns), 75 µg/g (blue columns), 100 µg/g (green columns), 200 µg/g (red
columns), and 300 µg/g of BrdU (purple columns).

′

′

Figure 3. Electron micrograph of a healthy cell (A) and apoptotic cellular profile (B–F) from the
neuroepithelium 10 h following BrdU treatment (100 µg/g). (C) Ultrastructural morphology of an
apoptotic cell. The masses of compact chromatin display a high electron density and a homogeneous
texture. They are associated with an intact nuclear envelope. (D–F) Typical electron-dense apoptotic
bodies. (D–E) Examples of apoptotic bodies releasing their contents into the cytoplasm. Copyright ©
2021, Wiley. Adapted with permission from Rodríguez-Vázquez, L.; Martí, J. (2000). Administration
of 5-bromo-2′deoxyuridine interferes with neuroblast proliferation and promotes apoptotic cell death
in the rat cerebellar neuroepithelium. J. Comp. Neurol. 2021, 529, 1081–1096. Scale bar: 2 µm (A), 1 µm
(B), 2.5 µm (C), 1 µm (D), 0.5 µm (E), 2 µm (F).

At least, two observations follow from these data. (I) A single low dose of BrdU (25
to 75 µg/g) alters neither the cell-cycle progression nor promotes apoptosis, and (II) high
doses of BrdU (100 to 300 µg/g) during the early prenatal life activates apoptotic cellular
events, leading to an important depletion of neuroblasts.
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5. Effects of Bromodeoxyuridine Exposure on the Cerebellar External Granular
Layer Neuroblasts

The EGL is a transient proliferative matrix of growing cerebellar folia located beneath
the piamater. In most of the vertebrates, this structure increases in thickness during an
initial period of time as a result of proliferative activity of its neuroblasts [45,56]. Previous
reports have revealed that BrdU is a radiosensitizer [22]. However, its therapeutic potential
as an antitumoral agent is independent of secondary stressors. This is because BrdU inhibits
cancer cell proliferation both in vitro and in vivo [22,61,62]. It has been reported that this
agent alters cell cycle dynamics in neurosphere cultures derived from adult rat brain [8].
In this section, evidences are provided revealing that, at postnatal day (P) 9, a single high
dose of BrdU interferes with the cell cycle progression of the EGL neuroblasts.

Rats were injected with BrdU at doses ranging from 50 to 300 µg/g. This thymidine
analogue was supplied according to two schedules: in the first of these, rats were allowed
to survive for 0.5, 1, 1.5, and 2 h after BrdU administration. In the second, animals were
sacrificed 1 h later, and at regular intervals from 2 h to 26 h (spaced at two-hour intervals)
following BrdU administration. The labeling index (LI) was determined as a percentage
of BrdU-stained interphase nuclei per total number of scored EGL neuroblasts. Mitotic
figures were examined for the presence or absence of 3,3′-diaminobenzidine-H2O2 reaction
product in BrdU immunostained sections. The duration and phases of the cell cycle were
inferred from the graphic representation of the percentage of BrdU-reactive mitoses plotted
as a function of survival time after agent injection [15,20,63].

Figure 4 summarizes, in rats injected with BrdU at doses ranging from 50 to 300 µg/g,
the variation in the frequency of labeled neuroblasts after different survival times (from
0.5 to 2 h). Data analysis indicated that, from 0.5 to 2 h after marker injection, the LI was
highest using 50 µg/g of BrdU. It was followed by 100 and then by 200 µg/g. Does of
300 µg/g provided the lowest values.

Figure 4. Mean values of labeling indices in the external granular layer. Animals were sacrificed at
0.5 (black columns), 1 (white columns), 1.5 (grey columns), and 2 h (green columns) after a single
injection of bromodeoxyuridine at doses ranging from 50 to 300 µg/g.

Incorporation of BrdU into proliferating neuroblasts labels a cohort of asynchronous
cycling cells in S-phase. Phase durations and cell-cycle length of the EGL neuroblasts can
be quantitatively examined from the rhythmic appearance and disappearance of labeled
mitotic cells. The variation that took place in the fraction of labeled mitoses from 1 to
26 h after BrdU exposure is indicated in Figure 5A. Cell kinetic parameters were inferred
from Figures 4 and 5A. The time required for completion of each phase of the cell cycle
is displayed in Figure 5B. Current results denoted that different doses of BrdU affect the
parameters used for estimated the time required to complete the entire cell cycle.
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Figure 5. (A) Frequency of labeled mitoses in the external granular layer at successive times following
a single injection of 50 µg/g (open triangles and solid black lines), 100 µg/g (open squares and dotted
line), 200 µg/g (crosses and short broken lines), and 300 µg/g of BrdU (diamonds and large broken
lines). Data are expressed as mean ± SEM. (B) Values for phase durations and cell-cycle length of the
EGL cells. TC: duration of the whole cell cycle. TS: duration of the S-phase. TG2: duration of the G2
phase. TG1: duration of the G1 phase. TM: duration of the mitotic phase. GF: growth fraction.

One fact emerges from these experiments. A single dose of 50 µg/g of BrdU has
no apparent harmful effects on the cell cycle progression, which suggest that this dose
is appropriate, and it provides accurate results. Higher doses (100 to 300 µg/g) altered
the detection of BrdU-immunoreactive cells. As the duration and phases of the cell cycle
are inferred in accordance with BrdU detection, an effect on this detection can render the
measurement of the cell cycle inaccurate.

6. Inferring Purkinje Cells and Deep Cerebellar Neurons Developmental Timetables
with Bromodeoxyuridine or Tritiated Thymidine. What Is the Most Suitable Marker?

BrdU and tritiated thymidine ([3H]TdR) are two markers of DNA synthesis. They have
produced important insights into the neural mechanisms of the central nervous system
development including cell kinetics, neuron production and migration [15,18,19,39,64,65].
Both nucleosides have advantages and disadvantages. For example, both BrdU and [3H]TdR
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produce cytotoxic and teratologic effects when high doses of these are supplied [9,13,30]. In
addition, the intensity of [3H]TdR labeling is stoichiometric while BrdU is not [66–68].
BrdU can rapidly be revealed by immunohistochemical procedures, whilst [3H]TdR au-
toradiography is more expensive, requires a special laboratory and it takes a lot of days to
develop a picture.

Previous reports have indicated that, in the cerebral cortex of macaque monkeys
exposed to either BrdU or [3H]TdR as embryos, quantitative differences in the number and
placement of tagged neurons exist [3]. In this section, proofs are presented indicating that
repeated injections of BrdU produce, in comparation with several [3H]TdR administrations,
systematic differences in the pattern of PCs and deep neurons neurogenesis as well as in
spatial location of these macroneurons.

To study the generation and spatial location of rodents PCs and DCN neurons,
both markers were administered following a progressively delayed cumulative label-
ing method [9,64]. This method consists of injecting pregnant dams with BrdU or [3H]TdR
in an overlapping series in accordance with the following time-windows: embryonic
day (E)11–12, E12–13, E13–14, and E14–15. Six intraperitoneal injections of 6 mg BrdU
(10 mg/mL in sterile saline with 0.007 N sodium hydroxide) 8 h apart were supplied [9].
Whereas, [3H]TdR (5 µCi/g of body weight) was subcutaneously supplied. Two doses were
administered on consecutive days [4,69]. PCs were analyzed in four compartments of the
cerebellar cortex (vermis, paravermis, and medial and lateral hemispheres). DCN neurons
were studied in the fastigial, interpositus, and dentate nuclei. Animals were sacrificed
in adulthood.

Variations in the percentage of tagged neurons after different labeling times with BrdU
or [3H]TdR are shown in Figures 6 and 7 for PCs and DCN neurons, respectively. It is
observed that, in each time-window and in each cerebellar compartment, the proportion
of [3H]TdR labeled PCs is higher that the percentage of BrdU tagged PCs. Similar results
were obtained when DCN neurons were taken into account.

Figure 6. Comparison of Purkinje cells neurogenetic patterns in animals injected with bromod-
eoxyuridine (red columns) or [3H]TdR (blue columns) at the level of the vermis (A), paravermis (B),
medial (C), and lateral hemispheres (D). Developmental timetables of Purkinje cells were inferred
using bromodeoxyuridine (open circles and dashed lines) or [3H]TdR (closed circles and solid black
lines). E: embryonic day. Values are expressed as mean ± SEM.
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Figure 7. Comparison of deep nuclei neurons neurogenetic patterns in animals injected with bromod-
eoxyuridine (red columns) or [3H]TdR (blue columns) at the level of the fastigial (A), interpositus
(B), and dentate (C) nuclei. Developmental timetables of deep nuclei neurons were inferred using
bromodeoxyuridine (open circles and dashed lines) or [3H]TdR (closed circles and solid black lines).
E: embryonic day. Values are expressed as mean ± SEM.

In a subsequent study, the neurogenetic timetables of PCs and DCN neurons were
built. In Figure 6 (for PCs) and Figure 7 (for DCN neurons), the percentages of produced
neurons are plotted against the time. My results have revealed that, with the exception
of medial hemispheres at E11, more BrdU than [3H]TdR labeled PCs are produced on
embryonic day 10 and 11 in the remain studied areas. The same takes place in each deep
cerebellar nucleus studied at E10. However, when frequencies of newborn macroneurons
were inferred from E12 to E13, more PCs were produced when the radioactive precursor
was used. Similar results were seen on E12 when all the deep nuclei were examined.

The cerebellum develops following a well-known spatiotemporal sequence of events.
There is evidence indicating that PCs and DCN neurons are distributed throughout the
cerebellum according to precise neurogenetic gradients [37]. By examining the above-
inferred times of neuron origin, it is possible to classify PCs and DCN neurons among
those produced from E10 to E11 (early-born) and those generated from E12 to E14 (late-
generated). In Figure 8 (for PCs) and Figure 9 (for DCN neurons), the proportions of each
population fractions are compared for BrdU and [3H]TdR. My results have shown that,
in the analyzed cerebellar compartments as well as in each deep nucleus, proportions of
early-produced BrdU-reactive cells were always higher than percentages of neurons tagged
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with [3H]TdR. The opposite pattern was found when late-produced neurons were studied,
revealing that significant differences in the settling pattern of PC and DCN neurons exit
depending on whether BrdU and [3H]TdR are used.

 

Figure 8. Percentage of early and late-produced Purkinje cells scored at the level of the vermis (A),
paravermis (B), medial (C), and lateral hemispheres (D). Black columns indicate animals injected with
bromodeoxyuridine and white columns animals administered with [3H]TdR. Values are expressed as
mean ± SEM.

Figure 9. Percentage of early and late-generated deep nuclei neurons scored at the level of the
fastigial (A), interpositus (B), and dentate (C) nuclei. Black columns indicate animals injected with
bromodeoxyuridine and white columns animals administered with [3H]TdR. Values are expressed as
mean ± SEM.

159



Cells 2021, 10, 1453

It can be drawn as a general conclusion that, in comparison to several doses of
[3H]TdR, to infer neurogenetic timetables and neurogenetic gradients using several doses
of BrdU is less accurate. This is presumably due to the BrdU toxicity. The incorporation of
this marker into DNA produces base pairing of the bromouracil with guanine instead of
adenine. This substitution is involved in mutations and breaks in double-stranded DNA
leading to detrimental effects on the differentiation and survival of neuroblasts [8] and
on neuron fate and function [3,26,28]. Interestingly, I have found no damage to cell-cycle
progression after [3H]TdR exposure. This was expected because the difference between
[3H]TdR and the thymine is only an extra neutron in a hydrogen atom. Therefore, as
suggested by Duque and Rakic [3,7], DNA with [3H]TdR possibly reflects closer DNA in
the non-injected animal.

7. Conclusions

The synthetic halogenated pyrimidine analogue BrdU is a marker of DNA synthesis.
BrdU has provided important clues about the development of the central nervous system
under different experimental contexts. Despite the fact that BrdU toxicity has been demon-
strated, it is generally thought that this agent is a benign substitute for the [3H]TdR. The
effect of the incorporation of BrdU on proliferating neuroblasts is frequently neglected
by investigators. This current review has implications for the interpretation of the results
obtained by this marker to investigate the cell cycle of neuron precursors as well as the
genesis of neurons. This is particularly important when a single high dose of BrdU is used
because effects on proliferative behavior and the activation of apoptotic cellular events may
lead to false results in the identification of proliferative neuroblasts. The same occurs when
repeated injections of BrdU are supplied following a progressively delayed cumulative
labeling method. Thus, data obtained with this thymidine analogue should be interpreted
with caution. It is proposed that to label proliferating neural progenitors, a single pulse of
BrdU (until 50 µg/g) has no apparent harmful effects. I hope that this current review may
be also useful when studying and interpreting cell birth with BrdU labeling in the rest of
the central nervous system.
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Abstract: Photosynthetic energy conversion and the resulting photoautotrophic growth of green
algae can only occur in daylight, but DNA replication, nuclear and cellular divisions occur often
during the night. With such a light/dark regime, an algal culture becomes synchronized. In this
study, using synchronized cultures of the green alga Desmodesmus quadricauda, the dynamics of starch,
lipid, polyphosphate, and guanine pools were investigated during the cell cycle by two indepen-
dent methodologies; conventional biochemical analyzes of cell suspensions and confocal Raman
microscopy of single algal cells. Raman microscopy reports not only on mean concentrations, but also
on the distribution of pools within cells. This is more sensitive in detecting lipids than biochemical
analysis, but both methods—as well as conventional fluorescence microscopy—were comparable
in detecting polyphosphates. Discrepancies in the detection of starch by Raman microscopy are
discussed. The power of Raman microscopy was proven to be particularly valuable in the detection
of guanine, which was traceable by its unique vibrational signature. Guanine microcrystals occurred
specifically at around the time of DNA replication and prior to nuclear division. Interestingly,
guanine crystals co-localized with polyphosphates in the vicinity of nuclei around the time of nuclear
division.

Keywords: microalgae; Desmodesmus quadricauda; cell cycle; starch; lipids; polyphosphate; guanine;
confocal Raman microscopy

1. Introduction

Green algae dividing by multiple fission such as Chlorella sp., Chlamydomonas sp. and
the chlorococcal alga Desmodesmus quadricauda, which was chosen here as an experimental
organism, grow and multiply rapidly [1], making them ideal model organisms for algal
biotechnology as well as cell biology [1]. During the day, their cells grow rapidly without
interruption from cell division, which occurs at night. This feature leads to natural synchro-
nization of such algae by diurnally alternating day light. The same light/dark regime can
be used in the laboratory, yielding highly synchronized cultures composed of uniformly
aged and sized cells at the same phase of life and cell cycle. Thus, culture synchronization
facilitates studies of suspensions of algal cells that are all in well-defined phases of their
life and cell cycles.
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The cell cycle, i.e., the period between two cell divisions, consists of two parts: growth
and reproduction. Each reproductive sequence is composed of DNA replication, nuclear
division and cell division. Cells of most organisms divide into two daughter cells and
their cell cycle consists of a single growth and reproductive sequence. The cell cycle
of D. quadricauda, and of some other chlorococcal and volvocal algae, may consist of
one or several pairs of growth and reproductive sequences, thus leading to so called
multiple fission. In D. quadricauda, DNA replication and nuclear division of the same
reproductive sequence are temporally separated by several hours. In this organism, the
cells are routinely multinuclear, as cell division is represented by one to several rounds of
protoplast fission, closely following each other after nuclear division of the last reproductive
sequence (Figure 1). Depending on the number of growth and reproductive sequences,
a single mother cell of D. quadricauda can produce two, four, or eight daughter cells. The
daughter cells originating from one mother cell remain connected by a shared cell wall in
a structure called a coenobium. The obligate coenobial growth of this species provides a
convenient means of monitoring growth, by simply counting cells in a particular coenobia
and noting its two-fold, four-fold, or higher multiple fission pattern. Furthermore, the
coenobia of D. quadricauda are particularly suitable for long-term microscopic studies,
including confocal Raman microscopy, since they can be easily immobilized between a
microscope slide and coverslip with their two largest dimensions running parallel to the
slide surface, and, consequently, cellular structures of all cells of each coenobium can be
found in the same focal plane.

In green algae dividing by multiple fission, the photosynthetic assimilation of carbon
dioxide supports growth of most cell structures during the light phase as well as the
accumulation of energy and other reserves that are required for or distributed by cell
division in the dark phase. Thus, increasing cell volume, accumulation of bulk RNA and
protein content or increasing energy and carbon stores can all serve to quantify growth.
Furthermore, growth is accompanied by an increase in non-carbon energy rich compounds
such as polyphosphates (polyP) that can serve both as components of nucleic acids (DNA,
RNA) and as an energy store. Recently, guanine crystals were identified in the algal cells by
Raman microscopy [2]. Although they remain rather enigmatic, they seem to be ubiquitous
among microalgae [3] and might serve either as a non-specific nitrogen depot [3] or directly
as a precursor for nucleic acid synthesis. In multiple fission, cell growth is composed of
several growth sequences. Each of them is completed by reaching a threshold critical size,
in which the cells approximately double their original mass, and double their original RNA,
protein, starch, and lipid contents. The cells then enter into their reproductive sequence
by attaining commitment point [4,5], thus tightly coupling the completion of the growth
sequence to the reproductive events [6]. Once committed, the reproductive sequence
can be completed in darkness without external supplies of energy and carbon. At the
same time, depending on growth conditions, the cells can enter another growth sequence
that, once completed, would allow another reproductive sequence to occur before a new
coenobium is formed. In this way, individual growth sequences consecutively follow each
other whilst reproductive sequences run concurrently and overlap within one cell cycle
in individual cell. Thus, DNA replication of the second reproductive sequence follows
the nuclear division of the first reproductive sequence and precedes the nuclear division
of the same (second) sequence but also cell division of the first (preceding) reproductive
sequence (Figure 1). The number of reproductive sequence/s as well as the extent of their
overlap within a single cell cycle is determined by growth rate, which is governed by
environmental conditions so that at higher growth rates, more reproductive sequences
are started [4,5,7–11]. Under favorable conditions, D. quadricauda cells can consecutively
replicate DNA in as many as three separate rounds and divide their nuclei, becoming bi-,
tetra-, and octonuclear (Figure 1) [4,7,12–14].

Coordination between growth and reproductive sequences takes place within a short
time period, commitment point, when, by reaching a critical threshold, cell size is trans-
lated into entry into the reproductive sequence. To better understand how entry of the
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reproductive sequence and its progression are dependent on the reserves of energy, carbon,
other major biogenic elements, and essential biomolecules, it is necessary to quantify those
reserves in different phases of the cell cycle, preferably their mutual relationships, spatial
contexts, and temporal evolution. At the macroscopic level of the cell suspension, conven-
tional analytical methods to study the algal biomass can be used [1,8]. To analyze spatial
and temporal distribution of different macromolecules at the level of individual cells, the
biomolecules can be stained or fluorescently labeled and visualized by means of optical
and fluorescence microscopy [15–17]. However, when applying standard approaches, each
biomolecular compound is usually labeled and monitored individually. Consequently,
information about spatial and temporal relationships between the different substances at
the level of individual cells is averaged and lost.

Raman microscopy is a label-free method that combines the advantages of molecular
specificity of Raman spectroscopy with a high spatial resolution of optical confocal mi-
croscopy [18]. Raman microscopy has been widely used in biology in recent years [19],
because it is relatively simple to use, with no need to introduce artificial staining or la-
belling to the sample, and it is able to detect several chemical components simultaneously,
largely non-destructively and with a sub-cellular resolution. In microalgae, extensive use
of Raman microscopy has long been hampered by strong autofluorescence of the photosyn-
thetic apparatus, which reaches intensities several orders of magnitude higher than the
desired Raman signal. This narrowed the applicability of Raman microscopy to studies of
carotenoids that exhibit a resonantly enhanced Raman signal [20–22], or to algal cells with
high levels of neutral lipids [23–25].

To observe a conventional Stokes Raman signal of other biomolecules such as starch,
proteins, and polyP, high power in-focus photobleaching has been commonly used to
remove the fluorescent background [26,27]. However, in-focus photobleaching greatly
slows the acquisition of Raman maps and often results in thermal decomposition and
burning of the inspected cells. We have recently demonstrated that wide-area, low-intensity
photobleaching of a whole algal cell (or even multiple cells at once) by a defocused laser
beam shortens the time needed for photobleaching to several seconds per cell, and enables
one to reliably observe and identify starch, lipid, and polyP granules within individual
microalgal cells, with sub-cellular spatial resolution [28]. The analytical strength of Raman
microscopy has been further demonstrated by identifying hitherto unknown guanine
microcrystals in two species of microalgae [2].

In this paper, we analyzed the dynamics of starch, lipid, polyP, and guanine pools
during the cell cycle of D. quadricauda by simultaneously using biochemical analysis of a
synchronized algal suspension, and by conventional fluorescent and Raman microscopy of
individual algal cells from a synchronized algal culture. The power of Raman imaging was
demonstrated in D. quadricauda cells by identifying guanine microcrystals occurring close
to dividing nuclei in synchrony with polyP grains.

2. Materials and Methods
2.1. Experimental Organism

The chlorococcal alga Desmodesmus quadricauda was obtained from the Culture Collec-
tion of Autotrophic Organisms, Institute of Botany (CCALA, Czech Academy of Sciences,
Třeboň, Czech Republic).

2.2. Algae Cultivation and Synchronization of Cultures

The algal cultures were routinely (every 3–4 weeks) sub-cultured on agar plates
cultivated at 25 ◦C in continuous light with an incident light intensity at the surface of the
Petri dishes of 150 µmol (photons)·m−2·s−1 of photosynthetically active radiation from a
panel of fluorescent tubes. Such stock cultures were grown for 5–7 days and then stored
at 15 ◦C with dim light until used or sub-cultured. To prepare synchronized cultures,
the microalgae were inoculated either from an agar plate or from a liquid culture and
cultivated in a glass tube (3 cm diameter) placed in a temperature-controlled water bath at

167



Cells 2021, 10, 62

30 ◦C. Cultivation medium according to Zachleder and Šetlík [29] was used. The culture
was aerated with air enriched to 2% CO2 (flow rate 350 mL·min−1). The glass tubes were
exposed to an incident light intensity of 500 µmol (photons)·m−2·s−1 of photosynthetically
active radiation from a panel of fluorescent tubes for biochemical experiments and to
an incident light intensity of 150 µmol (photons)·m−2·s−1 from a panel of warm-white
light-emitting diodes for Raman experiments.

For synchronization, the cultures were observed by light microscopy for two or three
cycles to set the correct length of both the light and dark periods under given conditions so
that the cells divided mostly into eight daughter cells (connected in eight-celled coenobia).
The time for darkening the cells was when about 10% of cells started their first protoplast
fission. The length of the dark period was chosen to allow all cells of the population to
release their daughter cells and then the duration of the light and dark periods was kept
constant. In the cultivation conditions described above, the synchronization conditions
were 15/9 h light/dark cycle, which were maintained for at least two to three cycles be-
fore the experiments were initiated. The cell density at the beginning of the light period
was maintained by dilution at below 1.0–1.5 × 106 cells·mL−1 to avoid light limitation.
For details on the synchronization procedure see Hlavová, et al. [30]. On the day of the
experiments, the synchronized daughter cells were diluted to 1.0–1.5 × 106 cells·mL−1

to avoid light-limitation and used as inocula for experimental cultures. For biochemical
experiments, the cultures were cultivated in planar glass parallel cultivation cuvettes with
a light path of 2.5 cm and inner volume 2 L, illuminated with an incident light intensity of
500 µmol (photons)·m−2·s−1 of photosynthetically active radiation provided by a panel of
fluorescent tubes. For Raman experiments, the cultures were grown in 3 cm diameter glass
tubes, illuminated with an incident light intensity of 150 µmol (photons)·m−2·s−1 of photo-
synthetically active radiation from a panel of warm-white light-emitting diodes. Due to
differences in cultivations, the experimental cultures for biochemical experiments contained
exclusively eight-celled coenobia while cultures for Raman experiments contained both
eight- and four-celled coenobia. Only the two innermost cells of eight-celled coenobia were
used for Raman mapping. The cultures were sampled hourly for biochemical experiments
and as permitted for analysis in the Raman experiments (for details see below).

2.3. 4′,6-diamidine-2′-phenylindole Dihydrochloride (DAPI) Staining

Nuclei were stained with the fluorochrome 4′,6-diamidine-2′-phenylindole dihy-
drochloride (DAPI) and observed through a fluorescent microscope using the method
described by Zachleder and Cepák [31] and Hlavová, Vítová, and Bišová [30]. Twenty
microliters of DAPI solution (5 µg/mL in 0.25% (w/v) sucrose, 1 mM EDTA, 0.6 mM
spermidine, 0.05% (v/v) mercaptoethanol, 10 mM Tris–HCl, pH 7.6) were added to the
frozen cell pellet, vortexed and kept for 20–30 min in the dark at room temperature. The
stained cells were observed using an Olympus microscope with 360–370 nm excitation and
420–460 emission filters.

2.4. Cell Size and Number

The cell suspension for Coulter counter measurements was stored frozen (−20 ◦C).
Prior to measurement, it was allowed to thaw at room temperature and vortexed thoroughly
for several minutes. According to the stage of the cell cycle, 0.4 or 0.8 mL of cell culture
were diluted appropriately with ISOTON II solution to a total volume of 10 mL. Two mL of
the sample (approximately 104–105 cells per mL in the final solution, in accordance to the
Coulter counter instructions) were measured using a Multisizer 3 (Beckman Coulter, Brea,
CA, USA), aperture size 100 µm. Cell number was also determined in the Bürker counting
chamber (Meopta, Přerov, Czech Republic).

2.5. Assessment of Commitment Points and Cell Division Curves

To determine whether and how many commitment points were passed, the cells were
sampled at appropriate time intervals and incubated at 30 ◦C in darkness. At the end of
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the cell cycle, the percentages of binuclear daughter cells, four- and eight-celled daughter
coenobia, and undivided mother cells were estimated by light and/or fluorescence mi-
croscopy [30]. The values obtained by the assay of samples were plotted against the times
of sampling. The curves are termed commitment curves. The proportion of mother cells,
sporangia and daughter coenobia were determined by light microscopy in cells fixed in
Lugol solution (1 g I, 5 g KI, 100 mL H2O) at a final concentration of 10 µL of Lugol solution
per 1 mL of cell suspension. Cell division and daughter cell release curves were obtained
by plotting the cumulative percentages as a function of sampling time.

2.6. Polyphosphate Visualization

For polyP visualization, the samples were taken at designated time points during the
cell cycle. In each sample, 1 mL of cell suspension was centrifuged for 2 min at 5000× g,
the supernatant was removed and the sample was stored at −20 ◦C until staining. For
staining, the method of Ota, et al. [32] was used.

2.7. Biochemical Analyses

2.7.1. Estimation of Bulk RNA, DNA, and Protein

The procedure of Wanka [33], as modified by Lukavský, et al. [34], was used for the
extraction of total nucleic acids. The samples were centrifuged in 10 mL centrifuge tubes
(4 min at 2800× g), which also served for storage of the samples. The pellet of algal cells
was stored under 1 mL of ethanol at 20 ◦C. The algae were extracted five times with 0.2 M
perchloric acid in 50% ethanol for 50 min at 20 ◦C and three times with an ethanol–ether
mixture (3:1) at 70 ◦C for 10 min. Such pre-extracted samples were stored in ethanol. Total
nucleic acids were extracted and hydrolyzed in 0.5 M perchloric acid at 60 ◦C for 5 h. After
hydrolysis, concentrated perchloric acid was added to achieve a final concentration of 1 M
perchloric acid in the sample. The absorbance of total nucleic acids in the supernatant was
read at 260 nm (A260).

The light activated reaction of diphenylamine with hydrolyzed DNA, as described by
Decallonne and Weyns [35] was used with the following modification [36]. The dipheny-
lamine reagent (4% w/v diphenylamine in glacial acetic acid) was mixed with the samples
of total nucleic acid extracts in a ratio of 1:1 and the mixture in the test tubes was illumi-
nated from two sides with fluorescent lamps (Tesla Z, 40 W). The incident radiation from
each side was 20 W·m−2. After 6 h of illumination at 40 ◦C, the difference between the
A600 and A700 was calculated. The RNA content was calculated as the difference between
total nucleic acid and DNA content.

The sediment remaining after nucleic acid extraction was used for protein determi-
nation. It was hydrolyzed in 1 N NaOH for 1 h at 70 ◦C. The protein concentration in the
supernatant after centrifugation of the hydrolysate (15 min, 5300× g, room temperature)
was estimated by BCA assay (Thermo Fisher) according to manufacturer’s instructions. The
same procedure was carried out for the calibration curve set using different concentrations
of bovine serum albumin.

2.7.2. Starch Assay

Cell pellets containing approximately 2 × 106 cells·mL−1 were harvested during the
cell cycle, washed with SCE buffer (100 mM sodium citrate, 2.7 mM EDTA-Na2, pH 7 (citric
acid)), snap frozen in liquid nitrogen and stored at −20 ◦C. After thawing the pellets, cells
were disintegrated by adding 200 µL of distilled water and 300 µL of zirconium beads
(0.7 mm in diameter) followed by vigorous vortexing for 15 min at room temperature.
Depigmentation of the samples was done by adding 1 mL of 80% (v/v) ethanol to the
pellet and incubating in a water bath at 68 ◦C for 15 min after which the samples were
centrifuged for 2 min at 14,000× g and the supernatant was removed. The depigmentation
procedure was repeated 3 or 4 times (or until the pellet was completely discolored). After
that, 1 mL of porcine pancreas α-amylase (Sigma-Aldrich, Prague, Czech Republic) solution
(0.5 mg·mL−1 w/v in 0.1 M sodium phosphate buffer (pH 6.9)) was added to each sample
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and they were incubated for 1 h at 37 ◦C. The samples were centrifuged for 2 min at
14,000× g and the supernatant was used for the quantification of reducing sugars through
the DNSA color reaction as described by Miller [37]. In short, 500 µL of supernatant
were mixed with 500 µL dinitrosalicylic acid (DNSA) solution (1% (w/v) 3,5-DNSA, 30%
(w/v) potassium sodium tartrate tetrahydrate, 20% (v/v) 2 M sodium hydroxide) and
incubated for 5 min at 105 ◦C on a heat block. Following a cooling period of 10 min at room
temperature, the mixture was diluted five-fold with distilled water, after which the A570
values of the samples were measured. The concentration of starch was estimated through a
calibration curve of potato starch (Lach-Ner, Czech Republic) digested with α-amylase.

2.7.3. Total Phosphate Assay

Cell pellets containing at least 4 × 107 cells, were harvested at designated time points
during the cell cycle, washed with distilled water, and stored at −20 ◦C. After thawing,
1 mL of distilled water was added to the pellets in addition to 300 µL of zirconium beads
(0.7 mm in diameter). The cells were disrupted by vigorous vortexing for 15 min at 4 ◦C.
The samples were centrifuged for 2 min at 14,000× g, after which the supernatant was
discarded. The pellets were washed three times with a 5% (w/v) solution of sodium
hypochlorite. After the last wash, 200 µL of 0.67% (w/v) potassium persulfate were added
to the pellet. The samples were finally autoclaved at 121 ◦C for 20 min. After cooling, 200 µL
of sample were pipetted on a 96 micro well plate together with 8 µL of an ammonium
molybdate tetrahydrate solution (1.2% (w/v) ammonium molybdate tetrahydrate, 4.8%
(w/v) potassium antimonyl tartarate sesquihydrate, and 16% (v/v) sulfuric acid) and 2 µL
of 7.2% (w/v) L-ascorbic acid. The plate was incubated for 20 min in darkness at room
temperature, after which the A880 value for each sample was measured in a plate reader
(Infinite F200, Tecan Trading AG, Männedorf, Switzerland). For quantification of total
phosphate and polyP, a calibration curve was constructed using a phosphate standard for
ion chromatography (Sigma-Aldrich, Prague, Czech Republic).

2.7.4. Polyphosphate Assays

Samples for the estimation of polyP were collected, stored, disintegrated and depig-
mented similarly to the samples for total phosphates. After depigmentation with a 5%
(w/v) solution of sodium hypochlorite, 100 µL of distilled water were added to the pellet.
Following an incubation time of 5 min, the samples were centrifuged for 2 min at 14,000× g
and the resulting supernatant was collected. The elution with distilled water was repeated
twice in order to ensure the optimal extraction of polyP from the pellet. Precipitation of
polyP was by addition of 1.8 mL of 100% ethanol to the collected supernatant. The samples
were centrifuged for 10 min. at 14,000× g after which the supernatant was removed. The
resulting pellet was then re-suspended in 500 µL of distilled water. The hydrolysis of polyP
to orthophosphates was achieved by adding 100 µL of 4% (w/v) potassium persulfate after
which the samples were autoclaved for 20 min at 121 ◦C. After cooling, the samples were
treated and analyzed as described in the quantification of total phosphates [32].

2.8. Raman Analyses

2.8.1. Sample Preparation

To study the content and intracellular distribution of storage biomolecules during the
cell cycle using Raman microscopy, fresh living cells were needed because of problematic
photobleaching of autofluorescence in chemically fixed or frozen cells. Samples from a
synchronized culture of D. quadricauda were taken every 30–60 min, as permitted by the
duration of the Raman scanning, from the start of the light phase (T = 0:00 h), considered
as the beginning of the cell cycle, up to the end of the cycle (T = 24:00 h); the first sample
was taken 15 min after the start of the light phase.

For Raman measurements, 0.5 mL of the cell suspension was centrifuged (2000× g
for ca. 15 s), the supernatant was discarded and a part of the pellet was mixed with ca.
20 µL of low-gelling agarose (Sigma Aldrich, 2% solution, T = 39 ◦C). A few µL of the agar
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mixture were placed between a quartz slide and a quartz coverslip, and these were sealed
with Covergrip sealant (Biotium, Hayward, CA, USA). Sample preparation took about
13 min from taking the sample to the start of the Raman measurement.

2.8.2. Raman Measurement

Raman maps were acquired with a WITec alpha300 RSA confocal Raman microscope
(WITec, Ulm, Germany) equipped with an oil-immersion objective UPlanFLN 100×, NA
1.30 (Olympus, Tokyo, Japan). The spectra were excited with a 532 nm laser (excitation
power of ca. 20 mW at the sample). The lateral and axial resolutions of the Raman micro-
scope (according to standard test of Raman confocality by means of silicon wafer [28,38])
were ca. 250 and 900 nm, respectively. A scanning step of 125 nm in both x and y direc-
tions (thus below the Rayleigh diffraction limit of the experimental setup) was used, with
0.1 s acquisition time per pixel. The spectra were measured immediately in the range
of 220–3850 cm−1. This range covers characteristic (<1800 cm−1) as well as stretching
(>2800 cm−1) vibrations of biomolecules and water. Prior to Raman mapping, a wide-area
photobleaching of the entire algal coenobium by a defocused 532-nm laser beam was ap-
plied, as described previously, to eliminate the strong autofluorescence of chlorophyll [28].
At each sampling point, a two-dimensional Raman map of the two innermost cells of a
randomly selected eight-celled coenobium was acquired.

2.8.3. Data Treatment

Raman maps were treated with Project Four Plus (WITec, Germany) and our own
scripts for GNU Octave [39] and MATLAB (MathWorks, Natick, MA, USA) [40]. Firstly,
signals of cosmic rays were removed using automated and manual functions of Project
Four Plus. Next, to compensate eventual variations in laser power and efficiency of signal
collection, Raman maps of different cells were normalized to the common intensity scale as
follows: the pixels of the map obviously belonging to the surrounding medium were identi-
fied automatically according to the missing band of carbon–hydrogen stretching vibrations.
For each Raman map, the average spectrum of the surrounding medium was calculated
and the integral intensity of the oxygen-hydrogen stretching band of water (background
corrected) was used as the standard intensity for uniform normalization of Raman maps.
Spectral regions with characteristic Raman bands of respective biomolecules were then se-
lected for starch (457–507 cm−1, band maximum at 479 cm−1), lipids (2836–2869 cm−1, band
maximum at 2854 cm−1), polyphosphate (1143–1190 cm−1, band maximum at 1159 cm−1),
guanine (613–684 cm−1, band maximum at 651 cm−1) and the region of carbon–hydrogen
stretching vibrations of all biomolecules containing C-H bonds (2795–3060 cm−1, band
maximum at around 2935 cm−1). The non-Raman background was subtracted as a bisec-
tor connecting mean intensities at the last 4–10 spectral points delimiting the upper and
lower ends of the regions. Spectra with high levels of the respective biomolecules and the
appropriate wavenumber regions are shown in Figure S1.

For visualization of distributions of biomolecules in D. quadricauda cells, the intensity
of each band (after background correction) was calculated by integrating the band’s area.
The integral intensities in Raman maps are expressed in a color scale and, for a given
biomolecule, the same scale was used in all maps. The darkest color shade corresponds to
the mean intensity found in the surrounding medium and the lightest one to the maximum
intensity. The only exception is the intensity of carbon–hydrogen stretching vibrations,
where the darkest shade corresponds to zero.

To estimate the cellular content of respective biomolecules, pixels corresponding to
both cells on each Raman map were identified using manual functions of Project Four Plus.
The signals from every 2 × 2 pixels were merged to reduce the noise, and the background-
corrected bands of biomolecules were integrated. For each Raman map i, the mean value mi,
and the standard error si of the integral intensity in the merged pixels of the surrounding
medium were calculated. For each pair of cells, the integral intensities were summed for

171



Cells 2021, 10, 62

pixels where the signal was greater than mi + 7si. Remaining pixels displaying a signal
below this threshold were excluded from the summation.

3. Results
3.1. Cell Cycle Characteristics

Cultures of D. quadricauda were synchronized by a diurnal, alternating light/dark
regime. During cultivation, cell cycle progression was analyzed hourly, as well as changes
in bulk RNA, protein, DNA, starch, polyP, total phosphates, and lipid contents. These
standard physiological and biochemical experiments set up a baseline, with which the
results from Raman microscopy were correlated. At a given light intensity, half of the
population attained the first commitment point shortly after being put into the light. By
the 6th and 10th hour, more than 50% of the population attained the second and third
commitment points, respectively. Attainment of each of the commitment points was
followed by DNA replication, nuclear division, and cell division. Within the population,
attainment of the second and third commitment points were closely followed by completing
nuclear division into two and four nuclei, respectively. The third nuclear division together
with the first protoplast division occurred shortly before darkening the cells at the 15th
hour of the cell cycle. The cell cycle was concluded after about 22 h when all mother
coenobia released daughter coenobia (Figure 1).

3.2. Bulk Analysis of Cell Composition

Biochemical analysis showed that accumulation of RNA (Figure 2A) progressed
rapidly in the early light period, followed by a lower rate of RNA synthesis in the late
light period and in the dark. The total protein content increased with a small delay after
RNA accumulation in the light and, in the dark period, protein accumulation stopped.
Later in the night, the level of protein even decreased slightly (Figure 2B). A significant
increase in DNA content was observed only after the 7th hour of the cell cycle, which
coincides with the midpoint of the first round of nuclear division. The increase in DNA
synthesis then continued until the end of the cell cycle, when the DNA content had
increased about 8-fold over the initial values (Figure 2C). Starch started to be synthesized
immediately after the cultures were exposed to light and continued steadily throughout
the light period (Figure 2D). The rate of starch accumulation was faster until the 10th hour
when the cells attained the third commitment point. It slowed from then on as the cells
underwent the second and third nuclear divisions. In the dark, the starch reserves were
catabolized to support nuclear and cellular divisions that were taking place in the absence
of photosynthetic energy conversion.

Total phosphate and polyP content increased soon after transfer into the light
(Figure 2E,F). The increase continued until about the 7th hour when DNA replication
started and the first round of nuclear division was completed in half of the population.
Thereafter, both total and polyP levels plateaued.

PolyP granules can be also detected using conventional fluorescence microscopy after
staining with high concentrations of DAPI [32]. PolyP granules were visible as groups of
yellow spots on both sides of the bluish nuclei in the longitudinal direction (Figure 3). They
were already present in the first hour of the cell cycle (Figure 3A). They seemed to multiply
both in number and in extent of fluorescence in the next two hours and their localization
was, conspicuously, at the outer side of two newly formed nuclei (Figure 3B). With time,
both their fluorescence and number decreased (Figure 3C). By the seventh hour of the cell
cycle (Figure 3D) and one hour later (Figure 3E), they were represented by groups of tiny
yellow spots close to the outer cell edge in the vicinity of nuclei. From the ninth hour, the
spots became even smaller (Figure 3F) and in most cells, they disappeared by the 10th hour
(Figure 3G). In about 10 percent of cells, the polyP granules persisted for one more hour
and were localized both to the perinuclear area and to the outer cell edge (Figure 3H). Even
in these cells, the granules disappeared by the 11th hour of the cell cycle.
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Figure 1. Dynamics of growth and the cell cycle in synchronized cultures of D. quadricauda. Upper
part: Time courses of individual commitment points, nuclear division, protoplast fission and daughter
cell release. Blue lines: cumulative percentage of cells that attained the commitment point for the
first (circles), second (squares) and third (triangles) reproductive sequences, respectively; red lines:
cumulative percentage of cells, in which the first (circles), second (squares), and third (triangles)
nuclear divisions were terminated; green lines: cumulative percentage of cells, in which the first
(circles), second (squares) and third (triangles) cell divisions were terminated, respectively; black
line, empty diamonds: percentage of cells that released daughter coenobia. Light (15 h) and dark
periods (9 h) are marked by stripes above panels and separated by vertical lines. The lines represent
the means of at least three independent experiments. The raw values are plotted as dots and the line
connects the mean values of the experiments. All values were calculated per parental cell, even after
their division (17:00 to 22:00 h). Lower part: Schematic representation of the cells at the time-points
(denoted by red asterisks) corresponding to the set of samples analyzed by Raman microscopy in
Figure 4 (full set of Raman measurements is available in Figure S5). Schematic pictures of the cells
indicate changes in their sizes. The full circles inside illustrate the ploidy and number of nuclei
during the cell cycle. Larger circles indicate a doubling of DNA. For more details see text. Modified
after Zachleder, et al. [41], Bišová and Zachleder [42], and Zachleder, Bišová, and Vítová [1].

3.3. Raman Estimates of Cell Volume and Chemical Composition

Raman spectra acquired from individual pixels of the specimen consist of spectral
contributions from all chemical compounds present in the respective voxels, which compli-
cates spectral analyses. The number of contributing chemical compounds, especially in the
case of dense and well-separated subcellular structures—such as lipid bodies, starch grains,
polyP bodies, or crystalline inclusions—can be decreased by increasing the confocality and
spatial resolution of Raman microscope. In our experiments, due to high confocality and
spatial resolution reaching diffraction limit, objects separated by ca 250 nm can be resolved
and Raman spectra of voxels smaller than 0.4 µm3 were effectively collected. This sup-
presses the spectral contribution of the neighboring structures. The Raman spectra within
individual voxels thus contained spectral contributions of limited number of compounds
and were easily interpretable by comparing them with the spectra of chemically-pure refer-
ence compounds (Figures S2 and S3). Furthermore, using advanced multivariate methods,
even Raman spectra of the voxels containing a greater number of the contributing com-
pounds can be decomposed into linearly independent spectral components corresponding
to different chemically-pure species or cell structures (Figure S4).
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Figure 2. Time courses of accumulation of RNA (A), protein (B), DNA (C), starch (D), polyP (E), and total phosphates (F)
in synchronized cultures of D. quadricauda. Light (15 h) and dark periods (7 h) are marked by stripes above panels and
separated by a vertical line. Values from five different experiments are shown as dots, the smoothed red line representing
the mean of five experiments in each panel. Values were calculated per parental cell even if divided (17:00 to 22:00 h).

The biochemical analyses and Raman experiments were not carried out on samples
from the same cultivations because of equipment location at two remote workplaces, time
and methodological constraints and different requirements on the live status of the cells.
Raman microscopy was carried out immediately, using living algal cells from aliquots
taken during the cell cycle, whereas biochemical analyses were carried out on samples that
were accumulated and stored during the cycle.

The cultivation set-ups were the same for the two experimental methods, with the
exception of light intensity, which was about three-fold lower for the Raman measurements.
This led to changes in the proportion of four-celled and eight-celled coenobia within the
population. The cultures used for biochemical experiments were composed exclusively
of eight-celled coenobia, while the cultures for Raman measurements contained both
four-celled and eight-celled coenobia. To overcome this limitation, the innermost two
cells of randomly selected eight-celled coenobia were chosen for all measurements. These
cells are usually the largest ones within the coenobium and the most advanced in the
cell cycle. In this way, we ensured that the two analyses were carried out on as similar
cells as possible. Raman microscopy mapping was performed 35-times during the 24-h
cell cycle. All acquired Raman maps are presented in Figure S5. A subset of the maps is
shown in Figure 4C; the age of the cells is schematically depicted in Figure 1 as well as in
Figure 4A,B.
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Figure 3. Fluorescence micrographs of coenobia stained by a high concentration of DAPI at different time points during the
cell cycle. (A) 1st h, (B) 3rd h, (C) 5th h, (D) 7th h, (E) 8th h, (F) 9th h, (G) and (H) 10th h. G corresponds to situation in
90% of the cells in the synchronized population while H corresponds to situation in 10% of the cells in the synchronized
population. Polyphosphates are visible as yellow spots; the bluish spots are nuclei. Bar is 10 µm.
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Figure 4. Time course of the number of coenobia in the cell culture of D. quadricauda as determined by Coulter counter (A).
Time course of volumes of the coenobia determined by Coulter counter (black, median volume) and Raman microscopy (red)
(B). For the time-point T = 18:05 h coinciding with the cell division of a majority of the cells, the Coulter counter volume
of daughter cells is shown. The cells that are shown in panel (C) are indicated by filled circles. Raman maps showing the
distribution of carbon–hydrogen (C-H) groups, starch, lipids, and polyP in the two innermost cells of eight-celled coenobia
during the cell cycle (C). Time from start of the cycle is indicated in the top row. For a given biomolecule, the color scale is
the same for all Raman maps. The white bars correspond to 2 µm. The red crosses on the time axis in panels A, B indicate
times at which the cells shown in panel C were taken from the culture. The grey area in panels A, B indicates the dark
period of the cycle. In panel C, lipids, the arrows depict lipid bodies, the asterisks depict membrane lipids. Spectra of both
structures contain the same spectral proxy, Raman band located at ca 2854 cm−1.
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To verify the synchrony of the population used for Raman microscopy, the number
of coenobia per mL of the cell suspension (Figure 4A) and median volumes of the cells
(Figure 4B) were obtained by Coulter counter. To relate the bulk population analysis with
the Raman microscopy results, cell volumes corresponding to the eight-celled coenobia
provided by the Coulter counter measurement were compared with Raman estimates of
the volume of the two innermost cells of the mapped coenobium. These estimates were
calculated as follows: the number of pixels belonging to the cells, identified according to
the carbon–hydrogen stretching band as described in Material and Methods, was raised
to the power of 1.5 and renormalized to fit the Coulter counter values in a least squared
sense. The number of pixels is directly proportional to the cross sectional area of each
cell. As can be confirmed by Figure 4B, Raman estimates of the volume, although of
only the two innermost cells of a randomly selected coenobium, fit well to the median
volume determined for hundreds of thousands of cells by Coulter counter, indicating a
good synchrony of the culture and justifying the simplifications.

For all 35 samples taken during the 24 h cycle for the Raman measurements, the
distribution of starch, lipids and polyphosphate in the Raman maps were obtained by
integrating the intensity of a Raman band characteristic for a given biomolecular species
in each pixel spectrum, as described in Material and Methods (see also Figure S1). Addi-
tionally, the band of carbon–hydrogen (C-H) stretching vibrations was used to visualize
the concentration of total organic matter (proteins, carbohydrates, lipids, RNA, DNA) in
the cells.

The distributions of carbon–hydrogen stretching vibrations, starch, lipids, and polyP
are shown in Figure 4C for selected time-points where the cells exhibited some characteristic
features. Those particular time-points are indicated in Figure 4A,B by red crosses on the
horizontal axes and their cell volumes are indicated by filled circles in Figure 4B. For all
35 samples measured here, the biomolecular distributions are shown in Figure S5.

As can be seen from Figures 4C and S5, the cells already contained some starch reserves
and a few lipid and polyP bodies just after the dark phase of the previous cycle. The starch
content was increasing from the beginning of the light phase, reaching its first maximum at
around T = 2:15 h after the light onset (Figure S5), and then declining again. The Raman
band located at ca 2854 cm−1, which was used as spectral proxy for quantification of lipids,
detects both lipid bodies and membrane lipids. The two structures are in Figure 4C, panel
lipids discriminated by arrows (lipids bodies) and asterisks (membrane lipids). Lipid
bodies, localized to the periphery of the cells (Figure 4C, panel lipids, arrows), increased in
number and lipid content with about a 45 min delay behind the starch content. Finally, the
polyP content peaked at T = 6:00 h, when the cells contained multiple polyP bodies but
exhibited nearly no starch or lipid bodies identifiable by Raman microscopy.

After T = 6:00 h, the polyP bodies slowly dissolved and almost no starch or lipid
bodies were visible in the cells. The carbon–hydrogen vibrations visible in interiors of
the cells thus are derived predominantly from proteins (Figures 4 and S5). At around
T = 10:30 h, the cells started to accumulate starch again. The starch content and cell volume
grew until the end of the light period at T = 15:00 h, when some of the cells were already
dividing. Some lipid bodies can be seen in the cells even during cell division (Figure S5).
The released daughter cells contained some starch and a few polyP bodies until the end of
the experiment at T = 24:00 h. In some daughter cells, a few lipid bodies can be identified
(Figure S5).

A more detailed sampling at the early phase of the cell cycle, prior to the onset of DNA
replication (between T = 4:45 h and T = 6:30 h) showed guanine bodies coinciding and
possibly co-localizing with the polyP granules (Figure 5), and the cells exhibited guanine
bodies between T = 4:45 h and T = 6:00 h. Small guanine bodies of a lower signal intensity
were observed at T = 7:45 h, 9:45 h, and 16:00 h (Figure S5) but not in the daughter cells
(Figure S5).
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Figure 5. Raman maps showing the distribution of the cell walls, guanine and polyP bodies in two innermost cells of
eight-celled coenobia during the early phase of the cell cycle. Time from the start of the cycle is indicated in the top row. For
a given biomolecule, the color scale is the same for all Raman maps. The cell wall structure serves to visualize cell edges. It
contains spectral signature of cellulose and membrane lipids, for details see Figure S4. The white bars correspond to 2 µm
for Time = 5:15 h or 3 µm for other time-points. The bottom panel shows an overlay of localization of guanine (red) and
polyphosphates (green).

To show the dynamics of the storage compounds (described qualitatively above)
in a semi-quantitative way, Raman estimates of the starch, lipids and polyP content per
single cell of the coenobium have been calculated by averaging contributions of both the
measured cells (for details see Material and Methods) and are shown in Figure 6. The
neutral lipid content was determined only from the Raman signal inside the cells. The cell’s
edges (Figure 4) corresponding to membrane lipids, with the same Raman band located at
ca 2854 cm−1 as spectral proxy, were ignored. Outlying values have been excluded for the
purpose of this figure and the data points were connected with splines to guide the eye.

3.4. Comparison of Raman and Bulk Biochemical Analyses

We have presented the results of cell content estimates by bulk biochemical methods
and by Raman mapping of individual cells in synchronous cultures. The two methods
differed in the biomolecules they are were able to detect and quantify. The bulk biochemical
methods could easily separate RNA, DNA, and proteins (Figure 2) due to their different
chemical properties. In contrast, Raman estimates of these three macromolecules are
limited by a lack of intense and specific spectral signatures as well as by a relatively low
density in the mapping voxels due to a high degree of hydration. On the other hand,
Raman microscopy is surprisingly effective in detecting lipid droplets (Figures 4 and 7).
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The same size of lipid droplets is hardly detectable by conventional Nile Red staining and
fluorescence microscopy. Furthermore, we have tried to measure lipid content using a
fluorescent plate reader in cells stained with Nile Red. In this way, more cells are measured
at the same time, thus multiplying the signal. Even then, we were unable to reliably detect
any changes in lipid content. The changes detected were within a few percent of the total
lipid content, and not statistically significant. Furthermore, Raman spectroscopy was able
to detect microcrystalline guanine, for which there are no alternatives for reliable in situ
detection.

 

Figure 6. Time evolution of starch (top), lipids (middle), and polyP (bottom) levels in the cells during
the cell cycle as determined from the Raman maps. Black lines connect experimental points. Red
lines are splines averaging neighboring values.

Both bulk methods and Raman estimates were able to detect starch and polyP. The
bulk biochemical analysis identified a steady increase in starch from the beginning of
the cell cycle till cell darkening and the start of cell division, when starch started to be
consumed. In contrast, Raman analyses detected an increase in the starch level in the first
three hours of the cell cycle followed by a complete disappearance. A new increase in starch
synthesis was observed by about the 12th hour of the cell cycle and reached a peak at about
the 15th hour. The starch was subsequently spent for the ongoing processes of protoplast
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fission and cell division. Both Raman estimates and conventional fluorescence microscopy
revealed similar patterns of polyP localization in both space and time. Both of the methods
detected two major groups of polyP granules on each side of a single nucleus, or later,
on the outer side of the two newly formed nuclei. PolyP granules gradually disappeared
by the time the cells completed division of their nuclei into four. The bulk biochemical
analyses detected a rapid increase in both total and polyP content from the beginning of
the light period to about the fifth hour of the cell cycle. Thereafter both total and polyP
levels remained unchanged.

Figure 7. Raman maps showing the distribution of lipid droplets (red), starch bodies (green) and polyP granules (blue) in
the same two innermost cells of eight-celled coenobia as presented in Figure 1C. The time counted from the beginning of the
cell cycle and the number of nuclei determined by DAPI staining of the culture are indicated in the top row. For a given
biomolecule, the color scale is the same for all maps. The white bars correspond to 2 µm.

4. Discussion

Synchronized cultures are a traditional tool for studying the progression of the cell
cycle in different organisms. Cell cycle progression, encompassing growth, cell duplication
and division events, has been routinely described by biochemical analyzes of macro-
molecules (RNA, protein, DNA, starch). Such analyzes are rather time consuming, compli-
cated and mostly require a large quantity of initial sample. Here, we have compared the
bulk biochemical analyses of biomolecules with the results of Raman microscopy. Raman
microscopy visualizes distributions of the prevalent groups of biomolecules simultaneously,
without the need for artificial pre-processing of the sample and with a spatial resolution
of a confocal microscope. As Raman microscopy shows the intrinsic chemical content of
the sample, even biochemical species not expected in the sample can be seen, provided
they are present at sufficient concentrations and that their Raman spectra are correctly
interpreted. This can be demonstrated with the example of guanine microcrystals that
have been recently observed in two microalgal species [2] without prior knowledge of
their existence. In the present study, the guanine microcrystals occurred regularly between
approximately the fifth and seventh hours of the cell cycle, i.e., at the time of attainment
of the second commitment point and completion of the first nuclear division, and then
sporadically during other phases of the cell cycle. The appearance of guanine microcrystals
during a natural cell cycle of unstressed cells supports the tentative biological relevance of
guanine microcrystals as effective depots of purines [2]. Such biological functions may be
related to their localization in the cells. Guanine crystals were localized together with polyP
granules, either in the vicinity of the newly formed nuclei, or in the place where nuclei
are formed. The two possibilities are impossible to separate based on Raman microscopy,
as nuclear localization could not be detected in the algal cells. Both localizations would
suggest guanine crystals may serve as purine deposits consumed in the formation of nuclei.

Apart from identifying novel and/or otherwise undetectable biochemical species,
Raman microscopy might also be more sensitive to low levels of biochemical species
that can be detected and analyzed by fluorescence microscopy and/or bulk analytical
techniques. This is demonstrated by the observed presence of lipid bodies at the periphery
of some cells during the cell cycle (Figures 4, 7, and S5). These lipid bodies could not be
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observed by fluorescence microscopy or bulk fluorescent measurements, as they did not
increase the cellular lipid content enough to be detected separately. Raman microscopy
has been established method for detection of lipids, particularly in stressed cells with
increased lipid amount [10–13]. Here, this has been extended to detection of very low lipid
levels present in non-stressed cycling dividing cells. Raman microscopy possibly takes
advantage of its ability to detect different compounds in dense and solidified, although
small, structures.

Raman microscopy and fluorescent microscopy of polyP bodies were in agreement
(compare Figures 3 and 5). They visualized polyP granules both in sites where new nuclei
will be formed and near them, once they divided. This was particularly true for the first
nuclear division. The localization of polyP granules (together with guanine crystals) close to
nuclei could suggest they function as energy and phosphate stores for nucleic acid synthesis.
This localization is thus in agreement with the classical observation in green alga Chlorella,
where polyP are preferentially used for the synthesis of DNA (and phosphoproteins), but
not RNA [43–45]. Both microscopy methods showed a decrease in polyP granules after
the eighth hour of the cell cycle, i.e., at the time when the exponential increase in DNA
synthesis starts, further supporting the notion that polyP granules serve as a P source for
DNA synthesis. Interestingly, at the same time, the total phosphorus and polyP levels, as
determined by bulk biochemical analyses, plateaued. The biochemical method that we
used for total phosphorus and polyP was non-specific, and precipitated polyP granules
together with DNA and RNA. This could explain the differences between microscopy and
biochemical methods. Thus, from the eighth hour, DNA is possibly synthesized at the
expense of polyP granules, and it gradually forms a larger proportion of the biochemically
detected polyP fraction.

The most striking difference was observed between the bulk biochemical and Raman
analyses of starch. The bulk biochemical analysis showed a steady increase in starch, as
has been established in the field [1,42,46], whilst Raman microscopy showed a bimodal
pattern with an initial increase in starch prior to attainment of the first CP followed by starch
disappearance and another increase in starch levels at the time the cells reached the third CP
and completed the second nuclear division (Figures 1 and 6). This was really an intriguing
observation, probably caused by the difference in light intensities used for cultivation in the
biochemical versus Raman experiments. Light intensity is known to affect the accumulation
of starch, so that it increases with increasing light intensity [47]. At lower light intensity,
less starch would be synthesized; it would be continuously spent for general metabolism
and no net starch granules would be visible by Raman microscopy. Although this is a
somewhat problematic discrepancy, probably caused by different cultivation conditions,
we leave it here because it reveals an interesting phenomenon concerning the complete
consumption of accumulated starch during the cell cycle under limited illumination, which
would deserve a more detailed study. Due to its high sensitivity, Raman microscopy would
be well suited for such studies.

The graphical description of the time evolution of starch, lipid and polyP content
during the cell cycle in Figure 4 should be treated as a semi-quantitative proxy. Although
recent studies have shown that two-dimensional mapping can be used to quantify the
levels of starch [26,48], lipids [26,49], and polyP [50] in microalgal cultures, these studies
have averaged the results from Raman maps of several to dozens of cells in order to obtain
an accurate quantification when compared to bulk methods. On the other hand, as the
cells in the present study were synchronous, variability amongst the cell cultures should
be much narrower than in a common non-synchronous culture. Furthermore, the Raman
signal is, by the nature of conventional Raman scattering, linearly proportional to the
concentration of a compound in a given voxel [18].

The data presented here have proven that Raman microscopy is capable of detecting
relatively low concentrations of storage biomolecules present in non-stressed D. quadri-
cauda cells during a normal cell cycle. Decreasing the limit of detection to levels present in
standard dividing cells represents an improvement compared to previous quantification
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studies [26,48,49], which mostly focused on stressed cells over-accumulating lipids or
starch. Although the merits of Raman microscopy have been shown here, it still possesses
limitations similar to conventional fluorescence microscopy and bulk biochemical analyses.
As concerns the chemical analysis and imaging, the method is well suitable for dense and
solidified, although small structures, but rather insensitive for dissolved chemical species,
as it requires local concentrations of at least dozens of mM. This precludes the detection of
low-concentration metabolites in solution. Furthermore, Raman mapping is of relatively
low throughput, and parallelization is problematic, unless one possesses several Raman
microscopes. To keep a sampling time of 30–45 min and a high spatial resolution of Raman
mapping, in the present study, it was not possible to measure more than two cells of D.
quadricauda coenobium at a given time-point. Statistically, a more sound set of cells could be
acquired by compromising one or both of these requirements. However, lower spatial reso-
lution would impair imaging and quantification of small biomolecular inclusions in Raman
maps. On the other hand, increasing intervals between samplings might lead to missing
important phases in the cell cycle. Otherwise, there exists the possibility of repeating the
same experiment in multiplicates. However, each cell culture, although synchronous, is
never exactly the same. Although the specificity of Raman spectrum for a given class
of chemical compounds (e.g., lipids, carbohydrates, nucleic acids, proteins) is relatively
high (Figures S2–S4), the specificity within particular classes is often much smaller. For
example, structurally different proteins of similar mean amino acid composition cannot
be discerned. It cannot be used for unknown molecules as their Raman signature is un-
known. Furthermore, the excitation energies used for conventional, non-resonant Raman
spectroscopy is several orders of magnitude higher than powers required for confocal fluo-
rescence microscopy, which raises concerns about the local heating and photodegradation
of some less stable compounds. In photosynthesizing organisms such as microalgae, high
fluorescence background, in particular that of chlorophyll, represents the main obstacle
for Raman microscopy. Although this issue can be solved by photobleaching prior to the
Raman measurement [2,3,28,50–53] this prevents the more desirable time-lapse Raman
microscopy of exactly the same cell or coenobium. On the other hand, photobleaching itself
does not disqualify the results, as the consequent decay processes take longer than needed
for Raman mapping [28]. Despite all the aforementioned limitations and shortcomings, a
major advantage of Raman microscopy is the ability to acquire chemical maps of multiple
components from a single measurement that provides a unique opportunity to visualize
these structures in a mutual context (Figure 7).

5. Conclusions

We have compared the detection of energy-rich compounds (starch, lipid, and polyP)
during the cell cycle of Desmodesmus quadricauda using two independent methodologies,
conventional bulk biochemical analyzes and confocal Raman microscopy. The two methods
were comparable in detection of polyP. Fluorescence and Raman microscopies detected the
specific localization of polyP granules near the nuclei until the bi-nuclear stage. The two
methods differed in detection of starch, possibly suggesting differences in starch localiza-
tion and/or its solubility during the cell cycle. Raman microscopy was more sensitive in
detecting lipids. It also detected guanine crystals; these were localized near polyP granules
and nuclei, suggesting their possible role in processes related to nuclear division. Confocal
Raman microscopy is capable of detecting even low levels of macromolecules naturally
present in the cells during their vegetative development. It is especially suited for the
detection of polyP, lipids, and guanine crystals within the cells. The differences in starch
detection will require further experiments.

Supplementary Materials: The following are available online at https://www.mdpi.com/2073-4
409/10/1/62/s1, Figure S1: Typical Raman spectra of the respective biomolecules detected and
quantified in D. quadricauda cells. Figure S2: Raman spectra of starch granules and crystalline guanine
obtained in situ from D. quadricauda compared with the respective chemical references. Figure S3:
Raman spectra of small lipid droplets and polyP granules obtained in situ from D. quadricauda
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compared with the respective chemical references. Figure S4: Raman chemical maps of eight-cell
coenobium of D. quadricauda and the spectral components obtained by a multivariate deconvolution.
Figure S5: Raman chemical maps of the cells illustrating in detail the time course of changes in their
molecular composition during the cell cycle.
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