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Editorial

Editorial for Special Issue “Fractional Calculus Operators and
the Mittag–Leffler Function”

Maja Andrić

Faculty of Civil Engineering, Architecture and Geodesy, University of Split, Matice Hrvatske 15,
21000 Split, Croatia; maja.andric@gradst.hr

Among the numerous applications of the theory of fractional calculus in almost all
applied sciences, applications in numerical analysis and various fields of physics and
engineering stand out. Applications of inequalities involving function integrals and their
derivatives, as well as applications of fractional differentiation inequalities, have motivated
many researchers to investigate extensions and generalizations using various fractional
differential and integral operators. Of particular importance is the Mittag–Leffler function
which, with its generalizations, appears as a solution to differential or integral equations
of fractional order. This produced new results for more generalized fractional integral
operators containing the Mittag–Leffler function in their kernels.

This Special Issue contains 15 published papers. In [1], the authors use derivatives
of fractional order, which are based on generalized kernels of the Mittag–Leffler type, to
present three models of fractional order. These models involve fractional ordinary and
partial differential equations. The accuracy of the solution was checked in comparison with
the exact solution and by calculating the residual error function.

The asymptotic behavior of random time changes in dynamical systems is studied
in [2]. As time varies randomly, three classes are proposed that show different patterns of
asymptotic decay.

In [3], the authors showed that the static magnetization curve of highly concentrated
ferrofluids can be accurately approximated by the Mittag–Leffler function of the inverse
external magnetic field.

By introducing two series of new numbers and their derivatives [4], and choosing to
use six well-known generalized Kummer addition formulas, the authors establish six classes
of generalized addition formulas and demonstrate six identities regarding finite sums.

The paper [5] deals with the existence and uniqueness of the solution for the Hilfer–
Hadamard fractional differential equation, supplemented with mixed non-local bound-
ary conditions.

In [6], the authors developed some new recurrence relations for two parametric
Mittag–Leffler functions and discussed some applications of these recurrence relations.
By applying Riemann–Liouville fractional integrals and differential operators, four new
relations between Fox–Wright functions with certain special cases are established.

The goal of the paper [7] was to find new versions of Fejér–Hadamard-type inequalities
for (α, h−m)− p-convex functions by means of expanded fractional operators with Mittag–
Leffler functions. These inequalities hold at the same time for different types of convexities
and different types of fractional integrals.

In [8], a new approach is given for solving a class of first-order fractional initial value
problems. The results are based on the Riemann–Liouville fractional derivative and the
solutions are expressed in terms of Mittag–Leffler, exponential, and trigonometric functions.

The paper [9] aims to define an operator that contains the Mittag–Leffler function in
its kernel, which leads to the deduction of many already existing operators. The results of

Fractal Fract. 2022, 6, 442. https://doi.org/10.3390/fractalfract6080442 https://www.mdpi.com/journal/fractalfract1
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this work reproduce Chebyshev- and Pólya-Szegö-type inequalities for various fractional
integral operators.

In [10], the authors investigate certain image formulas related to the product of Srivas-
tava polynomials and extended Wright functions using fractional integral and differential
operators, including Marichev–Saigo–Maeda, Lavoie–Trottier, and Oberhettinger.

The paper [11] reviews the mathematical model of chlorine transport used as a water
treatment model, when variable-order partial derivatives are included to describe the
chlorine transfer system. In this paper, a new analytical solution using Mittag–Leffler
functions is presented.

Hermite–Hadamard inequalities for κ-Riemann–Liouville fractional integrals are presented
in [12], using a newer approach based on the Abel–Gontscharoff green function. The authors
established certain integral identities and obtained new results for monotone functions.

The paper [13] investigates the Dirichlet and modified Dirichlet average of the R
function, i.e., the Mittag–Leffler-type function. They are given in terms of Riemann–
Liouville integrals and hypergeometric functions of several variables.

Hermite–Hadamard fractional integral inequalities for the class of (h, g; m)-convex
functions are presented in [14]. The expanded generalized Mittag–Leffler function is
contained in the kernel of applied fractional integral operators.

In [15], a new fractional Poisson process is proposed using a recursive fractional
differential equation. The arrival time distribution functions are derived, while the inter-
arrival times are no longer independent and identically distributed.
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Abstract: Fractional derivative models involving generalized Mittag-Leffler kernels and opposing
models are investigated. We first replace the classical derivative with the GMLK in order to obtain
the new fractional-order models (GMLK) with the three parameters that are investigated. We utilize a
spectral collocation method based on Legendre’s polynomials for evaluating the numerical solutions
of the pr. We then construct a scheme for the fractional-order models by using the spectral method
involving the Legendre polynomials. In the first model, we directly obtain a set of nonlinear algebraic
equations, which can be approximated by the Newton-Raphson method. For the second model, we
also need to use the finite differences method to obtain the set of nonlinear algebraic equations, which
are also approximated as in the first model. The accuracy of the results is verified in the first model by
comparing it with our analytical solution. In the second and third models, the residual error functions
are calculated. In all cases, the results are found to be in agreement. The method is a powerful hybrid
technique of numerical and analytical approach that is applicable for partial differential equations
with multi-order of fractional derivatives involving GMLK with three parameters.

Keywords: fractional derivative; generalized Mittag-Leffler kernel (GMLK); Legendre polynomials;
Legendre spectral collocation method

MSC: 26A33; 41A30; 65N12; 33C45; 33E12; 65N22

1. Introduction

During the past three decades, the science of fractional calculus has attracted the inter-
est of many scientists and researchers (see, for example, [1–6]; see also [7] for some recent
developments on the subject of fractional calculus). The main motive for presenting and
researching numerical and approximate methods for solving fractional-order differential
equations is the scarcity and difficulty of finding analytical solutions to these equations.
Therefore, many researchers resorted to deriving and presenting various numerical meth-
ods for this purpose (see [8–10]).

Fractal Fract. 2021, 5, 131. https://doi.org/10.3390/fractalfract5030131 https://www.mdpi.com/journal/fractalfract5
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In order to learn more about the definitions and properties of fractional integrals
and fractional derivatives, the reader can refer to (for example) [2,3]. Many researchers
have drawn attention to the fractional-order modeling of a considerably wide variety
of problems in mathematical, physical, chemical, biological and engineering sciences.
In particular, in fluid mechanics, viscoelasticity and other applications, use has been made
of fractional integrals and fractional derivatives involving non-singular kernels (see, for
details, [11,12]). Such kernels as those with one parameter were considered in [13–37]).
Abdeljawad (see [38,39]), Abdeljawad and Baleanu [40] considered fractional derivatives
and fractional integrals with Mittag-Leffler kernels involving three parameters. For the
existence of the solution to fractional-order differential equations, one of the most important
advantages is in using the GMLK. This can be illustrated by noticing that the solution of
the following problem:

GLMK
0 Dα

t Ξ(ξ) = a and Ξ(0) = β,

where a and β are constants, does not exist for 0 < α < 1. However, via the new definition,
the solution exists (see [39]).

Our contribution in this work is to utilize the above-mentioned new definition of a
fractional derivative in investigating new fractional-order models according to the associ-
ated fractional derivative operator. We also use several important and potentially useful
properties of such special functions as the Legendre polynomials with a view of obtaining
a special scheme through means of which we can derive the numerical solutions of the
fractional-order models presented in this paper.

The format of this paper is structured as follows: In Section 2, we give some prelimi-
naries and introduce the basic definitions and associated properties that will be used in this
paper. In Section 3, the Legendre polynomials are presented together with their properties,
including their fractional derivatives. In the fourth section (Section 4), the scheme and the
algorithm for numerical solutions of the fractional-order models presented in this paper
are constructed. In the fifth section (Section 5), the numerical results for the solutions to the
presented models are discussed. Finally, in Section 6, we present our conclusions.

2. Preliminaries

In this section, we present the definition of the fractional derivative with generalized
Mittag-Leffler kernels. This definition and its properties were studied by Abdeljawad and
Baleanu [40] and Abdeljawad [39]. Abdeljawad [38] also undertook further study of the
fundamentals and properties of these operators as well as their discrete versions.

Definition 1. The left-sided fractional derivative with generalized Mittag-Leffler kernel Eγ
α,μ(λ, t)

is defined, for

n < α � n + 1 (n ∈ N0 := N∪ {0} = {0, 1, 2, · · · }), �(μ) > 0,

γ ∈ R and λ = − α

1 − α
,

by (
GLMK

a Dα,μ,γ f
)
(x) =

M(α1)

1 − α1

∫ x

a
Eγ

α1,μ(λ, x − t) f (n+1)(t) dt, (1)

where M(α1) is a normalization function such that

M(0) = M(1) = 1,

Eγ
α1,μ(λ, t) =

∞

∑
k=0

(γ)k
k! Γ(α1k + μ)

λk tα1k+μ−1, (2)

(γ)0 = 1 and (γ)k = γ(γ + 1) · · · (γ + k − 1) (k ∈ N)

6
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and α1 = α − n, that is, the fractional part of the parameter α.

Remark 1. We note that, if α1 = μ = γ → 1, we obtain the ordinary derivative f (n)(x) of f (x)
of order n.

Remark 2. Henceforth, in this paper, we assume that the parameter μ is real and positive (μ > 0).

Theorem 1. The fractional derivative with generalized Mittag-Leffler kernel of xβ (β > n) of
order α (n < α � n + 1) is given, for μ > 0 and α1 = α − n (n ∈ N0), by

GLMK
0 Dα,μ,γxβ =

M(α1)Γ(β + 1)
1 − α1

∞

∑
k=0

λk(γ)kxα1k+μ+β−n−1

k! Γ(kα1 + β + μ − n)
(3)

=
M(α1)Γ(β + 1)

1 − α1
Eγ

α1,μ+β−n(λ, x). (4)

Proof. Using Definition 1 of the fractional derivative with generalized Mittag-Leffler kernel
and the series of Eγ

α1,μ(λ, t) given by (2), we have

GLMK
0 Dα,μ,γxβ =

M(α1)

1 − α1

∫ x

0

∞

∑
k=0

(γ)k
k! Γ(α1k + μ)

Γ(β + 1)
Γ(β − n)

· λk tβ−n−1 (x − t)α1k+μ−1 dt

=
M(α1)

1 − α1

Γ(β + 1)
Γ(β − n)

∞

∑
k=0

(γ)k
k! Γ(α1k + μ)

λk

·
∫ x

0
tβ−n−1 (x − t)α1k+μ−1 dt

=
M(α1)Γ(β + 1)

1 − α1

∞

∑
k=0

(γ)k
k! Γ(kα1 + β + μ − n)

· λk xα1k+μ+β−n−1

=
M(α1)Γ(β + 1)

1 − α1
Eγ

α1,μ+β−n(λ, x),

which evidently proves Theorem 1.

Definition 2 (see [40]). Let f be a continuous function defined on the closed interval [a, b] and
assume that 0 < α < 1 and μ > 0. Then the left-sided fractional integral involving the two
parameters α and μ is defined by(

LMK
a Iα,μ f

)
(x) =

1 − α

M(α)

(
a I1−μ f

)
(x) +

α

M(α)

(
a I1−μ+α f

)
(x),

where (
a Iβ f

)
(x) =

1
Γ(β)

∫ x

a
(x − s)β−1 f (s) ds

is the Riemann-Liouville fractional integral of the function f (x) of order β.

The following remarks can be found in [39].

Remark 3. For γ ∈ N = {1, 2, 3, · · · }, the left-sided AB fractional integral of order α > 0 is
given, for μ � 1, by

(
LMK

a Iα,μ,γ f
)
(x) =

γ

∑
i=0

(
γ

i

)
αi

M(α)(1 − α)i−1

(
a Iαi+1−μ f

)
(x). (5)

7
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Remark 4. For 0 < α < 1, μ > 0 and γ ∈ N, it is easily seen that(
LMK

a Iα,μ,γ GLMK
a Dα,μ,γ f

)
(x) = f (x)− f (a).

3. The Shifted Legendre Polynomials and the Fractional Derivatives with Generalized
Mittag-Leffler Kernel

In order to obtain the shifted Legendre polynomials on the interval [0, 1], we introduce
the new variable z = 2ξ − 1. The so-shifted Legendre polynomials are defined as follows:

Θ̄s(ξ) = Θs(2ξ − 1) = Θ2s(
√

ξ),

where the set {
Θs(z) (s ∈ N0 = {0, 1, 2, · · · })}

forms a family of orthogonal Legendre polynomials on the interval [−1, 1].
The shifted Legendre polynomial Θ̄s(ξ) of degree s has the expansion given by

(see [41])

Θ̄s(ξ) =
s

∑
k=0

(−1)s+k (s + k)!
(k!)2(s − k)!

ξk (s ∈ N0), (6)

so that, clearly, Θ̄0(ξ) = 1, Θ̄1(ξ) = 2ξ − 1, and so on.
For deriving approximate solutions, we can approximate the function Ω(ξ) ∈ L2[0, 1]

as a linear combination of the following (m + 1) terms of Θ̄s(ξ) given by (6):

Ω(ξ) � Ωm(ξ) =
m

∑
i=0

ai Θ̄i(ξ), (7)

where the coefficients ai are given by

ai = (2i + 1)
∫ 1

0
Θ̄i(ξ)Ω(ξ)dξ (i ∈ N0 = {0, 1, 2, · · · }).

Now, in Theorem 2 below, we construct the approximation formula for
GLMK

0 Dα,μ,γ(Ωm(ξ)
)
.

Theorem 2. Given the approximation (7), it is asserted for GLMK
0 Dα,μ,γ(Ωm(t)

)
that

GLMK
0 Dα,μ,γ(Ωm(t)

)
=

m

∑
i=�α�

i

∑
j=�α�

ai Πi,j,α1 Υα1,μ,γ
i,j (t), (8)

where

Πi,j,α1 =
M(α1)

1 − α1

i

∑
j=�α�

(−1)i+j (i + j)! Γ(j + 1)
(j!)2 (i − j)!

(9)

and

Υα1,μ,γ
i,j (t) =

∞

∑
k=�α�

(γ)k
k! Γ(kα1 + j + μ − n)

λk tα1k+μ+j−n−1 (10)

with
�α� := n + [α1],

[κ] being the greatest integer less than or equal to κ ∈ R.

Proof. We apply the linearization property of the fractional derivative with generalized
Mittag-Leffler kernel in (1) and Equation (7). We thus find that

8
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GLMK
0 Dα,μ,γ(Ωm(t)

)
=

m

∑
i=0

ai
GLMK

0 Dα,μ,γ(Θ̄i(t)
)
. (11)

The connection between Equations (1), (6) and (11) leads us to

GLMK
0 Dα,μ,γ(Θ̄i(t)

)
= 0 (i = 0, 1, · · · , �α� − 1) (12)

and

GLMK
0 Dα,μ,γ(Θ̄i(t)

)
=

i

∑
j=�α�

(−1)i+j (i + j)!
(j!)2 (i − j)!

M(α1)Γ(j + 1)
1 − α1

·
∞

∑
k=�α�

(γ)k
k! Γ(kα1 + j + μ − n)

λk tα1k+μ+j−n−1 (i = �α�, · · · , m). (13)

The desired result (8) follows when we combine the Equations (11)–(13). The proof of
Theorem 2 is thus completed.

4. Construction of the Schemes of the Proposed Models

In this section, we construct the schemes of the three models presented below, which
are based on the spectral method and the properties of the Legendre polynomials as
described in the preceding section.

Model 1

Consider the following fractional differential equation:

GLMK
0 Dα,μ,γΞ(ξ) = ξ2 and Ξ(0) = 0 (0 < α � 1), (14)

where GLMK
0 Dα,μ,γΞ(ξ) is the fractional derivative based on the generalized Mittag-Leffler

kernel in the Liouville-Caputo sense.
The exact solution of the initial value problem (14) can be found by applying the

operator 0LMK Iα,μ,γ on both sides of the first Equation (14) with the help of Remark 4.
We thus get

Ξ(ξ) =
γ

∑
i=1

(
γ

i

)
2(1 − α)1−i αi ξαi−μ+3

M(α)Γ(iα − μ + 4)
+

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(1 − α)x2

M(α)
(μ � 1)

2(1 − α)x3−μ

M(α)Γ(4 − μ)
(μ < 1).

(15)

For this model, we now transform Equation (14) into a system of algebraic equations.
Indeed, by using a linear combination of the first m + 1 terms of Θ̄i(ξ), we can approximate
and expand the function Ξ(ξ) as follows:

Ξm(ξ) =
m

∑
i=0

Ξi Θ̄i(ξ). (16)

In view of Formulas (8) and (16), and upon substituting them into Equation (14), we find
that ⎛⎝ m

∑
i=�α�

i

∑
j=�α�

Ξi Πi,j,αΥα
i,j(ξ)

⎞⎠ = ξ2. (17)

Thus, in order to obtain the system of algebraic equations, we collocate Equation (17) at
m + 1 − �α� points ξr as given below:

9
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m

∑
i=�α�

i

∑
j=�α�

Ξi Πi,j,αΥα
i,j(ξr) = (ξr)

2. (18)

If we now substitute Equation (16) into (14), we obtain the following initial condition:

m

∑
i=0

Θi(0)Ξi = Ξ(0). (19)

Since the set of Equations (18) to (19) is linear, we can solve it by using known methods
and we obtain Ξi.

Finally, we substitute these Ξi into (16) and obtain the approximate solution of the
initial-value problem (14).

Model 2

In this second model, we consider the following fractional-order Fisher equation (FFE)
with the generalized Mittag-Leffler kernel:

Ξη(ξ, η) =GLMK
0 Dα,μ,γ

ξ Ξ(ξ, η) + δΞ(ξ, η)
(
1 − Ξ(ξ, η)

)
(20)

(0 < δ < 1; 0 < α � 2).

The exact solution of the Fisher Equation (20) for α = 2 is given by (see [42])

Ξ(ξ, η) =

[
1 + exp

(√
δ

6
ξ − 5

6
δη

)]−1

, (21)

subject to the following initial and boundary conditions:

Ξ(0, η) = h1(η) and Ξ(1, η) = h2(η), (22)

with
Ξ(ξ, 0) = Ξ̄(ξ). (23)

Based on the following the steps, we can obtain the numerical solution of Model 2
as follows.

1. We write α = 1 + α1, where α1 ∈ (0, 1].
2. We can approximate and expand the function Ξ(ξ, η) by using a linear combination

of the first m + 1 terms of Θ̄i(ξ) as given below:

Ξm(ξ, η) =
m

∑
i=0

Ξi(η) Θ̄i(ξ). (24)

3. In view of the Formulas (8) and (24), and upon substituting them into Equation (20),
we obtain

m

∑
i=0

d Ξi(η)

dη
Θ̄i(ξ) =

⎛⎝ m

∑
i=�α�

i

∑
j=�α�

Ξi(η) Πi,j,α1 Υα1,μ,γ
i,j (ξ)

⎞⎠
+

(
m

∑
i=0

Ξi(η) Θ̄i(ξ)

)(
1 −

m

∑
i=0

Ξi(η) Θ̄i(ξ)

)
. (25)

4. We collocate Equation (25) at m + 1 − �α� points ξr in order to get the following
system of first-order ODEs:

10
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m

∑
i=0

d Ξi(η)

dη
Θ̄i(ξr) =

⎛⎝ m

∑
i=�α�

i

∑
j=�α�

Ξi(η)Πi,j,α1 Υα1,μ,γ
i,j (ξr)

⎞⎠
+ μ

(
m

∑
i=0

Ξi(η) Θ̄i(ξr)

)(
1 −

m

∑
i=0

Ξi(η) Θ̄i(ξr)

)
. (26)

5. Substituting from Equation (24) into (20), we can obtain the following boundary
conditions of the system (26):

m

∑
i=0

Θ̄i(0)Ξi(η) = h1(η) and
m

∑
i=0

Θ̄i(1)Ξi(ξ) = h2(ξ). (27)

6. To obtain systems of nonlinear algebraic equations, we apply the FDM to the ODE
(26) and (27), where

Ξi(ξ) (i = 0, 1, · · · , m)

are unknown. We thus obtain

m

∑
i=0

(
Ξs

i − Ξs−1
i

τ

)
Θ̄i(ξr) =

⎛⎝ m

∑
i=�α�

i

∑
j=�α�

Ξi(η)Πi,j,α1 Υα1,μ,γ
i,j (ξr)

⎞⎠
+ μ

(
m

∑
i=0

Ξi(η) Θ̄i(ξr)

)(
1 −

m

∑
i=0

Ξi(η) Θ̄i(ξr)

)
(28)

and

m

∑
i=0

(
Ξs

i − Ξs−1
i

τ

)
Θ̄i(ξr) =

⎛⎝ m

∑
i=�α�

i

∑
j=�α�

Ξi(η)Πi,j,α1 Υα1,μ,γ
i,j (ξr)

⎞⎠
+ μ

(
m

∑
i=0

Ξi(η) Θ̄i(ξr)

)(
1 −

m

∑
i=0

Ξi(η) Θ̄i(ξr)

)
, (29)

with
m

∑
i=0

Θ̄i(0)Ξs
i = hs

1 and
m

∑
i=0

Θ̄i(1)Ξs
i = hs

2. (30)

7. We can explain more fully for the case when m = 4. By using the NIM, we obtain the
following system given by (28) and (30) in the matrix form:

Ξs+1 = Ξs − J−1(Ξs) G(Ξs), (31)

where
Ξs = (Ξs

0, Ξs
1, Ξs

2, Ξs
3, Ξs

4)
T ,

J−1(Ξs) is the inverse of the Jacobian matrix and G(Ξs) is the vector that represents
the nonlinear equations. The initial solution Ξ0 can be obtained by setting s = 0 in
the initial condition (23) as detailed below.

(a) After substituting Equation (24) into the initial condition (23), we obtain

Ξ(ξ, 0) = Ξ̄(ξ) �
4

∑
i=0

Ξi(0)Θ̄i(ξ). (32)

(b) Solving the following system of linear equations, we obtain the components of
the initial solution Ξ0:

11
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4

∑
i=0

Ξ0
i Θ̄i(ξr) = Ξ̄(ξr), r = 0, 1, 2, 3, 4, (33)

where the points ξr (r = 0, 1, 2, 3, 4) are the roots of Θ̄5(ξ).

Model 3

Now, with the third model we consider the fractional Korteweg–de Vries equation
(FKdVE) with generalized Mittag-Leffler kernel

Ξη(ξ, η) +
1
2

GMLK
0 Dα1,μ,γ

ξ Ξ(ξ, η) + Ξ(ξ, η) GLMK
0 Dα2,μ,γ

ξ Ξ(ξ, η) = 0, (34)

where 0 < α1 � 1 and 0 < α2 � 3.
The exact solution for the classical integer-form is given by

Ξ(ξ, η) = 6 b2
[
sech

(
b ξ − 2b3 η

)]2
, (35)

subject to the following initial and boundary conditions:

Ξ(0, η) = f1(η) and Ξ(1, η) = f2(η) (36)

and
Ξ(ξ, 0) = Ξ̄(ξ). (37)

Following the same steps as we used in the cases of Model 1 and Model 2, together with

α2 = N + α̃2 (N = 0, 1, 2)

and α̃2 ∈ (0, 1], we can obtain the following set of algebraic equations solving Model 3:

m

∑
i=0

(
Ξs

i − Ξs−1
i

τ

)
Θ̄i(ξr) +

1
2

⎛⎝ m

∑
i=�α1�

i

∑
j=�α1�

Ξi(η)Π1,i,j,α1 Υα1,μ1,γ1
1,i,j (ξr)

⎞⎠
+

(
m

∑
i=0

Ξi(η) Θ̄i(ξr)

)⎛⎝ m

∑
i=�α2�

i

∑
j=�α2�

Ξi(η)Π2,i,j,α̃2 Υα̃2,μ2,γ2
2,i,j (ξr)

⎞⎠ = 0. (38)

5. Numerical Results, Graphical Illustrations and Discussions

In this section, we discuss the numerical results for the approximate solutions pre-
sented in Section 4. These results will be illustrated in a number of figures.

For Model 1, the accuracy and efficiency of the numerical approximate solution are
verified by comparison with the analytical solution that we computed. For Model 2 and
Model 3, the accuracy of the numerical solutions can be satisfied by using the residual error
function. This will also be illustrated in various figures.

Figure 1 shows the behavior of the analytical solution (15) of Model 1 for different
values of μ and γ. In this figure, we set α = 0.3 and m = 6.

Figure 2 shows the absolute error between the approximate and the exact solutions
of Model 1 with α = 0.3 and m = 6, and for different values of μ and γ. It is clear from
Figure 2 that the absolute error is very small and of the order of the error is 10−6. This gives
a good impression of the accuracy and efficiency of the solutions, since the comparison is
made with the analytical solution. This impression is useful when numerical solutions are
found for fractional-order systems that do not have an analytical solution.

12
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Figure 1. Graph of the exact solutions of Model 1, with α = 0.3 and m = 6, and for different values of
μ and γ.

Figure 2. Graph of the absolute error between the exact and the approximate solutions of Model 1
when α = 0.3 and m = 6, and for different values of μ and γ.

In Figure 3, we show the approximate solution of the FFE for different values of μ.
In Model 2, we set α = 1.5, T = 1, τ = 0.00001, γ = 1 and m = 10. In Model 2, the
analytical solution is unknown; thus, in order to verify the accuracy of the approximate
solution, we define the residual error function (REF) as follows:

REF(ξ, η) =
(
Ξm(ξ, η)

)
η
− GLMK

0 Dα,μ,γ(Ξm(ξ, η))

− μ Ξm(ξ, η)(1 − Ξm(ξ, η)), (39)

We illustrate the REF in Figure 4 for different values of μ and γ, and for α = 1.5, T = 1,
τ = 0.00001 and m = 10. We note from this illustration in Figure 4 that the order of the REF
is 10−3.

In the case of Model 3 for the FKdVE, we follow the same procedures and treatments
that were applied for Model 2. In Model 3, we set α2 = 2.7, α1 = 0.7, T = 1, τ = 0.00001
and m = 5. The numerical results of Model 3 are illustrated in Figures 5 and 6.

Remarkably, it is presumably the first time that the numerical results, which are
presented in this paper, are based upon the use of the fractional derivatives and also upon
the properties of the Legendre polynomials as well as GMLK.

13
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Figure 3. Graph of the solutions of Model 2, with α = 1.5, T = 1, m = 10 and τ = 0.00001, and for
different values of μ and γ.

Figure 4. Graph of the residual error function (REF) of the approximate solution of Model 2, with
α = 1.5, T = 1, m = 10 and τ = 0.00001, and for different values of μ and γ.

Figure 5. Graph of the solution of Model 3, with α2 = 2.7, α1 = 0.7, T = 1, m = 5 and τ = 0.00001,
and for different values of μ and γ.
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Figure 6. Graph of the of the residual error function (REF) of the approximate solution of Model 3,
with α2 = 2.7, α1 = 0.7, T = 1, m = 5 and τ = 0.00001, and for different values of μ and γ.

6. Conclusions

In this paper, classical (integer-order) derivatives have been replaced by some fractional-
order derivatives, which are based upon generalized Mittag-Leffler type kernels. Three
fractional-order models have been presented: The first model belongs to fractional ordinary
differential equations, and the other two models involve fractional partial differential
equations. In the first case, the treatment was achieved by directly converting the fractional-
order model with the help of the Legendre polynomials to a system of algebraic equations
and then finding approximate solutions by using the Newton-Raphson method, in ad-
dition to finding the solution analytically. In the second and the third fractional-order
models, they were converted into differential equations, and by using the finite-difference
method (FDM) to approximate the derivative with respect to time, we were led to algebraic
equations. We then obtained approximate solutions as in the first model.

The accuracy of the solution was verified in the first model in comparison with the
exact solution. For the second and the third models, the accuracy of the approximate
solutions was verified by calculating the residual error function (REF). In all cases, the
order of the error is small, and its value ranges between 10−3 and 10−6. In all of the
calculations in this paper, the Mathematica software package was used. Finally, we suggest
that the researchers test the algorithm’s efficiency using several special functions, such as
Bernstein, Chebyshev, and others.
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Abstract: We study the asymptotic behavior of random time changes of dynamical systems. As
random time changes we propose three classes which exhibits different patterns of asymptotic decays.
The subordination principle may be applied to study the asymptotic behavior of the random time
dynamical systems. It turns out that for the special case of stable subordinators explicit expressions
for the subordination are known and its asymptotic behavior are derived. For more general classes of
random time changes explicit calculations are essentially more complicated and we reduce our study
to the asymptotic behavior of the corresponding Cesaro limit.

Keywords: dynamical systems; random time change; inverse subordinator; asymptotic behavior

1. Introduction

In this paper we will deal with Markov processes or dynamical systems in Rd. These
processes or dynamics starting from x ∈ Rd, denote by Xx(t), t ≥ 0, have associated
evolution equations on Rd. In the Markov case we define for suitable f : Rd −→ R the
function u(t, x) = E[ f (Xx(t))] which satisfied the Kolmogorov equation

∂

∂t
u(t, x) = Lu(t, x),

where L is the generator of the Markov process.
For a dynamical system we introduce u(t, x) = f (Xx(t)). Then this function is the

solution of the Liouville equation

∂

∂t
u(t, x) = Lu(t, x),

where now L is the Liouville operator for the dynamical system, see e.g., Kondratiev and
da Silva [1].

Let S(t), t ≥ 0 be a subordinator and E(t), t ≥ 0 denotes the inverse subordinator,
that is, for each t ≥ 0, E(t) := inf{s > 0 | S(s) > t}. This random process we consider as a
random time and assume to be independent of Xx(t). Define a random process Yx by

Yx(t, ω) := Xx(E(t, ω)).

Then as above we may introduce

uE(t, x) = E[ f (Yx(t))].

Fractal Fract. 2021, 5, 133. https://doi.org/10.3390/fractalfract5040133 https://www.mdpi.com/journal/fractalfract19
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For both Markov and dynamical system cases this function satisfies the evolution equations

DE
t uE(t, x) = LuE(t, x)

where L is the Kolmogorov or Liouville operator correspondingly. Here DE
t is a generalized

fractional time derivative corresponding to the inverse subordinator E(t), see Section 2
below for details, in particular the definition in (15). The main relation which is true for
both cases is the following subordination formula:

uE(t, x) =
∫ ∞

0
u(τ, x)Gt(τ)dτ, (1)

where Gt(τ) is the density of the inverse subordinator E(t), see, e.g., Toaldo [2], Kondratiev
and da Silva [1] and especially the book Meerschaert and Sikorskii [3]. This formula which
relates the solutions of the evolution equations with usual and fractional derivatives plays
an important role in the study of dynamics with random times. Note that there exist such
relations between random times, fractional equations and subordination in the framework
of physical models, see, e.g., Mura et al. [4].

The goal of this paper is to study and analyze the asymptotic behavior of two ele-
mentary dynamical system after the random time change, namely u(t, x) = e−at, a > 0
and u(t, x) = tn, n ≥ 0. Here the dynamical system are considered as a deterministic
Markov processes. For particular classes of random times the subordination formula (1) is
evaluated explicitly. This is true, for example, in the case of inverse stable subordinators.
For a general inverse subordinator the properties of the density Gt(τ) are unknown and
the evaluation of (1) is not possible. Actually, it is a long standing open problem in the
theory of stochastic processes.

We propose an alternative approach to study the asymptotic behavior of uE(t, x).
More precisely, we consider Cesaro limits (the asymptotic of the Cesaro mean of uE(t, x),
see (23) below) of uE(t, x) using the subordination formula representation (1) together with
the Feller–Karamata Tauberian theorem, see Theorem 1. For many classes of random times
this approach leads to a precise asymptotic behavior. In this paper we investigate three
classes of random time change, denote by (17)–(19), see Section 2, which exhibits different
patterns of decays of the Cesaro limit of uE(t, x). We would like to emphasize that for
particular classes of random times, namely inverse stable subordinators, the asymptotic
of uE(t, x) which may be computed explicitly, coincides with the Cesaro limit. For other
classes of random times the Cesaro limit gives one possible characteristic of the asymptotic
for uE(t, x). To the best of our knowledge at the present time no other information on the
asymptotic of uE(t, x) is known for a general subordinator.

The remaining of the paper is organized as follows. In Section 2 we introduce three
classes (17)–(19) of subordinator processes which serves as random times. These classes
are given in terms of their local behavior of the Laplace exponent at λ = 0. In addition, we
state the main results of the paper. Section 3 is a preparation for the more general study of
the asymptotic of the subordination in Section 4. More precisely, we investigate in detail
the special case of the inverse stable subordinator where explicit expressions are known.
Hence, the expression for the subordination (1) is derived (for the two dynamical systems
considered above) as well as their Cesaro limit. It turns out that both asymptotic for uE(t, x)
(the explicit calculations and Cesaro limit) are the same. Finally in Section 4 we study the
Cesaro limit for the general classes (17)–(19) of random time changes.

2. Random Times Processes

In this section we introduce three classes of subordinators which serves as random
times processes. More precisely, the random times corresponds to the inverse of subordinator
processes whose Laplace exponent satisfies certain conditions, see below for details. The
simplest example in class (17) below, is the well known α-stable subordinators whose inverse
processes are well studied in the literature, see for example Bingham [5] or Feller [6].

20



Fractal Fract. 2021, 5, 133

The classes of processes to be introduced which serve as random times have a con-
nection with the concept of general fractional derivatives (see Kochubei [7] for details
and applications to fractional differential equations) associated to an admissible kernels
k ∈ L1

loc(R+) which is characterized in terms of their Laplace transforms K(λ) as λ → 0,
see assumption (H) below.

2.1. Definitions and Main Assumptions

Let S = {S(t), t ≥ 0} be a subordinator without drift starting at zero, that is, an
increasing Lévy process starting at zero, see Bertoin [8] for more details. The Laplace
transform of S(t), t ≥ 0 is expressed in terms of a Bernstein function Φ : [0, ∞) −→ [0, ∞)
(also known as Laplace exponent) by

E(e−λS(t)) = e−tΦ(λ), λ ≥ 0.

The function Φ admits the Lévy-Khintchine representation

Φ(λ) =
∫
(0,∞)

(1 − e−λτ)dσ(τ), (2)

where the measure σ (called Lévy measure) has support in [0, ∞) and fulfills∫
(0,∞)

(1 ∧ τ)dσ(τ) < ∞. (3)

In what follows we assume that the Lévy measure σ satisfy

σ
(
(0, ∞)

)
= ∞. (4)

Using the Lévy measure σ we define the kernel k as follows

k : (0, ∞) −→ (0, ∞), t �→ k(t) := σ
(
(t, ∞)

)
. (5)

Its Laplace transform is denoted by K, that is, for any λ ≥ 0 one has

K(λ) :=
∫ ∞

0
e−λtk(t)dt. (6)

The relation between the function K and the Laplace exponent Φ is given by

Φ(λ) = λK(λ), ∀λ ≥ 0. (7)

We make the following assumption on the Laplace exponent Φ(λ) of the subordinator S.

(H) Φ is a complete Bernstein function (more precisely, the Lévy measure σ has a com-
pletely monotone density ρ(t) with respect to the Lebesgue measure, that is,
(−1)nρ(n)(t) ≥ 0 for all t > 0, n = 0, 1, 2, . . .) and the functions K, Φ satisfy

K(λ) → ∞, as λ → 0; K(λ) → 0, as λ → ∞; (8)

Φ(λ) → 0, as λ → 0; Φ(λ) → ∞, as λ → ∞. (9)

Example 1. A classical example of a subordinator S is the so-called α-stable process with index
α ∈ (0, 1). Specifically, a subordinator is α-stable if its Laplace exponent is

Φ(λ) = λα =
∫ ∞

0
(1 − e−λτ)

ατ−1−α

Γ(1 − α)
dτ.
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In this case it follows that the Lévy measure is dσα(τ) =
α

Γ(1−α)
τ−(1+α) dτ. The corresponding

kernel kα has the form kα(t) = g1−α(t) := t−α

Γ(1−α)
, t ≥ 0 and its Laplace transform is Kα(λ) =

λα−1, λ > 0.

Example 2. Sum of two stable subordinators. Let 0 < α < β < 1 be given and Sα,β(t), t ≥ 0 the
driftless subordinator with Laplace exponent given by

Φα,β(λ) = λα + λβ.

It is clear from Example 1 that the corresponding Lévy measure σα,β is the sum of two Lévy measures,
that is,

dσα,β(τ) = dσα(τ) + dσβ(τ) =
α

Γ(1 − α)
τ−(1+α) dτ +

β

Γ(1 − β)
τ−(1+β) dτ.

Then the associated kernel kα,β is

kα,β(t) := g1−α(t) + g1−β(t) =
t−α

Γ(1 − α)
+

t−β

Γ(1 − β)
, t > 0

and its Laplace transform is Kα,β(λ) = Kα(λ) +Kβ(λ) = λα−1 + λβ−1, λ > 0.

Let E be the inverse process of the subordinator S, that is,

E(t) := inf{s > 0 | S(s) > t} = sup{s ≥ 0 | S(s) ≤ t}. (10)

For any t ≥ 0 we denote by Gt(τ), τ ≥ 0 the marginal density of E(t) or, equivalently

Gt(τ)dτ =
∂

∂τ
P(E(t) ≤ τ)dτ =

∂

∂τ
P(S(τ) ≥ t)dτ = − ∂

∂τ
P(S(τ) < t)dτ.

The density Gt(τ) is the main object in our considerations below. Therefore, in what
follows, we collect the most important properties of Gt(τ) needed in the next sections.

Remark 1. If S is the α-stable process, α ∈ (0, 1), then the inverse process E(t), has Laplace
transform (cf. Prop. 1(a) in Bingham [5] or Feller [6]) given by

E(e−λE(t)) =
∫ ∞

0
e−λτGt(τ)dτ =

∞

∑
n=0

(−λtα)n

Γ(nα + 1)
= Eα(−λtα), (11)

where Eα is the Mittag-Leffler function. It follows from the asymptotic behavior of the function Eα

that E(e−λE(t)) ∼ Ct−α as t → ∞. It is possible to find explicitly the density Gt(τ) in this case
using the completely monotonic property of the Mittag-Leffler function Eα. It is given in terms of
the Wright function Wμ,ν, namely Gt(τ) = t−αW−α,1−α(τt−α), see Gorenflo et al. [9] for more
details.

For a general subordinator, the following lemma determines the t-Laplace transform
of Gt(τ), with k and K given in (5) and (6), respectively. For the proof see Kochubei [7] or
Proposition 3.2 in Toaldo [2].

Lemma 1. The t-Laplace transform of the density Gt(τ) is given by∫ ∞

0
e−λtGt(τ)dt = K(λ)e−τλK(λ). (12)
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The double (τ, t)-Laplace transform of Gt(τ) is∫ ∞

0

∫ ∞

0
e−pτe−λtGt(τ)dt dτ =

K(λ)

λK(λ) + p
. (13)

Here we would like to make the connection of the above abstract framework with
general fractional derivatives. For any α ∈ (0, 1) the Caputo-Dzhrbashyan fractional
derivative of order α of a function u is defined by (see e.g., Kilbas et al. [10] and references
therein) (

D
α
t u

)
(t) =

d
dt

∫ t

0
kα(t − τ)u(τ)dτ − kα(t)u(0), t > 0, (14)

where kα is given in Example 1, that is, kα(t) = g1−α(t) = t−α

Γ(1−α)
, t > 0. In general,

starting with a subordinator S and the kernel k ∈ L1
loc(R+) as given in (5), we may define a

differential-convolution operator by

(
D
(k)
t u

)
(t) =

d
dt

∫ t

0
k(t − τ)u(τ)dτ − k(t)u(0), t > 0. (15)

The operator D(k)
t is also known as general fractional derivative and its applications to

convolution-type differential equations was investigated in Kochubei [7].

Example 3. Distributed order derivative. Consider the kernel k defined by

k(t) :=
∫ 1

0
gα(t)dα =

∫ 1

0

tα−1

Γ(α)
dα, t > 0. (16)

Then it is easy to see that

K(λ) =
∫ ∞

0
e−λtk(t)dt =

λ − 1
λ log(λ)

, λ > 0.

The corresponding differential-convolution operator D
(k)
t is called distributed order derivative,

see Atanackovic et al. [11], Daftardar-Gejji and Bhalekar [12], Hanyga [13], Kochubei [14], Gorenflo
and Umarov [15], Meerschaert and Scheffler [16] for more details and applications.

We say that the functions f and g are asymptotically equivalent at infinity, and denote
f (x) ∼ g(x) as x → ∞, meaning that

lim
x→∞

f (x)
g(x)

= 1.

We say that a function L is slowly varying at infinity (see Feller [6], Seneta [17]) if

lim
x→∞

L(λx)
L(x)

= 1, for any λ > 0.

Below C is constant whose value is unimportant and may change from line to line.
In the following we consider three classes of admissible kernels k ∈ L1

loc(R+), charac-
terized in terms of their Laplace transforms K(λ) as λ → 0 (i.e., as local conditions):

K(λ) ∼ λα−1, 0 < α < 1. (17)

K(λ) ∼ λ−1L
(

1
λ

)
, L(y) := C log(y)−1, C > 0. (18)

K(λ) ∼ λ−1L
(

1
λ

)
, L(y) := C log(y)−1−s, s > 0, C > 0. (19)
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We would like to emphasize that these three classes of kernels leads to different type of
differential-convolution operators. In particular, the Caputo-Djrbashian fractional deriva-
tive (17) and distributed order derivatives (18), (19). Moreover, it is simple to check that
the class of subordinators from Example 2 falls into the class (17) above.

Remark 2. The asymptotic behavior of the function f (t) as t → ∞ may be determined, under
certain conditions, by studying the behavior of its Laplace transform f̃ (λ) as λ → 0, and vice versa.
An important situation where such a correspondence holds is described by the Feller–Karamata
Tauberian (FKT) theorem.

We state below a version of the FKT theorem which suffices for our purposes, see the
monographs Bingham et al. [18] (Section 1.7) and Feller [6] (XIII, Section 1.5) for a more
general version and proofs.

Theorem 1. Feller–Karamata Tauberian. Let U : [0, ∞) −→ R be a monotone non-decreasing
right-continuous function such that

w(λ) :=
∫ ∞

0
e−λt dU(t) < ∞, ∀λ > 0.

If L is a slowly varying function and C, ρ ≥ 0, then the following are equivalent

U(t) ∼ C
Γ(ρ + 1)

tρL(t) as t → ∞, (20)

w(λ) ∼ Cλ−ρL
(

1
λ

)
as λ → 0+. (21)

When C = 0, (20) is to be interpreted as U(t) = o(tρL(t)); similarly for (21).

2.2. Statement of the Main Results

In Section 3 and 4 we will focus our attention on deriving the asymptotic behavior
of the subordination uE(t, x) given in (1) for the inverse stable subordinator as well as
for the classes (17)–(19) given above. On one hand, the results concerning the inverse
stable subordinator as a random time are well understood, due to the fact that the Laplace
transform (in τ) of the density Gt(τ) is known (cf. Remark 1). On the other hand, for a
general subordinator much less information about Gt(τ) is known and explicit results
for the subordination uE(t, x) are not available. In order to get around this problem, and
motivated by the results of Section 3, we study the Cesaro limit of uE(t, x) for the general
classes of random times.

With the above considerations we are ready to state our main results.

Theorem 2. Let uE(t, x) be the subordination by the density Gt(τ) associated to the inverse stable
subordinator. Denote by Mt(uE(·, x)) := 1

t
∫ t

0 uE(s, x)ds the Cesaro mean of uE(t, x).

1. If u(t, x) = tn, n ≥ 0, then the asymptotic behavior of uE(t, x) coincides with the Cesaro
limit and is equal to

Ctnα as t → ∞.

2. If u(t, x) = e−at, a > 0, then the asymptotic of uE(t, x) and its Cesaro limit are equal to

Ct−α as t → ∞.

The proof of Theorem 2 is essentially the contents of Section 3 while the next theorem
is shown in Section 4.

Theorem 3. Let uE(t, x) be the subordination by the density Gt(τ) associated to the classes
(17)–(19) and Mt(uE(·, x)) := 1

t
∫ t

0 uE(s, x)ds the Cesaro mean of uE(t, x).
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1. Assume that u(t, x) = tn, n ≥ 0. Then the asymptotic of the Cesaro mean for the three classes
are:

(17). Mt(uE(·, x)) ∼ Ctαn as t → ∞,
(18). Mt(uE(·, x)) ∼ C log(t)n as t → ∞,
(19). Mt(uE(·, x)) ∼ C log(t)(1+s)n as t → ∞.

2. If u(t, x) = e−at, a > 0, then the asymptotic of Mt(uE(·, x)) for the different classes are:

(17). Mt(uE(·, x)) ∼ Ct−α as t → ∞,
(18). Mt(uE(·, x)) ∼ C log(t)−1 as t → ∞,
(19). Mt(uE(·, x)) ∼ C log(t)−1−s as t → ∞.

3. Inverse Stable Subordinators

In this section we consider two elementary solutions of dynamical systems, namely
u(t) = u(t, x) = tn, n ≥ 0 and u(t) = u(t, x) = e−at, a > 0, and investigate their
subordination by the density Gt(τ) of inverse stable subordinator.

Define the function uE(t) = uE(t, x) as the subordination of u(t) (of the above type)
by the kernel Gt(τ), that is,

uE(t) :=
∫ ∞

0
u(τ)Gt(τ)dτ, t ≥ 0. (22)

Our goal is to investigate the asymptotic behavior of uE(t). At first we compute explicitly
the function uE(t) by solving the integral (22) and obtain the time asymptotic. Second we
derive the Cesaro limit of uE(t), more precisely, the asymptotic behavior of the Cesaro
mean of uE(t) defined by

Mt(uE(·)) :=
1
t

∫ t

0
uE(s)ds. (23)

It turns out that both asymptotic behaviors for the two functions u(t) given above coincide.
Therefore, for the random time change associated to the inverse stable subordinator E(t),
t ≥ 0, the asymptotic behavior of uE(t) is the same as the Cesaro limit. On the other hand,
using the Cesaro limit we may investigate a broad class of subordinators. In Section 4 we
investigate the Cesaro limit for the classes (17)–(19) while in this section concentrate in the
spacial case of inverse stable subordinators.

3.1. Subordination of Monomials

Let us consider at first the subordination of the function u(t) = tn, n ≥ 0. Hence, uE(t)
is given by

uE(t) =
∫ ∞

0
τnGt(τ)dτ. (24)

It follows from (11) that uE(t) is explicitly evaluated as

uE(t) = (−1)n dn

dλn Eα(−λtα)
∣∣
λ=0 =

n!
Γ(αn + 1)

tαn.

The last equality follows easily from the power series of the Mittag-Leffler function

Eα(z) =
∞

∑
n=1

zn

Γ(αn + 1)
.

In addition, the asymptotic of the Mittag-Leffler function Eα that gives

uE(t) ∼ Ctnα as t → ∞. (25)
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Now we turn to compute the asymptotic behavior of the Cesaro mean of uE(t) with
the help of the FKT theorem. To this end we define the monotone function

v(t) :=
∫ t

0
uE(s)ds. (26)

The Laplace-Stieltjes transform w(λ) of v(t) is given by

w(λ) :=
∫ ∞

0
e−λtdv(t) =

∫ ∞

0
e−λtuE(t)dt =

∫ ∞

0
e−λt

∫ ∞

0
τnGt(τ)dτ dt.

Using Fubini’s theorem and Equation (12) we obtain

w(λ) =
∫ ∞

0
τn

∫ ∞

0
e−λtGt(τ)dt dτ = K(λ)

∫ ∞

0
τne−τλK(λ) dτ.

The r.h.s. integral can be evaluated as∫ ∞

0
τne−τλK(λ) dτ = (λK(λ))−(1+n)n!

which yields
w(λ) = n!λ−(1+n)K(λ)−n. (27)

On the other hand, for the stable subordinator we have K(λ) = λα−1, cf. Example 1. Thus,
we obtain

w(λ) = n!λ−(1+αn) = λ−ρL
(

1
λ

)
,

where ρ = 1 + αn and L(x) = n! is a trivial slowly varying function. Then Theorem 1
yields

v(t) ∼ Ct1+nα as t → ∞

and this implies the following asymptotic behavior for the Cesaro mean of uE(t)

Mt(uE(·)) = 1
t

∫ t

0
uE(s)ds ∼ Ctαn as t → ∞. (28)

Remark 3. In conclusion, we find that the asymptotic behavior of the subordination uE(t) of
any monomial by the density Gt(τ) (of the inverse stable subordinator) as well as its Cesaro limit
coincides. Note also the slower decay of the subordination uE(t) compared to u(t) due to 0 < α < 1.

3.2. Subordination of Decaying Exponentials

Now we consider the solution u(t) = e−at, a > 0 and proceed to study the asymptotic
behavior of its subordination uE(t) by the kernel Gt(τ). Again a direct computation is
possible in that case as well as the Cesaro mean.

Hence, the subordination uE(t) is given by

uE(t) =
∫ ∞

0
u(τ)Gt(τ)dτ =

∫ ∞

0
e−aτGt(τ)dτ. (29)

It follows from Equation (11) that

uE(t) = Eα(−atα) ∼ Ct−α as t → ∞. (30)

On the other hand, to derive the asymptotic behavior for the Cesaro mean of uE(t)
(with the help of Theorem 1) we define the monotone function

v(t) :=
∫ t

0
uE(s)ds. (31)
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The Laplace-Stieltjes transform w(λ) of v(t) is equal to

w(λ) :=
∫ ∞

0
e−λtdv(t) =

∫ ∞

0
e−λtuE(t)dt =

∫ ∞

0
e−λt

∫ ∞

0
e−aτGt(τ)dτ dt

and using Fubini’s theorem and Equation (11) we obtain

w(λ) = K(λ)
∫ ∞

0
e−τ(a+λK(λ)) dτ =

K(λ)

a + λK(λ)
. (32)

As K(λ) = λα−1 for the class (17) we may write ṽ(λ) as

w(λ) = λ−(1−α) 1
a + λα

= λ−ρL
(

1
λ

)
, ρ = 1 − α, L(t) :=

1
a + t−α

.

It is simple to verify that L is a slowly varying function so that we may use the FKT theorem
to obtain

v(t) ∼ Ct1−α 1
a + t−α

as t → ∞.

Dividing both sides by t leads to the asymptotic behavior of the Cesaro mean of uE(t), that is,

Mt(uE(·)) = 1
t

∫ t

0
uE(s, x)ds ∼ C

t−α

a + t−α
∼ Ct−α as t → ∞. (33)

Remark 4. We conclude that the asymptotic behavior uE(t) given in (30) coincides with the Cesaro
limit of uE(t, x). In addition, we notice that the starting function u(t) = e−at has an exponential
decay and its subordination has a slower decay, namely polynomial decay.

4. Cesaro Limit for General Classes of Subordinators

In this section we study the asymptotic behavior of the subordination by the density
Gt(τ) associated to the classes (17)–(19). Note that Examples 1 and 2 belong to the class (17).
As pointed out in Section 3 here we only study the Cesaro limit of the subordination
function uE(t).

As in Section 3, uE(t) is defined by

uE(t) :=
∫ ∞

0
τnGt(τ)dτ (34)

or
uE(t) :=

∫ ∞

0
e−aτGt(τ)dτ (35)

while v(t) is defined by

v(t) :=
∫ t

0
uE(s)ds.

The density Gt(τ) in (34) and (35) is associated to each class (17)–(19) described above. We
study the Cesaro limit of uE(t) for each class separately.

4.1. Subordination by the Class (17)

At first we study the asymptotic behavior of uE(t) given by (34). To this end we use
equality (27) to obtain the Laplace-Stieltjes transform w(λ) of the function v(t) as

w(λ) :=
∫ ∞

0
e−λtdv(t) = λ−(1+n)(K(λ))−nn!.

It follows from the behavior of K(λ) at λ = 0 of the class (17) that

w(λ) ∼ λ−(1+αn)n! = λ−ρL
(

1
λ

)
,
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where ρ = 1 + αn and L(x) = n! is a slowly varying function. It follows from the FKT
theorem that

v(t) ∼ CtρL(t) = Ct1+αn as t → ∞.

This implies the Cesaro limit of uE(t) as

Mt(uE(·)) ∼ Ctαn as t → ∞.

Note that this asymptotic is similar to the analogous for the inverse stable subordinator,
cf. (28).

Let us now study the Cesaro limit of the function uE(t) given in (35). Using the
equality (32) the Laplace-Stieltjes transform v(t) has the form

ṽ(λ) =
K(λ)

a + λK(λ)
.

Replacing the local behavior of K(λ) at λ = 0 for the class (17) gives

ṽ(λ) ∼ λα−1

a + λα
= λ−ρL

(
1
λ

)
,

where ρ = 1 − α and L(x) = 1
1+ax−α . An applications of the FKT theorem yields the

asymptotic for v(t), namely v(t) ∼ CtρL(t) as t → ∞. Finally dividing both sides by t gives
the Cesaro limit of uE(t), that is,

Mt(uE(·)) ∼ C
t−α

1 + at−α
∼ Ct−α as t → ∞.

Again, we obtain the same asymptotic as for the inverse stable subordinator, see (33). In
any case, since 0 < α < 1, the time decaying is slower than the initial function u(t).

4.2. Subordination by the Class (18)

Assume that uE(t) is the subordination given in (34). The Laplace-Stieltjes transform
w(λ) of v(t) (cf. equality (27)) has the form

w(λ) :=
∫ ∞

0
e−λtdv(t) = λ−(1+n)(K(λ))−nn!.

Using the behavior of K(λ) near λ = 0 for the class (18) we obtain

w(λ) ∼ λ−1L
(

1
λ

)
,

where L(x) = C log(x)n, C > 0, is a slowly varying function. Then it follows from the FKT
theorem that

v(t) ∼ Ct log(t)n

and as a result the asymptotic behavior for the Cesaro mean of uE(t) follows

Mt(uE(·)) ∼ C log(t)n as t → ∞.

A similar analysis may be applied to study the asymptotic behavior for the subordi-
nation uE(t) given in (35). The Laplace-Stieltjes transform w(λ) of the monotone function
v(t) may be evaluated using equality (32) to find the following expression

w(λ) =
K(λ)

a + λK(λ)
.
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Using the local behavior of K(λ) near λ = 0 from class (18) yields

w(λ) ∼ λ−1L
(

1
λ

)
,

where L(x) = C log(x)−1

a+C log(x)−1 which is a slowly varying function. Using the FKT theorem we

obtain the longtime behavior for the Cesaro mean of uE(t) as

Mt(uE(·)) ∼ C
log(t)−1

a + C log(t)−1 ∼ C log(t)−1 as t → ∞.

4.3. Subordination by the Class (19)

At first we study the subordination uE(t) given in (34) for the class (19). The Laplace-
Stieltjes transform w(λ) of the corresponding v(t) is computed using equality (27) and we
obtain

w(λ) :=
∫ ∞

0
e−λtdv(t) = λ−(1+n)(K(λ))−nn!.

Using the behavior of K(λ) near λ = 0 for the class (19) yields

w(λ) ∼ λ−1L
(

1
λ

)
,

where L(x) = C log(x)(1+s)n, C > 0, is a slowly varying function. Then it follows from
Theorem 1 that

v(t) ∼ Ct log(t)(1+s)n

and dividing both sides by t gives the asymptotic behavior for the Cesaro mean of uE(t),
namely

Mt(uE(·)) ∼ C log(t)(1+s)n as t → ∞.

Let uE(t) be the subordination by u(t) = e−at, a > 0, that is, equality (35) with Gt(τ)
from the class (19). It follows from equality (32) that the Laplace-Stieltjes transform w(λ)
of v(t) has the form

w(λ) =
K(λ)

a + λK(λ)
.

Using the local behavior of K(λ) near λ = 0 from class (19) yields

w(λ) ∼ λ−1L
(

1
λ

)
, L(x) = C

log(x)−1−s

a + C log(x)−1−s ,

where C, s > 0. As the function L is slowly varying at infinity, then by the FKT theorem we
obtain the asymptotic behavior for the Cesaro mean of uE(t) as

Mt(uE(·)) ∼ C
log(t)−1−s

a + C log(t)−1−s ∼ C log(t)−1−s as t → ∞.
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Abstract: In this work, we show that the static magnetization curve of high-concentrated ferrofluids
can be accurately approximated by the Mittag–Leffler function of the inverse external magnetic
field. The dependence of the Mittag–Leffler function’s fractional index on physical characteristics
of samples is analysed and its growth with the growing degree of system’s dilution is revealed.
These results provide a certain background for revealing mechanisms of hindered fluctuations in
concentrated solutions of strongly interacting of the magnetic nanoparticles as well as a simple tool
for an explicit specification of macroscopic force fields in ferrofluid-based technical systems.

Keywords: Mittag–Leffler function; data fitting; magnetization; magnetic fluids

1. Introduction

The magnetization of ferrofluids under realistic conditions of a highly concentrated
suspension of magnetic particles covered by envelopes preventing the aggregation, and tak-
ing into account the possible polydispersity of these particles, is a complicated problem of
condensed matter physics still far from its final resolution [1–6].

While the qualitative picture of superparamagnetic phenomena in ideal diluted media of
magnetic dipoles is well-established [7], the effects of multiparticle interactions, aggregation
of nanoparticles and their hindered rotation, a wide spectrum of possible relaxation times
under such conditions do not allow practically applicable straightforward calculations.

Among the most accepted approaches, one can note the second-order modified mean-
field (MMF2) theory proposed in the work [8], which treats the macroscopic magnetization
M of ferrofluid as a function of the applied magnetic field intensity H in the form

M(H) = ρ

〈
μ(x)L

(
μ0μ(x)Heff

kBT

)〉
, (1)

where angle brackets denote averaging over the ensemble of microscopic magnetic mo-
ments μ(x) and the particle size distribution, μ0 and kB are is the vacuum permeability and
Boltzmann’s constant, respectively, ρ is the density and

Heff = H +
1
3

ML(H) +
1

144
ML(H)

dML(H)

dH
(2)

is the effective magnetic field in a medium with

ML(H) = ρ

〈
μ(x)L

(
μ0μ(x)H

kBT

)〉
, (3)

where L(z) = coth(z)− z−1 is the Langevin function.
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Although this method and its further improvements, which take into account higher-
order in the dipolar coupling constant for polydisperse concentrated ferrofluids [9], reason-
ably reproduce the magnetization curve, and especially the initial susceptibility

χ = χL

(
1 +

1
3

χL +
1

144
χ2

L

)
(4)

with

χL =

(
∂ML

∂H

)
H=0

=
μ0ρ

〈
μ2(x)

〉
3kBT

(5)

that makes it useful for magnetic granulometry of ferrofluids, it requires assumptions
on the statistic properties of magnetic nanoparticles and rather complicated numerical
computation of integrals when calculating integrals with the respective probability den-
sity functions.

On the other hand, a variety of practical problems require the knowledge of an accurate
shape of the magnetization curve not around the zero field (4) but in the range of strong
external magnetic field, where this line is highly curved, and further toward the saturation
but not reaching the latter.

Most traditional technical applications of the magnetic fluid-based systems such
as sensors, sealers, acoustic systems [10,11] as well as modern applications in microflu-
idics [12], controlled magnetophoresis [13], self-assembly [14], and separation [15] use the
range of magnetic fields in which the working fluid is placed is in the middle region of
the magnetization curve far from both the interval of initial magnetization and saturation.
Therefore, predicting the shape of the magnetization curve in the region of its significant
curvature is also an important technical task.

This situation induces the emergence of several alternative approaches aimed at an
efficient fitting of ferrofluid’s magnetisation stated as an explicit function of the exter-
nal magnetic field by an appropriate set of approximating functions [16–19] adjusted to
experimental conditions.

In this work, we explore the Mittag–Leffler function as a promising universal approxi-
mant chosen for two reasons: (i) this function has high flexibility for fitting data with quite
various behaviour [20] and (ii) the Mittag–Leffler function is involved in the description of
fluctuational and relaxational processes in ferrofluids [21,22] that may affect the stationary
magnetization in an external field.

2. Experimental Data and Their Processing

2.1. Measurements of Ferrofluid’s Magnetization

As an example of the practical analysis of ferrofluid’s magnetisation, we consider the
set of samples specified previously in the work [23], which are obtained by the sequential
dilutions of the initial magnetic liquid denoted as MF-1, see the parameters in Table 1. This
procedure assures the same structure of magnetic nanoparticles in all samples, which differ
by their concentration only.

To determine the magnetisation of samples, the ballistic method was used. Its essence
is that the measuring cell containing magnetic fluid is placed between the poles of the elec-
tromagnet connected to a micromagnetometer (the relative uncertainty of measurements is
estimated as 2.5%). The change of the magnetic flux after the cell’s rotation was registered
allows calculating the magnetization, see [24] for technical details.

The maximal intensity of the magnetic field allowed by the setup is equal to 800 kA/m
in the region of measurements. During the experiment, the tending of ferrofluid’s magne-
tization to the saturated state in the strong magnetic field was controlled by plotting the
magnetization as a function of the inverse magnetic field as follows from the definition
Ms = M(H) for H → ∞ that implies H−1 → 0 as well as by monitoring the change of
magnetization at subsequent steps of the magnetic field elevation. It is noted that the
relative change of the registered M(H) for H close to 800 kA/m tends to limits of experi-
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mental uncertainty that means that the obtained experiments data satisfy the conditions of
“ferrofluid’s magnetization in a strong external magnetic field”.

Table 1. Physical properties of the studied ferrofluids: the density ρ, the relative volume concen-
tration of nanoparticles φ and the relative volume concentration of its magnetic fraction φm as well
as the parameter of their magnetization curve determined by the Mittag–Leffler function-based
approximation: the saturation magnetization Ms, the inverse fractional magnetic demagnetizing
susceptibility a, and the fractional index α. The last row lists relative average absolute deviations
between experimental and fitted data.

MF-1 MF-2 MF-3 MF-4

ρ, kg · m−3 1245 1058 952 870
φ, % 11.02 6.62 4.11 2.18
φm, % 9.08 4.34 2.70 1.93
Ms, kA · m−1 47.6 21.7 13.5 8.69
a,

(
kA · m−1)α 4.56 4.92 4.77 5.33

α 0.53 0.65 0.69 0.71
AAD, % 2.1 1.2 2.0 2.5

2.2. The Mittag–Leffler Function as an Approximant for the Static Magnetization Curve

Being based on the asymptotic expansion of the Langevin function, the conventional
way to consider the magnetization curve, when it tends to the state of saturation in a strong
external magnetic field, is considering the function M(H−1), which has the asymptotic
form

M ∼= Ms

(
1 − kBT

μ0μ̃H

)
, (6)

where μ̃ is some effective magnetic moment obtained via the procedure of an appropriate
statistical averaging. In particular, for diluted systems it is argued [17] that it is related to the
harmonic mean of elementary magnetic moments; MMF2 theory gives more complicated
expression, which depends on the chosen statistical distribution, but does not change the
principal functional form. As a consequence, the saturated magnetization is operationally
defined as the limit Ms = M(H−1) when H−1 = 0 with the usage of the least mean square
fitting experimental data.

Note however, that certain precautions related to the direct usage of Equation (6) were
noted even in early works on the superparamagnetism in ferrofluids [25,26] argued to the
free energy difference between initial and final states and different magnetization routes
for very small and relatively larger magnetic particles. The latter was also noted recently in
ref. [17].

In fact, experimental data showed in Figure 1A follow a curved path resembling some
stretched exponential rather than a straight line as a function of the inverse magnetic field.
This argues in favour of searching a more relevant approximation than Equation (6).

The promising candidate is the form

M(H−1) = MsEα(aH−α) (7)

expressed via the Mittag–Leffler function defined as [27,28]

Eα(−zα) :=
∞

∑
n=0

(−1)n zαn

Γ(αn + 1)
, (8)

where Γ(·) is the Gamma function, α > 0 and can be fractional, and a is a parameter whose
physical meaning will be discussed below.
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The function (8) tends asymptotically [28] at z → 0 to

Eα(−zα) ∼ exp
(
− zα

Γ(1 + α)

)
∼ 1 − zα

Γ(1 + α)
, (9)

i.e., to the shape visible in Figure 1A.

Figure 1. (A) The magnetization of the ferrofluid MF-2 as a function of the inverse external mag-
netic field, experimental values M(H−1) (circles) and their approximation by the Mittag–Leffler
function Mf it (curve); (B) the relative deviation between the data and their approximation εM =

100%
(

M − Mf it

)
M−1 plotted as a function of the external magnetic field applied to the sample.

At the same time, E1(z) = exp(z), and the limiting case for z << 1

E1(−z) = 1 − z

reduces this representation to Equation (6) in the classic superparamagnetic case. In this
case a = kBT/μ0μ̃; in the general case it is an indefinite parameter to be determined by the
fitting procedure.

In application to magnetization curve data for all dilutions, the fitting procedure and
the subsequent computation of the Mittag–Leffler function with the parameters determined
by this fitting were carried out using the packages [29,30] for MATLAB. Figure 2 clearly
shows that the solid curves representing the functional form (7) accurately reproduce the
experimental data not only in the asymptotic region of strong magnetic fields but practically
over the whole range. The double logarithmic scale is used to better distinguish between
curves, which otherwise go too close to each other in the region of small H−1.

The values provided in Table 1 indicate that the relative average absolute deviations
defined as

AAD =
100%

N

N

∑
i=1

∣∣∣∣∣ M(Hi)− Mf it(Hi)

M(Hi)

∣∣∣∣∣
do not exceed a few percents. Figure 1B illustrates the distribution of these deviations
in more details for MF-2 (for the rest of ferrofluids the picture is principally the same).
One can see that they are distributed symmetrically over zero, i.e., this is connected with
the experimental uncertainty. They are sufficiently small over the great majority of the
external margetic filed range; the larger deviations are revealed in the close vicinity of the
demagnetized state (H = 0) only.
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Figure 2. The magnetization curves in double logarithmic scale for all ferrofluids listed in Table 1:
experimental data (markers) and their the Mittag–Leffler function-based approximations (curves).

3. Discussion

Thus, the Mittag–Leffler function-based expression (7) reproduces the magnetization
curve with practically acceptable accuracy. Moreover, plotting the values of parameters
listed in Table 1, one can see a certain regularity in their dependence on the magnetic phase
concentration as shown in Figure 3 when a fluid’s state is far from a very diluted system,
which should exhibit the classic superparamegnetic behaviour, and the Langevin function
does not reduces to the Mittag–Leffler representation.

On the contrary, the dependences for concentrated systems can be connected to
physical mechanisms. Looking at Table 1 and Figure 3B it is seen that the α-index of the
diminishes with the growing concentration of magnetic nanoparticles in a regular way that
means that anomalous long-range effects accompany the more concentrated systems.

Figure 3. Parameters (circles) of Equation (7) as functions of the magnetic phase concentration.
The fitting equations shown as solid straight lines are Ms = 5.3977φm − 1.4426 (A), α = −0.0246φm +

0.7575 (B), and a = −0.4875 ln(φm) + 5.6377 (C).

Note that the function (7) is a solution to the fractional differential equation

CDα
H−1 M(H−1) = −aM(H−1) (10)
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with the initial condition Ms = M(0+), where CDα
H−1 the fractional derivative of order α in

the Caputo sense,

CDα
H−1 M(H−1) = − 1

Γ(1 − α)

∫ H−1

0

(
H−1)2 dM

dH

(H−1 − h)α dh. (11)

The integer-order derivative within the integrand in Equation (11) is especially written
explicitly as dM/dH ≡ χ to highlight its meaning as the usual differential magnetic
susceptibility. Therefore, it follows from Equations (10) and (11) that the parameter a can
be considered to be a kind of the inverse fractional magnetic susceptibility, which is taken
into account when the system is demagnetized to some state from the completely ordered
one (H → ∞, M = Ms). The higher concentrations lead to smaller values of α that implies
wider integration kernels in Equation (11), i.e., more expressed effects of retarded magnetic
restructuring due to many-particle interactions.

In the concentrated systems, the growth of the applied magnetic field can induce chain
formation resulting in the magnetisation response of the mixture of elementary magnetic
dipoles of single (even interacting particles) and multicore aggregates [31].

Another feature related to the experimental procedure of measurements of concen-
trated ferrofluids magnetization in a strong magnetic field was revealed in the works [32,33],
where it has been noted that a relatively long measurement procedure may lead to the
system’s slow restructuring, which changes its macroscopic magnetic properties. Such a
process is characterized by the relaxation times significantly exceeding those for Neel and
Brown mechanisms. Moreover, the stretched exponential time dependence argues in favour
of anomalous kinetics that unavoidably requires the usage of the Mittag–Leffler function.

Thus, we can hypothesize that the revealed fitting dependence on the external mag-
netic field may emerge as a fractional-order response to the switching-on external magnetic
field accompanied by a hindered alignment of elementary magnetic dipoles in concentrated
ferrofluids, their anomalous kinetic-based fluctuations and, additionally, a specific field
shielding. As a kind of analogy, one can mention that Equation (1) contains He f f as its
argument, which, in turn, also contains the Langevin function. Thus, combining both (1)
and (2) under the strong-field approximation (6), we obtain the nested structure similar to
the first terms of the continued fraction representation of the electric ladder circuit that is a
known example [34] of the system leading to the fractional-order dynamics with solutions
expressed via the Mittag–Leffler function.

As a kind of argument supporting this hypothesis, we can consider dependencies
shown in Figure 3. One can note that the dilution of the system, i.e., diminished concentra-
tion of the magnetic phase φm, leads to the growing α-index. This realizes a transition from
Equations (8) and (9) to the classic hyperbolic law (6) in the asymptotic limit. However, there
is also a caveat: this Mittag–Leffler function-based consideration seems not be applicable
to the completely demagnetized state when it results in diverging χ0 = (dM/dH)H = 0.
This is also supported by Figure 1B where the deviations from the approximant grow
approaching this state and Figure 3A where the linear approximation of the saturation
magnetization does not go through the point M(0) = 0. However, this conclusion does
not affect the accuracy of approximation and regularities at moderate and high values of
the applied external magnetic fields. On the contrary, large concentrations φm result in
effects of the hindered rotation of magnetic nanoparticles preventing their alignment in
the magnetic field, viscoelastic retardation of the alignment, agglomeration, etc, see the
discussion above. All these factors lead to the emergence of memory effects that is reflected
by the diminishing of the fractional index α in the respective Mittag–Leffler function-based
representation. At the same time, the linear dependence of the magnitude of the saturated
magnetization shown in Figure 3A is the completely classic effect reflected even in the
expression (1): larger concentrations of the magnetic phase directly proportionally result
in the larger saturation magnetizations. The last of three dependencies, see Figure 3C is a
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phenomenological one but its logarithmic character is qualitatively expectable because the
amplitude parameter a is a multiplier but not an additive term.

Finally, we should stress that the reasons described above have physically qualitative
character, while the dependences shown in Figure 3 can find a direct practical application:
when several experimental data points follow linear regularity for different concentrations
of the magnetic phase, one can use the obtained regression lines to predict the magnetic
response (the magnetization curve) of ferrofluids at intermediate concentrations without
carrying out additional time-consuming measurements.

4. Conclusions

In this work, we demonstrated that the Mittag–Leffler function can be used as an
efficient approximant for the representation of the ferrofluid magnetization curve at mod-
erate and strong external magnetic field as an explicit function of the latter. This approach
has an advantage as using only a small number of parameters to be fitted. Among them,
the saturated magnetization is determined as better corresponding to the way of change of
experimental data within the experimentally accessible range of applied magnetic fields.
In addition, it is shown, see Figure 3 that there exits a regularity in the change of these pa-
rameters in response to the change of the concentration of the magnetic nanoparticles while
the latter is not very small. As a result, one can predict the change magnetic properties of a
ferrofluid due to its dilution, i.e., a small number of reference dilutions used to determine
the coefficients of linear fits of these parameters. In turn, they provide an opportunity to
plan dilutions leading to desired magnetic properties. Thus, it can be easily used in applied
problems, which demand the phenomenological high-accurate analytic representation of
ferrofluid’s magnetization when the controlling configuration of the external magnetic field
is stated by the system’s construction. Among such applications, one can mention different
microfluidic devices operating with microparticles and biological cells, e.g., [12,35], de-
vices based on the magneto-Archimedes effect, e.g., [15,16,23], ferrofluid-based measuring
devices [19,36], etc.

In addition, the static field-dependent magnetic susceptibility ξ(H) = dM(H)/dH
(except the close vicinity of the state H = 0) also has a simple analytical representation in
this case since the derivative of the Mittag–Leffler function (8) is known [28]

d
dz

Eα(−zα) = −z−(1−α)Eα,α(−zα)

and can be accurately computed numerically with the existing software [30].
Finally, the revealed mathematical dependence poses some outlooks for future more

detailed investigations of possible physical mechanisms, which may lead to such a rep-
resentation of static magnetization in the form close to typical for anomalous kinetics
processes. In particular, does it mean the existence of fractional-order fluctuations in the
case of high concentrations of magnetic nanoparticles that possibly results in trapping their
rotation, etc.?
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presented here. We conclude this paper by highlighting a potential use of the newly presented
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1. Introduction and Preliminaries

The Pochhammer symbol (ξ)η (ξ, η ∈ C) is defined, in terms of Gamma function Γ
(see, e.g., [1], p. 2 and p. 5), by

(ξ)η =
Γ(ξ + η)

Γ(ξ)
(
ξ + η ∈ C \Z−

0 , η ∈ C \ {0}; ξ ∈ C \Z−
0 , η = 0

)
=

{
1 (η = 0),

ξ(ξ + 1) · · · (ξ + n − 1) (η = n ∈ N),

(1)

it accepted that (0)0 = 1. Here and throughout, let C, R+, Z, and N represent, respec-
tively, the sets of complex numbers, positive real numbers, integers, and positive integers.
Furthermore, let N0 := N ∪ {0}, Z− := Z \ N0 and Z−

0 := Z \ N. Further, throughout
this article, it is assumed that an empty sum and an empty product are read as 0 and 1,
respectively. The generalized hypergeometric series (or function) pFq (p, q ∈ N0), which is
a parametric and logical extension of the Gaussian hypergeometric series 2F1, is defined by
(see, e.g., [1–9])

pFq

[
μ1, . . . , μp ;

ν1, . . . , νq ;
w

]
=

∞

∑
�=0

p
∏
j=1

(μj)�

q
∏
j=1

(νj)�

w�

�!

= pFq(μ1, . . . , μp; ν1, . . . , νq; w).

(2)
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Here it is supposed that the variable w, the numerator parameters μ1, . . . , μp, and the
denominator parameters ν1, . . . , νq take on complex values, provided that

(νj ∈ C \Z−
0 ; j = 1, . . . , q). (3)

Then, if a numerator parameter is in Z−
0 , the series pFq is found to terminate and

becomes a polynomial in w.
With none of the numerator and denominator parameters being zero or a negative

integer, the series pFq in (2)

(i) diverges for all w ∈ C \ {0}, if p > q + 1;
(ii) converges for all w ∈ C, if p ≤ q;
(iii) converges for |w| < 1 and diverges for |w| > 1 if p = q + 1;
(iv) converges absolutely for |w| = 1, if p = q + 1 and �(�) > 0;
(v) converges conditionally for |w| = 1 (w �= 1), if p = q + 1 and −1 < �(�) � 0;
(vi) diverges for |w| = 1, if p = q + 1 and �(�) � −1.

where

� :=
q

∑
j=1

νj −
p

∑
j=1

μj (4)

which is called the parametric excess of the series.
Gauss’s famous summation formula [10]:

2F1(κ, λ ; μ ; 1) =
Γ(μ) Γ(μ − κ − λ)

Γ(μ − κ) Γ(μ − λ)(�(μ − κ − λ) > 0, μ ∈ C \Z−
0
) (5)

has been a significant, pioneering, and essential identity, especially in the theories of
hypergeometric and generalized hypergeometric functions, as well as related special
functions. Formula (5) can be proved by using Euler’s integral representation for 2F1(z)
(see, e.g., [6], pp. 44–49) or telescoping (see, e.g., [11], pp. 181–182). Since (5) appeared, a
number of researchers have devoted their arduous, intrigued and penetrated endeavors to
getting summation formulas for the generalized hypergeometric series in (2). As a result,
the generalized hypergeometric series in (2) of the case p = q + 1 have been found to be
classified as follows: q+1Fq in (2) is said to be �-balanced if the parametric excess equals �
and balanced if � = 1. Further, if � = 1 and one of the numerator parameters is a negative
integer, it is called Saalschützian. It is well-poised if the parameters μj, νj can be separately
permuted so that

1 + μ1 = μ2 + ν1 = · · · = μq+1 + νq

and very well-poised if the condition μ2 = 1+ μ1
2 holds true, along with the above condition

for the well-poised nature. Consequently, a large number of summation and transformation
formulas for pFq have been established by means of diverse techniques. In fact, usually,
certain mixed techniques are used in getting a summation formula or a transformation
formula for pFq. Here we recall only several representative techniques which are employed
in deriving some summation and transformation formulas for pFq:

(i) Contiguous function relations (and computer programs) [12–25].
(ii) The idea of partition of the set of nonnegative integers into its terms modulo N applied

to a series involving functions Ψn (n ∈ N0) displayed by

∞

∑
n=0

Ψn =
N−1

∑
r=0

∞

∑
n=0

ΨnN+r (6)
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is ubiquitously employed (see, e.g., [26,27]). In particular, partition of the series into
even and odd terms gives

∞

∑
n=0

Ψn =
∞

∑
n=0

Ψ2n +
∞

∑
n=0

Ψ2n+1. (7)

The (6) and (7) have been used to get certain identities involving generalized hyper-
geometric series and their extensions (see, e.g., [28–37]). Exton [30] considered the
following two combinations

q+1Fq

[
a1, a2, . . . , aq+1;

b1, b2, . . . , bq;
1

]
+ q+1Fq

[
a1, a2, . . . , aq+1;

b1, b2, . . . , bq;
− 1

]

= 2 2q+2F2q+1

⎡⎢⎢⎣
a1

2
,

a1 + 1
2

, . . . ,
aq+1

2
,

aq+1 + 1
2

;

1
2

,
b1

2
,

b1 + 1
2

, . . . ,
bq

2
,

bq + 1
2

;
1

⎤⎥⎥⎦
(8)

and

q+1Fq

[
a1, a2, . . . , aq+1;

b1, b2, . . . , bq;
1

]
− q+1Fq

[
a1, a2, . . . , aq+1;

b1, b2, . . . , bq;
− 1

]

= 2

q+1
∏
j=1

aj

q
∏
j=1

bj

2q+2F2q+1

⎡⎢⎢⎣
a1 + 1

2
,

a1

2
+ 1, . . . ,

aq+1 + 1
2

,
aq+1

2
+ 1 ;

3
2

,
b1 + 1

2
,

b1

2
+ 1, . . . ,

bq + 1
2

,
bq

2
+ 1 ;

1

⎤⎥⎥⎦.

(9)

If the summation formulas for q+1Fq(1) and q+1Fq(−1) are known, then summation
formulas for 2q+2F2q+1(1) in (8) and (9) can be derived. Obviously, the reverse process
can work.

(iii) The method in (ii) is to obtain summation formulas for certain generalized hyperge-
ometric functions of higher order from those of lower order. Conversely, reduction
formulas of generalized hypergeometric and their extended special functions are to
reduce those of higher order to some other ones of lower order (see, e.g., [14,38–45]).

In connection with the method (iii), for a generalized hypergeometric function pFq(z)
with positive integral differences between certain numerator and denominator parameters,
Karlsson [39] provided a formula expressing the pFq(z) as a finite sum of lower-order
functions as follows (see also [42,46,47]):

pFq

[
b1 + �1, . . . , bn + �n, an+1, . . . , ap ;

b1, . . . , bn, bn+1, . . . , bq ;
z

]

=
�1

∑
j1=0

· · ·
�n

∑
jn=0

A(j1, . . . , jn) zJn

× p−nFq−n

[
an+1 + Jn, . . . , . . . , ap + Jn ;

bn+1 + Jn, . . . , bq + Jn ;
z

]
,

(10)

where Jn = j1 + · · ·+ jn and

A(j1, . . . , jn) =
n

∏
r=1

(
�r

jr

)
·

n
∏

r=2
(br + �r)Jr−1

·
p

∏
r=n+1

(ar)Jn

n
∏

r=1
(br)Jr

·
q

∏
r=n+1

(br)Jn

. (11)
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Here the following constraints are assumed that, with suitable permutation of pa-
rameters, ar = br + �r, �r ∈ N (r = 1, . . . , n), n ≤ min{p, q}, p ≤ q + 1, br ∈ C \ Z−

0
(r = 1, . . . , q); if ar ∈ Z−

0 for some r ∈ {1, . . . , p}, the condition p ≤ q + 1 is cancelled.
Using (10), Minton’s two summation theorems in [43] for p = q + 1, z = 1 are

derived. Srivastava [45] gave a simpler proof of (10). Gottschalk and Maslen [38] provided
a good account of reduction formulas for the generalized hypergeometric functions of one
variable with some useful comments on (10) and listed certain transformation formulas for
generalized hypergeometric functions in [38].

The content of this paper would be derived from the reduction formula (10). Yet,
in this paper, by introducing two sequences of new numbers and their derivatives as in
Section 2 and using the six generalized summation formulas (15)–(20), we aim to establish
families of generalized summation formulas for t+2Ft+1 (t ∈ N) with their arguments −1
and 1/2 as in Sections 4 and 5. Furthermore, we select to give simple particular identities
of some formulas presented here. By differentiating both sides of two chosen formulas
presented here with respect to a specific parameter, among numerous ones, further, we
demonstrate two identities associated with finite sums of 4F3(−1). We close this article
by emphasizing some of the possible applications for the newly introduced numbers and
presenting certain problems.

For our purpose, we also recall three basic and useful summation formulas for 2F1
due to Kummer [48], p. 134, Entries 1, 2 and 3 (see also [49], Equations (1.3), (1.4) and (1.5);
see further [50]) (the interested reader may refer to [49], p. 853 for clarifications on the first
and true contributors to the following three summation formulae):

Summation Formula 1 due to Kummer:

2F1

[
κ, λ ;

1 + κ − λ ;
− 1

]
=

Γ(1 + κ − λ)Γ
(
1 + κ

2
)

Γ
(
1 + κ

2 − λ
)
Γ(1 + κ)(

κ − λ ∈ C \Z−, �(λ) < 1
)
.

(12)

Summation Formula 2 due to Kummer:

2F1

⎡⎣ κ, λ ;
1
2
(κ + λ + 1) ;

1
2

⎤⎦ =
Γ
(

1
2

)
Γ
(

1
2 κ + 1

2 λ + 1
2

)
Γ
(

1
2 κ + 1

2

)
Γ
(

1
2 λ + 1

2

)
(

κ + λ + 1
2

∈ C \Z−
0

)
.

(13)

Summation Formula 3 due to Kummer:

2F1

[
κ, 1 − κ ;

λ ;
1
2

]
=

21−λ Γ
(

1
2

)
Γ(λ)

Γ
(

1
2 λ + 1

2 κ
)

Γ
(

1
2 λ − 1

2 κ + 1
2

) (
λ ∈ C \Z−

0
)
. (14)

Further a number of generalizations and contiguous extensions of the above-mentioned
Kummer’s summation theorems have been given (see, e.g., [16,49,51–54] and the references
therein). Amid this trend, Choi et al. [51], Equations (2.2) and (2.3) presented the following
extensions of (12) (see also [53], Theorems 3 and 4):

2F1

[
κ, λ ;

1 + κ − λ + p ;
− 1

]

=
Γ(1 + κ − λ + p)
2 Γ(κ) (1 − λ)p

p

∑
r=0

(
p
r

)
(−1)r Γ

( r+κ
2

)
Γ
( r+κ

2 + 1 − λ
)(

p ∈ N0, κ − λ + p ∈ C \Z−, �(λ) < 1 +
p
2

)
(15)
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and

2F1

[
κ, λ ;

1 + κ − λ − p ;
− 1

]

=
Γ(1 + κ − λ − p)

2 Γ(κ)

p

∑
r=0

(
p
r

)
Γ
( r+κ

2
)

Γ
( r+κ

2 + 1 − λ − p
)(

p ∈ N0, κ − λ − p ∈ C \Z−, �(λ) < 1 − p
2

)
.

(16)

Rakha and Rathie [53], Theorem 1 gave the following generalization of (13):

2F1

⎡⎣ κ, λ ;
1 + κ + λ + p

2
;

1
2

⎤⎦ =
2κ−1Γ( 1+κ+λ+p

2 )Γ( 1−κ+λ−p
2 )

Γ(κ)Γ( 1−κ+λ+p
2 )

×
p

∑
r=0

(
p
r

)
(−1)r Γ

(
κ+r

2
)

Γ( 1+λ+r−p
2 )(

p ∈ N0,
1 + κ + λ + p

2
∈ C \Z−

0

)
.

(17)

The following extension of (13) is recorded in [9], p. 491, Entry 7.3.7-2 (see also [53],
Theorem 2):

2F1

⎡⎣ κ, λ ;
1 + κ + λ − p

2
;

1
2

⎤⎦ =
2λ−1Γ( 1+κ+λ−p

2 )

Γ(λ)

p

∑
r=0

(
p
r

) Γ
(

λ+r
2

)
Γ( 1+κ+r−p

2 )(
p ∈ N0,

1 + κ + λ − p
2

∈ C \Z−
0

)
.

(18)

Rakha and Rathie ([53], Theorems 5 and 6) provided two generalizations of (14) which,
with the aid of Legendre’s duplication formula for the Gamma function (e.g., [1], p. 6,
Equation (29)), are slightly modified as follows:

2F1

[
κ, 1 − κ + p ;

λ ;
1
2

]
=

2p−κ Γ(κ − p) Γ(λ)
Γ(κ) Γ(λ − κ)

×
p

∑
r=0

(−1)r
(

p
r

)
Γ( λ−κ+r

2 )

Γ
(

λ+κ+r
2 − p

)
(
λ ∈ C \Z−

0 , p ∈ N0
)

(19)

and

2F1

[
κ, 1 − κ − p ;

λ ;
1
2

]
=

2−p−κ Γ(λ)
Γ(λ − κ)

p

∑
r=0

(
p
r

)Γ
(

λ−κ+r
2

)
Γ
(

λ+κ+r
2

)
(
λ ∈ C \Z−

0 , p ∈ N0
)
,

(20)

which is a corrected version of [53], Theorem 6.
In addition, we recall the Psi (or digamma) function ψ(z) (see, e.g., [1], pp. 24–33)

defined by

ψ(z) :=
d
dz

{log Γ(z)} =
Γ′(z)
Γ(z)

(
z ∈ C \Z−

0
)
. (21)

We recall one of the many identities involving the Psi function

ψ(z + n)− ψ(z) =
n

∑
j=1

1
z + j − 1

(n ∈ N). (22)
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Remark 1. Magnus Gösta Mittag–Leffler (1846–1927), a Swedish mathematician (see [55]; see
also [56,57]), invented the function Eα(z) (23) in conjunction with the summation technique for
divergent series, which is eponymously referred to as the Mittag–Leffler function and represented by
the following convergent power series across the whole complex plane:

Eα(z) =
∞

∑
k=0

zk

Γ(αk + 1)
(�(α) > 0, z ∈ C). (23)

The two parameterized Mittag–Leffler function Eα,β(z) is defined by (see, e.g., [58,59])

Eα,β(z) =
∞

∑
k=0

zk

Γ(αk + β)
(�(α) > 0, β ∈ C). (24)

There have been a variety of extensions of the Mittag–Leffler functions (23) and (24), most of
which belong to certain special cases of the following Fox-Wright function (see [60–63], [64], p. 21):

pΨq

[
(α1, A1), . . . ,

(
αp, Ap

)
;

(β1, B1), . . . ,
(

βq, Bq
)

;
z

]
=

∞

∑
k=0

p
∏
�=1

Γ(α� + A� k)

q
∏
j=1

Γ
(

β j + Bj k
) zk

k!
, (25)

where z ∈ C, α�, β j ∈ C (� = 1, . . . , p, j = 1, . . . , q), the coefficients A1, . . . , Ap ∈ R+ and
B1, . . . , Bq ∈ R+ such that α� + A�k ∈ C \Z−

0 (k ∈ N0) and

1 +
q

∑
j=1

Bj −
p

∑
j=1

Aj � 0. (26)

A particular case of (25) is

pΨq

[
(α1, 1), . . . ,

(
αp, 1

)
;

(β1, 1), . . . ,
(

βq, 1
)

;
z

]
=

p
∏
�=1

Γ(α�)

q
∏
j=1

Γ
(

β j
) pFq

[
α1, . . . , αp ;

β1, . . . , βq ;
z

]
. (27)

In light of (27), the topic of this article may be regarded to be Mittag–Leffler type functions.
Indeed, owing to the range of its applications in fractional calculus, some scholars have

nicknamed the Mittag–Leffler function the “Queen Function of the Fractional Calculus" in the past
(see, e.g., [65]).

2. Sequences of New Numbers

Numerous polynomials, numbers, their extensions, degenerations, and new poly-
nomials and new numbers have been developed and studied, owing primarily to their
potential applications and use in a diverse variety of research fields (see, e.g., [66–71] and
the references therein). For example, Bernoulli polynomials and numbers are among most
important and useful ones (see, e.g., [5], pp. 35–40, [1], Sections 1.7 and 1.8). As with Defini-
tions 1 and 2, this section introduces two sequences of new numbers and their derivatives
that are and will be useful (at the very least) for our current and related study topics.
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Definition 1. A sequence of new numbers
{Aj(α, �)

}�
j=0 is defined by

(α + k)� = (α + k)(α + k + 1) · · · (α + k + �− 1)

:=
�

∑
j=0

Aj(α, �) k(k − 1) · · · (k − j + 1)

(k ∈ N0, � ∈ N, α ∈ C)

(28)

and
A0(α, 0) := 1 (α ∈ C). (29)

Definition 2. A sequence of new numbers
{Bj(α, �)

}�
j=0 is defined by

Bj(α, �) :=
d

dα
Aj(α, �) (� ∈ N, α ∈ C) (30)

and
B0(α, 0) := 0 (α ∈ C). (31)

Both of the following lemmas may be used to represent the numbers in Definitions 1
and 2 explicitly.

Lemma 1. Let α ∈ C and � ∈ N0. Then

�

∑
j=ν

Aj(α, �) s(j, ν) =
�

∑
j=ν

(−1)�+js(�, j)
(

j
ν

)
αj−ν (ν = 0, 1, . . . , �). (32)

Also

Aj(α, �) =
(
�

j

)
(α)�
(α)j

=

(
�

j

)
(α + j)�−j (j = 0, 1, . . . , �). (33)

Lemma 2. Let α ∈ C and � ∈ N0. Then

�

∑
j=ν

Bj(α, �) s(j, ν) =
�

∑
j=ν

(−1)�+j j s(�, j)
(

j − 1
ν

)
αj−1−ν

(ν = 0, 1, . . . , �).

(34)

Also

Bj(α, �) =
(
�

j

)
(α + j)�−j

�−1

∑
k=j

1
α + k

(j = 0, 1, . . . , �). (35)

Proof of Lemma 1. The Stirling numbers s(m, r) of the first kind are recalled and defined
by the generating function (see, e.g., [1], Section 1.6)

ω(ω − 1) · · · (ω − m + 1) =
m

∑
r=0

s(m, r)ωr. (36)

We use (36) to expand the Pochhammer symbol (1) as follows:

(ω)m = ω(ω + 1) · · · (ω + m − 1) =
m

∑
r=0

(−1)m+r s(m, r)ωr, (37)

where (−1)m+r s(m, r) indicates the number of permutations of m symbols, which possesses
exactly r cycles.
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Applying (36) and (37) to (28), we obtain

�

∑
j=0

(−1)�+js(�, j)
j

∑
ν=0

(
j
ν

)
αj−ν kν =

�

∑
j=0

Aj(α, �)
j

∑
ν=0

s(j, ν) kν. (38)

Using a series rearrangement technique (see, e.g., [72], Equation (1.24))

�

∑
j=0

j

∑
ν=0

f (j, ν) =
�

∑
ν=0

�

∑
j=ν

f (j, ν) (39)

in (38), we get

�

∑
ν=0

�

∑
j=ν

(−1)�+js(�, j)
(

j
ν

)
αj−ν kν =

�

∑
ν=0

�

∑
j=ν

Aj(α, �) s(j, ν) kν. (40)

Now the desired identity (32) follows from (40).
The identity (33) can be obtained by matching the right-handed members of (10) and

(50) when n = 1.

Proof of Lemma 2. Differentiating both sides of (32) and (33) yields (44) and (35), respec-
tively.

We recall the following identities (see, e.g., [1], Section 1.6):

s(m, 0) =

{
1 (m = 0)

0 (m ∈ N),
s(m, m) = 1,

s(m, 1) = (−1)m+1 (m − 1)!, s(m, m − 1) = −
(

m
2

) (41)

and
m

∑
r=1

s(m, r) = 0 (m ∈ N \ {1});
m

∑
r=0

(−1)m+r s(m, r) = m!;

m

∑
j=r

s(m + 1, j + 1)mj−r = s(m, r).
(42)

The identity (32), with the aid of (41) and (42), or the identity (33) can give explicit
expressions for any � ∈ N with 0 ≤ j ≤ � and α ∈ C. For example,

A�(α, �) = 1 (� ∈ N). (43)

A0(α, 1) = α, A0(α, 2) = α + α2, A1(α, 2) = 2 + 2 α,

A0(α, 3) = 2α + 3α2 + α3, A1(α, 3) = 6 + 9α + 3α2, A2(α, 3) = 6 + 3α,

A0(α, 4) = 6 α + 11 α2 + 6 α3 + α4, A1(α, 4) = 24 + 44 α + 24 α2 + 4 α3,

A2(α, 4) = 36 + 30 α + 6 α2, A3(α, 4) = 12 + 4 α.

Differentiating both sides of (32) with respect to α, we get

�

∑
j=ν

Bj(α, �) s(j, ν) =
�

∑
j=ν

(−1)�+j j s(�, j)
(

j − 1
ν

)
αj−1−ν

(ν = 0, 1, . . . , �).

(44)
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Likewise, the relation (44), with the aid of (41) and (42), or the identity (35) can give
explicit expressions for any � ∈ N with 0 ≤ j ≤ � and α ∈ C. For example,

B�(α, �) = 0 (� ∈ N). (45)

B0(α, 1) = 1, B0(α, 2) = 1 + 2α, B1(α, 2) = 2,

B0(α, 3) = 2 + 6α + 3α2, B1(α, 3) = 9 + 6α, B2(α, 3) = 3,

B0(α, 4) = 6 + 22 α + 18 α2 + 4α3, B1(α, 4) = 44 + 48 α + 12 α2,

B2(α, 4) = 30 + 12 α, B3(α, 4) = 4.

Remark 2.

(i) (α + k)� is a polynomial in both α and k of the same degree �.
(ii) Aj(α, �) is a polynomial in α of degree �− j.
(iii) Bj(α, �) is a polynomial in α of degree �− j − 1.

(iv) The generalized harmonic numbers H(s)
n (α) are defined by (see, e.g., [73], Equation (1.3))

H(s)
n (α) :=

n

∑
k=1

1
(k + α)s

(
n ∈ N, s ∈ C, α ∈ C \Z−), (46)

where H(1)
n (α) := Hn(α) and H(s)

n (0) := H(s)
n are the harmonic numbers of order s (see,

e.g., [73], Equation (1.2))

H(s)
n :=

n

∑
k=1

1
ks (n ∈ N, s ∈ C) (47)

and H(1)
n := Hn are the harmonic numbers (see, e.g., [73], Equation (1.1))

Hn :=
n

∑
k=1

1
k

(n ∈ N). (48)

It follows from (35) and (46) that

Bj(α, �) =
(
�

j

)
(α + j)�−j

(
H�(α − 1)− Hj(α − 1)

)
. (49)

3. Reduction Theorems in Terms of the Sequence in Definition 1

In this section, using the sequence in Definition 1, we present certain reduction
formulas for pFq.

Theorem 1. Let � ∈ N, 1 ≤ min{p, q}, p ≤ q + 1, b, br ∈ C \ Z−
0 (r = 2, . . . , q); if

b + �, ar ∈ Z−
0 for some r ∈ {2, . . . , p}, the condition p ≤ q + 1 is cancelled. Then

pFq

[
b + �, a2, . . . , ap ;

b, b2, b3, . . . , bq ;
z

]
=

1
(b)�

�

∑
j=0

Aj(b, �) zj

×

p
∏

r=2
(ar)j

q
∏

r=2
(br)j

p−1Fq−1

[
a2 + j, . . . , ap + j ;

b2 + j, b3 + j, . . . , bq + j ;
z

]
.

(50)
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Proof. Let L1 be the left member of (50). Then using the identity

(b + �)k
(b)k

=
(b)k+�

(b)� (b)k
=

(b + k)�
(b)�

(51)

to expand L1 gives

L1 =
1

(b)�

∞

∑
k=0

(b + k)� (a2)k · · · (ap)k

k! (b2)k · · · (bq)k
zk. (52)

Employing (28) in (52), we obtain

L1 =
1

(b)�

�

∑
j=0

Aj(b, �)
∞

∑
k=j

(a2)k · · · (ap)k

(k − j)! (b2)k · · · (bq)k
zk.

Setting k − j = k′ and dropping the prime on k yields

L1 =
1

(b)�

�

∑
j=0

Aj(b, �)
∞

∑
k=0

(a2)k+j · · · (ap)k+j

k! (b2)k+j · · · (bq)k+j
zk+j

=
1

(b)�

�

∑
j=0

Aj(b, �) zj

p
∏

r=2
(ar)j

q
∏

r=2
(br)j

∞

∑
k=0

(a2 + j)k · · · (ap + j)k

k! (b2 + j)k · · · (bq + j)k
zk,

which is instantly apparent to be equivalent to the right-handed component of (50).

Theorem 2. Let ar = br + �r, �r ∈ N (r = 1, . . . , n), n ≤ min{p, q}, p ≤ q + 1, br ∈ C \Z−
0

(r = 1, . . . , q); if ar ∈ Z−
0 for some r ∈ {1, . . . , p}, the condition p ≤ q + 1 is cancelled. Then

pFq

[
b1 + �1, . . . , bn + �n, an+1, . . . , ap ;

b1, . . . , bn, bn+1, . . . , bq ;
z

]

=
1

n
∏

r=1
(br)�r

�1

∑
j1=0

· · ·
�n

∑
jn=0

A(j1, . . . , jn) zJn

× p−nFq−n

[
an+1 + Jn, . . . , . . . , ap + Jn ;

bn+1 + Jn, . . . , bq + Jn ;
z

]
,

(53)

where Jn = j1 + · · ·+ jn and J0 = 0 and

A(j1, . . . , jn) =
n

∏
r=1

Ajr (br + Jr−1, �r)

p
∏

r=n+1
(ar)Jn

q
∏

r=n+1
(br)Jn

. (54)

Proof. We may proceed with induction on n in order to demonstrate (53). This may be
accomplished by applying the proof of Theorem 1 repeatedly. We omit specifics.

Remark 3. we have

n

∏
r=1

Ajr (br + Jr−1, �r) =
n

∏
r=1

(
�r

jr

) (br)�r+Jr−1

(br)Jr

. (55)

The case n = 1 of (55) is easily found to yield the equivalent relation (33).
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4. Generalized Summation Theorems 5 mm Based on (16), (18) and (20)

The following theorems provide generalized summation formulae for the t+2Ft+1
(t ∈ N) with its arguments −1 and 1

2 .

4.1. Generalized Summation Formulas Based on (16)

Theorem 3. Let �, m ∈ N0 with � ≤ m, and α, β ∈ C. Furthermore, let α − β − m ∈ C \ Z−
and c ∈ C \Z−

0 . Further let �(β) < 2−m−�
2 . Then

3F2

[
α, β, c + � ;

1 + α − β − m, c ;
− 1

]
=

Γ(1 + α − β − m)

2 (c)� Γ(α)

×
�

∑
j=0

(−1)j(β)j Aj(c, �)
m−j

∑
r=0

(
m − j

r

) Γ
(

r+j+α
2

)
Γ
(

r+j+α
2 + 1 − β − m

) .

(56)

Proof. In view of (29), the case � = 0 of (56) is found to become the identity (16). Without
loss of generality, assume that � is a positive integer. Let L1 be the left-handed member of
(56). Then using the identity

(c + �)k
(c)k

=
(c)k+�

(c)� (c)k
=

(c + k)�
(c)�

(57)

to expand L1 gives

L1 =
1

(c)�

∞

∑
k=0

(α)k (β)k (c + k)�
k! (1 + α − β − m)k

(−1)k. (58)

Employing (28) in (58), we obtain

L1 =
1

(c)�

�

∑
j=0

Aj(c, �)
∞

∑
k=j

(α)k (β)k (−1)k

(k − j)! (1 + α − β − m)k
.

Setting k − j = k′ and dropping the prime on k yields

L1 =
1

(c)�

�

∑
j=0

Aj(c, �)
∞

∑
k=0

(α)j+k (β)j+k (−1)j+k

k! (1 + α − β − m)j+k

=
1

(c)�

�

∑
j=0

Aj(c, �)
(−1)j(α)j (β)j

(1 + α − β − m)j

∞

∑
k=0

(α + j)k (β + j)k (−1)k

k! (j + 1 + α − β − m)k

=
1

(c)�

�

∑
j=0

Aj(c, �)
(−1)j(α)j (β)j

(1 + α − β − m)j
2F1

[
α + j, β + j ;

j + 1 + α − β − m ;
− 1

]
.

For the last 2F1(−1), replacing α, λ, and p by α + j, β + j, and m − j, respectively, in
(16), we obtain the desired summation formula (56).
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Theorem 4. Let �, ρ, m ∈ N0 with �+ ρ ≤ m, and α, β ∈ C. Furthermore, let α − β − m ∈
C \Z− and c, d ∈ C \Z−

0 . Further let �(β) < 2−m−�−ρ
2 . Then

4F3

[
α, β, c + �, d + ρ ;

1 + α − β − m, c, d ;
− 1

]
=

Γ(1 + α − β − m)

2 (c)� (d)ρ Γ(α)

×
ρ

∑
ν=0

�

∑
j=0

(−1)ν+j(β)ν+j Aj(c + ν, �)Aν(d, ρ)

×
m−ν−j

∑
r=0

(
m − ν − j

r

) Γ
(

r+ν+j+α
2

)
Γ
(

r+ν+j+α
2 + 1 − β − m

) .

(59)

Proof. As in the beginning of the proof of Theorem 3, here also let assume that � and ρ are
positive integers. Let L2 be the left member of (59). Then, using (51), we have

L2 =
∞

∑
k=0

(α)k (β)k (c + �)k (d + ρ)k
k! (1 + α − β − m)k (c)k (d)k

(−1)k

=
1

(d)ρ

∞

∑
k=0

(α)k (β)k (c + �)k (d + k)ρ

k! (1 + α − β − m)k (c)k
(−1)k.

Employing (28) in the last sum, here, with the aid of (56), as in the similar process of
proof of Theorem 3, we can prove the identity (59). We omit the details.

Theorem 5. Let t, �1, . . . , �t, m ∈ N0 with jt ≤ m. Furthermore, let α, β ∈ C, and α− β−m ∈
C \Z−, and c1, . . . , ct ∈ C \Z−

0 . Further let �(β) < 2−m−lt
2 . Then

t+2Ft+1

[
α, β, c1 + �1, . . . , ct + �t ;

1 + α − β − m, c1, . . . , ct ;
− 1

]
=

Γ(1 + α − β − m)

2 Γ(α)
t

∏
j=1

(cj)�j

×
�t

∑
jt=0

· · ·
�1

∑
j1=0

(−1)jt(β)jt

t

∏
k=1

Ajk (ck + jt − jk, �k)

×
m−jt

∑
r=0

(
m − jt

r

) Γ
(

r+jt+α
2

)
Γ
(

r+jt+α
2 + 1 − β − m

) ,

(60)

where

lt :=
t

∑
η=1

�η (t ∈ N) and jk :=
k

∑
η=1

jη (k ∈ N). (61)

Proof. By using mathematical induction on t ∈ N, we may replicate the procedure used to
establish Theorem 4 and therefore show the conclusion here. The specifics are avoided.

4.2. Generalized Summation Formulas Based on (18)

Theorem 6. Let �, m ∈ N0, and α, β ∈ C. Furthermore, let c, 1+α+β−m
2 ∈ C \Z−

0 . Then

3F2

⎡⎣ α, β, c + � ;
1 + α + β − m

2
, c ;

1
2

⎤⎦ =
2β−1 Γ

(
1+α+β−m

2

)
Γ(β) (c)�

×
�

∑
j=0

(α)j Aj(c, �)
m

∑
r=0

(
m
r

) Γ
(

β+j+r
2

)
Γ
(

1+α−m+j+r
2

) .

(62)
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Proof. The proof would run in parallel with that of Theorem 3 with the aid of (18). The
details are omitted.

Theorem 7. Let ρ, �, m ∈ N0, and α, β ∈ C. Furthermore, let c, d, 1+α+β−m
2 ∈ C \Z−

0 . Then

4F3

⎡⎣ α, β, c + �, d + ρ ;
1 + α + β − m

2
, c, d ;

1
2

⎤⎦ =
2β−1 Γ

(
1+α+β−m

2

)
(c)� (d)ρ Γ(β)

×
ρ

∑
ν=0

�

∑
j=0

(α)ν+j Aν(d, ρ)Aj(c + ν, �)
m

∑
r=0

(
m
r

) Γ
(

β+ν+j+r
2

)
Γ
(

1+α−m+ν+j+r
2

) .

(63)

Proof. The proof would continue in the same manner as that of Theorem 4, aided by (62).
We omit specifics.

Theorem 8. Let t, �1, . . . , �t, m ∈ N0, and α, β ∈ C. Furthermore, let c, d, 1+α+β−m
2 ∈

C \Z−
0 . Then

t+2Ft+1

⎡⎣ α, β, c1 + �1, . . . , ct + �t ;
1 + α + β − m

2
, c1, . . . , ct ;

1
2

⎤⎦ =
2β−1Γ

(
1+α+β−m

2

)
Γ(β)

t
∏

k=1
(ck)�k

×
�t

∑
jt=0

· · ·
�1

∑
j1=0

(α)jt
Ajk (ck + jt − jk, �k)

m

∑
r=0

(
m
r

) Γ
(

β+r+jt
2

)
Γ
(

1+α−m+r+jt
2

) ,

(64)

where jk is the same as in (61).

Proof. The proof would be accomplished by following the lines of that of Theorem 5. The
involved details are omitted.

4.3. Generalized Summation Formulas Based on (20)

Theorem 9. Let �, m ∈ N0 with 2� ≤ m. Furthermore, let α ∈ C, and β, c ∈ C \Z−
0 . Then

3F2

[
α, 1 − α − m, c + � ;

β, c ;
1
2

]
=

2−α−mΓ(β)

(c)� Γ(β − α)

×
�

∑
j=0

(α)j (1 − α − m)j Aj(c, �)
m−2j

∑
r=0

(
m − 2j

r

) Γ
(

β−α+r
2

)
Γ
(

β+α+r
2 + j

) .

(65)

Proof. The proof would run in parallel with that of Theorem 3 with the aid of (20). The
details are omitted.

Theorem 10. Let ρ, �, m ∈ N0 with 2(� + ρ) ≤ m. Furthermore, let α ∈ C, and β, c, d ∈
C \Z−

0 . Then

4F3

[
α, 1 − α − m, c + �, d + ρ ;

β, c, d ;
1
2

]
=

2−α−mΓ(β)

(c)� (d)ρ Γ(β − α)

×
ρ

∑
ν=0

�

∑
j=0

(α)ν+j (1 − α − m)ν+j Aν(d, ρ)Aj(c + ν, �)

×
m−2ν−2j

∑
r=0

(
m − 2ν − 2j

r

) Γ
(

β−α+r
2

)
Γ
(

β+α+r
2 + ν + j

) .

(66)
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Proof. The proof would run in line with that of Theorem 4 with the help of (65). We omit
the details.

Theorem 11. Let t, �1, . . . , �t, m ∈ N0 with 2jt ≤ m. Furthermore, let α ∈ C and β, c1, . . . , ct ∈
C \Z−

0 . Then

t+2Ft+1

[
α, 1 − α − m, c1 + �1, . . . , ct + �t ;

β, c1, . . . , ct ;
1
2

]
=

2−α−m Γ(β)

Γ(β − α)
t

∏
k=1

(ck)�k

×
�t

∑
jt=0

· · ·
�1

∑
j1=0

(α)jt
(1 − α − m)jt

t

∏
k=1

Ajk (ck + jt − jk, �k)

×
m−2jt

∑
r=0

(
m − 2jt

r

) Γ
(

β−α+r
2

)
Γ
(

β+α+r
2 + jt

) ,

(67)

where jk is the same as in (61).

Proof. The proof would flow along the lines of that of Theorem 5. The involved details are
omitted.

5. Generalized Summation Theorems 5 mm Based on (15), (17) and (19)

The following theorems offer generalized summation formulae for the t+2Ft+1 (t ∈ N)
and its arguments −1 and 1

2 . The proofs of each theorem are skipped here, principally
because they can be checked in the same manner as the preceding section’s counterpart.

5.1. Generalized Summation Formulas Based on (15)

Theorem 12. Let �, m ∈ N0, and α, β ∈ C. Furthermore, let α − β + m ∈ C \ Z− and
c ∈ C \Z−

0 . Further let �(β) < 2+m−�
2 . Then

3F2

[
α, β, c + � ;

1 + α − β + m, c ;
− 1

]
=

Γ(1 + α − β + m)

2 (c)� Γ(α) (1 − β)m

×
�

∑
j=0

Aj(c, �)
m+j

∑
r=0

(
m + j

r

) (−1)r Γ
(

α+r+j
2

)
Γ
(

1 − β + α+r−j
2

) .

(68)

Theorem 13. Let �, ρ, m ∈ N0, and α, β ∈ C. Furthermore, let α − β + m ∈ C \ Z− and
c, d ∈ C \Z−

0 . Further let �(β) < 2+m−�−ρ
2 . Then

4F3

[
α, β, c + �, d + ρ ;

1 + α − β + m, c, d ;
− 1

]

=
Γ(1 + α − β + m)

2 Γ(α) (d)ρ (c)� (1 − β)m

ρ

∑
ν=0

�

∑
j=0

Aν(d, ρ)Aj(c + ν, �)

×
m+ν+j

∑
r=0

(
m + ν + j

r

) (−1)r Γ
(

α+r+ν+j
2

)
Γ
(

1 − β + α+r−ν−j
2

) .

(69)

Theorem 14. Let t, �1, . . . , �t, m ∈ N0. Furthermore, let α, β ∈ C, and α − β + m ∈ C \ Z−,
and c1, . . . , ct ∈ C \Z−

0 . Further let �(β) < 2+m−lt
2 . Then
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t+2Ft+1

[
α, β, c1 + �1, . . . , ct + �t ;

1 + α − β + m, c1, . . . , ct ;
− 1

]
=

Γ(1 + α − β + m)

2 Γ(α) (1 − β)m
t

∏
j=1

(cj)�j

×
�t

∑
jt=0

· · ·
�1

∑
j1=0

t

∏
k=1

Ajk (ck + jt − jk, �k)

×
m+jt

∑
r=0

(
m + jt

r

) Γ
(

α+r+jt
2

)
Γ
(

1 − β +
α+r−jt

2

) ,

(70)

where lt and jk (t, k ∈ N) are the same as in (61).

5.2. Generalized Summation Formulas Based on (17)

Theorem 15. Let �, m ∈ N0, and α, β ∈ C. Furthermore, let c, 1+α+β+m
2 ∈ C \Z−

0 . Then

3F2

⎡⎣ α, β, c + � ;
1 + α + β + m

2
, c ;

1
2

⎤⎦ =
2α−1

Γ(α) (c)�

Γ( 1+α+β+m
2 )Γ( 1−α+β−m

2 )

Γ( 1−α+β+m
2 )

×
�

∑
j=0

(β)j Aj(c, �)
m

∑
r=0

(
m
r

) (−1)r Γ
(

α+j+r
2

)
Γ( 1+β+j+r−m

2 )
.

(71)

Theorem 16. Let ρ, �, m ∈ N0, and α, β ∈ C. Furthermore, let c, d, 1+α+β+m
2 ∈ C \Z−

0 . Then

4F3

⎡⎣ α, β, c + �, d + ρ ;
1 + α + β + m

2
, c, d ;

1
2

⎤⎦ =
2α−1Γ( 1+α+β+m

2 )Γ( 1−α+β−m
2 )

Γ(α)Γ( 1−α+β+m
2 ) (d)ρ (c)�

×
ρ

∑
ν=0

�

∑
j=0

Aj(c + ν, �)Aν(d, ρ) (β)ν+j

m

∑
r=0

(
m
r

) (−1)r Γ
(

α+ν+j+r
2

)
Γ( 1+β+ν+j+r−m

2 )
.

(72)

Theorem 17. Let t, �1, . . . , �t, m ∈ N0, and α, β ∈ C. Furthermore, let c, d, 1+α+β+m
2 ∈

C \Z−
0 . Then

t+2Ft+1

⎡⎣ α, β, c1 + �1, . . . , ct + �t ;
1 + α + β + m

2
, c1, . . . , ct ;

1
2

⎤⎦ =
2α−1Γ( 1+α+β+m

2 )Γ( 1−α+β−m
2 )

Γ(α)Γ( 1−α+β+m
2 )

t
∏

k=1
(ck)�k

×
�t

∑
jt=0

· · ·
�1

∑
j1=0

(β)jt
Ajk (ck + jt − jk, �k)

m

∑
r=0

(
m
r

) (−1)r Γ
(

α+r+jt
2

)
Γ( 1+β+r−m+jt

2 )
,

(73)

where jk is the same as in (61).

5.3. Generalized Summation Formulas Based on (19)

Theorem 18. Let �, m ∈ N0. Furthermore, let α ∈ C, and β, c ∈ C \Z−
0 . Then

3F2

[
α, 1 − α + m, c + � ;

β, c ;
1
2

]
=

2m−α Γ(α − m) Γ(β)

Γ(α) Γ(β − α) (c)�

×
�

∑
j=0

(−1)j Aj(c, �)
m+2j

∑
r=0

(−1)r
(

m + 2j
r

)
Γ( β−α+r

2 )

Γ
(

β+α+r
2 − m − j

) .
(74)

Theorem 19. Let ρ, �, m ∈ N0. Furthermore, let α ∈ C, and β, c, d ∈ C \Z−
0 . Then
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4F3

[
α, 1 − α + m, c + �, d + ρ ;

β, c, d ;
1
2

]
=

2m−α Γ(α − m) Γ(β)

Γ(α) Γ(β − α) (c)�(d)ρ

×
ρ

∑
ν=0

�

∑
j=0

(−1)ν+j Aj(c + ν, �)Aν(d, ρ)

×
m+2(ν+j)

∑
r=0

(−1)r
(

m + 2(ν + j)
r

)
Γ( β−α+r

2 )

Γ
(

β+α+r
2 − m − ν − j

) .

(75)

Theorem 20. Let t, �1, . . . , �t, m ∈ N0 Furthermore, let α ∈ C and β, c1, . . . , ct ∈ C \ Z−
0 .

Then
t+2Ft+1

[
α, 1 − α + m, c1 + �1, . . . , ct + �t ;

β, c1, . . . , ct ;
1
2

]

=
2m−α Γ(α − m) Γ(β)

Γ(α) Γ(β − α)
t

∏
k=1

(ck)�k

×
�t

∑
jt=0

· · ·
�1

∑
j1=0

(−1)jt
t

∏
k=1

Ajk (ck + jt − jk, �k)

×
m+2jt

∑
r=0

(−1)r
(

m + 2jt
r

)
Γ( β−α+r

2 )

Γ
(

β+α+r
2 − m − jt

) ,

(76)

where jk is the same as in (61).

6. Formulas Involving Finite Sums of t+1Ft

We provide formulae for finite sums of t+1Ft by using two identities in Theorems 3, 6,
9, 12, 15 and 18, which are stated in the following six theorems. This section contains just
the proof of Theorem 21. The proofs of the other theorems are omitted since they would
run concurrently with the proof of Theorem 21.

Theorem 21. Let � ∈ N, m ∈ N0 with � ≤ m, and α, β ∈ C. Furthermore, let α − β − m ∈
C \Z− and c ∈ C \Z−

0 . Further let �(β) < 2−m−�
2 . Then

�

∑
j=1

1
c + j − 1 4F3

[
α, β, c + �, c + j − 1 ;

1 + α − β − m, c, c + j ;
− 1

]
=

Γ(1 + α − β − m)

2 (c)� Γ(α)

×
�−1

∑
j=0

(−1)j(β)j Bj(c, �)
m−j

∑
r=0

(
m − j

r

) Γ
(

r+j+α
2

)
Γ
(

r+j+α
2 + 1 − β − m

) .

(77)

Proof. Multiplying both sides of (56) by (c)�, we get

∞

∑
k=0

(α)k (β)k (c)�+k
k! (1 + α − β − m)k (c)k

(−1)k =
Γ(1 + α − β − m)

2 Γ(α)

×
�

∑
j=0

(−1)j(β)j Aj(c, �)
m−j

∑
r=0

(
m − j

r

) Γ
(

r+j+α
2

)
Γ
(

r+j+α
2 + 1 − β − m

) .

(78)

Differentiating (c)�+k/(c)k = Γ(c + k + �)/Γ(c + k) with respect to c, we obtain

d
dc

(c)�+k
(c)k

=
(c)�+k
(c)k

{ψ(c + k + �)− ψ(c + k)}.
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Using (22), we find

d
dc

(c)�+k
(c)k

=
(c)�+k
(c)k

�

∑
j=1

1
c + j − 1 + k

.

Employing the fundamental identity Γ(z + 1) = z Γ(z), in view of (1), we have

�

∑
j=1

1
c + j − 1 + k

=
�

∑
j=1

Γ(c + j − 1 + k)
Γ(c + j + k)

=
�

∑
j=1

1
c + j − 1

· (c + j − 1)k
(c + j)k

.

We thus obtain

d
dc

(c)�+k
(c)k

=
(c)�(c + �)k

(c)k

�

∑
j=1

1
c + j − 1

· (c + j − 1)k
(c + j)k

. (79)

Differentiating both sides of (78) with respect to c and using (79), with the aid of (30)
and (45), we can get the desired identity (77).

Theorem 22. Let � ∈ N, m ∈ N0, and α, β ∈ C. Furthermore, let c, 1+α+β−m
2 ∈ C \Z−

0 . Then

�

∑
j=1

1
c + j − 1 4F3

⎡⎣ α, β, c + �, c + j − 1 ;
1 + α + β − m

2
, c, c + j ;

1
2

⎤⎦
=

2β−1 Γ
(

1+α+β−m
2

)
Γ(β) (c)�

�−1

∑
j=0

(α)j Bj(c, �)
m

∑
r=0

(
m
r

) Γ
(

β+j+r
2

)
Γ
(

1+α−m+j+r
2

) .

(80)

Theorem 23. Let � ∈ N, m ∈ N0 with 2� ≤ m. Furthermore, let α ∈ C, and β, c ∈ C \ Z−
0 .

Then
�

∑
j=1

1
c + j − 1 4F3

[
α, 1 − α − m, c + �, c + j − 1 ;

β, c, c + j ;
1
2

]
=

2−α−mΓ(β)

(c)� Γ(β − α)

×
�−1

∑
j=0

(α)j (1 − α − m)j Bj(c, �)
m−2j

∑
r=0

(
m − 2j

r

) Γ
(

β−α+r
2

)
Γ
(

β+α+r
2 + j

) .

(81)

Theorem 24. Let � ∈ N, m ∈ N0, and α, β ∈ C. Furthermore, let α − β + m ∈ C \ Z− and
c ∈ C \Z−

0 . Further let �(β) < 2+m−�
2 . Then

�

∑
j=1

1
c + j − 1 4F3

[
α, β, c + �, c + j − 1 ;

1 + α − β + m, c, c + j ;
− 1

]

=
Γ(1 + α − β + m)

2 (c)� Γ(α) (1 − β)m

×
�−1

∑
j=0

Bj(c, �)
m+j

∑
r=0

(
m + j

r

) (−1)r Γ
(

r+α+j
2

)
Γ
(

r+α−j
2 + 1 − β

) .

(82)
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Theorem 25. Let � ∈ N, m ∈ N0, and α, β ∈ C. Furthermore, let c, 1+α+β+m
2 ∈ C \Z−

0 . Then

�

∑
j=1

1
c + j − 1 4F3

⎡⎣ α, β, c + �, c + j − 1 ;
1 + α + β + m

2
, c, c + j ;

1
2

⎤⎦
=

2α−1

Γ(α) (c)�

Γ( 1+α+β+m
2 )Γ( 1−α+β−m

2 )

Γ( 1−α+β+m
2 )

×
�−1

∑
j=0

(β)j Bj(c, �)
m

∑
r=0

(
m
r

) (−1)r Γ
(

α+j+r
2

)
Γ( 1+β+j+r−m

2 )
.

(83)

Theorem 26. Let � ∈ N, m ∈ N0. Furthermore, let α ∈ C, and β, c ∈ C \Z−
0 . Then

�

∑
j=1

1
c + j − 1 4F3

[
α, 1 − α + m, c + �, c + j − 1 ;

β, c, c + j ;
1
2

]

=
2m−α Γ(α − m) Γ(β)

Γ(α) Γ(β − α) (c)�

�−1

∑
j=0

(−1)j Bj(c, �)

×
m+2j

∑
r=0

(−1)r
(

m + 2j
r

)
Γ( β−α+r

2 )

Γ
(

β+α+r
2 − m − j

) .

(84)

7. Particular Cases

We address the straightforward special instances of Theorems 3, 6, 9, 12, 15 and
18 when � = 1, which are specified in the following corollaries. The following are the
identities from Section 2: A0(c, 1) = c and A1(c, 1) = 1.

Corollary 1. Let m ∈ N0, and α, β ∈ C. Furthermore, let α − β − m ∈ C \Z− and c ∈ C \Z−
0 .

Further let �(β) < 1−m
2 . Then

3F2

[
α, β, c + 1 ;

1 + α − β − m, c ;
− 1

]

=
Γ(1 + α − β − m)

2 Γ(α)

{ m

∑
r=0

(
m
r

)
Γ
( r+α

2
)

Γ
( r+α

2 + 1 − β − m
)

− β

c

m−1

∑
r=0

(
m − 1

r

) Γ
(

r+α+1
2

)
Γ
(

r+α+1
2 + 1 − β − m

)}
.

(85)

Corollary 2. Let m ∈ N0, and α, β ∈ C. Furthermore, let c, 1+α+β−m
2 ∈ C \Z−

0 . Then

3F2

⎡⎣ α, β, c + 1 ;
1 + α + β − m

2
, c ;

1
2

⎤⎦ =
2β−1 Γ

(
1+α+β−m

2

)
Γ(β)

×
m

∑
r=0

(
m
r

){
Γ
(

β+r
2

)
Γ
(

1+α−m+r
2

) +
α Γ

(
β+1+r

2

)
c Γ

( 2+α−m+r
2

)}.

(86)
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Corollary 3. Let �, m ∈ N0. Furthermore, let α ∈ C, and β, c ∈ C \Z−
0 . Then

3F2

[
α, 1 − α − m, c + 1 ;

β, c ;
1
2

]

=
2−α−mΓ(β)

Γ(β − α)

{
m

∑
r=0

(
m
r

)Γ
(

β−α+r
2

)
Γ
(

β+α+r
2

)
+

α (1 − α − m)

c

m−2

∑
r=0

(
m − 2

r

) Γ
(

β−α+r
2

)
Γ
(

β+α+r
2 + 1

)}
.

(87)

Corollary 4. Let �, m ∈ N0, and α, β ∈ C. Furthermore, let α − β + m ∈ C \ Z− and
c ∈ C \Z−

0 . Further let �(β) < 2+m−�
2 . Then

3F2

[
α, β, c + 1 ;

1 + α − β + m, c ;
− 1

]

=
Γ(1 + α − β + m)

2 Γ(α) (1 − β)m

{
m

∑
r=0

(
m
r

)
(−1)r Γ

( r+α
2

)
Γ
( r+α

2 + 1 − β
)

+
1
c

m+1

∑
r=0

(
m + 1

r

) (−1)r Γ
(

r+α+1
2

)
Γ
(

r+α+1
2 − β

) }
.

(88)

Corollary 5. Let m ∈ N0, and α, β ∈ C. Furthermore, let c, 1+α+β+m
2 ∈ C \Z−

0 . Then

3F2

⎡⎣ α, β, c + 1 ;
1 + α + β + m

2
, c ;

1
2

⎤⎦ =
2α−1

Γ(α)
Γ( 1+α+β+m

2 )Γ( 1−α+β−m
2 )

Γ( 1−α+β+m
2 )

×
m

∑
r=0

(
m
r

)
(−1)r

{
Γ
(

α+r
2

)
Γ( 1+β+r−m

2 )
+

β Γ
(

1+α+r
2

)
c Γ( 2+β+r−m

2 )

}
.

(89)

Corollary 6. Let m ∈ N0. Furthermore, let α ∈ C, and β, c ∈ C \Z−
0 . Then

3F2

[
α, 1 − α + m, c + 1 ;

β, c ;
1
2

]
=

2m−α Γ(β) Γ(α − m)

Γ(α) Γ(β − α)

×
{

m

∑
r=0

(−1)r
(

m
r

)
Γ( β−α+r

2 )

Γ
(

β+α+r
2 − m

)
− 1

c

m+2

∑
r=0

(−1)r
(

m + 2
r

)
Γ( β−α+r

2 )

Γ
(

β+α+r
2 − m − 1

)}
.

(90)

Additionally, the following corollary demonstrates the special case of Theorem 4
where � = 1 = ρ.
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Corollary 7. Let m ∈ N0, and α, β ∈ C. Furthermore, let α − β − m ∈ C \ Z− and c, d ∈
C \Z−

0 . Further let �(β) < −m
2 . Then

4F3

[
α, β, c + 1, d + 1 ;

1 + α − β − m, c, d ;
− 1

]
=

Γ(1 + α − β − m)

2 c d Γ(α)

×
{

cd
m

∑
r=0

(
m
r

)
Γ
( r+α

2
)

Γ
( r+α

2 + 1 − β − m
)

− β d
m−1

∑
r=0

(
m − 1

r

) Γ
(

r+1+α
2

)
Γ
(

r+1+α
2 + 1 − β − m

)
− β (c + 1)

m−1

∑
r=0

(
m − 1

r

) Γ
(

r+1+α
2

)
Γ
(

r+1+α
2 + 1 − β − m

)
+ β(β + 1)

m−2

∑
r=0

(
m − 2

r

)
Γ
( r+2+α

2
)

Γ
( r+2+α

2 + 1 − β − m
)}.

(91)

8. Concluding Remarks and Posing Problems

Beginning with Gauss’s celebrated summation formula for 2F1(1) (5), an astoundingly
huge number of summation formulae for pFq (p, q ∈ N0), with a variety of arguments, have
been given (see, e.g., [9]). Following this trend, we established families of generalized sum-
mation formulas for t+2Ft+1 (t ∈ N) with its arguments −1 and 1/2 in Sections 4 and 5. We
did so by introducing two sequences of new numbers in Definition 1 and their derivatives
in Definition 2, as well as by selecting the six generalized summation formulas (15)–(20)
above. Furthermore, in Section 6, we demonstrated two identities related to finite sums of
4F3 by differentiating both sides of two formulae given here with respect to a particular
parameter, among many others. Further, in Section 7, we provided simple specific identities
for a few selected formulae in Sections 4 and 5.

In this study, the sequences of new numbers{Aj(α, �)
}�

j=0 and
{Bj(α, �)

}�
j=0

in Section 2 were helpful in establishing certain generalized summation formulas for pFq
with specific arguments. Further, it is expected that the newly introduced numbers would
be used substantially in other fields of study.

We conclude this paper by posing some problems:

(i) Give more detailed accounts of omitted proofs of Theorems in Sections 4 and 5.
(ii) Try to give more general formulas than those in Theorems 5, 8 and 11 as in the shape

of the left-handed member of (10).
(iii) Try to establish generalized summation formulas for pFq based on certain known ones

in the literature, by using the similar technique in this paper, with a particular aid of
the sequences of newly introduced numbers in Section 2.

(iv) Try to directly prove Equation (33) and Equation (35) from Definitions 1 and 2.
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Abstract: This paper is concerned with the existence and uniqueness of solutions for a Hilfer–
Hadamard fractional differential equation, supplemented with mixed nonlocal (multi-point, frac-
tional integral multi-order and fractional derivative multi-order) boundary conditions. The existence
of a unique solution is obtained via Banach contraction mapping principle, while the existence results
are established by applying the fixed point theorems due to Krasnoselskiĭ and Schaefer and Leray–
Schauder nonlinear alternatives. We demonstrate the application of the main results by presenting
numerical examples. We also derive the existence results for the cases of convex and non-convex
multifunctions involved in the multi-valued analogue of the problem at hand.

Keywords: Hilfer–Hadamard fractional derivative; Riemann–Liouville fractional derivative; Caputo
fractional derivative; fractional differential equations; inclusions; nonlocal boundary conditions;
existence and uniqueness; fixed point

1. Introduction

Fractional calculus is regarded as the generalization of the integer-order integration
and differentiation in the sense that it deals with derivative and integral operators of
an arbitrary real or complex order. This branch of mathematical analysis gained much
importance during the last few decades owing to its widespread applications in a variety
of disciplines, such as mechanical engineering, bioengineering, biology, physics, chem-
istry, economics, viscoelasticity, acoustics, optics, robotics, control theory, electronics, etc.
The main reason for the popularity of fractional calculus is that mathematical models based
on fractional-order operators are considered to be more realistic than the ones relying on
classical calculus as such operators are nonlocal in nature and can trace the history of
the phenomena under consideration. For the theoretical development of the subject, we
refer the reader to the monographs [1–9] and the references therein. For some recent
applications of fractional calculus concerning structural mechanics and, more specifically,
nonlocal elasticity, see [10–12].

Fractional-order boundary value problems constitute an important and interesting
area of research. It reflects from the literature on the topic that a good deal of work on
fractional differential equations involve either Caputo or Riemann–Liouville fractional
derivatives. However, these derivatives are found to be inappropriate in the study of
some engineering problems. In order to tackle such inaccuracies, some new fractional-
order derivative operators such as Hadamard, Erdeyl–Kober, Katugampola, etc., were
proposed. In [13], Hilfer introduced a new derivative, which is known as the Hilfer
fractional derivative and can generalize both Riemann–Liouville and Caputo derivatives.
For some applications of this derivative, we refer the interested reader to the investiga-
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tions [14,15]. For some recent results on initial and boundary value problems involving
Hilfer fractional derivative, for instance, see [16–22] and the references cited therein.

The fractional derivative presented by Hadamard in 1892 [23] differs from the well
known Caputo derivative in two significant ways: (i) its kernel involves a logarithmic
function with an arbitrary exponent and (ii) the Hadamard derivative of a constant is not
zero. One can find applications of the Hadamard derivative and integral operators in the
paper [24] and the monograph [2]. The Hadamard calculus can be obtained by changing
d/dt → td/dt, (t − s)(·) → (loge t − loge s)(·) and ds → (1/s)ds in Riemann–Liouville
and Caputo fractional derivatives. Later, the modification of Hilfer fractional derivative
resulted in the concept of the Hilfer–Hadamard derivative.

Existence results for Hilfer–Hadamard fractional differential equations of order in
(0, 1] were studied by several researchers, for instance, see [25–27]. To the best of our
knowledge, only a few results are available in the literature concerning boundary value
problems for Hilfer–Hadamard fractional differential equations of order in (1, 2]. Recently,
in [28], the authors applied the tools of the fixed-point theory to study the existence and
uniqueness of solutions for a boundary value problem of Hilfer–Hadamard fractional
differential equations with nonlocal integro-multi-point boundary conditions:⎧⎪⎨⎪⎩

HH Dα,β
1 x(t) = f (t, x(t)), t ∈ [1, T],

x(1) = 0,
m

∑
i=1

θix(ξi) = λ H Iδ
1 x(η),

where HH Dα,β
1 denote the Hilfer–Hadamard fractional derivative operator of order α ∈ (1, 2]

and type β ∈ [0, 1], θi, λ ∈ R and i = 1, 2, . . . , m, are given constants, f : [1, T]×R → R is a
given continuous function and H Iδ is the Hadamard fractional integral of order δ > 0 and
η, ξi ∈ (1, T), i = 1, 2, . . . , m.

In [29], the existence of solutions for the following system of sequential fractional
differential equations involving Hilfer–Hadamard type differential operators HD

.,. of
different orders was discussed:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

(HD
α1,β1
1+ + λ1HD

α1−1,β1
1+ )u(t) = f (t, u(t), v(t)), 1 < α1 ≤ 2, t ∈ [1, e],

(HD
α2,β2
1+ + λ2HD

α2−1,β2
1+ )v(t) = g(t, u(t), v(t)), 1 < α2 ≤ 2, t ∈ [1, e],

u(1) = 0, u(e) = A1, A1 ∈ R+,
v(1) = 0, v(e) = A2, A2 ∈ R+,

where λ1, λ2 ∈ R+ and f g : [1, e]×R2 → R are given continuous functions.
Motivated by the aforementioned work, our goal in this paper is to enrich the literature

on boundary value problems of Hilfer–Hadamard fractional differential equations of order
in (1, 2]. In precise terms, we introduce and study a nonlocal mixed Hilfer–Hadamard
boundary value problem of the following form:⎧⎪⎨⎪⎩

HH Dα,β
1 x(t) = f (t, x(t)), t ∈ [1, T],

x(1) = 0, x(T) =
m

∑
j=1

ηjx(ξ j) +
n

∑
i=1

ζi
H Iφi

1 x(θi) +
r

∑
k=1

λk H Dωk
1 x(μk),

(1)

where HH Dα,β
1 denotes the Hilfer–Hadamard fractional derivative operator of order α ∈ (1, 2]

and type β ∈ [0, 1] and ηj, ζi, λk ∈ R are given constants, f : [1, T] × R → R is a given
continuous function, H Iφi is the Hadamard fractional integral operator of order φi > 0
and ξ j, θi, μk ∈ (1, T), j = 1, 2, . . . , m, i = 1, 2, . . . , n, k = 1, 2, . . . , r. We also study the
multi-valued analogue of the problem (1).

Concerning the significance of problem (1), we recall that the Hilfer fractional deriva-
tive interpolates between the Riemann–Liouville and Caputo derivatives [13]. Analogously,
the Hilfer–Hadamard type fractional derivative covers the cases of the Riemann–Liouville–
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Hadamard and Caputo–Hadamard fractional derivatives. Thus, the present study will
be useful for improving the works related to glass forming materials [14], Turbulent
Flow Model [30], etc. Furthermore, several results involving the Caputo–Hadamard
fractional derivative [31–34] can be extended to the framework of Hilfer–Hadamard
fractional derivative.

It is well known that the nonlocal condition is more appropriate than the local con-
dition (initial and/or boundary) with respect to describing certain features of applied
mathematics and physics correctly (see the survey paper [35]). More specifically, the bound-
ary conditions arising in the study of boundary value problems of nonlocal elasticity are
always nonlocal in nature. This is due to the fact that the long-range interactions within
nonlocal solids give rise to nonlocal traction (force) boundary conditions.

Here, we remark that there are only two articles [28,29] in the literature (to the best
of our knowledge) concerning boundary value problems for Hilfer–Hadamard fractional
differential equations of the order in (1, 2]. Much of the known studies in the literature deals
with initial value problems of Hilfer–Hadamard fractional differential equations of the order
in (0, 1]. The two classes of problems are entirely different. The methodology employed to
study the Hilfer–Hadamard fractional differential equations of the order in (0, 1] is different
from the one applied to such equations of the order in (1, 2]. Thus, our main objective in
this paper is to enrich the new research area on Hilfer–Hadamard fractional differential
equations of the order in (1, 2]. Moreover, the mixed boundary conditions introduced in
the present study are of a more general type and include multi-point, fractional integral
multi-order and fractional derivative multi-order contributions.

One can notice that the boundary conditions considered in problem (1) reduce to
several special cases such as (i) nonlocal multi-point boundary conditions if we choose all
ζi = 0, i = 1, 2, . . . , n and λk = 0, k = 1, 2, . . . , r; (ii) nonlocal Hadamard fractional integral
boundary conditions when all ηj = 0, j = 1, 2, . . . , m and λk = 0, k = 1, 2, . . . , r; and (iii) non-
local Hadamard fractional boundary conditions if we take all ηj = 0, j = 1, 2, . . . , m and
ζi = 0, i = 0, k = 1, 2, . . . , n. Likewise, we can consider the combination of nonlo-
cal multipoint and Hadamard fractional integral conditions when we fix all λk = 0,
k = 1, 2, . . . , r and so on. Thus, the results presented in this paper are significant as they
specialize to the ones associated with several interesting boundary conditions. Another
novelty in the present work is concerned with the derivation of the existence results for the
Hilfer–Hadamard fractional differential inclusions of the order in (1, 2] supplemented with
the mixed boundary conditions. Thus, the investigation of single-valued and multi-valued
nonlocal nonlinear Hilfer–Hadamard fractional boundary value problems of the order in
(1, 2] enhances the scope of the literature on the topic.

The remaining part of this manuscript is arranged as follows. Section 2 contains some
basic notions and known results of fractional differential calculus. In Section 3, we first
prove an auxiliary result that plays a key role in transforming the given problem into a
fixed point problem. Then, based on Banach’s contraction mapping principle, we establish
the existence of a unique solution for the problem (1). By using the fixed point theorems
due to Krasnoselskiĭ and Schaefer and nonlinear alternative of Leray–Schauder type, we
prove some existence results for problem (1). Examples illustrating the applicability of the
main results are also presented in this section. The existence results for the multi-valued
analogue of the problem (1) are obtained in Section 4. Some interesting observations are
presented in the last section of the paper.

2. Preliminaries

In this section, we recall some basic concepts.

Definition 1. (Hadamard fractional integral [2]). Let f : [a, ∞) → R. Then, the Hadamard
fractional integral of order α > 0 is defined as follows:

H Iα
a f (t) =

1
Γ(α)

∫ t

a

(
log

t
z

)α−1 f (z)
z

dz, t > a, (2)
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provided that the integral exists, where log(.) = loge(.).

Definition 2. (Hadamard fractional derivative [2]). For a function f : [a, ∞) → R, the Hadamard
fractional derivative of order α > 0 is defined as follows:

H Dα
a f (t) = δn

(
H In−α

a f
)
(t), n = [α] + 1, (3)

where δn = (t d
dt )

n and [α] denote the integer part of the real number α.

Lemma 1. [2] If α > 0, β > 0 and 0 < a < b < ∞, then

(i)
(

H Iα
a+

(
log

t
a

)β−1)
(x) =

Γ(β)

Γ(β + α)

(
log

x
a

)β+α−1
;

(ii)
(

H Dα
a+

(
log

t
a

)β−1)
(x) =

Γ(β)

Γ(β − α)

(
log

x
a

)β−α−1
.

In particular, if β = 1, then the following is the case:

(H Dα
a+)(1) =

1
Γ(1 − α)

(
log

x
a

)−α �= 0, 0 < α < 1.

Definition 3. (Hilfer–Hadamard fractional derivative [15]). Let f ∈ L1(a, b) and n − 1 < α < n,
0 ≤ β ≤ 1. We define the Hilfer–Hadamard fractional derivative of order α and type β for f
as follows:

(HH Dα,β
a f )(t) = (H Iβ(n−α)

a δn H I(n−α)(1−β)
a f )(t)

= (H Iβ(n−α)
a δn H I(n−γ)

a f )(t)

= (H Iβ(n−α)
a H Dγ

a f )(t), γ = α + nβ − αβ,

where H I(.)a and H D(.)
a are defined by (2) and (3), respectively.

Here, we remark that the Hilfer–Hadamard fractional derivative reduces to the
Hadamard fractional derivative for β = 0 and corresponds to the Caputo–Hadamard
derivative for β = 1 given in the following equation:

C
H Dα

a f (t) =
(

H In−α
a δn f

)
(t), n = [α] + 1.

Next, we recall the following known theorem that will be used in the sequel.

Theorem 1. ([5]). Let α > 0, 0 ≤ β ≤ 1, γ = α + nβ − αβ, n = [α] + 1 and 0 < a < b < ∞.
If f ∈ L1(a, b) and (H In−γ

a f )(t) ∈ ACn
δ [a, b], then the following is the case:

H Iα
a (

HH Dα,β
a f )(t) = H Iγ

a (
HH Dγ

a f )(t)

= f (t)−
n−1

∑
j=0

(δ(n−j−1)(H In−γ
a f ))(a)

Γ(γ − j)

(
log

t
a

)γ−j−1

.

Observe that Γ(γ − j) exists for all j = 1, 2, . . . , n − 1 for γ ∈ [α, n].

3. Main Results

This section is concerned with the existence and uniqueness of solutions for the
nonlinear Hilfer–Hadamard fractional boundary value problem (1). First of all, we prove
an auxiliary lemma dealing with the linear variant of the boundary value problem (1),
which will be used to transform the problem at hand into an equivalent fixed point problem.
In the case n = [α] + 1 = 2, we have γ = α + (2 − α)β.
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Lemma 2. Let h ∈ C([1, T],R) and that

Λ = (log T)γ−1 −
m

∑
j=1

ηj(log ξ j)
γ−1 −

n

∑
i=1

ζi
Γ(γ)

Γ(γ + φi)
(log θi)

γ+φi−1

−
r

∑
k=1

λk
Γ(γ)

Γ(γ − ωk)
(log μk)

γ−ωk−1 �= 0. (4)

Then, x is a solution of the following linear Hilfer–Hadamard fractional boundary value problem:⎧⎪⎨⎪⎩
HH Dα,β

1 x(t) = h(t, ), t ∈ [1, T],

x(1) = 0, x(T) =
m

∑
j=1

ηjx(ξ j) +
n

∑
i=1

ζi
H Iφi

1 x(θi) +
r

∑
k=1

λk H Dωk
1 x(μk),

(5)

if and only if it satisfies the integral equation:

x(t) = H Iα
1 h(t) +

(log t)γ−1

Λ

{
m

∑
j=1

H Iαh(ξ j) +
n

∑
i=1

ζi
H Iα+φi h(θi)

+
r

∑
k=1

λk
H Iα−ωk h(μk)− H Iαh(T)

}
, t ∈ [1, T]. (6)

Proof. Applying the Hadamard fractional integral operator of order α from 1 to t on both
sides of Hilfer–Hadamard fractional differential equation in (5) and using Theorem 1, we
find that

x(t)− δ(H I2−γ
1+ x)(1)
Γ(γ)

(log t)γ−1 − (H I2−γ
1+ x)(1)

Γ(γ − 1)
(log t)γ−2 = H Iα

1 h(t), (7)

which can be rewritten as follows:

x(t) = c0(log t)γ−1 + c1(log t)γ−2 +
1

Γ(α)

∫ t

1

h(s)
s

(
log

t
s

)α−1
ds, (8)

where c0 and c1 are arbitrary constants. Using the first boundary condition (x(1) = 0) in (8)
yields c1 = 0, since γ ∈ [α, 2]. In consequence, (8) takes the following form:

x(t) = c0(log t)γ−1 +
1

Γ(α)

∫ t

1

(
log

t
s

)α−1 h(s)
s

ds. (9)

Now, inserting (9) into the second boundary condition:

x(T) =
m

∑
j=1

ηjx(ξ j) +
n

∑
i=1

ζi
H Iφi

1 x(θi) +
r

∑
k=1

λk H Dωk
1 x(μk),

and using notation (4), we obtain the following:

c0 =
1
Λ

{
m

∑
j=1

H Iαh(ξ j) +
n

∑
i=1

ζi
H Iα+φi h(θi) +

r

∑
k=1

λk
H Iα−ωk h(μk)− H Iαh(T)

}
.

Substituting the value of c0 in (9) results in Equation (6) as desired. By direct computa-
tion, one can obtain the converse of the lemma. The proof is completed.

Let X = C
(
[1, T],R

)
be the Banach space endowed with the norm

‖x‖ := max
t∈[1,T]

|x(t)|.
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In view of Lemma 2 and Definition 1, we introduce an operator F : X → X associated
with the problem (1) as follows:

F (x)(t) =
1

Γ(α)

∫ t

1

(
log

t
z

)α−1 f (z, x(z))
z

dz

+
(log t)γ−1

Λ

{
m

∑
j=1

ηj

Γ(α)

∫ ξ j

1

(
log

ξ j

z

)α−1 f (z, x(z))
z

dz

+
n

∑
i=1

ζi
Γ(α + φi)

∫ θi

1

(
log

θi
z

)α+φi−1 f (z, x(z))
z

dz

+
r

∑
k=1

λk
Γ(α − ωk)

∫ μk

1

(
log

μk
z

)α−ωk−1 f (z, x(z))
z

dz

− 1
Γ(α)

∫ T

1

(
log

T
z

)α−1 f (z, x(z))
z

dz

}
, t ∈ [1, T]. (10)

In the sequel, we use the following notation:

Ω =
(log T)α

Γ(α + 1)
+

(log T)γ−1

|Λ|

{
m

∑
i=j

|ηj|(log ξ j)
α

Γ(α + 1)
+

n

∑
i=1

|ζi|(log θi)
α+φi

Γ(α + φi + 1)

+
r

∑
k=1

|λk|(log μk)
α−ωk

Γ(α − ωk + 1)
+

(log T)α

Γ(α + 1)

}
. (11)

3.1. Uniqueness Result

Here, by applying Banach’s contraction mapping principle [36], we prove the existence
of a unique solution for problem (1).

Theorem 2. Suppose that the following condition holds:

(H1)There exists a constant l > 0 such that for all t ∈ [1, T] and ui ∈ R, i = 1, 2,.

| f (t, u1)− f (t, u2)| ≤ l|u1 − u2|.

Then, the nonlinear Hilfer–Hadamard fractional boundary value problem (1) has a unique
solution on [1, T] if lΩ < 1, where Ω is defined by (11).

Proof. We will verify that the operator F defined by (10) satisfies the hypotheses of
Banach’s contraction mapping principle. Fixing N = maxt∈[1,T] | f (t, 0)| < ∞ and using the
assumption (H1), we obtain the following:

| f (t, x(t))| ≤ l|x(t)|+ | f (t, 0)| ≤ l‖x‖+ N. (12)

The proof is divided into two steps.
Step I : We show that F (Br) ⊂ Br, where Br = {x ∈ X : ‖x‖ < r} with r ≥ NΩ/(1 − lΩ).
Let x ∈ Br. Then, we have the following:
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|F (x)(t)| ≤ 1
Γ(α)

∫ t

1

(
log

t
z

)α−1 | f (z, x(z))|
z

dz

+
(log t)γ−1

Λ

{
m

∑
j=1

|ηj|
Γ(α)

∫ ξ j

1

(
log

ξ j

z

)α−1 | f (z, x(z))|
z

dz

+
n

∑
i=1

|ζi |
Γ(α + φi)

∫ θi

1

(
log

θi

z

)α+φi−1 | f (z, x(z))|
z

dz

+
r

∑
k=1

|λk |
Γ(α − ωk)

∫ μk

1

(
log

μk
z

)α−ωk−1 | f (z, x(z))|
z

dz

+
1

Γ(α)

∫ T

1

(
log

T
z

)α−1 | f (z, x(z))|
z

dz

}

≤ (log T)α

Γ(α + 1)
(l‖x‖+ N) +

(log T)γ−1

|Λ|

{
m

∑
i=j

|ηj|(log ξ j)
α

Γ(α + 1)
+

n

∑
i=1

|ζi |(log θi)
α+φi

Γ(α + φi + 1)

+
r

∑
k=1

|λk |(log μk)
α−ωk

Γ(α − ωk + 1)
+

(log T)α

Γ(α + 1)

}
(l‖x‖+ N)

≤
[
(log T)α

Γ(α + 1)
+

(log T)γ−1

|Λ|

{
m

∑
i=j

|ηj|(log ξ j)
α

Γ(α + 1)
+

n

∑
i=1

|ζi |(log θi)
α+φi

Γ(α + φi + 1)

+
r

∑
k=1

|λk |(log μk)
α−ωk

Γ(α − ωk + 1)
+

(log T)α

Γ(α + 1)

}]
(lr + N)

= Ω(lr + N) ≤ r.

Thus, the following is the case:

‖F (x)‖ = max
t∈[1,T]

|F (u)(t)| ≤ r,

which means that F (Br) ⊂ Br.
Step II: To show that the operator F is a contraction, let x1, x2 ∈ X. Then, for any t ∈ [1, T],
we have the following:

|F (x2)(z)−F (x1)(z)|
≤ 1

Γ(α)

∫ t

1

(
log

t
z

)α−1 | f (z, x2(z))− f (z, x1(z))|
z

dz

+
(log t)γ−1

|Λ|

{
m

∑
j=1

|ηj|
Γ(α)

∫ ξ j

1

(
log

ξ j

z

)α−1 | f (z, x2(z))− f (z, x1(z))|
z

dz

+
n

∑
i=1

|ζi|
Γ(α + φi)

∫ θi

1

(
log

θi
z

)α+φi−1 | f (z, x2(z))− f (z, x1(z))|
z

dz

+
r

∑
k=1

|λk|
Γ(α − ωk)

∫ μk

1

(
log

μk
z

)α−ωk−1 | f (z, x2(z))− f (z, x1(z))|
z

dz

+
1

Γ(α)

∫ T

1

(
log

t
z

)α−1 | f (z, x2(z))− f (z, x1(z))|
z

dz

}

≤
[
(log T)α

Γ(α + 1)
+

(log T)γ−1

|Λ|

{
m

∑
i=j

|ηj|(log ξ j)
α

Γ(α + 1)
+

n

∑
i=1

|ζi|(log θi)
α+φi

Γ(α + φi + 1)

+
r

∑
k=1

|λk|(log μk)
α−ωk

Γ(α − ωk + 1)
+

(log T)α

Γ(α + 1)

}]
l‖x2 − x1‖.
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Thus, the following is the case:

‖F (x2)−F (x1)‖ = max
t∈[1,T]

|F (x2)(t)−F (x1)(t)| ≤ lΩ‖x2 − x1‖,

which, in view of lΩ < 1, shows that the operator F is a contraction. Hence, the operator
F has a unique fixed point by Banach’s contraction mapping principle. Therefore, the
problem (1) has a unique solution on [1, T]. The proof is completed.

3.2. Existence Results

In this subsection, we present different criteria for the existence of solutions for the prob-
lem (1). First, we prove an existence result based on Krasnoselskiĭ’s fixed point theorem [37].

Theorem 3. Let f : [1, T]×R → R be a continuous function satisfying (H1). In addition, we
assume that the following condition is satisfied:

(H2)There exists a continuous function φ ∈ C([1, T],R+) such that

| f (t, x)| ≤ φ(t), for each (t, u) ∈ [1, T]×R.

Then, the nonlinear Hilfer–Hadamard fractional boundary value problem (1) has at least one
solution on [1, T], provided that the following condition holds:

(log T)γ−1

|Λ|

{
m

∑
i=j

|ηj|(log ξ j)
α

Γ(α + 1)
+

n

∑
i=1

|ζi|(log θi)
α+φi

Γ(α + φi + 1)

+
r

∑
k=1

|λk|(log μk)
α−ωk

Γ(α − ωk + 1)
+

(log T)α

Γ(α + 1)

}
l < 1. (13)

Proof. By assumption (H2), we can fix ρ ≥ Ω‖φ‖ and consider a closed ball Bρ = {x ∈
C([1, T],R) : ‖x‖ ≤ ρ}, where ‖φ‖ = supt∈[1,T] |φ(t)| and Ω is given by (11). We verify the
hypotheses of Krasnoselskiĭ’s fixed point theorem [37] by splitting the operator F defined
by (10) on Bρ to C([1, T],R) as F = F1 +F2, where F1 and F2 are defined by the following:

(F1x)(t) =
1

Γ(α)

∫ t

1

(
log

t
z

)α−1 f (z, x(z))
z

dz, t ∈ [1, T],

(F2x)(t) =
(log t)γ−1

Λ

{
m

∑
j=1

ηj

Γ(α)

∫ ξ j

1

(
log

ξ j

z

)α−1 f (z, x(z))
z

dz

+
n

∑
i=1

ζi
Γ(α + φi)

∫ θi

1

(
log

θi
z

)α+φi−1 f (z, x(z))
z

dz

+
r

∑
k=1

λk
Γ(α − ωk)

∫ μk

1

(
log

μk
z

)α−ωk−1 f (z, x(z))
z

dz

− 1
Γ(α)

∫ T

1

(
log

t
z

)α−1 f (z, x(z))
z

dz

}
, t ∈ [1, T].

For any x, y ∈ Bρ, we have the following:
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|(F1x)(t) + (F2y)(t)| ≤ 1
Γ(α)

∫ t

1

(
log

t
z

)α−1 | f (z, x(z))|
z

dz

+
(log t)γ−1

|Λ|

{
m

∑
j=1

|ηj|
Γ(α)

∫ ξ j

1

(
log

ξ j

z

)α−1 | f (z, x(z))|
z

dz

+
n

∑
i=1

|ζi|
Γ(α + φi)

∫ θi

1

(
log

θi
z

)α+φi−1 | f (z, x(z))|
z

dz

+
r

∑
k=1

|λk|
Γ(α − ωk)

∫ μk

1

(
log

μk
z

)α−ωk−1 | f (z, x(z))|
z

dz

+
1

Γ(α)

∫ T

1

(
log

t
z

)α−1 | f (z, x(z))|
z

dz

}

≤
[
(log T)α

Γ(α + 1)
+

(log T)γ−1

|Λ|

{
m

∑
i=j

|ηj|(log ξ j)
α

Γ(α + 1)
+

n

∑
i=1

|ζi|(log θi)
α+φi

Γ(α + φi + 1)

+
r

∑
k=1

|λk|(log μk)
α−ωk

Γ(α − ωk + 1)
+

(log T)α

Γ(α + 1)

}]
‖φ‖

= Ω‖φ‖ ≤ ρ.

Hence, ‖F1x +F2y‖ ≤ ρ, which shows that F1x +F2y ∈ Bρ. By condition (13), it is
easy to prove that the operator F2 is a contraction mapping. The operator F1 is continuous
by the continuity of f . Moreover, F1 is uniformly bounded on Bρ, since

‖F1x‖ ≤ (log T)α

Γ(α + 1)
‖φ‖.

Finally, we prove the compactness of the operator F1. For t1, t2 ∈ [1, T], t1 < t2, we have
the following case:

|F1x(t2)−F1x(t1)|

≤ 1
Γ(α)

∫ t1

1

[(
log

t2

z

)α−1

−
(

log
t1

z

)α−1
]
| f (z, x(z))|

z
dz

+
1

Γ(α)

∫ t2

t1

(
log

t2

z

)α−1 | f (z, x(z))|
z

dz

≤ ‖φ‖
Γ(α + 1)

[
2(log t2 − log t1)

α + |(log t2)
α − (log t1)

α|
]
,

which tends to zero independently of x ∈ Bρ, as t1 → t2. Thus, F1 is equicontinuous. By the
application of the Arzelá–Ascoli theorem, we deduce that operator F1 is compact on Bρ.
Thus, the hypotheses of Krasnoselskiĭ’s fixed point theorem [37] hold true. In consequence,
there exists at least one solution for the nonlinear Hilfer–Hadamard fractional boundary
value problem (1) on [1, T], which completes the proof.

Our next existence result is based on Schaefer’s fixed point theorem [38].

Theorem 4. Let f : [1, T]×R → R be a continuous function satisfying the following assumption:

(H3)There exists a real constant M > 0 such that for all t ∈ [1, T], u ∈ R,

| f (t, u)| ≤ M.

Then, there exists at least one solution for the nonlinear Hilfer–Hadamard fractional boundary
value problem (1) on [1, T].
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Proof. We will prove that the operator F , defined by (10), has a fixed point by using
Schaefer’s fixed point theorem [38]. The proof is given in two steps.
Step I. We show that the operator F : X → X is completely continuous.
Let us first establish that F is continuous. Let {xn} be a sequence such that xn → x in X.
Then, for each t ∈ [1, T], we have the following:

|F (xn)(t)−F (x)(t)|
≤ 1

Γ(α)

∫ t

1

(
log

t
z

)α−1 | f (z, xn(z))− f (z, x(z))|
z

dz

+
(log t)γ−1

|Λ|

{
m

∑
j=1

|ηj|
Γ(α)

∫ ξ j

1

(
log

ξ j

z

)α−1 | f (x, xn(z))− f (z, x(z))|
z

dz

+
n

∑
i=1

|ζi|
Γ(α + φi)

∫ θi

1

(
log

θi
z

)α+φi−1 | f (z, xn(z))− f (z, x(z))|
z

dz

+
r

∑
k=1

|λk|
Γ(α − ωk)

∫ μk

1

(
log

μk
z

)α−ωk−1 | f (z, xn(z))− f (z, x(z))|
z

dz

+
1

Γ(α)

∫ T

1

(
log

t
z

)α−1 | f (z, xn(z))− f (z, x(z))|
z

dz

}
.

Taking into account the fact that f is continuous, that is, | f (s, xn(s))− f (s, x(s))| →
0 as xn → x, we obtain from the foregoing inequality that the following is the case:

‖F (xn)−F (x)‖ → 0 as xn → x.

Hence, F is continuous.
Now we show that the operator F which maps bounded sets into bounded sets in X.

For R > 0, let BR = {x ∈ X : ‖x‖ ≤ R}. Then, for t ∈ [1, T], we have the following case:

|F (x)(t)| ≤ 1
Γ(α)

∫ t

1

(
log

t
z

)α−1 | f (z, x(z))|
z

dz

+
(log t)γ−1

|Λ|

{
m

∑
j=1

|ηj|
Γ(α)

∫ ξ j

1

(
log

ξ j

z

)α−1 | f (z, x(z))|
z

dz

+
n

∑
i=1

|ζi|
Γ(α + φi)

∫ θi

1

(
log

θi
z

)α+φi−1 | f (z, x(z))|
z

dz

+
r

∑
k=1

|λk|
Γ(α − ωk)

∫ μk

1

(
log

μk
z

)α−ωk−1 | f (z, x(z))|
z

dz

+
1

Γ(α)

∫ T

1

(
log

t
z

)α−1 | f (z, x(z))|
z

dz

}

≤ (log T)α

Γ(α + 1)
M +

(log T)γ−1

|Λ|

{
m

∑
i=j

|ηj|(log ξ j)
α

Γ(α + 1)
+

n

∑
i=1

|ζi|(log θi)
α+φi

Γ(α + φi + 1)

+
r

∑
k=1

|λk|(log μk)
α−ωk

Γ(α − ωk + 1)
+

(log T)α

Γ(α + 1)

}
M,
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which, after taking the norm for t ∈ [1, T], results in the following inequality:

‖F (x)‖ ≤ (log T)α

Γ(α + 1)
M +

(log T)γ−1

|Λ|

{
m

∑
i=j

|ηj|(log ξ j)
α

Γ(α + 1)
+

n

∑
i=1

|ζi|(log θi)
α+φi

Γ(α + φi + 1)

+
r

∑
k=1

|λk|(log μk)
α−ωk

Γ(α − ωk + 1)
+

(log T)α

Γ(α + 1)

}
M.

Next, we show that bounded sets are mapped into equicontinuous sets by F . For
t1, t2 ∈ [1, T], t1 < t2 and u ∈ BR, we obtain the following:

|F (x)(t2)−F (x)(t1)|

≤ 1
Γ(α)

∫ t1

1

[(
log

t2

z

)α−1

−
(

log
t1

z

)α−1
]
| f (z, x(z))|

z
dz

+
1

Γ(α)

∫ t2

t1

(
log

t2

z

)α−1 | f (z, x(z))|
z

dz

+
|(log t2)

γ−1 − (log t1)
γ−1|

|Λ|

{
m

∑
j=1

|ηj|
Γ(α)

∫ ξ j

1

(
log

ξ j

z

)α−1 | f (z, x(z))|
z

dz

+
n

∑
i=1

|ζi|
Γ(α + φi)

∫ θi

1

(
log

θi
z

)α+φi−1 | f (z, x(z))|
z

dz

+
r

∑
k=1

|λk|
Γ(α − ωk)

∫ μk

1

(
log

μk
z

)α−ωk−1 | f (z, x(z))|
z

dz

+
1

Γ(α)

∫ T

1

(
log

t
z

)α−1 | f (z, x(z))|
z

dz

}

≤ M
Γ(α + 1)

[
2(log t2 − log t1)

α + |(log t2)
α − (log t1)

α|
]

+
|(log t2)

γ−1 − (log t1)
γ−1|

|Λ|

{
m

∑
i=j

|ηj|(log ξ j)
α

Γ(α + 1)
+

n

∑
i=1

|ζi|(log θi)
α+φi

Γ(α + φi + 1)

+
r

∑
k=1

|λk|(log μk)
α−ωk

Γ(α − ωk + 1)
+

(log T)α

Γ(α + 1)

}
M,

which tends to zero independently of x ∈ BR, as t1 → t2. Thus, the operator F : X → X is
completely continuous by applying the Arzelá–Ascoli theorem.
Step II.: We show that the set E = {x ∈ X | x = νF (x), 0 ≤ ν ≤ 1} is bounded. Let
x ∈ E , then x = νF (x). For any t ∈ [1, T], we have x(t) = νF (x)(t). Then, in view of the
hypothesis (H3), as in Step I, we obtain

|x(t)| ≤ (log T)α

Γ(α + 1)
M +

(log T)γ−1

|Λ|

{
m

∑
i=j

|ηj|(log ξ j)
α

Γ(α + 1)
+

n

∑
i=1

|ζi|(log θi)
α+φi

Γ(α + φi + 1)

+
r

∑
k=1

|λk|(log μk)
α−ωk

Γ(α − ωk + 1)
+

(log T)α

Γ(α + 1)

}
M.
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Thus, the following is the case:

‖x‖ ≤ (log T)α

Γ(α + 1)
M +

(log T)γ−1

|Λ|

{
m

∑
i=j

|ηj|(log ξ j)
α

Γ(α + 1)
+

n

∑
i=1

|ζi|(log θi)
α+φi

Γ(α + φi + 1)

+
r

∑
k=1

|λk|(log μk)
α−ωk

Γ(α − ωk + 1)
+

(log T)α

Γ(α + 1)

}
M,

which shows that the set E is bounded. Thus, it follows by Schaefer’s fixed point theo-
rem [38] that the operator F has at least one fixed point. Therefore, there exists at least
one solution for the nonlinear Hilfer–Hadamard fractional boundary value problem (1) on
[1, T]. This completes the proof.

We apply the Leray–Schauder nonlinear alternative [39] to prove our last existence result.

Theorem 5. Let f ∈ C([1, T]×R,R). In addition, it is assumed that the following conditions
are satisfied:

(H4)There exist p ∈ C([1, T],R+) and a continuous nondecreasing function ψ : R+ → R+ such
that | f (t, u)| ≤ p(t)ψ(‖u‖) for each (t, u) ∈ [1, T]×R;

(H5)There exists a constant K > 0 such that

K
Ω‖p‖ψ(K)

> 1,

where Ω is defined by (11).
Then, the nonlinear Hilfer–Hadamard fractional boundary value problem (1) has at least one

solution on [1, T].

Proof. As argued in Theorem 4, one can obtain that the operator F is completely continu-
ous. Next, we establish that we can find an open set U ⊆ C([1, T],R) with x �= μF (x) for
μ ∈ (0, 1) and x ∈ ∂U.

Let x ∈ C([1, T],R) be such that x = μF (x) for some 0 < μ < 1. Then, for each
t ∈ [1, T], we have the following case:

|x(t)| ≤ 1
Γ(α)

∫ t

1

(
log

t
z

)α−1 | f (z, x(z))|
z

dz

+
(log t)γ−1

|Λ|

{
m

∑
j=1

|ηj|
Γ(α)

∫ ξ j

1

(
log

ξ j

z

)α−1 | f (z, x(z))|
z

dz

+
n

∑
i=1

|ζi|
Γ(α + φi)

∫ θi

1

(
log

θi
z

)α+φi−1 | f (z, x(z))|
z

dz

+
r

∑
k=1

|λk|
Γ(α − ωk)

∫ μk

1

(
log

μk
z

)α−ωk−1 | f (z, x(z))|
z

dz

+
1

Γ(α)

∫ T

1

(
log

t
z

)α−1 | f (z, x(z))|
z

dz

}

≤
[
(log T)α

Γ(α + 1)
+

(log T)γ−1

|Λ|

{
m

∑
i=j

|ηj|(log ξ j)
α

Γ(α + 1)
+

n

∑
i=1

|ζi|(log θi)
α+φi

Γ(α + φi + 1)

+
r

∑
k=1

|λk|(log μk)
α−ωk

Γ(α − ωk + 1)
+

(log T)α

Γ(α + 1)

}]
‖p‖ψ(‖x‖).
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Consequently, we obtain
‖x‖

Ω‖p‖ψ(‖x‖) ≤ 1.

In view of (H5), there is no solution x such that ‖x‖ �= K. Let us set the following:

U = {x ∈ C([1, T],R) : ‖x‖ < K}.

The operator F : U → C([1, T],R) is continuous and completely continuous. Note
that there is no u ∈ ∂U such that x = μF (x) for some μ ∈ (0, 1), by the choice of U.
Thus, it follows by the Leray–Schauder nonlinear alternative [39] that F has a fixed point
x ∈ U which is a solution of the nonlinear Hilfer–Hadamard fractional boundary value
problem (1). This ends the proof.

3.3. Examples

Consider the following Hilfer–Hadamard fractional boundary value problem:⎧⎪⎨⎪⎩
HH Dα,β

1 x(t) = f (t, x(t)), t ∈ [1, T],

x(1) = 0, x(T) =
m

∑
j=1

ηjx(ξ j) +
n

∑
i=1

ζi
H Iφi

1 x(θi) +
r

∑
k=1

λk H Dωk
1 x(μk),

(14)

with α = 5/3, β = 3/4, T = 5, m = 4, n = 3, r = 2, η1 = 1/15, η2 = 1/10, η3 = 2/15, η4 =
1/6, ξ1 = 5/4, ξ2 = 3/2, ξ3 = 7/4, ξ4 = 2, ζi = 1/18, ζ2 = 1/9, ζ3 = 1/6, φ1 = 1/2, φ2 =
1, φ3 = 3/2, θ1 = 5/2, θ2 = 3, θ3 = 7/2, λ1 = 1/28, λ2 = 1/14, ω1 = 1/4, ω2 = 2/3, μ1 =
4, μ2 = 9/2 and f (t, x(t)) to be fixed later. Using the given data, it is found that γ =
23/12, Λ ≈ 0.662923 (Λ is given by (4)), Ω ≈ 39.388095 (Ω is given by (11)).

(a). For illustrating Theorem 2, we take

f (t, x) =
ae−(t−1)2

15
arctan x +

sin t + 1√
t3 + 1

, t ∈ [1, 5], (15)

where a is a positive real constant. Obviously, the nonlinear function f (t, x) satisfies the
assumption (H1) with l = a/15 and the condition lΩ < 1 holds for a < 0.3808257. Thus,
the hypothesis of Theorem 2 is satisfied; hence, the problem (14) with f (t, x) given by (15)
has a unique solution on [1, 5].

(b). In order to illustrate Theorem 3, we take the following function:

f (t, x) =
|x|

[(t − 1)2 + 100](1 + |x|) + cos t, t ∈ [1, 5]. (16)

It is easy to verify that the nonlinear function f (t, x) satisfies the assumption (H1)
with l = 1/100 and that

(log T)γ−1

|Λ|

{
m

∑
i=j

|ηj|(log ξ j)
α

Γ(α + 1)
+

n

∑
i=1

|ζi|(log θi)
α+φi

Γ(α + φi + 1)

+
r

∑
k=1

|λk|(log μk)
α−ωk

Γ(α − ωk + 1)
+

(log T)α

Γ(α + 1)

}
l ≈ 0.379190 < 1.

Thus, the assumptions of Theorem 3 hold true. Therefore, by the conclusion of
Theorem 3, there exists at least one solution for the problem (14) with f (t, x) given by
(16) on [1, 5].

(c). Now, we illustrate Theorem 4 with the aid of the following nonlinear function:

f (t, x) =
e1−t

t2 + 4
cos4

(
3 + 2|x|
1 + |x|2

)
+

1
10

√
(t2 + 11), t ∈ [1, 5]. (17)
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It is easy to obtain that | f (t, x)| ≤ 4/5. Thus, by the conclusion of Theorem 4,
the problem (14) with f (t, x) given by (17) has at least one solutions on [1, 5].

(d). Finally, we demonstrate the application of Theorem 5 by considering the nonlin-
ear function:

f (t, x) =
2

[(t − 1)2 + 100]

(
|x| cos(5 + 2|x|) + 1

2

)
, t ∈ [1, 5]. (18)

Note that | f (t, x)| ≤ p(t)ψ(‖x‖), where p(t) = 2[(t − 1)2 + 100]−1 (‖p‖ = 1/50)
and ψ(‖x‖) = ‖x||+ 1/2. By the condition (H5), we find that K > 1.85584. Thus, all the
assumptions of Theorem 5 hold true; hence, its conclusion ensures the existence of at least
one solution for the problem (14) with f (t, x) given by (18) on [1, 5].

4. Multi-Valued Case

This section is devoted to the study of the multi-valued case of the boundary value
problem (1) given as follows:⎧⎪⎨⎪⎩

HH Dα,β
1 x(t) ∈ F(t, x(t)), t ∈ [1, T],

x(1) = 0, x(T) =
m

∑
j=1

ηjx(ξ j) +
n

∑
i=1

ζi
H Iφi

1 x(θi) +
r

∑
k=1

λk H Dωk
1 x(μk),

(19)

where the symbols are the same as defined in problem (1) and F : J × R → P(R) is a
multi-valued map. By P(R), we denote the family of all nonempty subsets of R.

Next, we define

Pp = {Y ∈ P(X) : Y �= ∅ and has the property p},

where (X, ‖ · ‖) is a normed space. Thus, Pcl , Pb, Pcp and Pcp,c respectively, denote the
classes of all closed, bounded, compact and compact and convex sets in X.

Define the set of selections of F for each ω ∈ C([1, T],R) as

SF,ω := {z ∈ L1([1, T],R) : z(t) ∈ F(t, ω(t)) for a.e. t ∈ [1, T]}.

4.1. Existence Results for the Problem (19)

Let us first define the solution for Hilfer–Hadamard inclusions fractional boundary
value problem (19).

Definition 4. A function x ∈ C([1, T],R) is called a solution of the multi-valued problem (19) if
we can find a function v ∈ L1([1, T],R) with v(t) ∈ F(t, x) almost everywhere on [1, T] such that

x(t) =
1

Γ(α)

∫ t

1

(
log

t
z

)α−1 v(z)
z

dz +
(log t)γ−1

Λ

{
m

∑
j=1

ηj

Γ(α)

∫ ξ j

1

(
log

ξ j

z

)α−1 v(z)
z

dz

+
n

∑
i=1

ζi
Γ(α + φi)

∫ θi

1

(
log

θi
z

)α+φi−1 v(z)
z

dz

+
r

∑
k=1

λk
Γ(α − ωk)

∫ μk

1

(
log

μk
z

)α−ωk−1 v(z)
z

dz

− 1
Γ(α)

∫ T

1

(
log

T
z

)α−1 v(z)
z

dz

}
,

where Λ is given by (4).
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4.1.1. Case 1: Convex-Valued Multifunctions

In the first theorem, dealing with convex-valued multifunctions, we assume that
the multifunction F is L1-Carathéodory and apply the nonlinear alternative for Kakutani
maps [39] and closed graph operator theorem [40] to prove it.

Theorem 6. Assume that the following conditions are satisfied:

(A1)The multifunction F : [1, T]×R → Pcp,c(R) is L1-Carathéodory;
(A2)There exist a nondecreasing function χ ∈ C([0, ∞)(0, ∞)) and a continuous function q :

[1, T] → R+ such that
‖F(t, ω)‖P := sup{|z| : z ∈ F(t, ω)} ≤ q(t)χ(‖ω‖) for each (t, ω) ∈ [1, T]×R;

(A3)There exists M > 0 satisfying the following inequality:

M
χ(M)‖q‖Ω

> 1,

where Ω is given by (11).
Then, there exists at least one solution for the inclusions problem (19) on [1, T].

Proof. Associated with the Hilfer–Hadamard fractional inclusions boundary value prob-
lem (19), we introduce a multi-valued operator, N : C([1, T],R) → P(C([1, T],R)),
as follows:

N(x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

h ∈ C([1, T],R) :

h(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1
Γ(α)

∫ t

1

(
log

t
z

)α−1 v(z)
z

dz

+
(log t)γ−1

Λ

{
m

∑
j=1

ηj

Γ(α)

∫ ξ j

1

(
log

ξ j

z

)α−1 v(z)
z

dz

+
n

∑
i=1

ζi
Γ(α + φi)

∫ θi

1

(
log

θi
z

)α+φi−1 v(z)
z

dz

+
r

∑
k=1

λk
Γ(α − ωk)

∫ μk

1

(
log

μk
z

)α−ωk−1 v(z)
z

dz

− 1
Γ(α)

∫ T

1

(
log

T
z

)α−1 v(z)
z

dz

}
, v ∈ SF,x.

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
In what follows, we will prove in several steps that the operator N satisfies the

hypotheses of the Leray–Schauder nonlinear alternative for Kakutani maps [39].
Step 1. N is bounded on bounded sets of C([1, T],R).
For a fixed r > 0, let Br = {x ∈ C[1, T],R) : ‖x‖ ≤ r} be a bounded set in C([1, T],R).

For each h ∈ N(x) and x ∈ Br, there exists v ∈ SF,x such that

h(t) =
1

Γ(α)

∫ t

1

(
log

t
z

)α−1 v(z)
z

dz +
(log t)γ−1

Λ

{
m

∑
j=1

ηj

Γ(α)

∫ ξ j

1

(
log

ξ j

z

)α−1 v(z)
z

dz

+
n

∑
i=1

ζi
Γ(α + φi)

∫ θi

1

(
log

θi
z

)α+φi−1 v(z)
z

dz

+
r

∑
k=1

λk
Γ(α − ωk)

∫ μk

1

(
log

μk
z

)α−ωk−1 v(z)
z

dz

− 1
Γ(α)

∫ T

1

(
log

T
z

)α−1 v(z)
z

dz

}
, t ∈ [1, T].
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For t ∈ [1, T], using the assumption (A2), we obtain the following inequality:

|h(t)| ≤ 1
Γ(α)

∫ t

1

(
log

t
z

)α−1 |v(z)|
z

dz

+
(log t)γ−1

Λ

{
m

∑
j=1

|ηj|
Γ(α)

∫ ξ j

1

(
log

ξ j

z

)α−1 |v(z)|
z

dz

+
n

∑
i=1

|ζi |
Γ(α + φi)

∫ θi

1

(
log

θi

z

)α+φi−1 |v(z)|
z

dz

+
r

∑
k=1

|λk |
Γ(α − ωk)

∫ μk

1

(
log

μk
z

)α−ωk−1 |v(z)|
z

dz

+
1

Γ(α)

∫ T

1

(
log

t
z

)α−1 |v(z)|
z

dz

}

≤
[
(log T)α

Γ(α + 1)
+

(log T)γ−1

|Λ|

{
m

∑
i=j

|ηj|(log ξ j)
α

Γ(α + 1)
+

n

∑
i=1

|ζi |(log θi)
α+φi

Γ(α + φi + 1)

+
r

∑
k=1

|λk |(log μk)
α−ωk

Γ(α − ωk + 1)
+

(log T)α

Γ(α + 1)

}]
‖p‖χ(‖x‖),

which yields
‖h‖ ≤ ‖p‖χ(r)Ω.

Step 2. Bounded sets are mapped by N into equicontinuous sets of C([1, T],R).
Let x ∈ Br and h ∈ N(x). Then, there exists v ∈ SF,x such that

h(t) =
1

Γ(α)

∫ t

1

(
log

t
z

)α−1 v(z)
z

dz +
(log t)γ−1

Λ

{
m

∑
j=1

ηj

Γ(α)

∫ ξ j

1

(
log

ξ j

z

)α−1 v(z)
z

dz

+
n

∑
i=1

ζi

Γ(α + φi)

∫ θi

1

(
log

θi

z

)α+φi−1 v(z)
z

dz

+
r

∑
k=1

λk
Γ(α − ωk)

∫ μk

1

(
log

μk
z

)α−ωk−1 v(z)
z

dz

− 1
Γ(α)

∫ T

1

(
log

T
z

)α−1 v(z)
z

dz

}
, t ∈ [1, T].

Let t1, t2 ∈ [1, T], t1 < t2. Then, we obtain

|F (x)(t2)−F (x)(t1)|

≤ 1
Γ(α)

∫ t1

1

[(
log

t2

z

)α−1

−
(

log
t1

z

)α−1
]
| f (z, x(z))|

z
dz

+
1

Γ(α)

∫ t2

t1

(
log

t2

z

)α−1 |v(z)|
z

dz

+
|(log t2)

γ−1 − (log t1)
γ−1|

|Λ|

{
m

∑
j=1

|ηj|
Γ(α)

∫ ξ j

1

(
log

ξ j

z

)α−1 |v(z)|
z

dz

+
n

∑
i=1

|ζi |
Γ(α + φi)

∫ θi

1

(
log

θi

z

)α+φi−1 |v(z)|
z

dz

+
r

∑
k=1

|λk |
Γ(α − ωk)

∫ μk

1

(
log

μk
z

)α−ωk−1 |v(z)|
z

dz

+
1

Γ(α)

∫ T

1

(
log

t
z

)α−1 |v(z)|
z

dz

}

≤ ‖p‖χ(r)
Γ(α + 1)

[
2(log t2 − log t1)

α + |(log t2)
α − (log t1)

α|
]

+
|(log t2)

γ−1 − (log t1)
γ−1|

|Λ|

{
m

∑
i=j

|ηj|(log ξ j)
α

Γ(α + 1)
+

n

∑
i=1

|ζi |(log θi)
α+φi

Γ(α + φi + 1)

+
r

∑
k=1

|λk |(log μk)
α−ωk

Γ(α − ωk + 1)
+

(log T)α

Γ(α + 1)

}
‖p‖χ(r) → 0,
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as t1 → t2 independently of x ∈ Br. Hence, N : C([1, T],R) → P(C[1, T],R)) is completely
continuous by Arzelá–Ascoli theorem.

Step 3. For each x ∈ C([1, T],R), N(x) is convex.

For h1, h2 ∈ N(x), there exist v1, v2 ∈ SF,x such that, for each t ∈ [1, T], we have

h�(t) =
1

Γ(α)

∫ t

1

(
log

t
z

)α−1 v�(z)
z

dz

+
(log t)γ−1

Λ

{
m

∑
j=1

ηj

Γ(α)

∫ ξ j

1

(
log

ξ j

z

)α−1 v�(z)
z

dz

+
n

∑
i=1

ζi
Γ(α + φi)

∫ θi

1

(
log

θi
z

)α+φi−1 v�(z)
z

dz

+
r

∑
k=1

λk
Γ(α − ωk)

∫ μk

1

(
log

μk
z

)α−ωk−1 v�(z)
z

dz

− 1
Γ(α)

∫ T

1

(
log

T
z

)α−1 v�(z)
z

dz

}
, � = 1, 2.

Let 0 ≤ σ ≤ 1. Then, for each t ∈ [1, T], we have the following:

[σh1 + (1 − σ)h2](t)

=
1

Γ(α)

∫ t

1

(
log

t
z

)α−1 [σv1(z) + (1 − σ)v2(z)]
z

dz

+
(log t)γ−1

Λ

{
m

∑
j=1

ηj

Γ(α)

∫ ξ j

1

(
log

ξ j

z

)α−1 [σv1(z) + (1 − σ)v2(z)]
z

dz

+
n

∑
i=1

ζi
Γ(α + φi)

∫ σi

1

(
log

σi
z

)α+φi−1 [σv1(z) + (1 − σ)v2(z)]
z

dz

+
r

∑
k=1

λk
Γ(α − ωk)

∫ μk

1

(
log

μk
z

)α−ωk−1 [σv1(z) + (1 − σ)v2(z)]
z

dz

− 1
Γ(α)

∫ T

1

(
log

T
z

)α−1 [σv1(z) + (1 − σ)v2(z)]
z

dz

}
.

Since SF,x is convex (F has convex values), σh1 + (1 − σ)h2 ∈ N(x). In consequence,
N is convex-valued.

Next, it will be shown that the operator N is upper semicontinuous. By using the fact
that a completely continuous operator, which has a closed graph, is upper semicontinu-
ous ([41] (Proposition 1.2)), it is enough to prove that the operator N has a closed graph.
This will be established in the following step.

Step 4. The graph of N is closed.

Let xn → x∗, hn ∈ N(xn) and hn → h∗. Then, we show that h∗ ∈ N(x∗). Observe that
hn ∈ N(xn) implies that there exists vn ∈ SF,xn such that, for each t ∈ [1, T], we have
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hn(t) =
1

Γ(α)

∫ t

1

(
log

t
z

)α−1 vn(z)
z

dz

+
(log t)γ−1

Λ

{
m

∑
j=1

ηj

Γ(α)

∫ ξ j

1

(
log

ξ j

z

)α−1 vn(z)
z

dz

+
n

∑
i=1

ζi
Γ(α + φi)

∫ θi

1

(
log

θi
z

)α+φi−1 vn(z)
z

dz

+
r

∑
k=1

λk
Γ(α − ωk)

∫ μk

1

(
log

μk
z

)α−ωk−1 vn(z)
z

dz

− 1
Γ(α)

∫ T

1

(
log

T
z

)α−1 vn(z)
z

dz

}
.

For each t ∈ [1, T], we must have v∗ ∈ SF,x∗ and the following expression:

h∗(t) =
1

Γ(α)

∫ t

1

(
log

t
z

)α−1 v∗(z)
z

dz

+
(log t)γ−1

Λ

{
m

∑
j=1

ηj

Γ(α)

∫ ξ j

1

(
log

ξ j

z

)α−1 v∗(z)
z

dz

+
n

∑
i=1

ζi
Γ(α + φi)

∫ θi

1

(
log

θi
z

)α+φi−1 v∗(z)
z

dz

+
r

∑
k=1

λk
Γ(α − ωk)

∫ μk

1

(
log

μk
z

)α−ωk−1 v∗(z)
z

dz

− 1
Γ(α)

∫ T

1

(
log

T
z

)α−1 v∗(z)
z

dz

}
.

Consider the continuous linear operator Φ : L1([1, T],R) → C([1, T],R) defined
as follows:

v → Φ(v)(t) =
1

Γ(α)

∫ t

1

(
log

t
z

)α−1 v(z)
z

dz

+
(log t)γ−1

Λ

{
m

∑
j=1

ηj

Γ(α)

∫ ξ j

1

(
log

ξ j

z

)α−1 v(z)
z

dz

+
n

∑
i=1

ζi
Γ(α + φi)

∫ θi

1

(
log

θi
z

)α+φi−1 v(z)
z

dz

+
r

∑
k=1

λk
Γ(α − ωk)

∫ μk

1

(
log

μk
z

)α−ωk−1 v(z)
z

dz

− 1
Γ(α)

∫ T

1

(
log

T
z

)α−1 v(z)
z

dz

}
.
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Clearly ‖hn − h∗‖ → 0 as n → ∞, and consequently, by the closed graph operator
theorem [40], Φ ◦ SF,x is a closed graph operator. Moreover, we have hn ∈ Φ(SF,xn) and
the following:

h∗(t) =
1

Γ(α)

∫ t

1

(
log

t
z

)α−1 v∗(z)
z

dz

+
(log t)γ−1

Λ

{
m

∑
j=1

ηj

Γ(α)

∫ ξ j

1

(
log

ξ j

z

)α−1 v∗(z)
z

dz

+
n

∑
i=1

ζi
Γ(α + φi)

∫ θi

1

(
log

θi
z

)α+φi−1 v∗(z)
z

dz

+
r

∑
k=1

λk
Γ(α − ωk)

∫ μk

1

(
log

μk
z

)α−ωk−1 v∗(z)
z

dz

− 1
Γ(α)

∫ T

1

(
log

T
z

)α−1 v∗(z)
z

dz

}
,

for some v∗ ∈ SF,x∗ . Thus, N has a closed graph, which implies that the operator N is
upper semicontinuous.

Step 5. There exists an open set U ⊆ C([1, T],R) such that, for any k ∈ (0, 1) and all
x ∈ ∂U, x /∈ kN(x).

Let x ∈ kN(x), k ∈ (0, 1). Then, there exists v ∈ L1([1, T],R) with v ∈ SF,x such that,
for t ∈ [1, T], we have the following case.

x(t) = k
1

Γ(α)

∫ t

1

(
log

t
z

)α−1 v(z)
z

dz

+k
(log t)γ−1

Λ

{
m

∑
j=1

ηj

Γ(α)

∫ ξ j

1

(
log

ξ j

z

)α−1 v(z)
z

dz

+
n

∑
i=1

ζi
Γ(α + φi)

∫ θi

1

(
log

θi
z

)α+φi−1 v(z)
z

dz

+
r

∑
k=1

λk
Γ(α − ωk)

∫ μk

1

(
log

μk
z

)α−ωk−1 v(z)
z

dz

− 1
Γ(α)

∫ T

1

(
log

T
z

)α−1 v(z)
z

dz

}
.

Following the computation as in Step 2, for each t ∈ [1, T], we have the follow-
ing inequality:

|x(t)| ≤
[
(log T)α

Γ(α + 1)
+

(log T)γ−1

|Λ|

{
m

∑
i=j

|ηj|(log ξ j)
α

Γ(α + 1)
+

n

∑
i=1

|ζi|(log θi)
α+φi

Γ(α + φi + 1)

+
r

∑
k=1

|λk|(log μk)
α−ωk

Γ(α − ωk + 1)
+

(log T)α

Γ(α + 1)

}]
‖p‖χ(‖x‖)

= ‖p‖χ(‖x‖)Ω.

In consequence, we obtain

‖x‖
χ(‖x‖)‖p‖Ω

≤ 1.
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By assumption (A3), we can find M such that ‖x‖ �= M. Let us set the following:

U = {x ∈ C([1, T],R) : ‖x‖ < M}.

Notice that N : U → P(C([1, T], R)) is a compact multi-valued map with convex
closed values, which is upper semicontinuous; moreover, from the choice of U, there is no
x ∈ ∂U such that x ∈ kN(x) for some k ∈ (0, 1). Hence, we deduce by the Leray–Schauder
nonlinear alternative for Kakutani maps [39] that N has a fixed point x ∈ U. This implies
the existence of at least one solution for the inclusions problem (19) on [1, T]. The proof
is complete.

4.1.2. Case 2: Nonconvex Valued Multifunctions

Here, we prove an existence result for the Hilfer–Hadamard fractional inclusions
boundary value problem (19) with a non-convex valued multi-valued map via a fixed point
theorem for multivalued maps due to Covitz and Nadler [42].

Definition 5. ([43]) Let (X, d) be a metric space induced from the normed space (X; ‖ · ‖) and
Hd : P(X)×P(X) → R∪ {∞} be defined as follows:

Hd(A, B) = max{sup
a∈A

d(a, B), sup
b∈B

d(A, b)},

where d(A, b) = infa∈A d(a, b) and d(a, B) = infb∈B d(a, b).

Theorem 7. Let the following conditions hold:

(B1) F : [1, T] × R → Pcp(R) is such that F(·, x) : [1, T] → Pcp(R) is measurable for each
x ∈ R;

(B2) Hd(F(t, x), F(t, x̄)) ≤ �(t)|x − x̄| for almost all t ∈ [1, T] and x, x̄ ∈ R with � ∈
C([1, T],R+) and d(0, F(t, 0)) ≤ �(t) for almost all t ∈ [1, T].

Then, the Hilfer–Hadamard inclusions fractional boundary value problem (19) has at least one
solution on [1, T] if

Ω‖�‖ < 1,

where Ω is given by (11).

Proof. We verify that the operator N : C([1, T],R) → P(C([1, T],R)), defined at the
beginning of the proof of Theorem 6, satisfies the hypotheses of the fixed point theorem for
multivalued maps due to Covitz and Nadler [42].

Step I. N is nonempty and closed for every v ∈ SF,x.
It follows by the measurable selection theorem ([44], (Theorem III.6) that the set-valued

map F(·, x(·)) is measurable; hence, it admits a measurable selection v : [1, T] → R. In view
of the assumption (B2), we obtain |v(t)| ≤ �(t)(1 + |x(t)|), that is, v ∈ L1([1, T],R); hence,
F is integrably bounded. In consequence, we deduce that SF,x �= ∅.

Now, we show that N(x) ∈ Pcl(C([1, T], R)) for each x ∈ C([1, T],R). For that, let
{un}n≥0 ∈ N(x) with un → u (n → ∞) in C([1, T],R). Then, u ∈ C([1, T],R), and we can
find vn ∈ SF,xn satisfying the following equation:
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un(t) =
1

Γ(α)

∫ t

1

(
log

t
z

)α−1 vn(z)
z

dz

+
(log t)γ−1

Λ

{
m

∑
j=1

ηj

Γ(α)

∫ ξ j

1

(
log

ξ j

z

)α−1 vn(z)
z

dz

+
n

∑
i=1

ζi
Γ(α + φi)

∫ θi

1

(
log

θi
z

)α+φi−1 vn(z)
z

dz

+
r

∑
k=1

λk
Γ(α − ωk)

∫ μk

1

(
log

μk
z

)α−ωk−1 vn(z)
z

dz

− 1
Γ(α)

∫ T

1

(
log

T
z

)α−1 vn(z)
z

dz

}
,

for each t ∈ [1, T]. Then, we can obtain a sub-sequence (if necessary) vn converging to v
in L1([1, T],R), as F has compact values. Thus, v ∈ SF,x and for each t ∈ [1, T], we have
the following:

un(t) → v(t) =
1

Γ(α)

∫ t

1

(
log

t
z

)α−1 v(z)
z

dz

+
(log t)γ−1

Λ

{
m

∑
j=1

ηj

Γ(α)

∫ ξ j

1

(
log

ξ j

z

)α−1 v(z)
z

dz

+
n

∑
i=1

ζi
Γ(α + φi)

∫ θi

1

(
log

θi
z

)α+φi−1 v(z)
z

dz

+
r

∑
k=1

λk
Γ(α − ωk)

∫ μk

1

(
log

μk
z

)α−ωk−1 v(z)
z

dz

− 1
Γ(α)

∫ T

1

(
log

T
z

)α−1 v(z)
z

dz

}
.

Thus, u ∈ N(x).
Step II. In this step, it will be shown that there exists 0 < m0 < 1 (m0 = Ω‖�‖) such

that the following is the case.

Hd(N(x), N(x̄)) ≤ m0‖x − x̄‖ for each x, x̄ ∈ C([1, T],R).

Let x, x̄ ∈ C([1, T],R) and h1 ∈ N(x). Then, there exists v1(t) ∈ F(t, x(t)) such that,
for each t ∈ [1, T], we have

h1(t) =
1

Γ(α)

∫ t

1

(
log

t
z

)α−1 v1(z)
z

dz

+
(log t)γ−1

Λ

{
m

∑
j=1

ηj

Γ(α)

∫ ξ j

1

(
log

ξ j

z

)α−1 v1(z)
z

dz

+
n

∑
i=1

ζi
Γ(α + φi)

∫ θi

1

(
log

θi
z

)α+φi−1 v1(z)
z

dz

+
r

∑
k=1

λk
Γ(α − ωk)

∫ μk

1

(
log

μk
z

)α−ωk−1 v1(z)
z

dz

− 1
Γ(α)

∫ T

1

(
log

T
z

)α−1 v1(z)
z

dz

}
.
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By (B2), we have

Hd(F(t, x), F(t, x̄)) ≤ �(t)|x(t)− x̄(t)|.

Thus, there exists ϑ(t) ∈ F(t, x̄(t)) such that

|v1(t)− ϑ| ≤ �(t)|x(t)− x̄(t)|, t ∈ [1, T].

Let us define V : [1, T] → P(R) by

V(t) = {ϑ ∈ R : |v1(t)− ϑ| ≤ �(t)|x(t)− x̄(t)|}.

Then, there exists a function v2(t) that is a measurable selection of V , since the mul-
tivalued operator V(t) ∩ F(t, x̄(t)) is measurable (Proposition III.4 [44]). Hence, v2(t) ∈
F(t, x̄(t)) and for each t ∈ [1, T], we have |v1(t)− v2(t)| ≤ �(t)|x(t)− x̄(t)|. Thus, for each
t ∈ [1, T], we have

h2(t) =
1

Γ(α)

∫ t

1

(
log

t
z

)α−1 v2(z)
z

dz

+
(log t)γ−1

Λ

{
m

∑
j=1

ηj

Γ(α)

∫ ξ j

1

(
log

ξ j

z

)α−1 v2(z)
z

dz

+
n

∑
i=1

ζi
Γ(α + φi)

∫ θi

1

(
log

θi
z

)α+φi−1 v2(z)
z

dz

+
r

∑
k=1

λk
Γ(α − ωk)

∫ μk

1

(
log

μk
z

)α−ωk−1 v2(z)
z

dz

− 1
Γ(α)

∫ T

1

(
log

T
z

)α−1 v2(z)
z

dz

}
.

Hence, we have the following:

|h1(t)− h2(t)| ≤ 1
Γ(α)

∫ t

1

(
log

t
z

)α−1 |v2(z)− v1(z)|)
z

dz

+
(log t)γ−1

Λ

{
m

∑
j=1

ηj

Γ(α)

∫ ξ j

1

(
log

ξ j

z

)α−1 |v2(z)− v1(z)|
z

dz

+
n

∑
i=1

ζi
Γ(α + φi)

∫ θi

1

(
log

θi
z

)α+φi−1 |v2(z)− v1(z)|
z

dz

+
r

∑
k=1

λk
Γ(α − ωk)

∫ μk

1

(
log

μk
z

)α−ωk−1 |v2(z)− v1(z)|
z

dz

− 1
Γ(α)

∫ T

1

(
log

T
z

)α−1 |v2(z)− v1(z)|
z

dz

}

≤
[
(log T)α

Γ(α + 1)
+

(log T)γ−1

|Λ|

{
m

∑
i=j

|ηj|(log ξ j)
α

Γ(α + 1)
+

n

∑
i=1

|ζi|(log θi)
α+φi

Γ(α + φi + 1)

+
r

∑
k=1

|λk|(log μk)
α−ωk

Γ(α − ωk + 1)
+

(log T)α

Γ(α + 1)

}]
‖�‖‖x − x̄‖,

which yields
‖h1 − h2‖ ≤ Ω‖�‖‖x − x̄‖.
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On switching the roles of x and x̄, we obtain the following case:

Hd(N(x), N(x̄)) ≤ Ω‖�‖‖x − x̄‖,

which shows that N is a contraction. Consequently, the conclusion of the fixed point
theorem for multivalued maps due to Covitz and Nadler [42] applies; hence, the operator
N has a fixed point x which corresponds to a solution of the Hilfer–Hadamard inclusions
fractional boundary value problem (19). The proof is complete.

4.2. Examples

Let us consider the Hilfer–Hadamard fractional inclusions boundary value problem:⎧⎪⎨⎪⎩
HH Dα,β

1 x(t) ∈ F(t, x(t)), t ∈ [1, T],

x(1) = 0, x(T) =
m

∑
j=1

ηjx(ξ j) +
n

∑
i=1

ζi
H Iφi

1 x(θi) +
r

∑
k=1

λk H Dωk
1 x(μk),

(20)

with the values of the parameters taken in the problem (14), while the multi-valued map
F : J ×R → P(R) will be defined below.

We first illustrate Theorem 6 by taking the following multi-valued map:

F(t, x(t)) =
[ e−(1−t)2√

(1 − t)4 + 75)

( |x|2
(1 + |x|) +

1
5

)
,

1
100

(
x +

cos x
9

)]
. (21)

It is easy to check that ‖F(t, x)‖P ≤ q(t)χ(‖x‖), where q(t) and χ(‖x‖) are given
as follows:

q(t) =
e−(1−t)2√

(1 − t)4 + 75)
, χ(‖x‖) = ‖x‖+ 1

5
.

Using the values ‖q‖ = 1/75, χ(‖x‖) = ‖x‖+ 1
5 and Ω ≈ 39.388095 (see Section 3.3)

in the condition (A3), that is,
M

χ(M)‖q‖Ω
> 1, we find that M > 0.221207. Thus, all the

assumptions of Theorem 6 are satisfied; hence, its conclusion implies that problem (20)
with F(t, x(t)) given by (21) has a solution on [1, 5].

Next, we demonstrate the application of Theorem 7 by choosing the following multi-
valued map:

F(t, x(t)) =

[
1 + arctan x
(20 + t)2 ,

(√
t2 + 11
360

)(
1 + 5|x|
1 + 4|x|

)]
. (22)

Clearly, F is measurable for all x ∈ R, satisfying the following inequality:

Hd(F(t, x), F(t, x̄)) ≤
(√

t2 + 11
360

)
|x − x̄|, x, x̄ ∈ R, t ∈ [1, 5].

Fixing �(t) =
√

t2 + 11/360, we have ‖�‖ = 1/60 and d(0,F (t, 0)) ≤ �(t), t ∈ [1, 5].
Furthermore, ‖�‖Ω ≈ 0.656468 < 1. Clearly, the hypothesis of Theorem 7 holds true;
consequently, we deduce by its conclusion that there exists a solution for the problem (20)
with F(t, x(t)) given by (22) on [1, 5].

5. Conclusions

In this paper, we have presented the existence and uniqueness criteria for the solu-
tions of a Hilfer–Hadamard fractional differential equation complemented with mixed
nonlocal (multi-point, fractional integral multi-order and fractional derivative multi-order)
boundary conditions. Firstly, we have converted the given nonlinear problem into a fixed
point problem. Once the fixed point operator is available, we can make use of the Banach
contraction mapping principle to obtain the uniqueness result. The first two existence
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results are proved by applying the fixed point theorems due to Schaefer and Krasnoselskiĭ,
while the third existence result is based on Leray–Schauder nonlinear alternative. Next,
we present the existence results for the corresponding inclusions problem. The first result
for the inclusions problem deals with the convex-valued multivalued map and is obtained
by applying the Leray–Schauder alternative for multivalued maps, while the non-convex
valued multivalued map case relies on the Covitz–Nadler fixed point theorem for contrac-
tive multivalued maps. All the results obtained for single and multivalued maps are well
illustrated by numerical examples. It is imperative to mention that our results are new in
the given configuration and enrich the literature on boundary value problems involving
Hilfer–Hadamard fractional differential equations and inclusions of order in (1, 2].
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1. Introduction and Preliminaries

Magnus Gösta Mittag-Leffler (1846–1927), a Swedish mathematician, invented the
function Eμ(z) (1) in conjunction with the summation technique for divergent series, which
is eponymously referred to as the Mittag-Leffler (M-L) function and represented by the
following convergent power series across the whole complex plane (see [1–4]):

Eμ(z) =
∞

∑
n=0

zn

Γ(μn + 1)
(�(μ) > 0, z ∈ C), (1)

where Γ(·) is the familiar Gamma function (see, e.g., ([5], [Section 1.1])). Let C, R, R+,
Z, and N represent the sets of complex numbers, real numbers, positive real numbers,
integers, and positive integers, respectively, in this and subsequent sections. Further, for
some � ∈ Z, let Z≤� denote the set of integers less than or equal to �. The function (1) is
an entire function of order 1/�(μ) and type 1 (see, e.g., ([6], [Section 4.1])). Numerous
mathematicians have investigated the properties of this entire function (see, e.g., [7–16]).
This function (1) reduces to a number of elementary and special functions such as (see,
e.g., ([6], [Section 3.2]))

E1(±z) = e±z, E2(−z2) = cos z, E2(z2) = cosh z, (2)

and
E 1

2

(
±z

1
2

)
= ez

[
1 + erf

(
±z

1
2

)]
= ezerfc

(
∓z

1
2

)
, (3)
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where erf (erfc) represents the error function (complementary error function)

erf(z) :=
2√
π

∫ z

0
e−u2

du, erfc := 1 − erf(z) (z ∈ C), (4)

and z
1
2 denotes the principal branch of the associated multi-valued function. Numerous

generalizations of the function (1) have been developed, including (5) and (7). In the
1960s, the Mittag-Leffler function began to be classified as a particular instance of the
broader class of Fox H-function, which may have an arbitrary number of parameters in
their Mellin–Barnes contour integral representation. Among the special instances of the
H-function is the Fox–Wright function (8) (see, e.g., [10,17–19]). This function (1) and its
numerous generalizations are significant because they are involved in a large number of
applied problems (see, e.g., [20–27]). The Mittag-Leffler function (1) and its numerous
extensions have been used, particulary, in conjunction with fractional calculus such as: The
resolvant for a particular case of Volterra’s equation (see ([28], [Theorem 4.2])) is explicitly
expressed in terms of the Mittag-Leffler function (1); The two parametric Mittag-Leffler
function Eμ,�(z) (5) and its slight extension are used as solutions of the linear integral
equation of the Abel–Volterra type (see ([29], [Theorem 5.3])); Kilbas and Saigo ([30],
[Theorems 6 and 7]) employed an extension of the Mittag-Leffler function as solutions
of the Abel–Volterra integral equations (see also [31,32]). The monograph ([33], [pages
132, 143, 144, 206]) demonstrated in detail that the Mittag-Leffler function (1) and its
modest modification are solutions to a certain class of fractional differential equations;
the monograph ([34], [p. 21]) referred to the two parametric Mittag-Leffler function (5)
and (1), as well as their fascinating Laplace transform formula. Choi et al. [35] proposed an
extension of the Prabhakar function (7) that is used to determine a number of its features
and formulae, including higher-order differential equations, many integral transformations,
and several fractional derivative and integral formulas. Due to the breadth of applications
in connection with fractional calculus, the Mittag-Leffler function has been dubbed the
“Queen Function of the Fractional Calculus” by certain academics in the past (see [36]; see
also [17]). Haubold et al. [24] provided a concise overview of the Mittag-Leffler function,
extended Mittag-Leffler functions, Mittag-Leffler type functions, and their intriguing and
useful features.

The two parametric Mittag-Leffler function Eμ,�(z) is defined by (see, e.g., [8,9], ([6],
[Chapter 4]))

Eμ,�(z) =
∞

∑
n=0

zn

Γ(μn + �)
(�(μ) > 0, �, z ∈ C). (5)

The function (5) is an entire function of order 1/�(μ) and type 1 with the argument z
under the constraints μ, � ∈ R+ (see, e.g., [37–39]), whose fundamental properties, such as
asymptotic behavior and zero distribution, have been explored by a number of researchers
(see, e.g., [8–11,40,41]). The function (5) reduces to some special functions such as (see,
e.g., ([6], [Equation 4.3.13]))

E1/2,1(z) = ez2
(1 + erfz) = ez2

erfc(−z). (6)

The interested reader may refer to ([6], [Chapter 4]) for further basic properties and many
other relations, representations and applications of the two parametric Mittag-Leffler
function (5).

The three parametric Mittag-Leffler function (also known as the Prabhakar func-
tion [42]) Eξ

μ,�(z) is defined by (see [43]; see also ([6], [Chapter 5]), [42])

Eξ
μ,�(z) =

∞

∑
n=0

(ξ)n zn

n! Γ(μn + �)
(�(μ) > 0, �(�) > 0, ξ, z ∈ C), (7)
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which is also an entire function of order 1/�(μ) and type 1. Giusti et al. [42] offered an
excellent survey paper in which they covered important findings and applications of the
Prabhakar function (7), together with major historical events leading to its discovery and
subsequent development, its capacity of introducing an upgraded scheme for fractional
calculus, an overview of the advances made in applying this new general framework to
physics and renewal processes, a collection of results on its numerical evaluation, and as
many as 159 references.

The Mittag-Leffler function (1), its slight generalization (5), the Prabhakar function (7),
and a number of other parameterized extensions are found to be particular instances of the
following Fox–Wright function defined by (see [44–46]; see also [47], ([48], [p. 21]))

pΨq

[
(α1, A1), . . . ,

(
αp, Ap

)
;

(β1, B1), . . . ,
(

βq, Bq
)

;
z

]
=

∞

∑
k=0

p
∏
j=1

Γ
(
αj + Aj k

)
q

∏
j=1

Γ
(

β j + Bj k
) zk

k!
, (8)

where the coefficients Aj ∈ R (j = 1, . . . , p) and Bj ∈ R (j = 1, . . . , q); αj ∈ C (j =
1, . . . , p) and β j ∈ C (j = 1, . . . , q). The convergence constraints of (8) are given as follows
(see ([49], [Theorem 1.5])): Let

Ω : =
q

∑
j=1

Bj −
p

∑
j=1

Aj,

ω : =
p

∏
j=1

|Aj|−Aj
q

∏
j=1

|Bj|Bj ,

ν : =
q

∑
j=1

β j −
p

∑
j=1

αj +
p − q

2
.

(9)

Then

(i) If Ω > −1, then the series (8) is absolutely convergent for all z ∈ C;
(ii) If Ω = −1, the series (8) is absolutely convergent for |z| < ω;
(iii) If Ω = −1 and �(ν) > 1

2 , the series (8) is absolutely convergent for |z| = ω.

The Fox–Wright function pΨq is an extension of generalized hypergeometric function
pFq and a particular case of the H-function (see, e.g., ([19], [Equation (1.140)]), [50]):

pΨq

[
(α1, 1), . . . ,

(
αp, 1

)
;

(β1, 1), . . . ,
(

βq, 1
)

;
z

]
=

p
∏
j=1

Γ
(
αj
)

q
∏
j=1

Γ
(

β j
) pFq

[
α1, . . . , αp ;

β1, . . . , βq ;
z

]
(10)

and

pΨq

[
(α1, A1), . . . ,

(
αp, Ap

)
;

(β1, B1), . . . ,
(

βq, Bq
)

;
z

]

= H1,p
p,q+1

[
−z

∣∣∣∣∣ (1 − α1, A1), . . . , (1 − αp, Ap)

(0, 1), (1 − β1, B1), . . . , (1 − βq, Bq)

]
.

(11)
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There have been many introductions and investigations of fractional integrals and
derivatives. We recall the left-sided and right-sided Riemann–Liouville fractional integrals
Iα
a+ f and Iα

b− f of order α ∈ C defined as (see, e.g., [33,34,49])

(Iα
a+ f )(x) =

1
Γ(α)

∫ x

a
(x − τ)α−1 f (τ) dτ (x > a, �(α) > 0), (12)

and

(
Iα
b− f

)
(x) =

1
Γ(α)

∫ b

x
(τ − x)α−1 f (τ) dτ (b > x, �(α) > 0), (13)

respectively. The Riemann–Liouville fractional derivatives Dα
a+ f and Dα

b− f of order α ∈ C

(�(α) ≥ 0) are defined by

(Dα
a+ f )(x) =

(
d

dx

)n(
In−α
a+ f

)
(x) (x > a) (14)

and

(Dα
b− f )(x) =

(
− d

dx

)n(
In−α
b− f

)
(x) (x < b), (15)

where n = [�(α)] + 1. Here and elsewhere, [x] denotes the largest integer less than or equal
to x ∈ R.

We recall some of the recurrence relations for the two parametric Mittag-Leffler
function (5) and the three parametric Mittag-Leffler function (7).

1.1. Two Parametric Mittag-Leffler Function:

Eμ,�(z) = z Eμ,μ+�(z) +
1

Γ(�)
(16)

(see, e.g., ([10], [Equation (23)]), ([51], [Equation (5)])).
Further, for all μ, � ∈ R+,

Eμ,�(z) = z2 Eμ,�+2μ(z) +
1

Γ(�)
+

z
Γ(� + μ)

, (17)

Eμ,�(z) = z3 Eμ,�+3μ(z) +
1

Γ(�)
+

z
Γ(� + μ)

+
z2

Γ(� + 2μ)
, (18)

Eμ,�(z) = z4 Eμ,�+4μ(z) +
1

Γ(�)
+

z
Γ(� + μ)

+
z2

Γ(� + 2μ)
+

z3

Γ(� + 3μ)
(19)

(see, e.g., ([6], [Lemma 4.1]), [51]).
Generally, for �(μ) > 0, �(�) > 0, and � ∈ N,

Eμ,�(z) = z� Eμ,�+�μ(z) +
�−1

∑
k=0

zk

Γ(� + kμ)
(20)

(see [52]; see also ([24], [Theorem 5.2])).
Gupta and Debnath (see ([51], [Equation (30)])) presented the following interesting

differential recurrence relation for the two parametric Mittag-Leffler function (5):

Eμ,n+1(z) = n(n + 2) Eμ,n+3(z) + μz[μ + 2(n + 1)] E′
μ,n+3(z)

+ z2 E′′
μ,n+3(z) + Eμ,n+2(z) (n ∈ N),

(21)
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where

E(�)
μ,�(z) =

d�

dz�
Eμ,�(z) (� ∈ N0). (22)

The following recurrence relation reveals that, under the restrictions, computation of
Eμ,�(z) for the case μ > 1 may be reduced to the case 0 < μ ≤ 1 (see, e.g., ([53], [Equation
(6)]), ([10], [Chapter XVIII]), ([54], [p. 24]), ([55], [Equation (2.2)]), [56]):

Eμ,�(z) =
1

2m + 1

m

∑
k=−m

Eμ/(2m+1),�

(
z1/(2m+1)e2πik/(2m+1)

)
(23)

(
μ ∈ R

+, � ∈ R, z ∈ C, m = [(μ − 1)/2] + 1
)
.

1.2. Three Parametric Mittag-Leffler Function and Its Various Extensions

Giusti et al. pointed out the following interesting recurrence relations for the Prabhakar
function (7) (see ([42], [Equations (4.2) and (4.3)])):

Eξ+1
μ,� (z) =

Eξ
μ,�−1(z) + (1 − � + μξ)Eξ

μ,�(z)

μξ
(24)

(see [43]) and

Eξ+1
μ,� (z) =

Eξ
μ,�−μ−1(z) + (1 − � + μ)Eξ

μ,�−μ(z)

μξz
(z ∈ C \ {0}) (25)

(see [57]).
Shukla and Prajapati ([58], [Theorem 1]) offered an intriguing differential recurrence

relation for an extended Mittag-Leffler function, which can be made by replacing (ξ)n in (7)
with (ξ)qn under the restriction q ∈ (0, 1) ∪N (see [59]), which was further generalized and
investigated by Srivastava and Tomovski [50] who substituted a k ∈ C for the q ∈ (0, 1)∪N

under constraints �(μ) > max{0, �(k)− 1} and �(k) > 0.
Salim ([60], [Theorem 2.2]) presented two interesting differential recurrence relation

for an extended Mittag-Leffler function, which can be derived by replacing n! in (7) with a
Pochhammer symbol, say (η)n under the constraint �(η) > 0.

Kurulay and Bayram ([61], [Theorems 4]) established an intriguing differential recur-
rence relation for the Prabhakar function (7).

Dhakar and Sharma ([62], [Theorem 2.1]) provided an interesting differential re-
currence relation for the k-Mittag-Leffler function (see [63]), which may be obtained by
substituting (ξ)n,k and Γk(μn + �) for (ξ)n and Γ(μn + �) in (7), respectively. Here the
k-Pochhammer symbol is defined as follows (see [64]):

(γ)n,k :=

⎧⎪⎨⎪⎩
Γk(γ + nk)

Γk(γ)
(n ∈ N; k ∈ R

+; γ ∈ C \ {0}),
γ(γ + k) · · · (γ + (n − 1)k) (n ∈ N; γ ∈ C),

(26)

where Γk is the k-gamma function defined by

Γk(z) =
∫ ∞

0
e−

tk
k tz−1 dt

(�(z) > 0; k ∈ R
+
)
. (27)

Sharma and Jain ([65], [Theorem 1]) gave an interesting recurrence relation for the
q-analog (or extension) of the Prabhakar function (7).
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Gehlot ([66], [Theorem 2.1]) provided an intriguing differential recurrence relation for
the following p-k Mittag-Leffler function (see [67]):

pEξ,q
k,μ,�(z) =

∞

∑
n=0

p(ξ)nq,k zn

n! pΓk(μn + �)
(28)

(
k, p ∈ R

+, q ∈ (0, 1) ∪N, min{�(μ), �(�), �(ξ)} > 0
)
.

Here the p-k Pochhammer symbol p(α)n,k and the p-k Gamma function pΓk are defined by

p(α)n,k =
(αp

k

)(αp
k

+ p
)
· · ·

(αp
k

+ (n − 1)p
)

(29)

(
k, p ∈ R

+, n ∈ N, �(α) > 0
)

and p(α)0,k := 1;

pΓk(z) =
∫ ∞

0
e−

tk
p tz−1 dt

(�(z) > 0; p, k ∈ R
+
)
. (30)

Further Gehlot ([67], [Theorem 2.3]) presented an interesting recurrence relation for the p-k
Mittag-Leffler function.

Choi et al. ([35], [Theorem 3.1]) established a differential recurrence relation for the
extended Mittag-Leffler function, which may be obtained by replacing (ξ)n in (7) with
the generalized Pochhammer symbol (ξ; p)n. Here the generalized Pochhammer symbol
(ξ; p)ν (ξ, ν ∈ C) is defined by

(ξ; p)ν :=

{
Γp(ξ+ν)

Γ(ξ) (�(p) > 0),
(ξ)ν (p = 0),

(31)

where Γp(z) is the generalized gamma function given as follows:

Γp(z) :=

⎧⎨⎩
∫ ∞

0 tz−1 e−t− p
t dt (�(p) > 0, z ∈ C),

Γ(z) (p = 0, �(z) > 0).
(32)

The aim of this article is to explore some new recurrence relations for the two para-
metric Mittag-Leffler function. Then, we discuss several applications of such recurrence
relations. To begin, we express a number of the two parametric Mittag-Leffler functions in
terms of elementary functions by combining appropriate pairings of particular instances of
those recurrence relations. Second, we establish four new relations among the Fox–Wright
functions by applying Riemann–Liouville fractional integral and differential operators
to one of those recurrence relations. Certain particular cases of the Fox–Wright function
relations exhibit four relations among the generalized hypergeometric functions. Finally,
we propose several pertinent research questions.

Further, for our purpose, we recall the classical Beta function (see, e.g., ([5], [p. 8]))

B(α, β) =

⎧⎪⎪⎨⎪⎪⎩
∫ 1

0
τα−1(1 − τ)β−1 dτ (�(α) > 0, �(β) > 0)

Γ(α) Γ(β)

Γ(α + β)
(α, β ∈ C \Z≤0).

(33)

The following formula is one of a number of definite integrals that may be expressed in
terms of the Beta function (see, e.g., ([5], [p. 9, Equation (49)])):

∫ b

a
(τ − a)α−1(b − τ)β−1dτ = (b − a)α+β−1 B(α, β) (34)
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(b > a, �(α) > 0, �(β) > 0).

2. Recurrence Relations

This section explores some new recurrence relations for the two parametric Mittag-
Leffler function (5).

Theorem 1. Let μ, �, z ∈ C with �(μ) > 0. Then

Eμ,�(z) = �(� + 1)Eμ,�+2(z)− �(� + 1)zEμ,μ+�+2(z) + zEμ,μ+�(z) (�(�) > 0); (35)

Eμ,�(z) =z3Eμ,3μ+�(z)− z2(μ + �)Eμ,2μ+�+1(z) + z(μ + �)Eμ,μ+�+1(z)

+
z2

Γ(2μ + �)
+

1
Γ(�)

(�(�) > 0);
(36)

(� − 1)Eμ,�(z) =z3Eμ,3μ+�−1(z)− zEμ,μ+�−1(z) + z(� − 1)Eμ,μ+�(z)

+
z2

Γ(2μ + � − 1)
+

z
Γ(μ + � − 1)

+
1

Γ(� − 1)
(�(�) > 1);

(37)

(� − 1)Eμ,�(z) = z(� − 1)Eμ,μ+�(z)− z2Eμ,2μ+�−1(z) +
1
z

Eμ,�−μ−1(z)

− z
Γ(μ + � − 1)

− 1
zΓ(� − μ − 1)

(�(�) > 1, �(� − μ) > 1);
(38)

(� − 1)Eμ,�(z) = (� − 1)z2Eμ,2μ+�(z)− z2Eμ,2μ+�−1(z) +
1
z

Eμ,�−μ−1(z)

− 1
zΓ(� − μ − 1)

− μz
Γ(μ + �)

(�(�) > 0, �(� − μ) > 1);
(39)

(� − 2)(� − 1)Eμ,�(z) = z(� − 1)(� − 2)Eμ,μ+�(z) + z3Eμ,3μ+�−2(z)

− zEμ,μ+�−2(z) +
z2

Γ(2μ + � − 2)
+

z
Γ(μ + � − 2)

+
1

Γ(� − 2)
(�(�) > 2);

(40)

(μ + � − 2)(μ + � − 1)Eμ,�(z) = (μ + � − 2)(μ + � − 1)z2Eμ,2μ+�(z)

+ z3Eμ,3μ+�−2(z)− z2Eμ,2μ+�−2(z)

+
z2

Γ(2μ + � − 2)
+

z
Γ(μ + � − 2)

+
(μ + � − 2)(μ + � − 1)

Γ(�)

(41)

(�(�) > 0, �(� + μ) > 2).

Proof. We establish only (35). Let R1 be the right-handed member of (35). By using (5),
we obtain

R1 =�(� + 1)
∞

∑
k=0

zk

Γ(μk + � + 2)
− �(� + 1)

∞

∑
k=0

zk+1

Γ(μk + μ + � + 2)

+
∞

∑
k=0

zk+1

Γ(μk + μ + �)
.

(42)
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Setting k + 1 = k′ on the second and third summations in (42) and dropping the prime on
k, we obtain

R1 =�(� + 1)
∞

∑
k=0

zk

Γ(μk + � + 2)
− �(� + 1)

∞

∑
k=1

zk

Γ(μk + � + 2)
+

∞

∑
k=1

zk

Γ(μk + �)

=
�(� + 1)
Γ(� + 2)

+
∞

∑
k=1

zk

Γ(μk + �)
=

1
Γ(�)

+
∞

∑
k=1

zk

Γ(μk + �)

=
∞

∑
k=0

zk

Γ(μk + �)
= Eμ,�(z).

(43)

For the third equality of (43), the following fundamental relation for the Gamma function

Γ(z + 1) = z Γ(z) (44)

is used. The proof of (35) is complete.

Likewise, the remaining relations (36)–(41) may be established. We omit specifics.

Taking � = 1 in (35), (36), and (41), we obtain some relations between the Mittag-
Leffler function (1) and the two parametric Mittag-Leffler function (5) in the following
corollary.

Corollary 1. Let μ, z ∈ C with �(μ) > 0. Then

Eμ(z) = 2Eμ,3(z)− 2zEμ,μ+3(z) + zEμ,μ+1(z); (45)

Eμ(z) = z3Eμ,3μ+1(z)− z2(μ + 1)Eμ,2μ+2(z)

+ z(μ + 1)Eμ,μ+2(z) +
z2

Γ(2μ + 1)
+ 1;

(46)

μ(μ − 1)Eμ(z) = μ(μ − 1)z2Eμ,2μ+1(z) + z3Eμ,3μ−1(z)

− z2Eμ,2μ−1(z) +
z2

Γ(2μ − 1)
+

z
Γ(μ − 1)

+ μ(μ − 1).
(47)

Similar to (2), the following corollary provides certain interesting expressions of
several elementary functions in terms of the two parametric functions (5).

Corollary 2. Let z ∈ C. Then

ez = E1(z) = zE1,2(z) + 2E1,3(z)− 2zE1,4(z); (48)

ez = E1(z) = 2zE1,3(z) +
(

z3 − 2z2
)

E1,4(z) +
z2

2
+ 1; (49)

cos z = E2(−z2) =
(

2 − z2
)

E2,3(−z2) + 2z2E2,5(−z2); (50)

cos z = E2(−z2) =− 3z2E2,4(−z2)− 3z4E2,6(−z2)

− z6E2,7(−z2) +
z4

24
+ 1;

(51)

cos z = E2(−z2) =− z4

2
E2,3(−z2) +

(
z4 − z6

2

)
E2,5(−z2)

+
z4

4
− z2

2
+ 1;

(52)
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sin z = z E2,2(−z2) =
(

6z − z3
)

E2,4(−z2) + 6z3E2,6(−z2); (53)

sin z = z E2,2(−z2) =− 4z3E2,5(−z2)− 4z5E2,7(−z2)

− z7E2,8(−z2) +
z5

120
+ z;

(54)

sin z = z E2,2(−z2) = z3E2,3(−z2)− z3E2,4(−z2)

− z7E2,7(−z2) +
z5

24
− z3

2
+ z;

(55)

sin z = z E2,2(−z2) =− z5

6
E2,4(−z2) +

(
z5 − z7

6

)
E2,6(−z2)

+
z5

36
− z3

6
+ z;

(56)

cosh z = E2(z2) =
(

2 + z2
)

E2,3(z2)− 2z2E2,5(z2); (57)

cosh z = E2(z2) =3z2E2,4(z2)− 3z4E2,6(z2)

+ z6E2,7(z2) +
z4

24
+ 1;

(58)

cosh z = E2(z2) =− z4

2
E2,3(z2) +

(
z4 +

z6

2

)
E2,5(z2)

+
z4

4
+

z2

2
+ 1;

(59)

sinh z = z E2,2(z2) =
(

6z + z3
)

E2,4(z2)− 6z3E2,6(z2); (60)

sinh z = z E2,2(z2) = 4z3E2,5(z2)− 4z5E2,7(z2)

+ z7E2,8(z2) +
z5

120
+ z;

(61)

sinh z = z E2,2(z2) =− z3E2,3(z2) + z3E2,4(z2) +
z5

24

+ z7E2,7(z2) +
z3

2
+ z;

(62)

sinh z = z E2,2(z2) =− z5

6
E2,4(z2) +

(
z5 +

z7

6

)
E2,6(z2)

+
z5

36
+

z3

6
+ z.

(63)

Proof. Setting μ = 1 in (45) and (46), respectively, yields (48) and (49).
Putting μ = 2 and replacing z by −z2 in (45), (46), and (47), respectively, gives (50),

(51), and (52).
Taking μ = 2, � = 2 and replacing z by −z2 in (35), (36), (37), and (41), respectively,

produces (53), (54), (55), and (56).
Setting μ = 2 and replacing z by z2 in (45), (46), and (47), respectively, offers (57), (58),

and (59).
Putting μ = 2, � = 2 and replacing z by z2 in (35), (36), (37), and (41), respectively,

affords (60), (61), (62), and (63).

By combining appropriate pairings of the identities in Corollary 2, such as (2), we
may express several of the two parametric Mittag-Leffler functions in terms of elementary
functions, as stated in the following corollary.
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Corollary 3. The following formulas hold.

E2,3(−z2) = − 1
z2 (cos z − 1) (z ∈ C \ {0}); (64)

E2,5(−z2) =
1
z4

(
cos z +

z2

2
− 1

)
(z ∈ C \ {0}); (65)

E2,4(−z2) =
1
z2

(
1 − sin z

z

)
(z ∈ C \ {0}); (66)

E2,6(−z2) =
1
z4

(
− 1 +

z2

6
+

sin z
z

)
(z ∈ C \ {0}); (67)

E2,3(z2) =
1
z2 (cosh z − 1) (z ∈ C \ {0}); (68)

E2,5(z2) =
1
z4 (cosh z − 1)− 1

2z2 (z ∈ C \ {0}); (69)

E2,4(z2) =
1
z3 sinh z − 1

z2 (z ∈ C \ {0}); (70)

E2,6(z2) =
1
z5 sinh z − 1

z4 − 1
6 z2 (z ∈ C \ {0}). (71)

Proof. From (50) and (52), we can obtain (64) and (65).

From (53) and (56), we can derive (66) and (67).

From (57) and (59), we can obtain (68) and (69).

From (60) and (63), we can find (70) and (71).

3. Certain Relations among the Fox–Wright Functions

In this section, by applying the Riemann–Liouville fractional integrals and derivatives
to the recurrence relation (35), we obtain four relations among the Fox–Wright functions
pΨq, as stated in the following theorems. We also consider some particular cases of our
main results.

Theorem 2. Let μ, �, x ∈ R+, and a ∈ C. Then

1Ψ1

[
(1, 1);

(μ + �, μ);
axμ

]
− axμ

1Ψ1

[
(1, 1);

(2μ + �, μ);
axμ

]
= �(� + 1)2Ψ2

[
(�, μ), (1, 1);

(� + 2, μ), (μ + �, μ);
axμ

]
− a�(� + 1)xμ

2Ψ2

[
(μ + �, μ), (1, 1);

(μ + � + 2, μ), (2μ + �, μ);
axμ

]
.

(72)

Proof. A particular case of (34) is∫ x

0
τα−1(x − τ)β−1dτ = xα+β−1 B(α, β)

(x > 0, �(α) > 0, �(β) > 0).
(73)

Replacing z by azμ in (35) and multiplying both sides of the resulting identity by z�−1,
we obtain

z�−1Eμ,�(azμ) =�(� + 1)z�−1Eμ,�+2(azμ)− a�(� + 1)zμ+�−1Eμ,μ+�+2(azμ)

+ azμ+�−1Eμ,μ+�(azμ).
(74)
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Taking the left-sided Riemann–Liouville fractional integral (12) on both sides of (74),
we obtain(

Iμ
0+

[
z�−1Eμ,�(azμ)

])
(x) =�(� + 1)

(
Iμ
0+

[
z�−1Eμ,�+2(azμ)

])
(x)

− a�(� + 1)
(

Iμ
0+

[
zμ+�−1Eμ,μ+�+2(azμ)

])
(x)

+ a
(

Iμ
0+

[
zμ+�−1Eμ,μ+�(azμ)

])
(x).

(75)

Let L1 be the left-handed member of (75). Interchanging the integral and summation in (5),
which may be verified under restrictions, we obtain

L1 =
1

Γ(μ)

∞

∑
k=0

ak

Γ(μk + �)

∫ x

0
(x − τ)μ−1 τμk+�−1 dτ. (76)

Using (73) in the integral in (76), we obtain

L1 = xμ+�−1
∞

∑
k=0

Γ(k + 1)
Γ(μk + μ + �)

(axμ)k

k!
= xμ+�−1

1Ψ1

[
(1, 1);

(μ + �, μ);
axμ

]
. (77)

Now, let R1 be the right-handed member of (75). Similarly, as in obtaining (77), we derive

R1 = �(� + 1)xμ+�−1
2Ψ2

[
(�, μ), (1, 1);

(� + 2, μ), (μ + �, μ);
axμ

]
− a�(� + 1)x2μ+�−1

2Ψ2

[
(μ + �, μ), (1, 1);

(μ + � + 2, μ), (2μ + �, μ);
axμ

]
+ ax2μ+�−1

1Ψ1

[
(1, 1);

(2μ + �, μ);
axμ

]
.

(78)

Finally, equating the two identities in (77) and (78), we have (72).

Theorem 3. Let x > 0, 0 < μ < 1 − �, and a ∈ C. Then

xμ
2Ψ2

[
(1 − μ − �, μ), (1, 1);

(�, μ), (1 − �, μ);
ax−μ

]
= �(� + 1)xμ

2Ψ2

[
(1 − μ − �, μ), (1, 1);
(� + 2, μ), (1 − �, μ);

ax−μ

]
− a�(� + 1)2Ψ2

[
(1 − �, μ), (1, 1);

(μ + � + 2, μ), (μ − � + 1, μ);
ax−μ

]
+ a2Ψ2

[
(1 − �, μ), (1, 1);

(μ + �, μ), (μ − � + 1, μ);
ax−μ

]
.

(79)

Proof. The following formula is readily derived:∫ ∞

x
(τ − x)α−1 τβ−1dτ = xα+β−1 B(α, 1 − α − β)

(x > 0, 0 < �(α) < 1 −�(β)).
(80)

Replacing z by az−μ in (35) and multiplying both sides of the resulting identity by
z�−1, we obtain

z�−1Eμ,�(az−μ) =�(� + 1)z�−1Eμ,�+2(az−μ)− a�(� + 1)z−μ+�−1Eμ,μ+�+2(az−μ)

+ az−μ+�−1Eμ,μ+�(az−μ).
(81)
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Taking the right-sided Riemann–Liouville fractional integral (13) on both sides of (81),
we obtain(

Iμ
∞−

[
z�−1Eμ,�(az−μ)

])
(x) =�(� + 1)

(
Iμ
∞−

[
z�−1Eμ,�+2(az−μ)

])
(x)

− a�(� + 1)
(

Iμ
∞−

[
z−μ+�−1Eμ,μ+�+2(az−μ)

])
(x)

+ a
(

Iμ
∞−

[
z−μ+�−1Eμ,μ+�(az−μ)

])
(x).

(82)

Now, similarly as in the proof of Theorem 2, applying (13) to each term of (82) and
using (80), we can obtain the desired identity (79).

Theorem 4. Let μ, �, x ∈ R+. Further, let a ∈ C and n = [μ] + 1 ∈ N. Then

x−μ
1Ψ1

[
(1, 1);

(� − μ, μ);
axμ

]
− a · 1Ψ1

[
(1, 1);
(�, μ);

axμ

]
= �(� + 1)x−μ

2Ψ2

[
(�, μ), (1, 1);

(� + 2, μ), (� − μ, μ);
axμ

]
− a�(� + 1)2Ψ2

[
(μ + �, μ), (1, 1);

(μ + � + 2, μ), (�, μ);
axμ

]
.

(83)

Proof. Similar to (75), we have(
Dμ

0+

[
z�−1Eμ,�(azμ)

])
(x) = �(� + 1)

(
Dμ

0+

[
z�−1Eμ,�+2(azμ)

])
(x)

− a�(� + 1)
(

Dμ
0+

[
zμ+�−1Eμ,μ+�+2(azμ)

])
(x)

+ a
(

Dμ
0+

[
zμ+�−1Eμ,μ+�(azμ)

])
(x).

(84)

Let L be the left-handed member of (84). Using (14), (12), and (5), we obtain

L =

(
d

dx

)n
{

1
Γ(n − μ)

∫ x

0
(x − τ)n−μ−1τ�−1

∞

∑
k=0

ak

Γ(μk + �)
τμk dτ

}

=

(
d

dx

)n
{

1
Γ(n − μ)

∞

∑
k=0

ak

Γ(μk + �)

∫ x

0
(x − τ)n−μ−1τ�+μk−1dτ

}
,

(85)

under the restrictions of which integral and summation can be interchanged. Using (73) to
evaluate the integral in (85) and interchanging differentiation and summation, we obtain

L =
∞

∑
k=0

ak

Γ(n − μ + � + μk)

(
d

dx

)n(
xn−μ+�+μk−1

)
. (86)

Employing the following easily derivable formula(
d

dx

)n(
xλ

)
= (−1)n (−λ)n xλ−n = (−1)n Γ(n − λ)

Γ(−λ)
xλ−n (87)

in (86), we find

L = x�−μ−1
∞

∑
k=0

(axμ)k

Γ(n − μ + � + μk)
· (−1)n Γ(1 + μ − � − μk)

Γ(1 − n + μ − � − μk)
. (88)
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Using the following well-known formula

Γ(z)Γ(1 − z) =
π

sin(πz)
(z ∈ C \Z) (89)

in (88), we derive

L = x�−μ−1
∞

∑
k=0

(axμ)k

Γ(� − μ + μk)

= x�−μ−1
1Ψ1

[
(1, 1);

(� − μ, μ);
axμ

]
.

(90)

Further, the other three fractional derivatives in (84) can be evaluated as in (90). Finally, all
of those evaluations that are used in (84) gives the desired identity (83).

Theorem 5. Let μ, �, x ∈ R+ and 0 < n − μ < 1 − �. Further, let a ∈ C and n = [μ] + 1 ∈ N.
Then

2Ψ2

[
(μ − � + 1, μ), (1, 1);

(�, μ), (1 − �, μ);
ax−μ

]
= �(� + 1)2Ψ2

[
(1 + μ − �, μ), (1, 1);
(� + 2, μ), (1 − �, μ);

ax−μ

]
− a �(� + 1) x−μ

2Ψ2

[
(1 + 2μ − �, μ), (1, 1);

(μ + � + 2, μ), (1 + μ − �, μ);
ax−μ

]
+ a x−μ

2Ψ2

[
(1 + 2μ − �, μ), (1, 1);

(μ + �, μ), (1 + μ − �, μ);
ax−μ

]
.

(91)

Proof. Similar to (82), we have(
Dμ

∞−
[
z�−1Eμ,�(az−μ)

])
(x)

= �(� + 1)
(

Dμ
∞−

[
z�−1Eμ,�+2(az−μ)

])
(x)

− a�(� + 1)
(

Dμ
∞−

[
z−μ+�−1Eμ,μ+�+2(az−μ)

])
(x)

+ a
(

Dμ
∞−

[
z−μ+�−1Eμ,μ+�(az−μ)

])
(x).

(92)

As in the proof of Theorem 4, by using (80), we can evaluate all of the four fractional
derivatives in (92). For example,(

Dμ
∞−

[
z�−1Eμ,�(az−μ)

])
(x) = x�−μ−1

2Ψ2

[
(μ − � + 1, μ), (1, 1);

(�, μ), (1 − �, μ);
ax−μ

]
. (93)

Hence, all the evaluations which are set in (92) yields the desired identity (91).

Since the results presented in Theorems 2–5 are quite general, they may reduce to
yield a number of interesting identities. For example, setting μ = 1 in the results, with
the aid of (10), we obtain several new relations among the generalized hypergeometric
functions pFq, as stated in the following corollary (for current research of summation and
reduction formulae for pFq, see [68,69]).

Corollary 4. Let a ∈ C. Then

1F1

[
1;

� + 1;
ax

]
− ax

� + 1 1F1

[
1;

� + 2;
ax

]
= 2F2

[
�, 1;

� + 2, � + 1;
ax

]
− � ax

(� + 2)(� + 1) 2F2

[
� + 1, 1;

� + 3, � + 2;
ax

] (94)
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(x ∈ C, � ∈ C \Z≤−1);

x 2F2

[ −�, 1;
� + 2, 1 − �;

a
x

]
− x 2F2

[ −�, 1;
�, 1 − �;

a
x

]
=

a�

(� − 1)(� + 2) 2F2

[
1 − �, 1;

� + 3, 2 − �;
a
x

]
− a

� − 1 2F2

[
1 − �, 1;

� + 1, 2 − �;
a
x

] (95)

(x ∈ C \ {0}, � ∈ C \Z);

1F1

[
1;

� − 1;
ax

]
− ax

� − 1 1F1

[
1;
�;

ax
]

= 2F2

[
�, 1;

� + 2, � − 1;
ax

]
− � ax

(� + 2) (� − 1) 2F2

[
� + 1, 1;
� + 3, �;

ax
]

;
(96)

(x ∈ C, � ∈ C \Z≤1);

2F2

[
2 − �, 1;

� + 2, 1 − �;
a
x

]
− 2F2

[
2 − �, 1;
�, 1 − �;

a
x

]
=

a(� − 2)
x(� − 1)(� + 2) 2F2

[
3 − �, 1;

� + 3, 2 − �;
a
x

]
− a(� − 2)

x�(� − 1) 2F2

[
3 − �, 1;

� + 1, 2 − �;
a
x

] (97)

(x ∈ C \ {0}, � ∈ C \Z).

It is worth noting that the restriction on each identity in Corollary 4 may be widened
via analytic continuation. Further, each side of the identities (94) and (96) is easily checked
to become 1.

4. Concluding Remarks and Posing Problems

We reviewed the birth of the Mittag-Leffler function and its several extensions (among
numerous ones) together with their diverse applications to a variety of research areas,
particularly, fractional calculus. We recalled many known recurrence (or differential recur-
rence) relations for the two parametric Mittag-Leffler function (5) and the three parametric
Mittag-Leffler function (7). Then, we established a number of recurrence relations for
the two parametric Mittag-Leffler function (5). Further, by using appropriate pairings of
those recurrence relations presented in this paper, we demonstrated that certain particular
cases of the two parametric Mittag-Leffler function (5) can be expressed in terms of ele-
mentary functions. Further, by applying the Riemann–Liouville fractional integral and
derivative operators to one of the recurrence relations for the two parametric Mittag-Leffler
function (5), we derived four new relations among the Fox–Wright functions. Finally, we
provided four relations among the generalized hypergeometric functions pFq as a particular
case of those Fox–Wright function relations.

As in Section 3, by using the other formulas (36)–(41), we may derive some relations
among the Fox–Wright functions pΨq together with their corresponding relations among
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the generalized hypergeometric functions pFq as particular cases. For example, as with
Theorem 2, using (36), we obtain

1Ψ1

[
(1, 1);

(μ + �, μ);
axμ

]
− a3x3μ

1Ψ1

[
(1, 1);

(4μ + �, μ);
axμ

]
= (μ + �) a xμ

2Ψ2

[
(μ + �, μ), (1, 1);

(μ + � + 1, μ), (2μ + �, μ);
axμ

]
− (μ + �) a2 x2μ

2Ψ2

[
(2μ + �, μ), (1, 1);

(2μ + � + 1, μ), (3μ + �, μ);
axμ

]
+

a2x2μ

Γ(3μ + �)
+

1
Γ(μ + �)

(98)

(
μ, �, x ∈ R

+, a ∈ C
)

and

1F1

[
1;

1 + �;
ax

]
− a3x3

(� + 1)(� + 2)(� + 3) 1F1

[
1;

� + 4;
ax

]
=

a x
� + 1 2F2

[
� + 1, 1;

� + 2, � + 2;
ax

]
− a2 x2

(� + 2)2 2F2

[
� + 2, 1;

� + 3, � + 3;
ax

]
+

a2x2

(� + 1)(� + 2)
+ 1 (� ∈ C \Z≤−1, a, x ∈ C).

(99)

Here we pose the following problems:

(i) Based on the other recurrence relations (36)–(41), by using Riemann–Liouville frac-
tional integral and derivative operators, try to present certain relations among the
Fox–Wright functions pΨq;

(ii) Demonstrate some particular cases of the identities given in (i);
(iii) Based on the recurrence relations (35)–(41), by using the other fractional integral and

derivative operators, try to present certain relations among some special functions;
(iv) Consider certain particular cases of identities that will be derived in (iii).
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Abstract: Integral operators of a fractional order containing the Mittag-Leffler function are important
generalizations of classical Riemann–Liouville integrals. The inequalities that are extensively studied
for fractional integral operators are the Hadamard type inequalities. The aim of this paper is to
find new versions of the Fejér–Hadamard (weighted version of the Hadamard inequality) type
inequalities for (α, h-m)-p-convex functions via extended generalized fractional integrals containing
Mittag-Leffler functions. These inequalities hold simultaneously for different types of well-known
convexities as well as for different kinds of fractional integrals. Hence, the presented results provide
more generalized forms of the Hadamard type inequalities as compared to the inequalities that
already exist in the literature.

Keywords: (α, h-m)-p-convex function; Fejér–Hadamard inequality; Mittag-Leffler function; extended
generalized fractional integrals

MSC: 26A51; 26A33; 33E12

1. Introduction

Convexity in alliance with integral inequalities is an attractive area of research. Re-
searchers define novel types of convexities for the need of hour. Convex functions and
mathematical inequalities play a vital role in the progress of diverse fields of pure and
applied sciences. A large number of inequalities have been established for convex functions,
see [1–10] and references therein. On the other hand, fractional integral and derivative
operators are important tools to generalize the classical concepts and methods that are
based on ordinary integration and derivative. Fractional integral and derivative operators
lead in the study of fractional differential equations [11], fractional initial and boundary
value problems [12], and fractional dynamical systems [13].

The Mittag-Leffler function appears in the solutions of fractional differential equations,
the same as how likely the exponential function appears in solving differential equations.
Fractional integral operators containing Mittag-Leffler function are also developed and
applied to study well-known real world problems, see [14–19] and references therein.

In recent years, fractional integral operators, as well as new classes of functions closely
related to convex functions, play a significant role in extensions and generalizations of
classical inequalities. The most celebrated inequality which is investigated for fractional
integrals is the well-known Hadamard inequality. Sarikaya, in [6,20], proved two versions
of the Hadamard inequality for convex functions by using Riemann–Liouville fractional
integral operators. After that, plenty of such versions have been published by defining new
kinds of functions related to convex functions via fractional integrals related to Riemann–
Liouville integrals. Farid, in [21], gave the Hadamard and the Fejér–Hadamard inequalities
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for convex functions by using the fractional integral operators containing Mittag-Leffler
functions. For other known and new classes of functions, the Hadamard and the Fejér–
Hadamard fractional inequalities can be found in [22–30] and references therein.

Inspired by a huge number of findings in the credit of the Hadamard and the Fejér–
Hadamard inequalities for fractional integrals, we are motivated in establishing the gener-
alized forms of such type of inequalities by utilizing the class of so called (α, h-m)-p-convex
functions and the fractional integral operators involving Mittag-Leffler functions. Next,
we give definitions and important notions which will be utilized in proving the results of
this paper.

Definition 1 ([31]). A function f : [a, b] → R is said to be convex, if the following inequality holds:

f (ta + (1 − t)b) ≤ t f (a) + (1 − t) f (b), ∀t ∈ [0, 1]. (1)

The Fejér–Hadamard inequality for convex functions is stated in the forthcoming
theorem, while the Hadamard inequality can be deduced for h̄ ≡ 1.

Theorem 1 ([32]). Let f : [a, b] → R be a convex function with a < b. Then, the following
inequality holds:

f
(

a + b
2

) ∫ b

a
h̄(x)dx ≤

∫ b

a
f (x)h̄(x)dx ≤ f (a) + f (b)

2

∫ b

a
h̄(x)dx,

where h̄ : [a, b] → R is non-negative, integrable and symmetric function about a+b
2 .

In [30], Jia et al. defined the class of (α, h-m)-p-convex functions given as follows:

Definition 2. Let J ⊆ R be an interval containing (0, 1). Let I ⊂ (0, ∞) be a real interval and
p ∈ R \ {0}. Moreover, let h : J → R be a non-negative function. A function f : I → R is said to
be (α, h-m)-p-convex, if

f
(
(tap + m(1 − t)bp)

1
p

)
≤ h(tα) f (a) + mh(1 − tα) f (b), ∀t ∈ (0, 1), (α, m) ∈ [0, 1]2, (2)

provided (tap + m(1 − t)bp)
1
p ∈ I.

The inequality (2), provides the definition of (h-m)-p-convex functions for α = 1;
(α,m)-p-convex functions for h(t) = t; (α,h)-p-convex functions for m = 1; (s,m)-p-convex
functions for h(t) = ts, α = 1; (α, h-m)-convex functions for p = 1; (h-m)-convex functions
for α = p = 1; (h-p)-convex functions for α = m = 1; h-convex function for α = p = m = 1;
s-convex functions for h(t) = ts, α = p = m = 1; m-convex functions for h(t) = t, α = p = 1;
p-convex functions for h(t) = t, α = m = 1; convex functions for h(t) = t, α = p = m = 1.

Next, we give the definition of integral operators involving Mittag-Leffler functions
as follows:

Definition 3 ([33]). Let f , g : [a, b] → R, 0 < a < b be the functions such that f be positive
and f ∈ L1[a, b] and g be a differentiable and strictly increasing. Moreover, let ϕ

x be an increasing
function on [a, ∞) and μ, ψ, φ, ρ, c ∈ C, �(ψ),�(φ) > 0, �(c) > �(ρ) > 0 with q ≥ 0, σ, r > 0
and 0 < k ≤ r + σ. Then, for x ∈ [a, b], the integral operators are defined by:

(gFϕ,ρ,r,k,c
σ,ψ,φ,μ,a+ f )(x; q) =

∫ x

a

ϕ(g(x)− g(t))
g(x)− g(t)

Eρ,r,k,c
σ,ψ,φ (μ(g(x)− g(t))σ; q) f (t)d(g(t)), (3)
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(gFϕ,ρ,r,k,c
σ,ψ,φ,μ,b− f )(x; q) =

∫ b

x

ϕ(g(t)− g(x))
g(t)− g(x)

Eρ,r,k,c
σ,ψ,φ (μ(g(t)− g(x))σ; q) f (t)d(g(t)). (4)

Here

Eρ,r,k,c
σ,ψ,φ (t; q) =

∞

∑
n=0

βq(ρ + nk, c − ρ)(c)nktn

β(ρ, c − ρ)Γ(σn + ψ)(φ)nr
, (5)

is the generalized Mittag-Leffler function and (c)nk is the generalized Pochhammer symbol defined
as follows:

(c)nk =
Γ(c + nk)

Γ(c)
,

Γ(.) is gamma function defined as follows:

Γ(ψ) =
∫ ∞

0
e−ttψ−1dt, ψ > 0,

βq is the extension of beta function defined as follows:

βq(x, y) =
∫ 1

0
tx−1(1 − t)y−1e−

q
t(1−t) dt.

The following definition of extracted generalized fractional integral operators from
Definition 3 is very useful to obtain the Fejér–Hadamard type inequalities.

Definition 4 ([27]). Let f , g : [a, b] → R, 0 < a < b be the functions such that f be positive
and f ∈ L1[a, b] and g be a differentiable and strictly increasing. Moreover, let μ, ψ, φ, ρ, c ∈ C,
�(ψ),�(φ) > 0, �(c) > �(ρ) > 0 with q ≥ 0, σ, r > 0 and 0 < k ≤ r + σ. Then, for x ∈ [a, b],
the integral operators are defined by:(

gΥρ,r,k,c
σ,ψ,φ,μ,a+ f

)
(x; q) =

∫ x

a
(g(x)− g(t))ψ−1Eρ,r,k,c

σ,ψ,φ (μ(g(x)− g(t))σ; q) f (t)d(g(t)), (6)

(
gΥρ,r,k,c

σ,ψ,φ,μ,b− f
)
(x; q) =

∫ b

x
(g(t)− g(x))ψ−1Eρ,r,k,c

σ,ψ,φ (μ(g(t)− g(x))σ; q) f (t)d(g(t)). (7)

Remark 1. The integral operators (6) and (7) provide the following fractional integral operators:

(i) For g(x) = x, we recover the fractional integral operators defined by Andrić et al. in [34].
(ii) For g(x) = x and q = 0, we recover the fractional integral operators defined by Salim-Faraj

in [17].
(iii) For g(x) = x and φ = r = 1, we recover the fractional integral operators defined by

Rahman et al. in [16].
(iv) For g(x) = x, q = 0 and φ = r = 1, we recover the fractional integral operators defined by

Srivastava-Tomovski in [19].
(v) For g(x) = x, q = 0 and φ = r = k = 1, we recover the fractional integral operators defined

by Prabhakar in [15].
(vi) For g(x) = x and μ = q = 0, we recover the Riemann–Liouville fractional integrals.

In the next section, we give two versions of Fejér–Hadamard inequalities for (α, h−m)− p-
convex functions via generalized fractional integral operators. Moreover, we give the Fejér–
Hadamard inequalities for different classes of convex functions which are deducible from
(α, h − m)− p-convex functions.

In the whole paper, we use the following notations frequently:(
F a+

b,σ,ψ

)
(μ, f ) =

(
gΥρ,r,k,c

σ,ψ,φ,μ,a+ f
)
(b; q),

(
F b−

a,σ,ψ

)
(μ, f ) =

(
gΥρ,r,k,c

σ,ψ,φ,μ,b− f
)
(a; q).
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2. Fejér–Hadamard Type Inequalities

Theorem 2. Let f , g, h̄ : [a, b] → R, 0 < a < mb, m ∈ (0, 1], Range (g), Range (h̄) ⊂ [a, b] be
the functions such that f is positive and f ∈ L1[a, b], g is differentiable and strictly increasing. If f

is (α, h-m)-p-convex on [a, b] and h̄
(
(gp(a) + mgp(b)− mg(y))

1
p

)
= h̄((g(y))

1
p ), then for (6)

and (7), we have the following inequalities:

(i) If p > 0, then

f

((
gp(a)+mgp(b)

2

) 1
p
)(

F g−1(gp(a))+

g−1(mgp(b)),σ,ψ

)
(μ′, h̄ ◦ ζ) (8)

≤ h
(

1
2α

)(
F g−1(gp(a))+

g−1(mgp(b)),σ,ψ

)
(μ′, f h̄ ◦ ζ)+mψ+1h

(
2α−1

2α

)(
F g−1(gp(b))−

g−1
(

gp(a)
m

)
,σ,ψ

)
(mσμ′, f h̄◦ζ)

≤
(

h
(

1
2α

)
f (g(a))+mh

(
2α−1

2α

)
f (g(b))

)∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)

×h̄
(
(tgp(a)+m(1−t)gp(b))

1
p

)
h(tα)dt+m

(
h
(

1
2α

)
f (g(b))+mh

(
2α−1

2α

)
f
(

g(a)
m2

))
×

∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)h̄
(
(tgp(a) + m(1 − t)gp(b))

1
p

)
h(1−tα)dt,

ζ(z) = g
1
p (z), z ∈ [ap, mbp], f h̄ ◦ ζ = ( f ◦ ζ)(h̄ ◦ ζ), μ′ = μ

(mgp(b)−gp(a))σ .

(ii) If p < 0, then

f

((
gp(a)+mgp(b)

2

) 1
p
)(

F g−1(gp(a))−

g−1(mgp(b)),σ,ψ

)
(μ′, h̄ ◦ ζ)

≤ h
(

1
2α

)(
F g−1(gp(a))−

g−1(mgp(b)),σ,ψ

)
(μ′, f h̄ ◦ ζ)+mψ+1h

(
2α−1

2α

)(
F g−1(gp(b))+

g−1
(

gp(a)
m

)
,σ,ψ

)
(mσμ′, f h̄◦ζ)

≤
(

h
(

1
2α

)
f (g(a))+mh

(
2α−1

2α

)
f (g(b))

)∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)

×h̄
(
(tgp(a)+m(1−t)gp(b))

1
p

)
h(tα)dt+m

(
h
(

1
2α

)
f (g(b))+mh

(
2α−1

2α

)
f
(

g(a)
m2

))
×

∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)h̄
(
(tgp(a) + m(1 − t)gp(b))

1
p

)
h(1−tα)dt,

ζ(z) = g
1
p (z), z ∈ [mbp, ap], f h̄ ◦ ζ = ( f ◦ ζ)(h̄ ◦ ζ), μ′ = μ

(gp(a)−mgp(b))σ .

Proof. (i) As we know, f is (α, h-m)-p-convex function; therefore, we can write

f

((
gp(x) + mgp(y)

2

) 1
p
)

≤ h
(

1
2α

)
f (g(x)) + mh

(
2α−1

2α

)
f (g(y)). (9)

Putting g(x) = (tgp(a) + m(1 − t)gp(b))
1
p and g(y) =

(
tgp(b) + (1 − t) gp(a)

m

) 1
p in (9),

we obtain

f

((
gp(a) + mgp(b)

2

) 1
p
)

≤h
(

1
2α

)
f
(
(tgp(a) + m(1 − t)gp(b))

1
p

)
+mh

(
2α−1

2α

)
f

((
tgp(b) + (1 − t)

gp(a)
m

) 1
p
)

.

(10)
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Multiplying (10) by tψ−1Eρ,r,k,c
σ,ψ,φ (μtσ; q)h̄

(
(tgp(a) + m(1 − t)gp(b))

1
p

)
and integrating,

we have

f

((
gp(a)+mgp(b)

2

) 1
p
)∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)h̄
(
(tgp(a) + m(1 − t)gp(b))

1
p

)
dt

≤ h
(

1
2α

) ∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q) f
(
(tgp(a) + m(1 − t)gp(b))

1
p

)
× h̄

(
(tgp(a) + m(1 − t)gp(b))

1
p

)
dt + mh

(
2α−1

2α

) ∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)

f

((
tgp(b) + (1 − t)

gp(a)
m

) 1
p
)

h̄
(
(tgp(a) + m(1 − t)gp(b))

1
p

)
dt.

We use substitution tgp(a) + m(1 − t)gp(b) = g(x) in the integral appearing on
the left hand side. In the integrals appearing on the right hand side, we use substitu-
tion g(y) =

(
tgp(b) + (1 − t) gp(a)

m

)
that is tgp(a) + m(1 − t)gp(b) = gp(a) + mgp(b) −

mg(y). By utilizing the condition h̄
(
(gp(a) + mgp(b)− mg(y))

1
p

)
= h̄((g(y))

1
p ) and the

Equations (6) and (7), the first inequality of (8) can be achieved.
From the right hand side of (10) for (α, h-m)-p-convex function f , we can write

h
(

1
2α

)
f
(
(tgp(a)+ m(1 − t)gp(b))

1
p

)
+mh

(
2α−1

2α

)
f

((
tgp(b)+ (1 − t)

gp(a)
m

) 1
p
)

(11)

≤
(

h
(

1
2α

)
f (g(a))+mh

(
2α−1

2α

)
f (g(b))

)
h(tα)

+m
(

h
(

1
2α

)
f (g(b))+ mh

(
2α−1

2α

)
f
(

g(a)
m2

))
h(1 − tα).

Now, multiplying (11) by tψ−1Eρ,r,k,c
σ,ψ,φ (μtσ; q)h̄

(
(tgp(a) + m(1 − t)gp(b))

1
p

)
and inte-

grating, we have

h
(

1
2α

)∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q) f
(
(tgp(a)+m(1−t)gp(b))

1
p
)̄
h
(
(tgp(a)+m(1−t)gp(b))

1
p
)
dt

+mh
(

2α−1
2α

)∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q) f

((
tgp(b)+ (1 − t)

gp(a)
m

) 1
p
)

h̄
(
(tgp(a) + m(1 − t)gp(b))

1
p
)

dt

≤
(

h
(

1
2α

)
f (g(a))+mh

(
2α−1

2α

)
f (g(b))

)∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)h̄
(
(tgp(a) + m(1 − t)gp(b))

1
p
)

h(tα)dt

+m
(

h
(

1
2α

)
f (g(b))+ mh

(
2α−1

2α

)
f
(

g(a)
m2

)) ∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)

× h̄
(
(tgp(a) + m(1 − t)gp(b))

1
p
)

h(1 − tα)dt.

Again, setting tgp(a)+m(1− t)gp(b) = g(x) in the first term of left hand side. While using
g(y) =

(
tgp(b) + (1− t) gp(a)

m

)
, that is tgp(a) + m(1 − t)gp(b) = gp(a) + mgp(b)− mg(y) in

the second term of left hand side and utilizing condition h̄
(
(gp(a) + mgp(b)− mg(y))

1
p

)
=

h̄((g(y))
1
p ). Then, using the Equations (6) and (7), the second inequality of (8) is achieved.

(ii) Proof is similar to the proof of (i).
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Remark 2. (i) For g = I and μ = q = 0 in Theorem 2 (i), Theorem 3.1 [30] is achieved.
(ii) For α = m = p = 1 and h(t) = t in Theorem 2 (i), Theorem 7 [27] is achieved.
(iii) For α = m = 1, p = −1 and h(t) = t in Theorem 2 (ii), Theorem 2.5 [26] is achieved.
(iv) For α = m = 1, p = −1, μ = q = 0, g = I, h̄(x) = 1 and h(t) = t in Theorem 2 (ii),
Theorem 4 [24] is achieved.
(v) For α = m = 1, p = −1, μ = q = 0, g = I, ψ = 1 and h(t) = t in Theorem 2 (ii),
Theorem 8 [3] is achieved.
(vi) For α = m = 1, p = −1, μ = q = 0, g = I, ψ = 1, h̄(x) = 1 and h(t) = t in Theorem 2 (ii),
Theorem 2.4 [5] is achieved.
(vii) For α = m = 1, p > 0 and h(t) = t in Theorem 2 (i), Theorem 4 (i) [29] is achieved.
(viii) For α = m = 1, p < 0 and h(t) = t in Theorem 2 (ii), Theorem 4 (ii) [29] is achieved.
(ix) For p = −1 in Theorem 2 (ii), Theorem 4 [25] is achieved.
(x) For α = m = 1, p = 1, h(t) = t, μ = q = 0, g = I and ψ = 1 in Theorem 2 (i), classical
Fejér–Hadamard inequality [32] is achieved.
(xi) For α = m = 1, p = 1, h(t) = t, μ = q = 0, g = I, h̄(x) = 1 and ψ = 1 in Theorem 2 (i),
classical Hadamard inequality [35,36] is achieved.
(xii) For p = 1 in Theorem 2 (i), the result for (α, h-m)-convex function is achieved.
(xiii) For α = 1, p = 1, in Theorem 2 (i), Theorem 2.2 [28] is achieved. Further, if h(t) = t, then
Theorem 2.1 [28] is achieved.
(xiv) For p = 1 and h(t) = t in Theorem 2 (i), the result for (α, m)-convex function is achieved.
(xv) For α = 1 and p = 1 in Theorem 2 (i), the result for (h-m)-convex function is achieved.

Theorem 3. Under the suppositions of Theorem 2, we have the following inequalities:

(i) If p > 0, then

f

((
gp(a)+mgp(b)

2

) 1
p
)(

F g−1
(

gp(a)+mgp(b)
2

)+
g−1(mgp(b)),σ,ψ

)
(2σμ′, h̄ ◦ ζ) ≤ h

(
1
2α

)

×
(
F g−1

(
gp(a)+mgp(b)

2

)+
g−1(mgp(b)),σ,ψ

)
(2σμ′, f h̄ ◦ ζ)+mψ+1h

(
2α−1

2α

)(
F g−1

(
gp(a)+mgp(b)

2m

)−
g−1

(
gp(a)

m

)
,σ,ψ

)
((2m)σμ′, f h̄◦ζ)

≤
(

h
(

1
2α

)
f (g(a))+mh

(
2α−1

2α

)
f (g(b))

)∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)

×h̄

((
t
2

gp(a)+m
(

1− t
2

)
gp(b)

) 1
p
)

h
((

t
2

)α)
dt+m

(
h
(

1
2α

)
f (g(b))+mh

(
2α−1

2α

)
f
(

g(a)
m2

))

×
∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)h̄

((
t
2

gp(a) + m
(

1 − t
2

)
gp(b)

) 1
p
)

h
(

1−
(

t
2

)α)
dt,

(12)

ζ(z) = g
1
p (z), z ∈ [ap, mbp], f h̄ ◦ ζ = ( f ◦ ζ)(h̄ ◦ ζ), μ′ = μ

(mgp(b)−gp(a))σ .

(ii) If p < 0, then

f

((
gp(a)+mgp(b)

2

) 1
p
)(

F g−1
(

gp(a)+mgp(b)
2

)−
g−1(mgp(b)),σ,ψ

)
(2σμ′, h̄ ◦ ζ) ≤ h

(
1
2α

)

×
(
F g−1

(
gp(a)+mgp(b)

2

)−
g−1(mgp(b)),σ,ψ

)
(2σμ′, f h̄ ◦ ζ)+mψ+1h

(
2α−1

2α

)(
F g−1

(
gp(a)+mgp(b)

2m

)+
g−1

(
gp(a)

m

)
,σ,ψ

)
((2m)σμ′, f h̄◦ζ)

≤
(

h
(

1
2α

)
f (g(a))+mh

(
2α−1

2α

)
f (g(b))

)∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)

×h̄

((
t
2

gp(a)+m
(

1− t
2

)
gp(b)

) 1
p
)

h
((

t
2

)α)
dt+m

(
h
(

1
2α

)
f (g(b))+mh

(
2α−1

2α

)
f
(

g(a)
m2

))

×
∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)h̄

((
t
2

gp(a) + m
(

1 − t
2

)
gp(b)

) 1
p
)

h
(

1−
(

t
2

)α)
dt,
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ζ(z) = g
1
p (z), z ∈ [mbp, ap], f h̄ ◦ ζ = ( f ◦ ζ)(h̄ ◦ ζ), μ′ = μ

(gp(a)−mgp(b))σ .

Proof. (i) Putting g(x) =
(t

2gp(a)+m
(
1− t

2
)
gp(b)

) 1
p and g(y) =

(
t
2 gp(b)+

(
1− t

2
)gp(a)

m

) 1
p in

(9), we obtain

f

((
gp(a) + mgp(b)

2

) 1
p
)

≤h
(

1
2α

)
f

((
t
2

gp(a)+m(1− t
2
)gp(b)

) 1
p
)
+mh

(
2α−1

2α

)
f

((
t
2

gp(b)+(1− t
2
)

gp(a)
m

) 1
p
)

.

(13)

Multiplying (13) by tψ−1Eρ,r,k,c
σ,ψ,φ (μtσ; q)h̄

((t
2 gp(a)+m

(
1− t

2
)
gp(b)

) 1
p

)
and integrating, we have

f

((
gp(a)+mgp(b)

2

) 1
p
)∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)h̄

((
t
2

gp(a)+m
(

1− t
2

)
gp(b)

) 1
p
)

dt

≤ h
(

1
2α

) ∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q) f

((
t
2

gp(a) + m
(

1 − t
2

)
gp(b)

) 1
p
)

× h̄

((
t
2

gp(a) + m
(

1 − t
2

)
gp(b)

) 1
p
)

dt + mh
(

2α−1
2α

) ∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)

f

((
t
2

gp(b) +
(

1 − t
2

)
gp(a)

m

) 1
p
)

h̄

((
t
2

gp(a) + m
(

1 − t
2

)
gp(b)

) 1
p
)

dt.

We use the substitution t
2 gp(a) + m(1 − t

2 )gp(b) = g(x) in integral appearing in
the left hand side. While in the integral appearing in the first term of the right hand
side, we use g(y) =

(
t
2 gp(b) + (1 − t

2 )
gp(a)

m

)
that is t

2 gp(a) + m
(
1 − t

2
)

gp(b) = gp(a) +
mgp(b)− mg(y) in the last term of right hand side. Then, by utilizing the given condition

h̄
(
(gp(a) + mgp(b)− mg(y))

1
p

)
= h̄((g(y))

1
p ) and the Equations (6) and (7), the first

inequality of (12) can be achieved.
From the right hand side of (13) for (α, h-m)-p-convex function f , we can write

h
(

1
2α

)
f

((
t
2

gp(a)+m
(

1− t
2

)
gp(b)

) 1
p
)
+mh

(
2α−1

2α

)
f

((
t
2

gp(b)+
(

1− t
2

)
gp(a)

m

) 1
p
)

(14)

≤
(

h
(

1
2α

)
f (g(a))+mh

(
2α−1

2α

)
f (g(b))

)
h
((

t
2

)α)
+m

(
h
(

1
2α

)
f (g(b))+ mh

(
2α−1

2α

)
f
(

g(a)
m2

))
h
(

1 −
(

t
2

)α)
.

115



Fractal Fract. 2021, 5, 253

Now, multiplying (14) by tψ−1Eρ,r,k,c
σ,ψ,φ (μtσ; q)h̄

(( t
2 gp(a) + m

(
1 − t

2
)

gp(b)
) 1

p

)
and in-

tegrating over [0, 1], we have

h
(

1
2α

)∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q) f

((
t
2

gp(a) + m
(

1 − t
2

)
gp(b)

) 1
p
)

×h̄

((
t
2

gp(a) + m
(

1 − t
2

)
gp(b)

) 1
p
)

dt +mh
(

2α−1
2α

)∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)

f

((
t
2

gp(b)+
(

1 − t
2

)
gp(a)

m

) 1
p
)

h̄

((
t
2

gp(a) + m
(

1 − t
2

)
gp(b)

) 1
p
)

dt

≤
(

h
(

1
2α

)
f (g(a))+mh

(
2α−1

2α

)
f (g(b))

) ∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)

× h̄

((
t
2

gp(a) + m
(

1 − t
2

)
gp(b)

) 1
p
)

h
((

t
2

)α)
dt +m

(
h
(

1
2α

)
f (g(b))+ mh

(
2α−1

2α

)

f
(

g(a)
m2

)) ∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)h̄

((
t
2

gp(a) + m
(

1 − t
2

)
gp(b)

) 1
p
)

h
(

1 −
(

t
2

)α)
dt.

Again, we set t
2 gp(a) + m(1 − t

2 )gp(b) = g(x) in integral appearing in the first term

of the left hand side. While we use g(y) =
(

t
2 gp(b) + (1 − t

2 )
gp(a)

m

)
that is t

2 gp(a) +

m
(
1 − t

2
)

gp(b) = gp(a) + mgp(b)− mg(y) in integral appearing in the second term of the

left hand side. By utilizing the condition h̄
(
(gp(a) + mgp(b)− mg(y))

1
p

)
= h̄((g(y))

1
p )

and the Equations (6) and (7), the second inequality of (12) can be achieved.
(ii) Proof is similar to the proof of (i).

Remark 3. (i) For g = I and μ = q = 0 in Theorem 3 (i), Theorem 3.3 [30] is achieved.
(ii) For α = m = 1, p = −1 and h(t) = t in Theorem 3 (ii), Theorem 3.3 [26] is achieved.
(iii) For α = m = 1, p = −1 and h(t) = t in Theorem 3 (ii), Theorem 8 [3] is achieved.
(iv) For α = m = 1, p = −1, μ = q = 0, g = I and h(t) = t in Theorem 3 (ii), Corollary 2.10 [26]
is achieved.
(v) For α = m = 1, p > 0 and h(t) = t in Theorem 3 (i), Theorem 6 (i) [29] is achieved.
(vi) For α = m = 1, p < 0 and h(t) = t in Theorem 3 (ii), Theorem 6 (ii) [29] is achieved.
(vii) For p = −1 in Theorem 3 (ii), Theorem 6 [25] is achieved.
(viii) For p = 1 in Theorem 3 (i), the result for (α, h-m)-convex function is achieved.
(ix) For p = 1 and h(t) = t in Theorem 3 (i), the result for (α, m)-convex function is achieved.
(x) For α = 1 and p = 1 in Theorem 3 (i), the result for (h-m)-convex function is achieved.

In the following, we list the results for (h-m)-p-convex, (α,m)-p-convex, (α,h)-p-convex
and (s,m)-p-convex functions.
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2.1. Results for (h-m)-p-Convex Functions

Theorem 4. From Theorem 2 for α = 1, we have the following inequalities for (h-m)-p-convex functions:

(i) If p > 0, then

1

h
(

1
2

) f

((
gp(a)+mgp(b)

2

) 1
p
)(

F g−1(gp(a))+

g−1(mgp(b)),σ,ψ

)
(μ′, h̄ ◦ ζ)

≤
(
F g−1(gp(a))+

g−1(mgp(b)),σ,ψ

)
(μ′, f h̄ ◦ ζ)+mψ+1

(
F g−1(gp(b))−

g−1
(

gp(a)
m

)
,σ,ψ

)
(mσμ′, f h̄◦ζ)

≤ ( f (g(a))+m f (g(b)))
∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)h̄
(
(tgp(a)+m(1−t)gp(b))

1
p

)
h(t)dt

+m
(

f (g(b))+m f
(

g(a)
m2

))∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)h̄
(
(tgp(a) + m(1 − t)gp(b))

1
p

)
h(1−t)dt,

ζ(z) = g
1
p (z), z ∈ [ap, mbp], f h̄ ◦ ζ = ( f ◦ ζ)(h̄ ◦ ζ), μ′= μ

(mgp(b)−gp(a))σ .

(ii) If p < 0, then

1

h
(

1
2

) f

((
gp(a)+mgp(b)

2

) 1
p
)(

F g−1(gp(a))−

g−1(mgp(b)),σ,ψ

)
(μ′, h̄ ◦ ζ)

≤
(
F g−1(gp(a))=

g−1(mgp(b)),σ,ψ

)
(μ′, f h̄ ◦ ζ)+mψ+1

(
F g−1(gp(b))+

g−1
(

gp(a)
m

)
,σ,ψ

)
(mσμ′, f h̄◦ζ)

≤ ( f (g(a))+m f (g(b)))
∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)h̄
(
(tgp(a)+m(1−t)gp(b))

1
p

)
h(t)dt

+m
(

f (g(b))+m f
(

g(a)
m2

))∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)h̄
(
(tgp(a) + m(1 − t)gp(b))

1
p

)
h(1−t)dt,

ζ(z) = g
1
p (z), z ∈ [mbp, ap], f h̄ ◦ ζ = ( f ◦ ζ)(h̄ ◦ ζ), μ′= μ

(gp(a)−mgp(b))σ .

Theorem 5. From Theorem 3, for α = 1, we have the following inequalities for (h-m)-p-convex
functions:

(i) If p > 0, then

1

h
(

1
2

) f

((
gp(a)+mgp(b)

2

) 1
p
)(

F g−1
(

gp (a)+mgp (b)
2

)+

g−1(mgp(b)),σ,ψ

)
(2σμ′, h̄ ◦ ζ)

≤
(
F g−1

(
gp (a)+mgp (b)

2

)+

g−1(mgp(b)),σ,ψ

)
(2σμ′, f h̄ ◦ ζ)+mψ+1

(
F g−1

(
gp (a)+mgp (b)

2m

)−

g−1
(

gp (a)
m

)
,σ,ψ

)
((2m)σμ′, f h̄◦ζ)

≤ ( f (g(a))+m f (g(b)))
∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)h̄

((
t
2

gp(a)+m
(

1− t
2

)
gp(b)

) 1
p
)

h
(

t
2

)
dt

+m
(

f (g(b))+m f
(

g(a)
m2

))∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)h̄

((
t
2

gp(a) + m
(

1 − t
2

)
gp(b)

) 1
p
)

h
(

1− t
2

)
dt,

ζ(z) = g
1
p (z), z ∈ [ap, mbp], f h̄ ◦ ζ = ( f ◦ ζ)(h̄ ◦ ζ), μ′ = μ

(mgp(b)−gp(a))σ .
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(ii) If p < 0, then

1

h
(

1
2

) f

((
gp(a)+mgp(b)

2

) 1
p
)(

F g−1
(

gp (a)+mgp (b)
2

)−

g−1(mgp(b)),σ,ψ

)
(2σμ′, h̄ ◦ ζ)

≤
(
F g−1

(
gp (a)+mgp (b)

2

)−

g−1(mgp(b)),σ,ψ

)
(2σμ′, f h̄ ◦ ζ)+mψ+1

(
F g−1

(
gp (a)+mgp (b)

2m

)+

g−1
(

gp (a)
m

)
,σ,ψ

)
((2m)σμ′, f h̄◦ζ)

≤ ( f (g(a))+m f (g(b)))
∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)h̄

((
t
2

gp(a)+m
(

1− t
2

)
gp(b)

) 1
p
)

h
(

t
2

)
dt

+m
(

f (g(b))+m f
(

g(a)
m2

))∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)h̄

((
t
2

gp(a) + m
(

1 − t
2

)
gp(b)

) 1
p
)

h
(

1− t
2

)
dt,

ζ(z) = g
1
p (z), z ∈ [mbp, ap], f h̄ ◦ ζ = ( f ◦ ζ)(h̄ ◦ ζ), μ′ = μ

(gp(a)−mgp(b))σ .

2.2. Results for (α,m)-p-Convex Functions

Theorem 6. From Theorem 2 for h(t) = t, we have the following inequalities for (α,m)-p-convex functions:

(i) If p > 0, then

2α f

((
gp(a)+mgp(b)

2

) 1
p
)(

F g−1(gp(a))+

g−1(mgp(b)),σ,ψ

)
(μ′, h̄ ◦ ζ)

≤
(
F g−1(gp(a))+

g−1(mgp(b)),σ,ψ

)
(μ′, f h̄ ◦ ζ)+mψ+1(2α−1)

(
F g−1(gp(b))−

g−1
(

gp(a)
m

)
,σ,ψ

)
(mσμ′, f h̄◦ζ)

≤ ( f (g(a))+m(2α−1) f (g(b)))
(
F g−1(gp(a))+

g−1(mgp(b)),σ,ψ+α

)
(μ′, h̄ ◦ ζ) +m(f (g(b))+m(2α−1)

f
(

g(a)
m2

))((
F g−1(gp(a))+

g−1(mgp(b)),σ,ψ

)
(μ′, h̄ ◦ ζ)−

(
F g−1(gp(a))+

g−1(mgp(b)),σ,ψ+α

)
(μ′, h̄ ◦ ζ)

)
,

ζ(z) = g
1
p (z), z ∈ [ap, mbp], f h̄ ◦ ζ = ( f ◦ ζ)(h̄ ◦ ζ), μ′ = μ

(mgp(b)−gp(a))σ .

(ii) If p < 0, then

2α f

((
gp(a)+mgp(b)

2

) 1
p
)(

F g−1(gp(a))−

g−1(mgp(b)),σ,ψ

)
(μ′, h̄ ◦ ζ)

≤
(
F g−1(gp(a))−

g−1(mgp(b)),σ,ψ

)
(μ′, f h̄ ◦ ζ)+mψ+1(2α−1)

(
F g−1(gp(b))+

g−1
(

gp(a)
m

)
,σ,ψ

)
(mσμ′, f h̄◦ζ)

≤ ( f (g(a))+m(2α−1) f (g(b)))
(
F g−1(gp(a))−

g−1(mgp(b)),σ,ψ+α

)
(μ′, h̄ ◦ ζ) +m(f (g(b))+m(2α−1)

f
(

g(a)
m2

))((
F g−1(gp(a))−

g−1(mgp(b)),σ,ψ

)
(μ′, h̄ ◦ ζ)−

(
F g−1(gp(a))−

g−1(mgp(b)),σ,ψ+α

)
(μ′, h̄ ◦ ζ)

)
,

ζ(z) = g
1
p (z), z ∈ [mbp, ap], f h̄ ◦ ζ = ( f ◦ ζ)(h̄ ◦ ζ), μ′ = μ

(gp(a)−mgp(b))σ .
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Theorem 7. From Theorem 3 for h(t) = t, we have the following inequalities for (α,m)-p-convex functions:

(i) If p > 0, then

2α f

((
gp(a)+mgp(b)

2

) 1
p
)(

F g−1
(

gp(a)+mgp(b)
2

)+
g−1(mgp(b)),σ,ψ

)
(2σμ′, h̄ ◦ ζ)

≤
(
F g−1

(
gp(a)+mgp(b)

2

)+
g−1(mgp(b)),σ,ψ

)
(2σμ′, f h̄ ◦ ζ)+mψ+1(2α−1)

(
F g−1

(
gp(a)+mgp(b)

2m

)−
g−1

(
gp(a)

m

)
,σ,ψ

)
((2m)σμ′, f h̄◦ζ)

≤ 1
2α
(f (g(a))+m(2α−1)f (g(b)))

(
F g−1

(
gp(a)+mgp(b)

2

)+
g−1(mgp(b)),σ,ψ+α

)
(2σμ′, h̄ ◦ ζ) +m(f (g(b))+m(2α−1)

f
(

g(a)
m2

))((
F g−1

(
gp(a)+mgp(b)

2

)+
g−1(mgp(b)),σ,ψ

)
(2σμ′, h̄ ◦ ζ)− 1

2α

(
F g−1

(
gp(a)+mgp(b)

2

)+
g−1(mgp(b)),σ,ψ+α

)
(2σμ′, h̄ ◦ ζ)

)
,

ζ(z) = g
1
p (z), z ∈ [ap, mbp], f h̄ ◦ ζ = ( f ◦ ζ)(h̄ ◦ ζ), μ′ = μ

(mgp(b)−gp(a))σ .

(ii) If p < 0, then

2α f

((
gp(a)+mgp(b)

2

) 1
p
)(

F g−1
(

gp(a)+mgp(b)
2

)−
g−1(mgp(b)),σ,ψ

)
(2σμ′, h̄ ◦ ζ)

≤
(
F g−1

(
gp(a)+mgp(b)

2

)−
g−1(mgp(b)),σ,ψ

)
(2σμ′, f h̄ ◦ ζ)+mψ+1(2α−1)

(
F g−1

(
gp(a)+mgp(b)

2m

)+
g−1

(
gp(a)

m

)
,σ,ψ

)
((2m)σμ′, f h̄◦ζ)

≤ 1
2α
(f (g(a))+m(2α−1)f (g(b)))

(
F g−1

(
gp(a)+mgp(b)

2

)−
g−1(mgp(b)),σ,ψ+α

)
(2σμ′, h̄ ◦ ζ) +m(f (g(b))+m(2α−1)

f
(

g(a)
m2

))((
F g−1

(
gp(a)+mgp(b)

2

)−
g−1(mgp(b)),σ,ψ

)
(2σμ′, h̄ ◦ ζ)− 1

2α

(
F g−1

(
gp(a)+mgp(b)

2

)−
g−1(mgp(b)),σ,ψ+α

)
(2σμ′, h̄ ◦ ζ)

)
,

ζ(z) = g
1
p (z), z ∈ [mbp, ap], f h̄ ◦ ζ = ( f ◦ ζ)(h̄ ◦ ζ), μ′ = μ

(gp(a)−mgp(b))σ .

2.3. Results for (α,h)-p-Convex Functions

Theorem 8. From Theorem 2 for m = 1,we have the following inequalities for (α,h)-p-convex functions:

(i) If p > 0, then

f

((
gp(a)+gp(b)

2

) 1
p
)(

F g−1(gp(a))+

g−1(gp(b)),σ,ψ

)
(μ′, h̄ ◦ ζ)

≤ h
(

1
2α

)(
F g−1(gp(a))+

g−1(gp(b)),σ,ψ

)
(μ′, f h̄ ◦ ζ)+h

(
2α−1

2α

)(
F g−1(gp(b))−

g−1(gp(a)),σ,ψ

)
(μ′, f h̄◦ζ)

≤
(

h
(

1
2α

)
f (g(a))+h

(
2α−1

2α

)
f (g(b))

)∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)

×h̄
(
(tgp(a)+(1−t)gp(b))

1
p

)
h(tα)dt+

(
h
(

1
2α

)
f (g(b))+h

(
2α−1

2α

)
f (g(a))

)
×

∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)h̄
(
(tgp(a) + (1 − t)gp(b))

1
p

)
h(1−tα)dt,

ζ(z) = g
1
p (z), z ∈ [ap, bp], f h̄ ◦ ζ = ( f ◦ ζ)(h̄ ◦ ζ), μ′ = μ

(gp(b)−gp(a))σ .
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(ii) If p < 0, then

f

((
gp(a)+gp(b)

2

) 1
p
)(

F g−1(gp(a))−

g−1(gp(b)),σ,ψ

)
(μ′, h̄ ◦ ζ)

≤ h
(

1
2α

)(
F g−1(gp(a))−

g−1(gp(b)),σ,ψ

)
(μ′, f h̄ ◦ ζ)+h

(
2α−1

2α

)(
F g−1(gp(b))+

g−1(gp(a)),σ,ψ

)
(μ′, f h̄◦ζ)

≤
(

h
(

1
2α

)
f (g(a))+h

(
2α−1

2α

)
f (g(b))

)∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)

×h̄
(
(tgp(a)+(1−t)gp(b))

1
p

)
h(tα)dt+

(
h
(

1
2α

)
f (g(b))+h

(
2α−1

2α

)
f (g(a))

)
×

∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)h̄
(
(tgp(a) + (1 − t)gp(b))

1
p

)
h(1−tα)dt,

ζ(z) = g
1
p (z), z ∈ [bp, ap], μ′ = μ

(gp(a)−gp(b))σ .

Theorem 9. From Theorem 3 for m = 1, we have the following inequalities for (α,h)-p-convex functions:

(i) If p > 0, then

f

((
gp(a)+gp(b)

2

) 1
p
)(

F g−1
(

gp(a)+gp(b)
2

)+
g−1(gp(b)),σ,ψ

)
(2σμ′, h̄ ◦ ζ) ≤ h

(
1
2α

)

×
(
F g−1

(
gp(a)+gp(b)

2

)+
g−1(gp(b)),σ,ψ

)
(2σμ′, f h̄ ◦ ζ)+h

(
2α−1

2α

)(
F g−1

(
gp(a)+gp(b)

2

)−
g−1(gp(a)),σ,ψ

)
(2σμ′, f h̄◦ζ)

≤
(

h
(

1
2α

)
f (g(a))+h

(
2α−1

2α

)
f (g(b))

)∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)

×h̄

((
t
2

gp(a)+
(

1− t
2

)
gp(b)

) 1
p
)

h
((

t
2

)α)
dt+

(
h
(

1
2α

)
f (g(b))+h

(
2α−1

2α

)
f (g(a))

)

×
∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)h̄

((
t
2

gp(a) +
(

1 − t
2

)
gp(b)

) 1
p
)

h
(

1−
(

t
2

)α)
dt,

ζ(z) = g
1
p (z), z ∈ [ap, bp], f h̄ ◦ ζ = ( f ◦ ζ)(h̄ ◦ ζ), μ′ = μ

(gp(b)−gp(a))σ .

(ii) If p < 0, then

f

((
gp(a)+gp(b)

2

) 1
p
)(

F g−1
(

gp(a)+gp(b)
2

)−
g−1(gp(b)),σ,ψ

)
(2σμ′, h̄ ◦ ζ) ≤ h

(
1
2α

)

×
(
F g−1

(
gp(a)+gp(b)

2

)−
g−1(gp(b)),σ,ψ

)
(2σμ′, f h̄ ◦ ζ)+h

(
2α−1

2α

)(
F g−1

(
gp(a)+gp(b)

2

)+
g−1(gp(a)),σ,ψ

)
(2σμ′, f h̄◦ζ)

≤
(

h
(

1
2α

)
f (g(a))+h

(
2α−1

2α

)
f (g(b))

)∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)

×h̄

((
t
2

gp(a)+
(

1− t
2

)
gp(b)

) 1
p
)

h
((

t
2

)α)
dt+

(
h
(

1
2α

)
f (g(b))+h

(
2α−1

2α

)
f (g(a))

)

×
∫ 1

0
tψ−1Eρ,r,k,c

σ,ψ,φ (μtσ; q)h̄

((
t
2

gp(a) +
(

1 − t
2

)
gp(b)

) 1
p
)

h
(

1−
(

t
2

)α)
dt,

ζ(z) = g
1
p (z), z ∈ [bp, ap], f h̄ ◦ ζ = ( f ◦ ζ)(h̄ ◦ ζ), μ′ = μ

(gp(a)−gp(b))σ .

120



Fractal Fract. 2021, 5, 253

2.4. Results for (s-m)-p-Convex Functions

Theorem 10. From Theorem 2 for α = 1 and h(t) = ts, we have the following inequalities for
(s-m)-p-convex functions:

(i) If p > 0, then

2s f

((
gp(a)+mgp(b)

2

) 1
p
)(

F g−1(gp(a))+

g−1(mgp(b)),σ,ψ

)
(μ′, h̄ ◦ ζ)

≤
(
F g−1(gp(a))+

g−1(mgp(b)),σ,ψ

)
(μ′, f h̄ ◦ ζ)+mψ+1

(
F g−1(gp(b))−

g−1
(

gp(a)
m

)
,σ,ψ

)
(mσμ′, f h̄◦ζ)

≤ ( f (g(a))+m f (g(b)))
(
F g−1(gp(a))+

g−1(mgp(b)),σ,ψ+s

)
(μ′, h̄ ◦ ζ)

+
∫ 1

0
tψ−1(1 − t)sEρ,r,k,c

σ,ψ,φ (μtσ; q)h̄
(
(tgp(a) + m(1 − t)gp(b))

1
p

)
dt,

ζ(z) = g
1
p (z), z ∈ [ap, mbp], f h̄ ◦ ζ = ( f ◦ ζ)(h̄ ◦ ζ), μ′ = μ

(mgp(b)−gp(a))σ .

(ii) If p < 0, then

2s f

((
gp(a)+mgp(b)

2

) 1
p
)(

F g−1(gp(a))−

g−1(mgp(b)),σ,ψ

)
(μ′, h̄ ◦ ζ)

≤
(
F g−1(gp(a))+

g−1(mgp(b)),σ,ψ

)
(μ′, f h̄ ◦ ζ)+mψ+1

(
F g−1(gp(b))−

g−1
(

gp(a)
m

)
,σ,ψ

)
(mσμ′, f h̄◦ζ)

≤ ( f (g(a))+m f (g(b)))
(
F g−1(gp(a))−

g−1(mgp(b)),σ,ψ+s

)
(μ′, h̄ ◦ ζ)

+
∫ 1

0
tψ−1(1 − t)sEρ,r,k,c

σ,ψ,φ (μtσ; q)h̄
(
(tgp(a) + m(1 − t)gp(b))

1
p

)
dt,

ζ(z) = g
1
p (z), z ∈ [mbp, ap], f h̄ ◦ ζ = ( f ◦ ζ)(h̄ ◦ ζ), μ′ = μ

(gp(a)−mgp(b))σ .

Theorem 11. From Theorem 3 for α = 1 and h(t) = ts, we have the following inequalities for
(s-m)-p-convex functions:

(i) If p > 0, then

2s f

((
gp(a)+mgp(b)

2

) 1
p
)(

F g−1
(

gp(a)+mgp(b)
2

)+
g−1(mgp(b)),σ,ψ

)
(2σμ′, h̄ ◦ ζ)

≤
(
F g−1

(
gp(a)+mgp(b)

2

)+
g−1(mgp(b)),σ,ψ

)
(2σμ′, f h̄ ◦ ζ)+mψ+1

(
F g−1

(
gp(a)+mgp(b)

2m

)+
g−1

(
gp(a)

m

)
,σ,ψ

)
((2m)σμ′, f h̄◦ζ)

≤ 1
2s ( f (g(a))+m f (g(b)))

(
F g−1

(
gp(a)+mgp(b)

2

)+
g−1(mgp(b)),σ,ψ+s

)
(2σμ′, h̄ ◦ ζ)

+m
(

f (g(b))+mf
(

g(a)
m2

))∫ 1

0
tψ−1

(
1− t

2

)s
Eρ,r,k,c

σ,ψ,φ (μtσ; q)h̄

((
t
2
gp(a)+m

(
1− t

2

)
gp(b)

) 1
p
)

dt,

ζ(z) = g
1
p (z), z ∈ [ap, mbp], f h̄ ◦ ζ = ( f ◦ ζ)(h̄ ◦ ζ), μ′ = μ

(mgp(b)−gp(a))σ .
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(ii) If p < 0, then

2s f

((
gp(a)+mgp(b)

2

) 1
p
)(

F g−1
(

gp(a)+mgp(b)
2

)−
g−1(mgp(b)),σ,ψ

)
(2σμ′, h̄ ◦ ζ)

≤
(
F g−1

(
gp(a)+mgp(b)

2

)−
g−1(mgp(b)),σ,ψ

)
(2σμ′, f h̄ ◦ ζ)+mψ+1

(
F g−1

(
gp(a)+mgp(b)

2m

)+
g−1

(
gp(a)

m

)
,σ,ψ

)
((2m)σμ′, f h̄◦ζ)

≤ 1
2s ( f (g(a))+m f (g(b)))

(
F g−1

(
gp(a)+mgp(b)

2

)−
g−1(mgp(b)),σ,ψ+s

)
(2σμ′, h̄ ◦ ζ)

+m
(

f (g(b))+mf
(

g(a)
m2

))∫ 1

0
tψ−1

(
1− t

2

)s
Eρ,r,k,c

σ,ψ,φ (μtσ; q)h̄

((
t
2
gp(a)+m

(
1− t

2

)
gp(b)

) 1
p
)

dt,

ζ(z) = g
1
p (z), z ∈ [mbp, ap], f h̄ ◦ ζ = ( f ◦ ζ)(h̄ ◦ ζ), μ′ = μ

(gp(a)−mgp(b))σ .

Remark 4. From Theorems 2 and 3, one can deduce results for (s,m)−p-Godunova–Levin-convex
function of second kind, (p,P)-convex function, Godunova–Levin type harmonic convex function,
s-Godunova–Levin type harmonic convex function, (α,h-m)-HA-convex function, (α,h)-HA-convex
function, HA-convex function and (α,m)-HA-convex function. Moreover, all the results for opera-
tors given in Remark 1 [27] can be obtained.

3. Conclusions

It is common practice to establish the Hadamard type integral inequalities for new
classes of functions related to convex functions. On the other hand, fractional integral
operators are used to provide the generalizations of these inequalities. This paper presents
the inequalities of Fejér–Hadamard type which simultaneously hold for many kinds of
fractional integral operators. The reader can deduce a number of published as well as new
Hadamard and Fejér–Hadamard type inequalities from the results of this paper.
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Abstract: In this paper, a new approach is developed to solve a class of first-order fractional initial
value problems. The present class is of practical interest in engineering science. The results are based
on the Riemann–Liouville fractional derivative. It is shown that the dual solution can be determined
for the considered class. The first solution is obtained by means of the Laplace transform and
expressed in terms of the Mittag–Leffler functions. The second solution was determined through a
newly developed approach and given in terms of exponential and trigonometric functions. Moreover,
the results reduce to the ordinary version as the fractional-order tends to unity. Characteristics
of the dual solution are discussed in detail. Furthermore, the advantages of the second solution
over the first one is declared. It is revealed that the second solution is real at certain values of the
fractional-order. Such values are derived theoretically and accordingly, and the behavior of the real
solution is shown through several plots. The present analysis may be introduced for obtaining the
solution in a straightforward manner for the first time. The developed approach can be further
extended to include higher-order fractional initial value problems of oscillatory types.

Keywords: Mittag–Leffler functions; Riemann–Liouville fractional derivative; initial value problems;
Laplace transform; exact solution

1. Introduction

The fractional calculus (FC) is a growing field of research that is usually utilized to
investigate the physical phenomena of the memory effect [1–3]. Many scientific models
have been analyzed via the FC approach [4–8]. A comprehensive list of FC applications
are listed in Refs. [9–14]. For example, the fractional physical model of the projectile
motion was discussed by Ebaid [15] and Ebaid et al. [16] utilizing the Caputo fractional
derivative (CFD), and their results have been compared with experimental data. In addition,
Ahmed et al. [17] implemented the Riemann–Liouville fractional derivative (RLFD) to
analyze the same problem. The above models have been formulated in the form of second-
order fractional initial value problems (2nd-order FIVPs).

Furthermore, Kumar et al. [18] and Ebaid et al. [19] studied the first-order fractional
initial value problems (1st-order FIVPs) describing the absorption of light by the interstellar
matter (called Ambartsumian-fractional model) by means of CFD. The exact solution of
this model was determined by Ebaid et al. [19] using the Laplace transform (LT). Moreover,
the RLFD was used by El-Zahar et al. [20] to provide the solution of the Ambartsumian-
fractional model in a closed series form. Recent interesting results and applications of FC
can be found in [21–29]. Very recently, El-Dib and Elgazery [30] investigated the nonlinear
oscillations utilizing the properties of the RLFD.
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The objective of this work is to extend the application of RLFD to a certain class
of 1st-order FIVPs of oscillatory nature. Such class is of great importance in the field of
engineering. Thus, this paper considers the class of 1st-order FIVPs:

RL−∞Dα
t y(t) + ω2y(t) = a cos(Ωt), Dα−1

t y(0) = A, 0 < α ≤ 1, (1)

where α is the non-integer order of the RLFD, while a, ω, Ω, and A are constants. Moreover,
the present model can be viewed as a forced harmonic-oscillator of the first-order in
a fractional form, and it may be of practical interest in engineering science. Although
Equation (1) seems simple, obtaining its exact solution is not an easy task due to several
factors that will be illustrated. It will also be shown that a dual solution exists. As a solution
method, the LT is a basic and effective tool to solve 1st-order FIVPs, even for higher-order
FIVPs. The LT will be applied on the current class to construct the first solution in terms
of Mittag–Leffler functions. However, a new approach is to be developed in this paper
to determine the second solution in which only exponential and trigonometric functions
are involved.

Characteristics of these solutions will also be discussed. The advantages of the second
solution over the first one will be demonstrated. To our knowledge, the present analysis
has not been yet reported in the literature. The rest of the paper is organized as follows.
In Section 2, the definition/properties of the RLFD and the Mittag–Leffler functions are
introduced. In Section 3, a basic theorem for the particular solution of Equation (1) is
introduced. Moreover, it is shown that the present particular solution reduces to the
corresponding one in the literature as a special case. In Section 4, the dual solution of
1st-order FIVPs (1) is constructed and analyzed in detail. Section 5 is devoted to studying
the characteristics of the established solutions. In addition, the α-values that admit real
solutions of the present class are obtained theoretically. Moreover, the behavior of the
current solution is discussed. In Section 6, the main conclusions are summarized.

2. Preliminaries

The Riemann–Liouville fractional integral of order α of function f : [c, d] → R (−∞ <
c < d < ∞) is defined as [1–3]

c Iα
t f (t) =

1
Γ(α)

∫ t

c

f (τ)
(t − τ)1−α

dτ, t > c, α > 0. (2)

The RLFD of order α ∈ R+
0 is [1–3]

RL
c Dα

t f (t) =
1

Γ(n − α)

dn

dtn

(∫ t

c

f (τ)

(t − τ)α−n+1 dτ

)
, n = [α] + 1, t > c, (3)

where [α] means the integral part of α. For t ∈ R and c → −∞, the RLFD of the functions
eiωt, cos(ωt), and sin(ωt) are [30,31]

RL−∞Dα
t eiωt = (iω)αeiωt,

RL−∞Dα
t cos(ωt) = ωα cos

(
ωt +

απ

2

)
,

RL−∞Dα
t sin(ωt) = ωα sin

(
ωt +

απ

2

)
.

(4)

It may be important to mention that the first equation in (4) was implemented by
El-Dib and Elgazery [30]. Such implementation is based on the proof introduced by
Ortigueira et al. [31]. However, the last two equations in (4) are utilized in [30] without
proof, which may be because the authors [30] considered the derivation of these equations
an easy task. For this reason, the proof and validity of the last two equations in (4) are
provided in the Appendix A. The Laplace transform (LT) of the RLFD, as c → 0, is
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L
[

RL
0 Dα

t y(t)
]
= sαY(s)−

n−1

∑
i=0

siDα−i−1
t y(0). (5)

In view of Equations (4) and (5), we have to distinguish between the properties of the
RLFD when c → −∞ and c → 0, i.e., RL−∞Dα

t and RL
0 Dα

t , respectively. Thus, the dual solution
of Equation (1) is expected.

The Mittag–Leffler function of two parameters is defined by

Eα,γ(z) =
∞

∑
i=0

zi

Γ(αi + γ)
, (α > 0, γ > 0). (6)

In particular, we have the following properties

Eα,1(z) = Eα(z), E1(z) = ez, E2,1(−z2) = cos(z), E2,2(−z2) =
sin z

z
. (7)

The inverse LT of some expressions can be given via the Mittag–Leffler function as

L−1
( sα−γ

sα + ω2

)
= tγ−1Eα,γ(−ω2tα), Re(s) > |ω2| 1

α , (8)

which gives the equalities:

L−1
( sα−1

sα + 1

)
= Eα(−tα), (9)

L−1
( 1

sα + ω2

)
= tα−1Eα,α(−ω2tα), Re(s) > |ω2| 1

α , (10)

L−1
( s−1

sα + ω2

)
= tαEα,α+1(−ω2tα), Re(s) > |ω2| 1

α . (11)

3. Analysis

Theorem 1 (The particular solution). The particular solution yp(t) of Equation (1) is given by

yp(t) = ρ1(α) cos(Ωt) + ρ2(α) sin(Ωt), 0 < α ≤ 1, (12)

where ρ1(α) and ρ2(α) are

ρ1(α) = a

(
ω2 + Ωα cos

(
πα
2
)

ω4 + Ω2α + 2ω2Ωα cos
(

πα
2
)), ρ2(α) = a

(
Ωα sin

(
πα
2
)

ω4 + Ω2α + 2ω2Ωα cos
(

πα
2
)). (13)

Proof. Assume yp in the form of Equation (12), then

RL−∞Dα
t yp =ρ1(α)

RL−∞Dα
t cos(Ωt) + ρ2(α)

RL−∞Dα
t sin(Ωt),

= Ωα cos(Ωt)
(

ρ1(α) cos
(πα

2

)
+ ρ2(α) sin

(πα

2

))
+

Ωα sin(Ωt)
(

ρ2(α) cos
(πα

2

)
− ρ1(α) sin

(πα

2

))
, (14)

and hence

RL−∞Dα
t yp + ω2yp =

[(
Ωα cos

(πα

2

)
+ ω2

)
ρ1(α) + Ωα sin

(πα

2

)
ρ2(α)

]
cos(Ωt)+[(

Ωα cos
(πα

2

)
+ ω2

)
ρ2(α)− Ωα sin

(πα

2

)
ρ1(α)

]
sin(Ωt). (15)
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Substituting Equation (15) into Equation (1), we obtain the algebraic system:(
Ωα cos

(πα

2

)
+ ω2

)
ρ1(α) + Ωα sin

(πα

2

)
ρ2(α) = a,(

Ωα cos
(πα

2

)
+ ω2

)
ρ2(α)− Ωα sin

(πα

2

)
ρ1(α) = 0.

(16)

Solving the algebraic system (16) for ρ1(α) and ρ2(α), we obtain

ρ1(α) = a

(
ω2 + Ωα cos

(
πα
2
)

ω4 + Ω2α + 2ω2Ωα cos
(

πα
2
)), ρ2(α) = a

(
Ωα sin

(
πα
2
)

ω4 + Ω2α + 2ω2Ωα cos
(

πα
2
)). (17)

Inserting (17) into (12) and simplifying, we obtain yp in the form:

yp(t) = a

(
ω2 cos(Ωt) + Ωα cos

(
Ωt − πα

2
)

ω4 + Ω2α + 2ω2Ωα cos
(

πα
2
) )

, (18)

which completes the proof.

Lemma 1. At a = 1, the particular solution yp(t) of Equation (1) reduces to

yp(t) =
ω2 cos(Ωt) + Ωα cos

(
Ωt − πα

2
)

ω4 + Ω2α + 2ω2Ωα cos
(

πα
2
) . (19)

Proof. The proof follows immediately by setting a = 1 in Equation (18); thus

yp(t) =
ω2 cos(Ωt) + Ωα cos

(
Ωt − πα

2
)

ω4 + Ω2α + 2ω2Ωα cos
(

πα
2
) , (20)

which agrees with the obtained particular integral in Ref. [30] (Equation (7)) using the(
Dα + ω2)−1 operator. However, our approach is straightforward and easier.

4. Dual Solution

It is shown in this section that the dual solution of the present class of 1st-order FIVPs
can be derived. The first solution is obtained in terms of Mittag–Leffler functions, while
the second is provided in terms of exponential and trigonometric functions so that the
Mittag–Leffler function can be avoided. Characteristics of these solutions will also be
discussed in a subsequent section.

4.1. Solution in Terms of Mittag–Leffler Functions

Applying the LT on Equation (1), yields

sαY(s)− Dα−1
t y(0) + ω2Y(s) =

as
s2 + Ω2 , (21)

where Y(s) is the LT of y(t). Solving (21) for Y(s) gives

Y(s) =
A

sα + ω2 +
as

(sα + ω2)(s2 + Ω2)
. (22)

The solution y(t) is obtained by applying the inverse LT on Y(s), this gives

y(t) = AL−1
(

1
sα + ω2

)
+ L−1

[
as

(sα + ω2)(s2 + Ω2)

]
, (23)
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i.e.,

y(t) = Atα−1Eα,α

(
−ω2tα

)
+ aL−1

(
1

sα + ω2

)
∗ L−1

(
s

s2 + Ω2

)
, (24)

where (∗) refers to the convolution operation. Therefore

y(t) = Atα−1Eα,α

(
−ω2tα

)
+ a

∫ t

0
τα−1Eα,α

(
−ω2τα

)
cos[Ω(t − τ)]dτ, (25)

which can be written as

y(t) = Atα−1Eα,α

(
−ω2tα

)
+ a cos(Ωt)

∫ t

0
τα−1Eα,α

(
−ω2τα

)
cos(Ωτ)dτ +

a sin(Ωt)
∫ t

0
τα−1Eα,α

(
−ω2τα

)
sin(Ωτ)dτ, (26)

As α → 1, the solution reduces to

y(t) = AE1,1

(
−ω2t

)
+ a cos(Ωt)

∫ t

0
E1,1

(
−ω2τ

)
cos(Ωτ)dτ +

a sin(Ωt)
∫ t

0
E1,1

(
−ω2τ

)
sin(Ωτ)dτ, (27)

i.e.,

y(t) = Ae−ω2t + a cos(Ωt)
∫ t

0
e−ω2τ cos(Ωτ)dτ + a sin(Ωt)

∫ t

0
e−ω2τ sin(Ωτ)dτ. (28)

Evaluating the involved integrals and simplifying yields

y(t) =
(

A − aω2

ω4 + Ω2

)
e−ω2t +

a
ω4 + Ω2

[
ω2 cos(Ωt) + Ω sin(Ωt)

]
, (29)

which agrees with the solution of the ordinary version of the FIVP (1). However, the present
solution in fractional form (26) is not analytic at t = 0, ∀ α ∈ (0, 1) for the existence of term
tα−1. This phenomena will be avoided in the next section via a new approach to obtaining
the exact analytic solution for the FIVP (1) in terms of exponential and trigonometric
functions. Equation (26) is non-analytic at t = 0, which is just a consequence of applying the
LT on the RLFD as c tends to zero. This gives the second solution, in terms of exponential
and trigonometric functions, an advantage over the first one, in terms of the Mittag–
Leffler functions.

4.2. Solution in Terms of Exponential and Trigonometric Functions

The general solution y(t) of the FIVP (1) consists of the complementary solution yc(t)
and the particular solution yp(t) so that

y(t) = yc(t) + yp(t), (30)

where yp(t) was already obtained by Theorem 1, while yc(t) is the solution of the homoge-
neous part:

RL−∞Dα
t yc(t) + ω2yc(t) = 0. (31)

Assume yc(t) is in the form:

yc(t) = c1(α) cos(δt) + c2(α) sin(δt), (32)
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where c1(α), c2(α), and δ(ω) are to be determined. Substituting (32) into (31), yields[(
δα cos

(πα

2

)
+ ω2

)
c1(α) + δα sin

(πα

2

)
c2(α)

]
cos(δt) +[(

δα cos
(πα

2

)
+ ω2

)
c2(α)− δα sin

(πα

2

)
c1(α)

]
sin(δt) = 0. (33)

In order to avoid trivial solutions for c1(α) and c2(α) in (33), we can set c2(α) = ic1(α),
without loss of generality. Thus, Equation (33) becomes

c1(α)
[
δα cos

(πα

2
+ ω2

)
+ iδα sin

(πα

2

)]
cos(δt) +

ic1(α)
[
δα cos

(πα

2

)
+ ω2 + iδα sin

(πα

2

)]
sin(δt) = 0, (34)

which can be reduced to

c1(α)
[
δα

(
cos

(πα

2

)
+ i sin

(πα

2

))
+ ω2

]
(cos(δt) + i sin(δt)) = 0. (35)

Equation (35) can be further simplified as

c1(α)
[
δαei πα

2 + ω2
]
eiδt = 0. (36)

For a non-trivial complementary solution, we restrict so that c1(α) �= 0, and hence,
Equation (36) becomes (

δei π
2

)α
+ ω2 = 0. (37)

Solving this equation for δ, we obtain

δ = −i
(
−ω2

)1/α
, yc(t) = c1(α)eiδt. (38)

Accordingly,
y(t) = c1(α)eiδt + yp(t), (39)

where c1(α) can be determined by applying the given initial condition. To do so, we have
from Equation (39) that

Dα−1
t y(t) = c1(α)Dα−1

t eiδt + Dα−1
t yp(t) = c1(α)(iδ)

α−1eiδt + Dα−1
t yp(t), (40)

and at t = 0, we have

Dα−1
t y(0) = c1(α)(iδ)

α−1 + Dα−1
t yp(0). (41)

The magnitude Dα−1
t yp(0) is calculated as follows

[
Dα−1

t yp(t)
]

t=0
= a

(
ω2 + Ωα cos

(
πα
2
)

ω4 + Ω2α + 2ω2Ωα cos
(

πα
2
))[

Dα−1
t cos(Ωt)

]
t=0

+

a

(
Ωα sin

(
πα
2
)

ω4 + Ω2α + 2ω2Ωα cos
(

πα
2
))[

Dα−1
t sin(Ωt)

]
t=0

. (42)

Thus
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Dα−1
t yp(0) =a

(
ω2 + Ωα cos

(
πα
2
)

ω4 + Ω2α + 2ω2Ωα cos
(

πα
2
))Ωα−1 cos

(π

2
(α − 1)

)
+

a

(
Ωα sin

(
πα
2
)

ω4 + Ω2α + 2ω2Ωα cos
(

πα
2
))Ωα−1 sin

(π

2
(α − 1)

)
,

=
aΩα−1

ω4 + Ω2α + 2ω2Ωα cos
(

πα
2
)×[(

ω2 + Ωα cos
(πα

2

))
cos

(π

2
(α − 1)

)
+ Ωα sin

(πα

2

)
sin

(π

2
(α − 1)

)]
,

=
aΩα−1

ω4 + Ω2α + 2ω2Ωα cos
(

πα
2
) [ω2 cos

(π

2
(α − 1)

)
+ Ωα cos

(πα

2
− π

2
(α − 1)

)]
,

=
aω2Ωα−1 sin

(
πα
2
)

ω4 + Ω2α + 2ω2Ωα cos
(

πα
2
) . (43)

Substituting (43) into (41) and implementing the given initial condition Dα−1
t y(0) = A,

we obtain

c1(α)(iδ)
α−1 +

aω2Ωα−1 sin
(

πα
2
)

ω4 + Ω2α + 2ω2Ωα cos
(

πα
2
) = A. (44)

Therefore, c1(α) is given by

c1(α) = A(iδ)1−α −
aω2

(
Ω
iδ

)α−1
sin

(
πα
2
)

ω4 + Ω2α + 2ω2Ωα cos
(

πα
2
) . (45)

Substituting δ = −i
(−ω2)1/α into (54), yields

c1(α) = A
(
−ω2

) 1
α −1

+
a(−ω2)

1
α Ωα−1 sin

(
πα
2
)

ω4 + Ω2α + 2ω2Ωα cos
(

πα
2
) . (46)

Hence, the solution takes the final form:

y(t) =

[
A(−ω2)

1
α −1 +

a(−ω2)
1
α Ωα−1 sin

(
πα
2
)

ω4 + Ω2α + 2ω2Ωα cos
(

πα
2
)]e(−ω2)

1
α t+

a

[
ω2 cos(Ωt) + Ωα cos

(
Ωt − πα

2
)

ω4 + Ω2α + 2ω2Ωα cos
(

πα
2
) ]

, (47)

To check as α → 1, we have

y(t) =
(

A − aω2

ω4 + Ω2

)
e−ω2t +

a
ω4 + Ω2

[
ω2 cos(Ωt) + Ω sin(Ωt)

]
, (48)

which also agrees with the solution of the ordinary version of the FIVP (1). The advantage
of the fractional form (47) is that it is analytic in the whole domain t ≥ 0, ∀ α ∈ (0, 1].
However, this solution is real at specific/certain values of α. This issue is addressed in
detail in the next section.

5. Characteristics of Solutions

For the class of 1st-order FIVP (1), it is observed that the exact solution in Equation (47)

depends on whether the quantity
(−ω2) 1

α is real or complex for 0 < α < 1. Since ω ∈ R,

then the expression
(
ω2) 1

α ∈ R ∀ α ∈ (0, 1). If we write
(−ω2) 1

α = ε
(
ω2) 1

α , where
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ε = (−1)
1
α , then the solution is real/complex if ε is real/complex. The following theorem

determines the values of α for the real solutions of the 1st-order FIVP (1).

Theorem 2 (α-values for real solutions). The solution (47) is real at α = 2n−1
2(k+n−1) (ε = 1) and

α = 2n−1
2(k+n)−1 (ε = −1), ∀ n, k ∈ N+.

Proof. For 0 < α < 1, the fractional-order α can be assumed as α = l1
r1

such that 0 < l1 < r1.
For odd l1 and even r1, the possible values of α belong to the sets { 1

2 , 1
4 , 1

6 , . . . }, { 3
4 , 3

6 , 3
8 , . . . },

{ 5
6 , 5

8 , 5
10 , . . . }, { 7

8 , 7
10 , 7

12 , . . . }, . . . , which can be written as { 1
2k}∞

k=1, { 3
2k+2}∞

k=1, { 5
2k+4}∞

k=1,
. . . , and such sets can be unified as

α =
2n − 1

2(k + n − 1)
, ∀ n, k ∈ N

+, (49)

and in this case, we have ε = (−1)
1
α = (−1)

2(k+n−1)
2n−1 = 1.

Furthermore, α can be assumed as α = l1
l2

for two odd positive integers such that

0 < l1 < l2. In this case, the values of α belong to the sets { 1
3 , 1

5 , 1
7 , . . . }, { 3

5 , 3
7 , 3

9 , . . . },
{ 5

7 , 5
9 , 5

11 , . . . }, { 7
9 , 7

11 , 7
13 , . . . }, . . . , which can be written as { 1

2k+1}∞
k=1, { 3

2k+3}∞
k=1, { 5

2k+5}∞
k=1,

. . . , and such sets can be unified as

α =
2n − 1

2k + 2n − 1
, ∀ n, k ∈ N

+, (50)

and we have ε = −1. Note that ε ∈ C if α = r2
l2

for any even r2 and any odd l2 such that
0 < r2 < l2.

Numerical Results: Oscillatory Solution

In Figures 1–4, the solution in Equation (47) is plotted at some selected values according
to Theorem 2. The periodicity/oscillatory of the solution is clear in these figures. In addition,
it can be seen from Figure 4 that our curves for those values of α near to 1 are identical to
the ordinary case. Finally, Figures 5 and 6 show the effect of the initial condition A and the
parameter Ω on the behavior of the solution.

�

�

�

� �

Α� �

Α� �

Α� �

Α� �

Figure 1. Plots of y(t) in Equation (47) vs. t when a = 2, A = 1, ω = 1
3 , and Ω = 3 at different values

of α = 1
9 , 1

8 , 1
7 , 1

6 .
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Figure 2. Plots of y(t) in Equation (47) vs. t when a = 2, A = 1, ω = 1
3 , and Ω = 3 at different values

of α = 1
4 , 1

2 , 3
4 , 7

8 .
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Α� �
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Α� �

Figure 3. Plots of y(t) in Equation (47) vs. t when a = 2, A = 1, ω = 1
3 , and Ω = 3 at different values

of α = 1
3 , 3

7 , 7
9 , 9

11 .
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Figure 4. Plots of y(t) in Equation (47) vs. t when a = 2, A = 1, ω = 1
3 , and Ω = 3 at different values

of α = 27
29 , 45

47 , 61
63 , 81

83 , 1.
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Figure 5. Plots of y(t) in Equation (47) vs. t when α = 1
2 , a = 2, ω = 1

3 , and Ω = 3 at different values
of A = 1, 2, 3, 4.
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Figure 6. Plots of y(t) in Equation (47) vs. t when α = 1
2 , A = 1, a = 2, and ω = 1

3 at different values
of Ω = π/8, π/6, π/4, π/2.

6. Conclusions

A class of 1st-order FIVPs was investigated. This class is oscillatory in nature and
hence of practical interest in engineering science. A dual solution was determined for
the present class. The first solution was obtained through the LT and expressed in terms
of the Mittag–Leffler functions. The second solution was derived via a newly developed
approach in terms of exponential and trigonometric functions. The advantages of the
second solution over the first one were demonstrated. In addition, it was revealed that the
second solution is real at certain values of the fractional-order α. Such values of α were
derived theoretically. The behavior of the real solution was displayed through several
figures. The present analysis may be introduced for the first time to obtain the solution
with a straightforward approach. The developed approach can be extended to higher-order
FIVPs of oscillatory types. Finally, such approach can be viewed as a corner stone to
obtaining periodic solutions for more complex oscillatory problems, such as the forced
Duffing oscillator [30].
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Appendix A. The Fractional Derivative of Periodic Functions

Theorem A1. The RLFD (3), as c → −∞, of the functions cos(ωt) and sin(ωt) are

RL−∞Dα
t cos(ωt) = ωα cos

(
ωt +

απ

2

)
, (A1)

RL−∞Dα
t sin(ωt) = ωα sin

(
ωt +

απ

2

)
. (A2)
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Proof. The proof is quite simple. Let us begin with the RLFD (3), as c → −∞, of the
exponential function introduced by Ortigueira et al. [31]:

RL−∞Dα
t eiωt = (iω)αeiωt. (A3)

The identities:

eiωt = cos(ωt) + i sin(ωt), (A4)

iα = ei απ
2 = cos

(απ

2

)
+ i sin

(απ

2

)
, (A5)

are to be used to derive Equations (A1) and (A2). Substituting (A4) and (A5) into (A3) reads

RL−∞Dα
t cos(ωt) + i RL−∞Dα

t sin(ωt) = ωα(cos(ωt) + i sin(ωt))
[
cos

(απ

2

)
+ i sin

(απ

2

)]
= ωα

[
cos(ωt) cos

(απ

2

)
− sin(ωt) sin

(απ

2

)]
+

iωα
[
sin(ωt) cos

(απ

2

)
+ cos(ωt) sin

(απ

2

)]
= ωα cos

(
ωt +

απ

2

)
+ iωα sin

(
ωt +

απ

2

)
.

(A6)

Comparing the real and imaginary parts of the last equation completes the proof.
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Abstract: Inequalities related to derivatives and integrals are generalized and extended via fractional
order integral and derivative operators. The present paper aims to define an operator containing
Mittag-Leffler function in its kernel that leads to deduce many already existing well-known operators.
By using this generalized operator, some well-known inequalities are studied. The results of this
paper reproduce Chebyshev and Pólya-Szegö type inequalities for Riemann-Liouville and many
other fractional integral operators.

Keywords: Chebyshev inequality; Pólya-Szegö inequality; fractional integral operators; Mittag-Leffler
function

1. Introduction

Integral and derivative operators of fractional order are simple and important tools to
generalize the classical theories and well-known problems related to integer order deriva-
tives and integrals. Many modern subjects in different fields of mathematics, engineering,
and sciences have been introduced due to the applications of fractional derivatives and
integrals. These days, fractional integral/derivative operators are very frequently con-
sidered by the researchers working on mathematical inequalities to extend the classical
literature. One can see the well-known inequalities related to integer order derivatives
and integrals have been extended to fractional order derivatives and integrals. These
include the inequalities of Chebyshev [1], Hadamard [2], Jensen [3], Pólya-Szegö [4],
Petrovic [5], Grüss [6], Ostrowski [7], and many others. Here, we are interested to refer
the versions of all these inequalities for Riemann-Liouville fractional integrals studied
in [8–13].

It is interesting to compare the integral mean of product of two functions to the
product of integral means of these functions. The Chebyshev inequality provides the
comparison of integral mean of product of two positive functions of same monotonicity
to the product of their integral means. After Chebyshev’s inequality, people started to
analyze the error bounds of this inequality. For instance, the well-known Grüss inequal-
ity gives the error bounds of difference of terms of the Chebyshev inequality (which is
well-known as Chebyshev-functional). The well-known Pólya-Szegö inequality gives the
estimation of quotient in terms of the Chebyshev inequality for bounded functions. These
inequalities have been studied for Riemann-Liouville and other fractional integral operators
in [10,14–20].
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Next, we give the results, which are necessary to produce the results of this paper.
First, we give Chebyshev functional and then the Chebyshev inequality [1] as follows:

T( f , g) =
1

b − a

∫ b

a
f (τ)g(τ)dτ −

(
1

b − a

∫ b

a
f (τ)dτ

)(
1

b − a

∫ b

a
g(τ)dτ

)
, (1)

where f and g are two positive and integrable functions over the interval [a, b]. If f and g
are synchronous on [a, b], then Chebyshev inequality T( f , g) ≥ 0 is obtained.

The functional (1) has attracted the attention of many researchers due to its application
in mathematical analysis. One of the famous inequalities related to functional (1) is the
Grüss inequality [6], stated as follows:

|T( f , g)| ≤ (U − u)(V − v)
4

,

where the positive and integrable functions f and g satisfy

u ≤ f (τ) ≤ U, v ≤ g(τ) ≤ V,

for all τ ∈ [a, b] and constants u, U, v, V ∈ R.
Another famous inequality which will be useful to obtain our main results is the

Pólya-Szegö inequality [4], stated as follows:∫ b
a f 2(τ)dτ

∫ b
a g2(τ)dτ(∫ b

a f (τ)g(τ)dτ
)2 ≤ 1

4

(√
uv

UV
+

√
UV
uv

)2

.

By using the Pólya-Szegö inequality, Dragomir and Diamond [21] proved the following
Grüss type inequality:

|T( f , g)| ≤ (U − u)(V − v)

4(b − a)2√uUvV

∫ b

a
f (τ)dτ

∫ b

a
g(τ)dτ,

where positive and integrable functions f and g satisfy

0 < u ≤ f (τ) ≤ U < ∞, 0 < v ≤ g(τ) ≤ V < ∞,

for all τ ∈ [a, b] and constants u, U, v, V ∈ R.
Inspired by the above-defined inequalities, our aim in this paper is to get some

fractional versions of these inequalities. The main objective is to give some new Pólya-
Szegö and Chebyshev inequalities for generalized k-fractional integral operator containing
Mittag-Leffler function in its kernel. In the upcoming section, we define a new k-fractional
integral operator containing Mittag-Leffer function. In Section 3, we will utilize this
k-fractional integral operator to obtain the Pólya-Szegö and Chebyshev inequalities. More-
over, the presented results are the generalizations of the results which are already published
in [10,14,19].

2. Fractional Integral Operators

Fractional integral operators are very useful in the advancement of mathematical
inequalities. A large number of fractional integral inequalities due to different types of
fractional integral operators have been established (see [10,14,19,22–29] and references
therein). Applications of fractional integral operators in differential equations and other
fields can be found in [25,30–35]. The first formulation of fractional integral operator is the
Riemann-Liouville fractional integral operator, defined as follows:
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Definition 1. Let f ∈ L1[a, b]. Then Riemann-Liouville fractional integrals of order σ ∈ C,
�(σ) > 0 are defined by:

(
ξσ

a+ f
)
(x) =

1
Γ(σ)

∫ x

a
(x − τ)σ−1 f (τ)dτ, x > a (2)

(
ξσ

b− f
)
(x) =

1
Γ(σ)

∫ b

x
(τ − x)σ−1 f (τ)dτ, x < b, (3)

where Γ(.) is the gamma function defined as: Γ(σ) =
∫ ∞

0 τσ−1e−τdτ.

In [36], Andrić et al. introduced the generalized fractional integral operators as follows:

Definition 2. Let ϑ, θ, σ, l, μ, c ∈ C, �(θ),�(σ),�(l) > 0, �(c) > �(μ) > 0 with p ≥ 0,
r > 0 and 0 < q ≤ r + �(θ). Let f ∈ L1[a, b] and x ∈ [a, b]. Then the generalized fractional
integral operators are defined by:(

ξ
μ,r,q,c
θ,σ,l,ϑ,a+ f

)
(x; p) =

∫ x

a
(x − τ)σ−1Eμ,r,q,c

θ,σ,l (ϑ(x − τ)θ ; p) f (τ)dτ, (4)

(
ξ

μ,r,q,c
θ,σ,l,ϑ,b− f

)
(x; p) =

∫ b

u
(τ − x)σ−1Eμ,r,q,c

θ,σ,l (ϑ(τ − x)θ ; p) f (τ)dτ, (5)

where Eμ,r,q,c
θ,σ,l (τ; p) is the generalized Mittag-Leffler function defined by:

Eμ,r,q,c
θ,σ,l (τ; p) =

∞

∑
n=0

Bp(μ + nq, c − μ)

B(μ, c − μ)

(c)nq

Γ(θn + σ)

τn

(l)nr
,

Bp(x, y) =
∫ 1

0 τx−1(1 − τ)y−1e−
p

τ(1−τ) dτ and (c)nq = Γ(c+nq)
Γ(c) .

In [32], Farid introduced the unified integral operators as follows:

Definition 3. Let f , α : [a, b] → R, 0 < a < b be the functions such that f be a positive and
integrable and α be a differentiable and strictly increasing. Also, let ϕ

x be an increasing function on
[a, ∞) and σ, l, μ, c ∈ C, p, θ, r ≥ 0 and 0 < q ≤ r + θ. Then for x ∈ [a, b] the integral operators
are defined by:(

αξ
ϕ;μ,r,q,c
θ,σ,l,ϑ,a+ f

)
(x; p) =

∫ x

a

ϕ(α(x)− α(τ))

α(x)− α(τ)
Eμ,r,q,c

θ,σ,l (ϑ(α(x)− α(τ))θ ; p) f (τ)d(α(τ)), (6)

(
αξ

ϕ;μ,r,q,c
θ,σ,l,ϑ,b− f

)
(x; p) =

∫ b

x

ϕ(α(τ)− α(x))
α(τ)− α(x)

Eμ,r,q,c
θ,σ,l (ϑ(α(τ)− α(x))θ ; p) f (τ)d(α(τ)). (7)

The following generalized k-integral operators involving Mittag-Leffler function with
some modification is produced, for ϕ(x) = x

σ
k with k > 0, in (6) and (7):

Definition 4. Let f , α : [a, b] → R, 0 < a < b be the functions such that f be a positive and
integrable and α be a differentiable and strictly increasing. Also, let θ, σ, l, ϑ, μ, c ∈ C, p, θ, r ≥ 0,
0 < q ≤ r + θ and k > 0. Then for x ∈ [a, b] the integral operators are defined by:(

k
αξ

μ,r,q,c
θ,σ,l,ϑ,a+ f

)
(x; p) =

∫ x

a
(α(x)− α(τ))

σ
k −1Eμ,r,q,c

θ,σ,l,k (ϑ(α(x)− α(τ))
θ
k ; p) f (τ)d(α(τ)), (8)

(
k
αξ

μ,r,q,c
θ,σ,l,ϑ,b− f

)
(x; p) =

∫ b

x
(α(τ)− α(x))

σ
k −1Eμ,r,q,c

θ,σ,l,k (ϑ(α(τ)− α(x))
θ
k ; p) f (τ)d(α(τ)), (9)
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where Eμ,r,q,c
θ,σ,l,k (τ; p) is the Mittag-Leffler function defined by:

Eμ,r,q,c
θ,σ,l,k (τ; p) =

∞

∑
n=0

Bp(μ + nq, c − μ)

B(μ, c − μ)

(c)nq

kΓk(θn + σ)

τn

(l)nr
. (10)

Remark 1. The following integral operators can be deduced from (8) and (9):

1. The following integral operator is produced, for α(x) = x in (8):(
kξ

μ,r,q,c
θ,σ,l,ϑ,a+ f

)
(x; p) =

∫ x

a
(x − τ)

σ
k −1Eμ,r,q,c

θ,σ,l,k (ϑ(x − τ)
θ
k ; p) f (τ)dτ. (11)

2. The following generalized Hadamard integral operator is produced, for α(x) = lnx in (8):

(
kξ

μ,r,q,c
θ,σ,l,ϑ,a+ f

)
(x; p) =

∫ x

a

(
ln

x
τ

) σ
k −1

Eμ,r,q,c
θ,σ,l,k

(
ϑ
(

ln
x
τ

) θ
k ; p

)
f (τ)

dτ

τ
. (12)

3. The following generalized Katugampola integral operator is produced, for α(x) = xρ

ρ , ρ > 0
in (8):

(
k
ρξ

μ,r,q,c
θ,σ,l,ϑ,a+ f

)
(x; p) =

∫ x
a

(
xρ−τρ

ρ

) σ
k −1

Eμ,r,q,c
θ,σ,l,k

(
ϑ
(

xρ−τρ

ρ

) θ
k ; p

)
f (τ)τρ−1dτ. (13)

4. The following generalized (k, s)-integral operator is produced, for α(x) = xs+1

s+1 , s ∈ R−
{−1} in (8):

(
k
s ξ

μ,r,q,c
θ,σ,l,ϑ,a+ f

)
(x; p) =

∫ x
a

(
xs+1−τs+1

s+1

) σ
k −1

Eμ,r,q,c
θ,σ,l,k

(
ϑ
(

xs+1−τs+1

s+1

) θ
k ; p

)
f (τ)τsdτ. (14)

5. The following generalized conformable k-integral operator is produced, for α(x) = xλ+ν

λ+ν
in (8): (

k
λ,νξ

μ,r,q,c
θ,σ,l,ϑ,a+ f

)
(x; p) =

∫ x
a

(
xλ+ν−τλ+ν

λ+ν

) σ
k −1

Eμ,r,q,c
θ,σ,l,k

(
ϑ
(

xλ+ν−τλ+ν

λ+ν

) θ
k ; p

)
f (τ)τλdντ. (15)

Similarly, all above operators can be deduce for generalized k-integral operators (9).

6. The following generalized conformable (k, s)-integral operators are produced, for α(x) =
(x−a)s

s , s > 0 in (8) and α(x) = −(b−x)s

s , s > 0 in (9):
(

k
s ξ

μ,r,q,c
θ,σ,l,ϑ,a+ f

)
(x; p) =

∫ x
a

(
(x−a)s−(τ−a)s

s

) σ
k −1

Eμ,r,q,c
θ,σ,l,k

(
ϑ
(
(x−a)s−(τ−a)s

s

) θ
k ; p

)
f (τ)(τ − a)s−1dτ. (16)

(
k
s ξ

μ,r,q,c
θ,σ,l,ϑ,b− f

)
(x; p) =

∫ b
x

(
(b−x)s−(b−τ)s

s

) σ
k −1

Eμ,r,q,c
θ,σ,l,k

(
ϑ
(
(b−x)s−(b−τ)s

s

) θ
k ; p

)
f (τ)(b − τ)s−1dτ. (17)

Remark 2. For different choices of parameters involving in the Mittag-Leffler function (10), one can
obtain new generalized integral operators.

Remark 3. From integral operators (8) and (9), we have the following particular cases:

1. The integral operators given in [29] are reproduced, for k = 1.
2. The integral operators given in (4) and (5) are reproduced, for k = 1 and α(x) = x.
3. The integral operators given in [37] are reproduced, for k = 1, α(x) = x, and p = 0.
4. The integral operators given in [38] are reproduced, for k = 1, α(x) = x, and r = l = 1.
5. The integral operators given in [39] are reproduced, for k = 1, α(x) = x, p = 0, and

r = l = 1.
6. The integral operators given in [40] are reproduced, for k = 1, α(x) = x, p = 0, and

q = r = l = 1.
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7. The integral operators given in [26] are reproduced, for k = 1, α(x) = xρ

ρ , ρ > 0, and
ϑ = p = 0.

8. The integral operators given in [41] are reproduced, for k = 1, α(x) = lnx, and ϑ = p = 0.

9. The integral operators given in [42] are reproduced, for α(x) = xs+1

s+1 and ϑ = p = 0.

10. The integral operators given in [30] are reproduced, for k = 1, α(x) = (x)λ+ν

λ+ν and ϑ = p = 0.

11. The integral operators given in [27] are reproduced, for α(x) = (x−a)s

s , s > 0 in (8) and

α(x) = − (b−x)s

s , s > 0 in (9) with ϑ = p = 0.
12. The integral operators given in [33] are reproduced, for α(x) = (x−a)s

s , s > 0 in (8) and

α(x) = − (b−x)s

s , s > 0 in (9) with k = 1 and ϑ = p = 0.
13. The integral operators given in [28] are reproduced, for ϑ = p = 0.
14. The integral operators given in [41] are reproduced, for ϑ = p = 0 and k = 1.
15. The integral operators given in [43] are reproduced, for ϑ = p = 0, and α(x) = x.
16. The integral operators given in (2) and (3) are reproduced, for ϑ = p = 0, α(x) = x, and

k = 1.

For constant function, from generalized k-fractional integral operator (8), we have(
k
αξ

μ,r,q,c
θ,σ,l,ϑ,a+1

)
(x; p)

=
∫ x

a
(α(x)− α(τ))

σ
k −1Eμ,r,q,c

θ,σ,l,k (ϑ(α(x)− α(τ))
θ
k ; p)d(α(τ))

=
∫ x

a
(α(x)− α(τ))

σ
k −1

∞

∑
n=0

Bp(μ + nq, c − μ)

B(μ, c − μ)

(c)nq

kΓk(θn + σ)

ϑn(α(x)− α(τ))
θn
k

(l)nr
d(α(τ))

=
∞

∑
n=0

Bp(μ + nq, c − μ)

B(μ, c − μ)

(c)nq

kΓk(θn + σ)

ϑn

(l)nr

∫ x

a
(α(x)− α(τ))

θn
k + σ

k −1d(α(τ))

= k(α(x)− α(a))
σ
k

∞

∑
n=0

Bp(μ + nq, c − μ)

B(μ, c − μ)

(c)nq

kΓk(θn + σ)

ϑn

(l)nr

(α(x)− α(a))
θn
k

θn + σ

= k(α(x)− α(a))
σ
k

∞

∑
n=0

Bp(μ + nq, c − μ)

B(μ, c − μ)

(c)nq

kΓk(θn + σ + k)
ϑn(α(x)− α(a))

θn
k

(l)nr

= k(α(x)− α(a))
σ
k Eμ,r,q,c

θ,σ+k,l,k(ϑ(α(x)− α(a))
θ
k ; p).

Hence(
k
αξ

μ,r,q,c
θ,σ,l,ϑ,a+1

)
(x; p) = k(α(x)− α(a))

σ
k Eμ,r,q,c

θ,σ+k,l,k(ϑ(α(x)− α(a))
θ
k ; p) := χσ

a+(x; p) (18)

similarly for constant function, from generalized fractional integral operator (9), we get(
k
αξ

μ,r,q,c
θ,σ,l,ϑ,b−1

)
(x; p) = k(α(b)− α(x))

σ
k Eμ,r,q,c

θ,σ+k,l,k(ϑ(α(b)− α(x))
θ
k ; p) := χσ

b−(x; p). (19)

In the all upcoming results, the parameters of the Mittag-Leffler function are consid-
ered in R.

3. Pólya-Szegö and Chebyshev Type Inequalities for Generalized k-Fractional
Integral Operators

In this section, we obtain Pólya-Szegö and Chebyshev type inequalities for generalized
k-fractional integral operators containing Mittag-Leffler function in their kernels. For the
reader’s convenience we will use a simplified notation:(

k
αZσ f

)
(x; p) :=

(
k
αξ

μ,r,q,c
θ,σ,l,ϑ,a+ f

)
(x; p)

=
∫ x

a
(α(x)− α(τ))

σ
k −1Ek

σ(ϑ(α(x)− α(τ))
θ
k ; p) f (τ)d(α(τ)),
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where

Ek
σ :=Eμ,r,q,c

θ,σ,l,k (τ; p)

=
∞

∑
n=0

Bp(μ + nq, c − μ)

B(μ, c − μ)

(c)nq

kΓk(θn + σ)

τn

(l)nr
.

Theorem 1. Suppose that:

• f and g be two positive and integrable functions on [0, ∞);
• α : [a, b] → R be an increasing and differentiable function with α′ ∈ L[a, b];
• there exist four positive integrable functions ζ1, ζ2, η1 and η2, such that

0 < ζ1(τ) ≤ f (τ) ≤ ζ2(τ), 0 < η1(τ) ≤ g(τ) ≤ η2(τ) (τ ∈ [a, x], x > a). (20)

Then for generalized k-fractional integral operator containing Mittag-Leffler function, we have(
k
αZση1η2 f 2

)
(x; p)

(
k
αZσζ1ζ2g2

)
(x; p)[(

k
αZσ(ζ1η1 + ζ2η2) f g

)
(x; p)

]2 ≤ 1
4

. (21)

Proof. From (20) for τ ∈ [a, x] with x > a, we can write(
ζ2(τ)

η1(τ)
− f (τ)

g(τ)

)(
f (τ)
g(τ)

− ζ1(τ)

η2(τ)

)
≥ 0,

which implies

(ζ1(τ)η1(τ) + ζ2(τ)η2(τ)) f (τ)g(τ) ≥ η1(τ)η2(τ) f 2(τ) + ζ1(τ)ζ2(τ)g2(τ). (22)

Multiplying (22) with (α(x)− α(τ))
σ
k −1Ek

σ(ϑ(α(x)− α(τ))θ ; p)α′(τ) on both sides and
integrating, we get∫ x

a
(α(x)− α(τ))

σ
k −1Ek

σ(ϑ(α(x)− α(τ))θ ;p)(ζ1(τ)η1(τ) +ζ2(τ)η2(τ))f (τ)g(τ)α′(τ)dτ

≥
∫ x

a
(α(x)− α(τ))

σ
k −1Ek

σ(ϑ(α(x)− α(τ))θ ; p)η1(τ)η2(τ) f 2(τ)α′(τ)dτ

+
∫ x

a
(α(x)− α(τ))

σ
k −1Ek

σ(ϑ(α(x)− α(τ))θ ; p)ζ1(τ)ζ2(τ)g2(τ)α′(τ)dτ.

Now by using k-fractional integral operator, we get(
k
αZσ(ζ1η1 + ζ2η2) f g

)
(x; p) ≥

(
k
αZση1η2 f 2

)
(x; p) +

(
k
αZσζ1ζ2g2

)
(x; p).

By applying AM-GM inequality, we get(
k
αZσ(ζ1η1 + ζ2η2) f g

)
(x; p) ≥ 2

√(
k
αZση1η2 f 2

)
(x; p)

(
k
αZσζ1ζ2g2

)
(x; p),

which leads to the required inequality (21).

Corollary 1. If ζ1 = u, ζ2 = U, η1 = v and η2 = V, then we have(
k
αZσ f 2

)
(x; p)

(
k
αZσg2

)
(x; p)[(

k
αZσ f g

)
(x; p)

]2 ≤ 1
4

(√
uv

UV
+

√
UV
uv

)2

.

Remark 4. In Theorem 1, for α(x) = x and k = 1, we get [14] (Theorem 1), for ϑ = p = 0 (and
a = 0), we get [19] (Lemma 3.1), for α(x) = x, k = 1, ϑ = p = 0 (and a = 0), we get [10]
(Lemma 3.1).
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Theorem 2. Under the assumptions of Theorem 1 with ς > 0, we have(
k
αZσζ1ζ2

)
(x; p)

(
k
αZςη1η2

)
(x; p)

(
k
αZσ f 2

)
(x; p)

(
k
αZςg2

)
(x; p)[(

k
αZσζ1 f

)
(x; p)

(
k
αZςη1g

)
(x; p) +

(
k
αZσζ2 f

)
(x; p)

(
k
αZςη2g

)
(x; p)

]2 ≤ 1
4

. (23)

Proof. From (20), for τ, κ ∈ [a, x] with x > a, we can write(
ζ1(τ)

η2(κ)
+

ζ2(τ)

η1(κ)

)
f (τ)
g(κ)

≥ f 2(τ)

g2(κ)
+

ζ1(τ)ζ2(τ)

η1(κ)η2(κ)
,

which imply

ζ1(τ) f (τ)η1(κ)g(κ) + ζ2(τ) f (τ)η2(κ)g(κ) ≥ η1(κ)η2(κ) f 2(τ) + ζ1(τ)ζ2(τ)g2(κ). (24)

Multiplying (24) with (α(x)− α(τ))
σ
k −1(α(x)− α(κ))

ς
k −1Ek

σ(ϑ(α(x)− α(τ))θ ; p)
Ek

ς(ϑ(α(x)− α(κ))θ ; p)α′(τ)α′(κ) on both sides and integrating, we get∫ x

a

∫ x

a
(α(x)− α(τ))

σ
k −1(α(x)− α(κ))

ς
k −1Ek

σ(ϑ(α(x)− α(τ))θ ; p)

× Ek
ς(ϑ(α(x)− α(κ))θ ; p)ζ1(τ) f (τ)η1(κ)g(κ)α′(τ)α′(κ)dτdκ

+
∫ x

a

∫ x

a
(α(x)− α(τ))

σ
k −1(α(x)− α(κ))

ς
k −1Ek

σ(ϑ(α(x)− α(τ))θ ; p)

× Ek
ς(ϑ(α(x)− α(κ))θ ; p)ζ2(τ) f (τ)η2(κ)g(κ)α′(τ)α′(κ)dτdκ

≥∫ x

a

∫ x

a
(α(x)− α(τ))

σ
k −1(α(x)− α(κ))

ς
k −1Ek

σ(ϑ(α(x)− α(τ))θ ; p)

× Ek
ς(ϑ(α(x)− α(κ))θ ; p)η1(κ)η2(κ) f 2(τ)α′(τ)α′(κ)dτdκ

+
∫ x

a

∫ x

a
(α(x)− α(τ))

σ
k −1(α(x)− α(κ))

ς
k −1Ek

σ(ϑ(α(x)− α(τ))θ ; p)

× Ek
ς(ϑ(α(x)− α(κ))θ ; p)ζ1(τ)ζ2(τ)g2(κ)α′(τ)α′(κ)dτdκ.

Now by using k-fractional integral operator, we get(
k
αZσζ1 f

)
(x; p)

(
k
αZςη1g

)
(x; p) +

(
k
αZσζ2 f

)
(x; p)

(
k
αZςη2g(x; p)

)
≥

(
k
αZσ f 2

)
(x; p)

(
k
αZςη1η2

)
(x; p) +

(
k
αZσζ1ζ2

)
(x; p)

(
k
αZςg2

)
(x; p).

By applying AM-GM inequality, we get(
k
αZσζ1 f

)
(x; p)

(
k
αZςη1g

)
(x; p) +

(
k
αZσζ2 f

)
(x; p)

(
k
αZςη2g

)
(x; p)

≥ 2
√(

k
αZσ f 2

)
(x; p)

(
k
αZςη1η2

)
(x; p)

(
k
αZσζ1ζ2

)
(x; p)

(
k
αZςg2

)
(x; p),

which leads to the required inequality (23).

Corollary 2. If ζ1 = u, ζ2 = U, η1 = v and η2 = V, then we have

χσ(x; p) χς(x; p)
(

k
αZσ f 2

)
(x; p)

(
k
αZςg2

)
(x; p)[(

k
αZσ f

)
(x; p)

(
k
αZςg

)
(x; p)

]2 ≤ 1
4

(√
uv

UV
+

√
UV
uv

)2

.

Remark 5. In Theorem 2, for α(x) = x and k = 1, we get [14] (Theorem 2), for ϑ = p = 0 (and
a = 0), we get [19] (Lemma 3.6), for α(x) = x, k = 1, ϑ = p = 0 (and a = 0), we get [10]
(Lemma 3.3).
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Theorem 3. Under the assumptions of Theorem 1 with ς > 0, we have(
k
αZσ f 2

)
(x; p)

(
k
αZςg2

)
(x; p) ≤

(
k
αZσ(ζ2 f g/η1)

)
(x; p)

(
k
αZς(η2 f g/ζ1)

)
(x; p). (25)

Proof. From (20), for τ ∈ [a, x] with x > a, we can write

ζ2(τ) f (τ)g(τ)
η1(τ)

− f 2(τ) ≥ 0 (26)

and
η2(κ) f (κ)g(κ)

ζ1(κ)
− g2(κ) ≥ 0. (27)

Multiplying (26) with (α(x) − α(τ))
σ
k −1Ek

σ(ϑ(α(x) − α(τ))θ ; p)α′(τ) and (27) with
(α(x)− α(κ))

ς
k −1Ek

ς(ϑ(α(x)− α(κ))θ ; p)α′(κ) on both sides and integrating, we get∫ x

a
(α(x)− α(τ))

σ
k −1Ek

σ(ϑ(α(x)− α(τ))θ ; p) f 2(τ)α′(τ)dτ

≤
∫ x

a
(α(x)− α(τ))

σ
k −1Ek

σ(ϑ(α(x)− α(τ))θ ; p)
ζ2(τ)

η1(τ)
f (τ)g(τ)α′(τ)dτ

and ∫ x

a
(α(x)− α(κ))

ς
k −1Ek

ς(ϑ(α(x)− α(κ))θ ; p)g2(κ)α′(κ)dκ

≤
∫ x

a
(α(x)− α(κ))

ς
k −1Ek

ς(ϑ(α(x)− α(κ))θ ; p)
η2(κ)

ζ1(κ)
f (κ)g(κ)α′(κ)dκ.

Now by using k-fractional integral operator, we get(
k
αZσ f 2

)
(x; p) ≤

(
k
αZσ(ζ2 f g/η1)

)
(x; p) (28)

and (
k
αZςg2

)
(x; p) ≤

(
k
αZς(η2 f g/ζ1)

)
(x; p). (29)

Multiplying (28) with (29), we obtain (25).

Corollary 3. If ζ1 = u, ζ2 = U, η1 = v and η2 = V, then we have(
k
αZσ f 2

)
(x; p)

(
k
αZςg2

)
(x; p)(

k
αZσ f g

)
(x; p)

(
k
αZς f g

)
(x; p)

≤ UV
uv

.

Remark 6. In Theorem 3, for α(x) = x and k = 1, we get [14] (Theorem 3), for α(x) = x, k = 1,
ϑ = p = 0 (and a = 0), we get [10] (Lemma 3.4).

The Chebyshev type inequalities for generalized k-fractional integral operators are
given as follows:

Theorem 4. Under the assumptions of Theorem 1 with ς > 0, we have∣∣∣χσ(x; p)
(

k
αZς f g

)
(x; p) + χς(x; p)

(
k
αZσ f g

)
(x; p)

−
(

k
αZσ f

)
(x; p)

(
k
αZςg

)
(x; p)−

(
k
αZσg

)
(x; p)

(
k
αZς f

)
(x; p)

∣∣∣
≤ |Gσ,ς( f , ζ1, ζ2)(x; p) + Gς,σ( f , ζ1, ζ2)(x; p)| 1

2

×|Gσ,ς(g, η1, η2)(x; p) + Gς,σ(g, η1, η2)(x; p)| 1
2 ,

(30)
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where

Gσ,ς(m, n, o)(x; p) =
χς(x; p)

[(
k
αZσ(n + o)m

)
(x; p)

]2

4
(

k
αZσno

)
(x; p)

−
(

k
αZσm

)
(x; p)

(
k
αZςm

)
(x; p).

(31)

Proof. Let f and g be two positive and integrable functions on [0, ∞). For τ, κ ∈ [a, x] with
x > a, we define A(τ, κ) as

A(τ, κ) = ( f (τ)− f (κ))(g(τ)− g(κ)),

which imply
A(τ, κ) = f (τ)g(τ) + f (κ)g(κ)− f (τ)g(κ)− f (κ)g(τ). (32)

Multiplying (32) with (α(x)− α(τ))
σ
k −1(α(x)− α(κ))

ς
k −1Ek

σ(ϑ(α(x)− α(τ))θ ; p)
Ek

ς(ϑ(α(x)− α(κ))θ ; p)α′(τ)α′(κ) and integrating, we get∫ x

a

∫ x

a
(α(x)− α(τ))

σ
k −1(α(x)− α(κ))

ς
k −1Ek

σ(ϑ(α(x)− α(τ))θ ; p)

× Ek
ς

(
ϑ(α(x)− α(κ))θ ; p

)
A(τ, κ)α′(τ)α′(κ)dτdκ.

Now by using k-fractional integral operator, we get

χς(x; p)
(

k
αZσ f g

)
(x; p) + χσ(x; p)

(
k
αZς f g

)
(x; p)

−
(

k
αZσ f

)
(x; p)

(
k
αZςg

)
(x; p)−

(
k
αZς f

)
(x; p)

(
k
αZσg

)
(x; p).

(33)

By using Cauchy-Schwartz inequality, we have∣∣∣∣∫ x

a

∫ x

a
(α(x)− α(τ))

σ
k −1(α(x)− α(κ))

ς
k −1Ek

σ(ϑ(α(x)− α(τ))θ ; p)

×Ek
ς(ϑ(α(x)− α(κ))θ ; p) A(τ, κ)α′(τ)α′(κ)dτdκ

∣∣∣
≤

[∫ x

a

∫ x

a
(α(x)− α(τ))

σ
k −1(α(x)− α(κ))

ς
k −1Ek

σ(ϑ(α(x)− α(τ))θ ; p)

×Ek
ς(ϑ(α(x)− α(κ))θ ; p) f 2(τ)α′(τ)α′(κ)dτdκ

+
∫ x

a

∫ x

a
(α(x)− α(τ))

σ
k −1(α(x)− α(κ))

ς
k −1Ek

σ(ϑ(α(x)− α(τ))θ ; p)

× Ek
ς(ϑ(α(x)− α(κ))θ ; p) f 2(κ)α′(τ)α′(κ)dτdκ

−2
∫ x

a

∫ x

a
(α(x)− α(τ))

σ
k −1(α(x)− α(κ))

ς
k −1Ek

σ(ϑ(α(x)− α(τ))θ ; p)

×Ek
ς(ϑ(α(x)− α(κ))θ ; p) f (τ) f (κ)α′(τ)α′(κ)dτdκ

] 1
2

×
[∫ x

a

∫ x

a
(α(x)− α(τ))

σ
k −1(α(x)− α(κ))

ς
k −1Ek

σ(ϑ(α(x)− α(τ))θ ; p)

×Ek
ς(ϑ(α(x)− α(κ))θ ; p)g2(τ)α′(τ)α′(κ)dτdκ

+
∫ x

a

∫ x

a
(α(x)− α(τ))

σ
k −1(α(x)− α(κ))

ς
k −1Ek

σ(ϑ(α(x)− α(τ))θ ; p)

× Ek
ς(ϑ(α(x)− α(κ))θ ; p)g2(κ)α′(τ)α′(κ)dτdκ
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−2
∫ x

a

∫ x

a
(α(x)− α(τ))

σ
k −1(α(x)− α(κ))

ς
k −1Ek

σ(ϑ(α(x)− α(τ))θ ; p)

×Ek
ς(ϑ(α(x)− α(κ))θ ; p)g(τ)g(κ)α′(τ)α′(κ)dτdκ

] 1
2

≤
[
χς(x; p)

(
k
αZσ f 2

)
(x; p) + χσ(x; p)

(
k
αZς f 2

)
(x; p)− 2

(
k
αZσ f

)
(x; p)

(
k
αZς f

)
(x; p)

] 1
2

×
[
χς(x; p)

(
k
αZσg2

)
(x; p) + χσ(x; p)

(
k
αZςg2

)
(x; p)− 2

(
k
αZσg

)
(x; p)

(
k
αZςg

)
(x; p)

] 1
2 .

By taking η1(t) = η2(t) = g(t) = 1 in Theorem 1, we get the following inequality:

(
k
αZσ f 2

)
(x; p) ≤

[(
k
αZσ(ζ1 + ζ2) f

)
(x; p)

]2

4
(

k
αZσζ1ζ2

)
(x; p)

.

This implies

χς(x; p)
(

k
αZσ f 2

)
(x; p)−

(
k
αZσ f

)
(x; p)

(
k
αZς f

)
(x; p)

≤
χς(x; p)

[(
k
αZσ(ζ1 + ζ2) f

)
(x; p)

]2

4
(

k
αZσζ1ζ2

)
(x; p)

−
(

k
αZσ f

)
(x; p)

(
k
αZς f

)
(x; p)

= Gσ,ς( f , ζ1, ζ2)(x; p)

(34)

and
χσ(x; p)

(
k
αZς f 2

)
(x; p)−

(
k
αZσ f

)
(x; p)

(
k
αZς f

)
(x; p)

≤
χσ(x; p)

[(
k
αZς(ζ1 + ζ2) f

)
(x; p)

]2

4
(

k
αZςζ1ζ2

)
(x; p)

−
(

k
αZσ f

)
(x; p)

(
k
αZς f

)
(x; p)

= Gς,σ( f , ζ1, ζ2)(x; p).

(35)

Applying the same procedure for ζ1(t) = ζ2(t) = f (t) = 1, we get the following
inequalities:

χς(x; p)
(

k
αZσg2

)
(x; p)−

(
k
αZσg

)
(x; p)

(
k
αZςg

)
(x; p) ≤ Gσ,ς(g, η1, η2)(x; p) (36)

and

χσ(x; p)
(

k
αZςg2

)
(x; p)−

(
k
αZσg

)
(x; p)

(
k
αZςg

)
(x; p) ≤ Gς,σ(g, η1, η2)(x; p). (37)

Finally, considering (33) to (37), we arrive at the desired result in (30).

Theorem 5. Under the assumptions of Theorem 4, we have∣∣∣χσ(x; p)
(

k
αZσ f g

)
(x; p)−

(
k
αZσ f

)
(x; p)

(
k
αZσg

)
(x; p)

∣∣∣
≤ |Gσ,σ( f , ζ1, ζ2)(x; p) Gσ,σ(g, η1, η2)(x; p)| 1

2 ,
(38)

where

Gσ,σ(m, n, o)(x; p) =
χσ(x; p)

[(
k
αZσ(n + o)m

)
(x; p)

]2

4
(

k
αZσno

)
(x; p)

−
(

k
αZσm

)
(x; p)

(
k
αZσm

)
(x; p).

Proof. By taking σ = ς in (30), we get the inequality (38).
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Corollary 4. If ζ1 = u, ζ2 = U, η1 = v and η2 = V, then we have∣∣∣χσ(x; p)
(

k
αZσ f g

)
(x; p)−

(
k
αZσ f

)
(x; p)

(
k
αZσg

)
(x; p)

∣∣∣
≤ (U − u)(V − v)

4
√

uUvV

(
k
αZσ f

)
(x; p)

(
k
αZσg

)
(x; p).

Remark 7. In Theorem 4 and Theorem 5, for α(x) = x and k = 1, we get [14] (Theorem 4,
Corollary 4), for α(x) = x, k = 1, ϑ = p = 0 (and a = 0), we get [10] (Theorem 3.6, Theorem 3.7).

4. Conclusions

We have proved some new Pólya-Szegö and Chebyshev type inequalities for generalized
k-fractional integral operators involving Mittag-Leffler function in their kernels. The outcomes
of this paper also provide a lot of Pólya-Szegö and Chebyshev type inequalities for several
well-known fractional integral operators via parameter substitutions. The classical inequalities
and results can be generalized by using the new k-fractional integral operators.
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1. Introduction and Preliminaries

Numerous integral formulas including special functions have been anticipated and
they are important in solving various problems in science and engineering. Many authors
have established certain unified integral formulae associated with special functions [1–5].
A brief study of some important properties of generalized gamma and beta functions
defined in the form of Fox–Wright function is presented in [6]. Certain integral formulas
involving the generalized Bessel function and Bessel–Maitland function are explored
in [7,8]. A new class of integrals associated with hypergeometric function is established
by Rakha et al. [9]. Certain fractional calculus operators and their applications are briefly
discussed by Samraiz et al. [10]. A brief discussion of generalized Mittag–Leffler function
and multivariable Mittag–Leffler function via generalized fractional calculus operators
is available in [11,12]. Composition formulas of various fractional calculus operators are
studied in [13,14].

Many generalized special functions have been linked to various types of issues in
different fields of mathematical sciences. This reason inspired many researchers to explore
the field of integrals and associated generalized special functions. Several unified integral
formulas derived by many authors involving different type of special functions are dis-
cussed in (see, for example, [15–19]). Suthar established the composition formulae for the
k-fractional calculus operators associated with k-Wright function [20]. Fractional calculus
and integral transforms of general class of polynomials and incomplete Fox–Wright func-
tions is discussed by Jangid et al. [21]. Certain expressions of the Laguerre polynomial and
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relations of some known functions in terms of generalized Meijer G-functions are explored
in [22,23].

Lavoie–Trottier integral formula involving product of Bessel function of the first kind
and general class of polynomials are established by Menaria et al. [24]. Suthar et al. [25]
explored the certain integral formulae involving product of Srivastava’s polynomials and
generalized Bessel–Maitland function.

In continuation of the above work, we developed generalized integral formulae
involving product of Srivastava’s polynomials Sd

c [r] and extended Wright function R�,ε
ς,τ (z).

These formulae are communicated in the form of generalized Fox–Wright function. For our
purpose, we start by reviewing some known functions and earlier work. Srivastava [26]
established the general class of polynomials Sd

c [r] in the following way.

Sd
c [r] =

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,krk (c = 0, 1, 2, . . . ), (1)

where d is an arbitrary positive integer and the coefficients Gc,k(c, k ≥ 0) are arbitrary
constants (real or complex). The polynomial family Sd

c [r] have many known polynomials
as its special cases. The extended Wright function [27] is defined as follows:

R�,ε
ς,τ (z) =

∞

∑
n=0

(�)n

(ε)nΓ(ςn + τ)

zn

n!
, (2)

where ς > −1, τ, �, ε ∈ C, ε �= 0,−1,−2, . . . with z ∈ C. The function R�,ε
ς,τ (z) is an entire

function of order 1
1+ς .

The two (generalized Wright type) auxiliary functions for any order ς ∈ (0, 1) and for
all complex variable z �= 0 are defined as follows:

M�,ε
−ς = R�,ε

−ς,1−ς(−z) =
∞

∑
n=0

(�)n

(ε)nΓ(1 − ς(n + 1))
(−1)nzn

n!
(3)

and

F�,ε
−ς = R�,ε

−ς,1−ς(−z) =
∞

∑
n=0

(�)n

(ε)nΓ(−ςn)
(−1)nzn

n!
. (4)

For � = ε = 0, we have the normalized Wright function [28] which is given by

Wς,τ(z) = Γ(τ)
∞

∑
n=0

zn

Γ(τ + nς)n!
, τ > −1, ς ∈ C. (5)

The extended Wright function can also be expressed in the following form

R�,ε
ς,τ (z) =

Γ(ε)
Γ(�) 1ψ2

[
(�, 1);

(ε, 1), (τ, ς);
Z
]

, (6)

where uψx is the Fox–Wright hypergeometric function defined in [29] as follows: For
ai, bj ∈ C, Ai, Bj ∈ R (Ai, Bj) �= 0, where i = 1, 2, . . . , u; j = 1, 2, . . . , x and (ai + Ain),
(bj + Bjn) ∈ C \ kZ−,

uψx[(a1, A1), . . . , (au, Au); (b1, B1), . . . , (bx, Bx); z] =
∞

∑
n=0

Γ(a1 + nA1) . . . Γ(au + nAu)zn

Γ(b1 + nB1) . . . Γ(bx + nBx)n!
, (7)

with convergence condition

1 +
u

∑
j=1

Bj −
v

∑
i=1

Ai > 0. (8)
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The extended Wright function has relationship with some other special functions
which are discussed below.

Relation with Mittag–Leffler function:

R1,ε
0,τ(z) =

Γ(ε)
Γ(τ)

E1,ε(z), (9)

for ς = 0, � = 1, τ, ε ∈ C and Re(ε) > 0.

Relation with Meijer G-function:

Extended Wright function and Meijer G-function are related as

R1,ε
0,τ(z) =

Γ(ε)
Γ(�)

G1 1
1 3

[
z
∣∣∣∣ 1 − �

0, 1 − τ, 1 − ε

]
, (10)

for ς = 1.

Relation with Fox H-function:

From the definition of Fox H-function and extended Wright function, we obtain

R�,ε
ς,τ (−z) =

Γ(ε)
Γ(�)

H1 1
1 3

[
z
∣∣∣∣ (1 − �, 1)
(0, 1), (1 − τ, ς), (1 − ε, 1)

]
. (11)

The Marichev–Saigo–Maeda fractional integral operators [30] for ξ, ξ́, η, ή, λ ∈ C and
x > 0 are defined as follows:

Iξ,ξ́,η,ή,λ
0+ f (t) =

x−ξ

Γ(λ)

∫ x

0
(x − t)λ−1t−ξ́ F3

(
ξ, ξ́, η, ή; λ; 1 − t

x
; 1 − x

t

)
f (t)dt (12)

and

Iξ,ξ́,η,ή,λ
− f (t) =

x−ξ́

Γ(λ)

∫ ∞

x
(t − x)λ−1t−ξ F3

(
ξ, ξ́, η, ή; λ; 1 − x

t
; 1 − t

x

)
f (t)dt, (13)

where F3 is Appell function.
The Marichev–Saigo–Maeda fractional differential operators [31] for ξ, ξ́, η, ή, λ ∈ C

and x > 0 are defined as follows:

Dξ,ξ́,η,ή,λ
0+ f (t) =

(
d
dt

)m(
I−ξ́,−ξ,−ή+m,−η,−λ+m
0+ f

)
(t) (14)

and

Dξ,ξ́,η,ή,λ
− f (t) =

(
− d

dt

)m(
I−ξ́,−ξ,−ή,−η+m,−λ+m
− f

)
(t). (15)

The Saigo fractional integral operators [32] are defined as:
For w ∈ R+, ε, �, χ ∈ C with Re(ε) > 0,

(Iε,�,χ
0+ f )(w) =

w−ε−�

Γ(ε)

∫ w

0
(w − t)ε−1 ×2 F1

(
ε + �,−χ; ε;

(
1 − t

w

))
f (t)dt (16)

and

(Iε,�,χ
− f )(w) =

1
Γ(ε)

∫ ∞

w
(t − w)ε−1t−ε−� ×2 F1

(
ε + �,−χ; ε;

(
1 − w

t

))
f (t)dt. (17)

Additionally, the Saigo fractional differential operators [33], for w > 0 and ε, �, χ ∈ C,
Re(ε) > 0 are given by
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(Dε,�,χ
0+ f )(w) = ( d

dw )
n(I−ε+n,−�−n,ε+χ−n

0+ f )w, n = [Re(ε) + 1]

= ( d
dw )

n w
ε+�

k
kΓk(−ε+n)

∫ w
0 (w − t)

−ε
k +n−1

×2 F1((−ε − �,−χ − ε + n;−ε + n; (1 − t
w )) f (t)dt (18)

and

(Dε,�,χ
− f )(w) = ( d

dw )
n(I−ε+n,−�−n,ε+χ

− f )w, n = [Re(ε) + 1]

= ( d
dw )

n 1
kΓk(−ε+n)

∫ ∞
w (t − w)

−ε−n
k −1t

ε+�
k

×2 F1((−ε − �,−χ − ε + n;−ε + n; (1 − w
t )) f (t)dt, (19)

where [Re(ε)] is the integeral part of Re(ε) and 2F1(ε, �, χ; w) is the hypergeometric function.
The left-sided and right-sided Riemann–Liouville fractional integral operators [33] are

defined as follows:
Iζ
a+ f (y) =

1
Γ(ζ)

∫ y

a
(y − t)ζ−1 f (t)dt (20)

and

Iζ
b− f (y) =

1
Γ(ζ)

∫ b

y
(t − y)ζ−1 f (t)dt, (21)

where Re(ζ) > 0.
The left and right-sided Riemann–Liouville fractional differential operators are given by

(Dζ
a+y)(x) =

(
d

dx

)n 1
Γ(n − ζ)

∫ x

a
(x − t)ζ−n+1y(t)dt, (22)

where n = [Re(ζ)] + 1, x > a and

(Dζ
b−y)(x) =

(
− d

dx

)n 1
Γ(p − ζ)

∫ ∞

z
(t − x)ζ−n+1y(t)dt, (23)

where n = [Re(ζ)] + 1 and x < b.
Further, we will recall the Lavoie–Trottier integral formula [34] which is given by

∫ 1

0
yε−1(1 − y)2ω−1

(
1 − y

3

)2ε−1(
1 − y

4

)ω−1

dy =

(
2
3

)ε−1 Γ(γ)Γ(ω)

Γ(ε + ω)
, (24)

for Re(γ), Re(δ) > 0. Additionally, we evoke Oberhettinger’s integral formula [35] given
as follows: ∫ ∞

0
yφ−1(y + b +

√
y2 + 2by)−χdy = 2χb−χ

(
b
2

)φ Γ(2φ)Γ(χ − φ)

Γ(1 + χ + φ)
, (25)

where 0 < Re(φ) < Re(χ).

2. Image Formulas for Marichev–Saigo–Maeda Integral Operators Involving the
Product of Srivastava’s Polynomials and Extended Wright Function

In this section, we establish the image formulas by applying Marichev–Saigo–Maeda
fractional integral operators (12) and (13) to the product of Srivastava’s Polynomials (1)
and extended Wright function (2).
The following formulas for a power function, under operators (12) and (13) are given in [31]
are helpful to prove our main results.
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[
Iξ,ξ́,η,ή,λ
0+ tν−1]y = Γ

[
ν, ν + λ − ξ − ξ́ − η, ν − ξ́ − ξ + ή

ν + ή, ν + λ − ξ − ξ́, ν + λ − ξ́ − η

]
yν−ξ−ξ́+λ−1, (26)

where Re(λ) > 0 and Re(ν) > max{0, Re(ξ + ξ́ + η − λ), Re(ξ́ − ή)}.
Additionally,

[
Iξ,ξ́,η,ή,λ
0− tν−1]y = Γ

[
1 + ξ + ξ́ − λ − ν, 1 + ξ + ή − λ − ν, 1 − η − ν

1 − ν, 1 + ξ + ξ́ + ή − λ − ν, 1 + ξ − η − ν

]
× yν+λ−ξ−ξ́−1, (27)

where Re(λ) > 0 and Re(ν) < 1 + min{Re(−η), Re(ξ + ή − λ), Re(ξ + ξ́ − λ)}.
We use the notation

Γ
[

a, b, c
d, e, f

]
=

Γ(a)Γ(b)Γ(c)
Γ(d)Γ(e)Γ( f )

.

Theorem 1. For ξ, ξ́, η, ή, λ, � ∈ C, x > 0 such that Re(λ) > 0, Re(ς) > −1,
Re(ν + ςμ + 2τμ) > max{0, Re(ξ + ξ́ + η − λ), Re(ξ́ − ή)}, then prove the following formula

[
Iξ,ξ́,η,ή,λ
0+ tν−1Sd

c (σtα)R�,ε
ς,τ (δtμ)

]
(x)

= xν−ξ−ξ́+λ−1 Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,k(σxα)k

× 4ψ5

⎡⎢⎢⎣
(�, 1), (ν + αk, μ), (ν + αk + λ − ξ − ξ́ − η, μ),

(ν + αk − ξ́ + ή, μ);
(ε, 1), (τ, ς), (ν + αk + ή, μ), (ν + αk + λ − ξ − ξ́, μ),

(ν + αk + λ − ξ́ + η, μ);

δxμ

⎤⎥⎥⎦. (28)

Proof. By using (1) and (2) in the left hand side of (24) and representing it with S. Af-
ter some simplification, we obtain

S =
[ d

c ]

∑
k=0

(−c)dk
k!

Gc,k(σ)
k

∞

∑
n=0

(�)n

(ε)nΓ(ςn + τ)

(δtμ)n

n!

× [
Iξ,ξ́,η,ή,λ
0+ tν+αk+μn−1](x). (29)

Now, applying the integral Formula (26) to (29), we obtain

S =
[ d

c ]

∑
k=0

(−c)dk
k!

Gc,kσk
∞

∑
n=0

(�)n

(ε)nΓ(ςn + τ)

(δ)n

n!

× Γ

⎡⎢⎢⎣
ν + αk + μn, ν + αk + λ − ξ − ξ́ − η + μn,

ν + αk − ξ́ + ή + μn
ν + αk + ή + μn, ν + αk + λ − ξ − ξ́ + μn,

ν + αk + λ − ξ́ + η + μn

⎤⎥⎥⎦xν+αk+μn−ξ−ξ́+λ−1, (30)
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which further implies

S = xν−ξ−ξ́+λ−1 Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,k(σxα)k

×
∞

∑
n=0

Γ

⎡⎢⎢⎣
� + n, ν + αk + μn, ν + αk + λ − ξ − ξ́ − η + μn,

ν + αk − ξ́ + ή + μn
ε + n, τ + ςn, ν + αk + ή + μn, ν + αk + λ − ξ − ξ́ + μn,

ν + αk + λ − ξ́ + η + μn

⎤⎥⎥⎦ (δxμ)n

n!
. (31)

Now, by using definition (7), we arrive at required formula (28).

Theorem 2. For ξ, ξ́, η, ή, λ, � ∈ C, x > 0 such that Re(λ) > 0, Re(ς) > −1,
Re(1 − β − ν − ςμ − 2τμ) < 1 + min{Re(−η), Re(ξ + ή − λ), Re(ξ + ξ́ − λ)}, then the
following formula holds true

[
Iξ,ξ́,η,ή,λ
0− t−ν−βSd

c (σtα)R�,ε
ς,τ (δt−μ)

]
(x)

= xν+αk−ξ−ξ́+λ−1 Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,k(σxα)k

× 4ψ5

⎡⎢⎢⎣
(�, 1), (ξ + ξ́ − λ + ν + β − αk, μ), (ξ + ή − λ + ν + β − αk, μ),

(ν + β − η − αk, μ);
(ε, 1), (τ, ς), (ν + β − αk, μ), (ξ + ξ́ + ή − λ + ν + β − αk, μ),

(ξ − η + ν + β − αk, μ);

δx−μ

⎤⎥⎥⎦. (32)

Proof. By using (1) and (2) in the left hand side of (32) and representing it by V. After some
simplification, we obtain

V =
[ d

c ]

∑
k=0

(−c)dk
k!

Gc,k(σ)
k

∞

∑
n=0

(�)n

(ε)nΓ(ςn + τ)

(δ)n

n!

× [
Iξ,ξ́,η,ή,λ
0+ t1−ν−β+αk−μn−1](x). (33)

Now, applying the integral Formula (27) to (33), we obtain

V =
[ d

c ]

∑
k=0

(−c)dk
k!

Gc,kσk
∞

∑
n=0

(�)n

(ε)nΓ(ςn + τ)

(δ)n

n!

× Γ

⎡⎢⎢⎣
ξ + ξ́ − λ + ν + β − αk + μn, ξ + ή − λ + ν + β − αk + μn,

ν + β − η − αk + μn
ν + β − αk + μn, ξ + ξ́ + ή − λ + ν + β − αk + μn,

ξ − η + ν + β − αk + μn

⎤⎥⎥⎦
× x−ν−β+αk−μn−ξ−ξ́+λ−1, (34)

which further implies
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V = x−ν−β−ξ−ξ́+λ−1 Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,k(σxα)k

×
∞

∑
n=0

Γ

⎡⎢⎢⎣
� + n, ξ + ξ́ − λ + ν + β − αk + μn, ξ + ή − λ + ν + β − αk + μn,

ν + β − η − αk + μn
ε + n, τ + ςn, ν + β − αk + μn, ξ + ξ́ + ή − λ + ν + β − αk + μn,

ξ − η + ν + β − αk + μn

⎤⎥⎥⎦ (δxμ)n

n!
. (35)

Now, by using definition (7), we arrive at required formula (32).

Now, we discuss some special cases regarding extended Wright function in the follow-
ing corollaries.

Corollary 1. Assume that condition of Theorem 1 is fulfilled then using generalized Wright-type
Function (3), the Formula (28) reduces to the following form.

[
Iξ,ξ́,η,ή,λ
0+ tν−1Sd

c (σtα)M�,ε
−ς,1−ς(−δtμ)

]
(x)

= xν−ξ−ξ́+λ−1 Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,k(σxα)k

× 4ψ5

⎡⎢⎢⎣
(�, 1), (ν + αk, μ), (ν + αk + λ − ξ − ξ́ − η, μ),

(ν + αk − ξ́ + ή, μ);
(ε, 1), (1 − ς,−ς), (ν + αk + ή, μ), (ν + αk + λ − ξ − ξ́, μ),

(ν + αk + λ − ξ́ + η, μ);

− δxμ

⎤⎥⎥⎦. (36)

Corollary 2. Assume that condition of Theorem 2 is fulfilled then using generalized Wright-type
Function (3), the Formula (32) reduces to the following form.

[
Iξ,ξ́,η,ή,λ
0− t−ν−βSd

c (σtα)M�,ε
−ς,1−ς(−δt−μ)

]
(x)

= xν−ξ−ξ́+λ−1 Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,k(σxα)k

× 4ψ5

⎡⎢⎢⎣
(�, 1), (ξ + ξ́ − λ + ν + β − αk, μ), (ξ + ή − λ + ν + β − αk, μ),

(ν + β − η − αk, μ);
(ε, 1), (ν + β − αk, μ), (ξ + ξ́ + ή − λ + ν + β − αk, μ),

(1 − ς,−ς), (ξ − η + ν + β − αk, μ);

− δx−μ

⎤⎥⎥⎦. (37)

Corollary 3. Assume that condition of Theorem 1 is fulfilled and for ς ∈ (0, 1) then using
generalized Wright-type Function (4), the Formula (28) reduces to the following form.

[
Iξ,ξ́,η,ή,λ
0+ tν−1Sd

c (σtα)F�,ε
−ς (−δtμ)

]
(x)

= xν−ξ−ξ́+λ−1 Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,k(σxα)k

× 4ψ5

⎡⎢⎢⎣
(�, 1), (ν + αk, μ), (ν + αk + λ − ξ − ξ́ − η, μ),

(ν + αk − ξ́ + ή, μ);
(ε, 1), (0,−ς), (ν + αk + ή, μ), (ν + αk + λ − ξ − ξ́, μ),

(ν + αk + λ − ξ́ + η, μ);

− δxμ

⎤⎥⎥⎦. (38)

157



Fractal Fract. 2022, 6, 93

Corollary 4. Assume that condition of Theorem 2 is fulfilled then using generalized Wright-type
Function (4), the Formula (32) reduces to the following form.

[
Iξ,ξ́,η,ή,λ
0− t−ν−βSd

c (σtα)F�,ε
−ς,0(−δt−μ)

]
(x)

= xν−ξ−ξ́+λ−1
[ d

c ]

∑
k=0

(−c)dk
k!

Gc,k(σxα)k

× 4ψ5

⎡⎢⎢⎣
(�, 1), (ξ + ξ́ − λ + ν + β − αk, μ), (ξ + ή − λ + ν + β − αk, μ),

(ν + β − η − αk, μ);
(ε, 1), (ν + β − αk, μ), (ξ + ξ́ + ή − λ + ν + β − αk, μ),

(0,−ς), (ξ − η + ν + β − αk, μ);

− δx−μ

⎤⎥⎥⎦. (39)

Corollary 5. Assume that condition of Theorem 1 is fulfilled then using normalized Wright
Function (5), the Formula (28) reduces to the following form.

[
Iξ,ξ́,η,ή,λ
0+ tν−1Sd

c (σtα)Rς,τ(δtμ)
]
(x)

= xν−ξ−ξ́+λ−1
[ d

c ]

∑
k=0

(−c)dk
k!

Gc,k(σxα)k

× 3ψ4

⎡⎢⎢⎣
(ν + αk, μ), (ν + αk + λ − ξ − ξ́ − η, μ),

(ν + αk − ξ́ + ή, μ);
(τ, ς), (ν + αk + ή, μ), (ν + αk + λ − ξ − ξ́, μ),

(ν + αk + λ − ξ́ + η, μ);

δxμ

⎤⎥⎥⎦. (40)

Corollary 6. Assume that condition of Theorem 2 is fulfilled then using normalized Wright
Function (5), the Formula (32) reduces to the following form.

[
Iξ,ξ́,η,ή,λ
0− t−ν−βSd

c (σtα)Rς,τ(δt−μ)
]
(x)

= xν−ξ−ξ́+λ−1
[ d

c ]

∑
k=0

(−c)dk
k!

Gc,k(σxα)k

× 3ψ4

⎡⎢⎢⎣
(ξ + ξ́ − λ + ν + β − αk, μ), (ξ + ή − λ + ν + β − αk, μ),

(ν + β − η − αk, μ);
(ν + β − αk, μ), (ξ + ξ́ + ή − λ + ν + β − αk, μ),

(τ, ς), (ξ − η + ν + β − αk, μ);

δx−μ

⎤⎥⎥⎦. (41)

Remark 1. Following are the special cases of results discussed above.
(i) The formulas obtained reduce to formulas for Saigo’s fractional integral operators (16) and (17)

for ξ́ = 0;
(ii) By substituting η = −ξ in Saigo’s fractional integral operators, we obtain the formulas for

Riemann–Liouville fractional integral operators (20) and (21).

3. Image Formulas for Marichev–Saigo–Maeda Differential Operators Involving the
Product of Srivastava’s Polynomials and Extended Wright Function

In this section, we establish the image formulas by applying Marichev–Saigo–Maeda
fractional differential operators (14) and (15) to the product of Srivastava’s Polynomials (1)
and extended Wright function (2).

The formulas for a power function, under operators (14) and (15) are given in [36] are
helpful to prove our main results.
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For ξ, ξ́, η, ή, λ, ν ∈ C, such that Re(ξ) > 0 and Re(ν) > max{0, Re(−ξ + η),
Re(−ξ − ξ́ − ή + λ)}, we have

[
Dξ,ξ́,η,ή,λ

0+ tν−1]y = Γ
[

ν, − η + ξ + ν, ξ + ξ́ + ´η − λ + ν

−η + ν, ξ + ξ́ − λ + ν, ξ + ή − λ + ν

]
yν+ξ+ξ́+λ−1 (42)

and for ξ, ξ́, η, ή, λ, ν ∈ C, such that Re(ξ) > 0 and Re(ν) > max{0, Re(−ή),
Re(ξ́ + η − λ), Re(ξ + ξ́ − λ) + [Re(λ)] + 1}, we have

[
Dξ,ξ́,η,ή,λ

0− tν−1]y = Γ
[

ξ́ + ν, − ξ − ξ́ + λ + ν, − ξ́ − η + λ + ν

ν, − ξ́ + ή + ν, − ξ − ξ́ − η + λ + ν

]
× yξ+ξ́−ν−λ. (43)

Theorem 3. For ξ, ξ́, η, ή, λ, � ∈ C, x > 0 such that Re(λ) > 0, Re(ς) > −1, Re(ξ) > 0 and
Re(ν) > max{0, Re(−ξ + η), Re(−ξ − ξ́ − ή + λ)}, then prove the following formula[

Dξ,ξ́,η,ή,λ
0+ tν−1Sd

c (σtα)R�,ε
ς,τ (δtμ)

]
(x)

= xξ+ξ́−λ+ν−1 Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,k(σxα)k

× 4ψ5

⎡⎢⎢⎣
(�, 1), (ν + αk + μ), (−η + ξ + ν + αk + μ),

(ξ + ξ́ + ή − λν + αk + μ);
(ε, 1), (τ, ς), (−ην + αk + μ), (ξ + ξ́ − λ + ν + αk + μ),

(ξ + ή − λ + ν + αk + μ);

δxμ

⎤⎥⎥⎦. (44)

Proof. By using (1) and (2) in the left hand side of (44) and representing it with U. Af-
ter some simplification, we obtain

U =
[ d

c ]

∑
k=0

(−c)dk
k!

Gc,k(σtα)k
∞

∑
n=0

(�)n

(ε)nΓ(ςn + τ)

(δtμ)n

n!

× [
Dξ,ξ́,η,ή,λ

0+ tν+αk+μn−1](x). (45)

Now, applying the integral Formula (42) to (45), we obtain

U =
[ d

c ]

∑
k=0

(−c)dk
k!

Gc,kσk
∞

∑
n=0

(�)n

(ε)nΓ(ςn + τ)

(δ)n

n!

× Γ
[

ν + αk + μn,−η + ξ + ν + αk + μn, ξ + ξ́ + ή − λν + αk + μn
−ην + αk + μn, ξ + ξ́ − λ + ν + αk + μn, ξ + ή − λ + ν + αk + μn

]

× xξ+ξ́−λ+αk+μn−−1, (46)

which further implies

U = xξ+ξ́−λ+ν−1 Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,k(σtα)k

×
∞

∑
n=0

Γ

⎡⎢⎢⎣
� + n, ν + αk + μn,−η + ξ + ν + αk + μn,

ξ + ξ́ + ή − λν + αk + μn
ε + n, τ + ςn,−ην + αk + μn, ξ + ξ́ − λ + ν + αk + μn,

ξ + ή − λ + ν + αk + μn

⎤⎥⎥⎦ (δxμ)n

n!
. (47)
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Now, by using definition (7), we arrive at required formula (44).

Theorem 4. For ξ, ξ́, η, ή, λ, � ∈ C, x > 0 such that Re(λ) > 0, Re(ς) > −1,Re(ξ) > 0 and
Re(ν) > max{0, Re(−ή),
Re(ξ́ + η − λ), Re(ξ + ξ́ − λ) + [Re(λ)] + 1}, then the following formula holds true[

Dξ,ξ́,η,ή,λ
0− t−νSd

c (σtα)R�,ε
ς,τ (δt−μ)

]
(x)

= xξ+ξ́−λ−ν Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,k(σxα)k

× 4ψ5

⎡⎢⎢⎣
(�, 1), (ή + ν +−αk + μ), (−ξ − ξ́ + λ + ν − αk + μ),

(ξ́ − η + λ + ν − αk + μ);
(ε, 1), (τ, ς), (ν − αk + μn), (−ξ́ + ή + ν − αk + μ),

(−ξ − ξ́ − η + λ + ν − αk + μ);

δx−μ

⎤⎥⎥⎦. (48)

Proof. By using (1) and (2) in the left hand side of (48) and representing it by E. After some
simplification, we obtain

E =
[ d

c ]

∑
k=0

(−c)dk
k!

Gc,k(σ)
k

∞

∑
n=0

(�)n

(ε)nΓ(ςn + τ)

(δ)n

n!

× [
DIξ,ξ́,η,ή,λ

0+ t−ν+αk−μn](x). (49)

Now, applying the integral Formula (43) to (49), we obtain

V =
[ d

c ]

∑
k=0

(−c)dk
k!

Gc,kσk
∞

∑
n=0

(�)n

(ε)nΓ(ςn + τ)

(δ)n

n!

× Γ

⎡⎢⎢⎣
ή + ν +−αk + μn,−ξ − ξ́ + λ + ν − αk + μn,

ξ́ − η + λ + ν − αk + μn
ν − αk + μn,−ξ́ + ή + ν − αk + μn,

−ξ − ξ́ − η + λ + ν − αk + μn

⎤⎥⎥⎦
× xξ+ξ́−λ−ν+αk−μn, (50)

which further implies

V = xξ+ξ́−λ−ν Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,k(σxα)k

×
∞

∑
n=0

Γ

⎡⎢⎢⎣
� + n, ή + ν +−αk + μn,−ξ − ξ́ + λ + ν − αk + μn,

ξ́ − η + λ + ν − αk + μn
ε + n, τ + ςn, ν − αk + μn,−ξ́ + ή + ν − αk + μn,

−ξ − ξ́ − η + λ + ν − αk + μn

⎤⎥⎥⎦ (δx−μ)n

n!
. (51)

Now, by using definition (7), we arrive at required formula (48).

In the following corollaries, we look at some special cases involving the extended
Wright function.

Corollary 7. Assume that condition of Theorem 3 is fulfilled then using generalized Wright-type
Function (3), the Formula (44) reduces to the following form.
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[
Dξ,ξ́,η,ή,λ

0+ tν−1Sd
c (σtα)R�,ε

ς,τ (−δtμ)
]
(x)

= xξ+ξ́−λ+ν−1 Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,k(σxα)k

× 4ψ5

⎡⎢⎢⎣
(�, 1), (ν + αk + μ), (−η + ξ + ν + αk + μ),

(ξ + ξ́ + ή − λν + αk + μ);
(ε, 1), (1 − ς,−ς), (−ην + αk + μ), (ξ + ξ́ − λ + ν + αk + μ),

(ξ + ή − λ + ν + αk + μ); 11

− δxμ

⎤⎥⎥⎦. (52)

Corollary 8. Assume that condition of Theorem 4 is fulfilled then using generalized Wright-type
Function (3), the Formula (48) reduces to the following form.

[
Dξ,ξ́,η,ή,λ

0− t−νSd
c (σtα)R�,ε

ς,τ (δt−μ)
]
(x)

= xξ+ξ́−λ−ν Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,k(σxα)k

× 4ψ5

⎡⎢⎢⎣
(�, 1), (ή + ν +−αk + μ), (−ξ − ξ́ + λ + ν − αk + μ),

(ξ́ − η + λ + ν − αk + μ);
(ε, 1), (1 − ς,−ς), (ν − αk + μn), (−ξ́ + ή + ν − αk + μ),

(−ξ − ξ́ − η + λ + ν − αk + μ);

− δx−μ

⎤⎥⎥⎦. (53)

Corollary 9. Assume that condition of Theorem 3 is fulfilled and for ς ∈ (0, 1) then using
generalized Wright-type Function (4), the Formula (44) reduces to the following form.

[
Dξ,ξ́,η,ή,λ

0+ tν−1Sd
c (σtα)F�,ε

−ς (−δtμ)
]
(x)

= xξ+ξ́−λ+ν−1 Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,k(σxα)k

× 4ψ5

⎡⎢⎢⎣
(�, 1), (ν + αk + μ), (−η + ξ + ν + αk + μ),

(ξ + ξ́ + ή − λν + αk + μ);
(ε, 1), (0,−ς), (−ην + αk + μ), (ξ + ξ́ − λ + ν + αk + μ),

(ξ + ή − λ + ν + αk + μ); 11

− δxμ

⎤⎥⎥⎦. (54)

Corollary 10. Assume that condition of Theorem 4 is fulfilled then using generalized Wright-type
Function (4), the Formula (48) reduces to the following form.

[
Dξ,ξ́,η,ή,λ

0− t−νSd
c (σtα)F�,ε

−ς (δt−μ)
]
(x)

= xξ+ξ́−λ−ν Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,k(σxα)k

× 4ψ5

⎡⎢⎢⎣
(�, 1), (ή + ν +−αk + μ), (−ξ − ξ́ + λ + ν − αk + μ),

(ξ́ − η + λ + ν − αk + μ);
(ε, 1), (0,−ς), (ν − αk + μn), (−ξ́ + ή + ν − αk + μ),

(−ξ − ξ́ − η + λ + ν − αk + μ);

− δx−μ

⎤⎥⎥⎦. (55)
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Corollary 11. Assume that condition of Theorem 3 is fulfilled then using normalized Wright
Function (5), the Formula (44) reduces to the following form.

[
Dξ,ξ́,η,ή,λ

0+ tν−1Sd
c (σtα)Rς,τ(δtμ)

]
(x)

= xξ+ξ́−λ+ν−1
[ d

c ]

∑
k=0

(−c)dk
k!

Gc,k(σxα)k

× 4ψ5

⎡⎢⎢⎣
(ν + αk + μ), (−η + ξ + ν + αk + μ),

(ξ + ξ́ + ή − λν + αk + μ);
(τ, ς), (−ην + αk + μ), (ξ + ξ́ − λ + ν + αk + μ),

(ξ + ή − λ + ν + αk + μ);

δxμ

⎤⎥⎥⎦. (56)

Corollary 12. Assume that condition of Theorem 2 is fulfilled then using normalized Wright
Function (5), the Formula (32) reduces to the following form.

[
Dξ,ξ́,η,ή,λ

0− t−νSd
c (σtα)Rς,τ(δt−μ)

]
(x)

= xξ+ξ́−λ−ν
[ d

c ]

∑
k=0

(−c)dk
k!

Gc,k(σxα)k

× 3ψ4

⎡⎢⎢⎣
(ή + ν +−αk + μ), (−ξ − ξ́ + λ + ν − αk + μ),

(ξ́ − η + λ + ν − αk + μ);
(τ, ς), (ν − αk + μn), (−ξ́ + ή + ν − αk + μ),

(−ξ − ξ́ − η + λ + ν − αk + μ);

δx−μ

⎤⎥⎥⎦. (57)

Remark 2. Following are the special cases of results discussed above.
(i) The formulas obtained reduce to formulas for Saigo’s fractional differential operators (18) and

(19) for ξ́ = 0;
(ii) By substituting η = −ξ in Saigo’s fractional differential operators, we obtain the formulas for

Riemann–Liouville fractional differential operators (22) and (23).

4. Lavoie–Trottier Integral Formulas Involving Product of Srivastava’s Polynomials
and Extended Wright Function

In this section, we develop two extended integral formulas, involving the product of
Srivastava polynomial (1) and extended Wright function (2).

Theorem 5. For ξ, ξ́, η, ή, λ, � ∈ C, Re(ε) > 0, Re(ω) > 0 and y > 0, the following formula
holds true ∫ 1

0
yε−1(1 − y)2ω−1

(
1 − y

3

)2ε−1(
1 − y

4

)ω−1

Sd
c

(
v
(

1 − y
4

)
(1 − y)2

)

× R�,ε
ς,τ

(
v
(

1 − y
4

)
(1 − y)2

)
dy =

(
2
3

)2ε Γ(ε)Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,kyk

× 2ψ3

[
(�, 1), (ω + k, 1);

(ε, 1), (τ, ς), (ε + ω + k, 1);
v
]

. (58)
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Proof. By using (1) and (2) in left hand side of (58) and denoting it by H. After some
simplification, we obtain

H =
[ d

c ]

∑
k=0

(−c)dk
k!

Gc,kvk
∞

∑
n=0

(�)n

(ε)nΓ(ςn + τ)

vn

n!

×
∫ 1

0
yε−1(1 − y)2(ω+k+n)−1

(
1 − y

3

)2ε−1(
1 − y

4

)ω+k+n

dy. (59)

Now, applying the integral Formula (24) to (59), we obtain

H =
[ d

c ]

∑
k=0

(−c)dk
k!

Gc,kvk
∞

∑
n=0

(�)n

(ε)nΓ(ςn + τ)

vn

n!

×
(

2
3

)2ε Γ(ε)Γ(ω + k + n)
Γ(ε + ω + k + n)

, (60)

which further implies

H =

(
2
3

)2ε Γ(ε)Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,kyk

×
∞

∑
n=0

Γ(� + n)Γ(ω + k + n)
Γ(ε + n)Γ(τ + ςn)Γ(ε + ω + k + n)

vn

n!
. (61)

Now, by using definition (7), we arrive at the proof of the theorem.

Theorem 6. For ξ, ξ́, η, ή, λ, � ∈ C, Re(ε) > 0, Re(ω) > 0 and y > 0, the following formula
holds true∫ 1

0
yε−1(1 − y)2ω−1

(
1 − y

3

)2ε−1(
1 − y

4

)ω−1

Sd
c

(
vy

(
1 − y

4

)
(1 − y)2

)

× R�,ε
ς,τ

(
vy

(
1 − y

4

)
(1 − y)2

)
dy =

(
2
3

)2ε Γ(ε)Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,k

(
4v
9

)k

× 2ψ3

[
(�, 1), (ε + k, 1);

(ε, 1), (τ, ς), (ε + ω + k, 1);
4v
9

]
. (62)

Proof. By using (1) and (2) in the left hand side of (62) and representing it by J. After some
simplification, we obtain

J =
[ d

c ]

∑
k=0

(−c)dk
k!

Gc,kvk
∞

∑
n=0

(�)n

(ε)nΓ(ςn + τ)

vn

n!

×
∫ 1

0
yε+k+n−1(1 − y)2ω−1

(
1 − y

3

)2(ε+k+n)−1(
1 − y

4

)ω

dy. (63)
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Now, applying the integral Formula (24) to (63), we obtain

J =
[ d

c ]

∑
k=0

(−c)dk
k!

Gc,kvk
∞

∑
n=0

(�)n

(ε)nΓ(ςn + τ)

vn

n!

×
(

2
3

)2(ε+k+n) Γ(ω)Γ(ε + k + n)
Γ(ε + ω + k + n)

(64)

which further implies

J =

(
2
3

)2ε Γ(ω)Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gk
c,k
(4v

9
)k

×
∞

∑
n=0

Γ(� + n)Γ(ω + k + n)
Γ(ε + n)Γ(τ + ςn)Γ(ε + ω + k + n)

(
4v
9

)n

n!
. (65)

Now, by using definition (7), we arrive at the proof of the theorem.

In next corollaries, we discuss some special cases of extended Wright function.

Corollary 13. Assume that condition of Theorem 5 is fulfilled then using generalized Wright-type
Function (3), the Formula (58) reduces to the following form.

∫ 1

0
yε−1(1 − y)2ω−1

(
1 − y

3

)2ε−1(
1 − y

4

)ω−1

Sd
c

(
v
(

1 − y
4

)
(1 − y)2

)

× M�,ε
−ς,1−ς

(
− v

(
1 − y

4

)
(1 − y)2

)
dy =

(
2
3

)2ε Γ(ε)Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,kyk

× 2ψ3

[
(�, 1), (ω + k, 1);

(ε, 1), (1 − ς,−ς), (ε + ω + k, 1);
− v

]
. (66)

Corollary 14. Assume that condition of Theorem 6 is fulfilled then using generalized Wright-type
Function (3), the Formula (62) reduces to the following form.

∫ 1

0
yε−1(1 − y)2ω−1

(
1 − y

3

)2ε−1(
1 − y

4

)ω−1

Sd
c

(
vy

(
1 − y

4

)
(1 − y)2

)

× M�,ε
−ς,1−ς

(
− vy

(
1 − y

4

)
(1 − y)2

)
dy =

(
2
3

)2ε Γ(ε)Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,k
(4v

9
)k

× 2ψ3

[
(�, 1), (ε + k, 1);

(ε, 1), (1 − ς,−ς), (ε + ω + k, 1);
−4v

9

]
. (67)

Corollary 15. Assume that condition of Theorem 5 is fulfilled then using generalized Wright-type
Function (4), the Formula (58) reduces to the following form.
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∫ 1

0
yε−1(1 − y)2ω−1

(
1 − y

3

)2ε−1(
1 − y

4

)ω−1

Sd
c

(
v
(

1 − y
4

)
(1 − y)2

)

× F�,ε
−ς

(
− v(1 − y

4
)(1 − y)2

)
dy =

(
2
3

)2ε Γ(ε)Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,kyk

× 2ψ3

[
(�, 1), (ω + k, 1);

(ε, 1), (0,−ς), (ε + ω + k, 1);
− v

]
. (68)

Corollary 16. Assume that condition of Theorem 6 is fulfilled then using generalized Wright-type
Function (4), the Formula (62) reduces to the following form.

∫ 1

0
yε−1(1 − y)2ω−1

(
1 − y

3

)2ε−1(
1 − y

4

)ω−1

Sd
c

(
vy

(
1 − y

4

)
(1 − y)2

)

× F�,ε
−ς

(
− vy

(
1 − y

4

)
(1 − y)2

)
dy =

(
2
3

)2ε Γ(ε)Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,k
(4v

9
)k

× 2ψ3

[
(�, 1), (ε + k, 1);

(ε, 1), (0,−ς), (ε + ω + k, 1);
−4v

9

]
. (69)

Corollary 17. Assume that condition of Theorem 5 is fulfilled then using normalized Wright
Function (5), the Formula (58) reduces to the following form.

∫ 1

0
yε−1(1 − y)2ω−1

(
1 − y

3

)2ε−1(
1 − y

4

)ω−1

Sd
c

(
v
(

1 − y
4

)
(1 − y)2

)

× Rς,τ

(
v(1 − y

4
)(1 − y)2

)
dy =

(
2
3

)2ε

Γ(ε)
[ d

c ]

∑
k=0

(−c)dk
k!

Gc,kyk

× 1ψ2

[
(ω + k, 1);

(τ, ς), (ε + ω + k, 1);
v
]

. (70)

Corollary 18. Assume that condition of Theorem 6 is fulfilled then using normalized Wright
Function (5), the Formula (62) reduces to the following form.

∫ 1

0
yε−1(1 − y)2ω−1

(
1 − y

3

)2ε−1(
1 − y

4

)ω−1

Sd
c

(
vy

(
1 − y

4

)
(1 − y)2

)

× Rς,τ

(
vy

(
1 − y

4

)
(1 − y)2

)
dy =

(
2
3

)2ε

Γ(ε)
[ d

c ]

∑
k=0

(−c)dk
k!

Gc,k

(
4v
9

)k

× 1ψ2

[
(ε + k, 1);

(τ, ς), (ε + ω + k, 1);
4v
9

]
. (71)

5. Oberhettinger Integral Formulas Involving Product of Srivastava’s Polynomials and
Extended Wright Function

The Oberhettinger’s integral formulas involving the product of Srivastava’s Polynomi-
als (1) and extended Wright function (2) are established in this section.

∫ ∞

0
yφ−1(y + b +

√
y2 + 2by)−χdy = 2χb−χ

(
b
2

)φ Γ(2φ)Γ(χ − φ)

Γ(1 + χ + φ)
, (72)
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where 0 < Re(φ) < Re(χ).

Theorem 7. For y > 0, ξ, ξ́, η, ή, λ, � ∈ C, 0 < Re(φ) < Re(χ) the following formula holds true

∫ ∞

0
yφ−1(y + b +

√
y2 + 2by)−χSd

c

(
v

(y + b +
√

y2 + 2by)

)
× R�,ε

ς,τ

(
v

(y + b +
√

y2 + 2by)

)
dy

= bφ−χ21−φ Γ(2φ)Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,k

(
v
b

)k

× 3ψ4

[
(�, 1), (χ + k + 1, 1), (χ + φ + k, 1);

(ε, 1), (τ, ς), (χ + k, 1), (1 + χ + φ + k, 1);

∣∣∣∣v
b

]
. (73)

Proof. By using (1) and (2) in the left hand side of (73) and representing it by U. After some
simplification, we obtain

U =
[ d

c ]

∑
k=0

(−c)dk
k!

Gc,kvk
∞

∑
n=0

(�)n

(ε)nΓ(ςn + τ)

vn

n!

×
∫ ∞

0
yφ−1(y + b +

√
y2 + 2by)−(χ+k+n)dy. (74)

Now, applying the integral Formula (27) to (74), we obtain

U =
[ d

c ]

∑
k=0

(−c)dk
k!

Gc,kvk
∞

∑
n=0

(�)n

(ε)nΓ(ςn + τ)

vn

n!

× 2(χ + k + n)b−(χ+k+n)( b
2
)φ Γ(2φ)Γ(χ − φ + k + n)

Γ(1 + χ + φ + k + n)
, (75)

which implies

U = bφ−χ21−φ) Γ(2φ)Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,k(vb)k

× Γ(� + n)Γ(χ + k + 1 + n)Γ(χ − φ + k + n)
Γ(ε + n)Γ(τ + ςn)Γ(1 + χ + φ + k + n)

( v
b
)n

n!
. (76)

In accordance with definition (7), we arrive at the formula (73).

Theorem 8. For y > 0, ξ, ξ́, η, ή, λ, � ∈ C 0 < Re(φ) < Re(χ) the following formula holds true

∫ ∞

0
yφ−1(y + b +

√
y2 + 2by)−χSd

c

(
vy

(y + b +
√

y2 + 2by)

)
× R�,ε

ς,τ

(
vy

(y + b +
√

y2 + 2by)

)
dy

= bφ−χ21−φ Γ(χ − φ)Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,k

(
v
2

)k

× 3ψ4

[
(�, 1), (χ + k + 1, 1), (2φ + 2k, 2);

(ε, 1), (τ, ς), (χ + k, 1), (1 + χ + φ + 2k, 2);
v
2

]
. (77)

166



Fractal Fract. 2022, 6, 93

Proof. By using (1) and (2) in the left hand side of (77) and representing it E. On some
simplification, we obtain

E =
[ d

c ]

∑
k=0

(−c)dk
k!

Gc,kvk
∞

∑
n=0

(�)n

(ε)nΓ(ςn + τ)

vn

n!

×
∫ ∞

0
yφ+k+n−1(y + b +

√
y2 + 2by)−(χ+k+n)dy. (78)

Now, applying the integral Formula (27) to (78), we obtain

E =
[ d

c ]

∑
k=0

(−c)dk
k!

Gc,kvk
∞

∑
n=0

(�)n

(ε)nΓ(ςn + τ)

vn

n!

× 2(χ + k + n)b−(χ+k+n)
(

b
2

)φ+k+n Γ(2φ + 2k + 2n)Γ(χ − φ)

Γ(1 + χ + φ + 2k + 2n)
, (79)

which implies

E = bφ−χ21−φ Γ(χ − φ)Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,k
(v

2
)k

× Γ(� + n)Γ(χ + k + 1 + n)Γ(2φ + 2k + 2n)
Γ(ε + n)Γ(τ + ςn)Γ(chi + k + n)Γ(1 + χ + φ + 2kk + 2n)

( v
2
)n

n!
. (80)

In accordance with definition (7), we arrive at the formula (77).

In the following corollaries, we present some special cases involving the extended
Wright function.

Corollary 19. Assume that condition of Theorem 7 is fulfilled then using generalized Wright-type
Function (3), the Formula (73) reduces to the following form.

∫ ∞

0
yφ−1(y + b +

√
y2 + 2by)−χSd

c

(
v

(y + b +
√

y2 + 2by)

)
× M�,ε

−ς,1−ς

( −v
(y + b +

√
y2 + 2by)

)
dy

= bφ−χ21−φ Γ(2φ)Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,k

(
v
b

)k

× 3ψ4

[
(�, 1), (χ + k + 1, 1), (χ + φ + k, 1);

(ε, 1), (1 − ς,−ς), (χ + k, 1), (1 + χ + φ + k, 1);
−v
b

]
. (81)

Corollary 20. Assume that condition of Theorem 8 is fulfilled then using generalized Wright-type
Function (3), the Formula (77) reduces to the following form.
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∫ ∞

0
yφ−1(y + b +

√
y2 + 2by)−χSd

c

(
vy

(y + b +
√

y2 + 2by)

)
× M�,ε

−ς,1−ς

( −vy
(y + b +

√
y2 + 2by)

)
dy

= bφ−χ21−φ Γ(χ − φ)Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,k

(
v
2

)k

× 3ψ4

[
(�, 1), (χ + k + 1, 1), (2φ + 2k, 2);

(ε, 1), (1 − ς,−ς), (χ + k, 1), (1 + χ + φ + 2k, 2);
−v
2

]
. (82)

Corollary 21. Assume that condition of Theorem 7 is fulfilled then using generalized Wright-type
Function (4), the Formula (73) reduces to the following form.

∫ ∞

0
yφ−1(y + b +

√
y2 + 2by)−χSd

c

(
v

(y + b +
√

y2 + 2by)

)
× F�,ε

−ς

( −v
(y + b +

√
y2 + 2by)

)
dy

= bφ−χ21−φ Γ(2φ)Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,k

(
v
b

)k

× 3ψ4

[
(�, 1), (χ + k + 1, 1), (χ + φ + k, 1);

(ε, 1), (0,−ς), (χ + k, 1), (1 + χ + φ + k, 1);
−v
b

]
. (83)

Corollary 22. Assume that condition of Theorem 8 is fulfilled then using generalized Wright-type
Function (4), the Formula (77) reduces to the following form.

∫ ∞

0
yφ−1(y + b +

√
y2 + 2by)−χSd

c

(
vy

(y + b +
√

y2 + 2by)

)
× F�,ε

−ς

( −vy
(y + b +

√
y2 + 2by)

)
dy

= bφ−χ21−φ Γ(χ − φ)Γ(ε)
Γ(�)

[ d
c ]

∑
k=0

(−c)dk
k!

Gc,k

(
v
2

)k

× 3ψ4

[
(�, 1), (χ + k + 1, 1), (2φ + 2k, 2);

(ε, 1), (0,−ς), (χ + k, 1), (1 + χ + φ + 2k, 2);
−v
2

]
. (84)

Corollary 23. Assume that condition of Theorem 7 is fulfilled then using generalized Wright-type
Function (5), the Formula (73) reduces to the following form.

∫ ∞

0
yφ−1(y + b +

√
y2 + 2by)−χSd

c

(
v

(y + b +
√

y2 + 2by)

)
× Rς,τ

( −v
(y + b +

√
y2 + 2by)

)
dy

= bφ−χ21−φΓ(2φ)
[ d

c ]

∑
k=0

(−c)dk
k!

Gc,k

(
v
b

)k

× 2ψ3

[
(χ + k + 1, 1), (χ + φ + k, 1);

(τ, ς), (χ + k, 1), (1 + χ + φ + k, 1);
−v
b

]
. (85)
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Corollary 24. Assume that condition of Theorem 8 is fulfilled then using normalized Wright
Function (5), the Formula (77) reduces to the following form.

∫ ∞

0
yφ−1(y + b +

√
y2 + 2by)−χSd

c

(
vy

(y + b +
√

y2 + 2by)

)
× Rς,τ

(
vy

(y + b +
√

y2 + 2by)

)
dy

= bφ−χ21−φΓ(χ − φ)
[ d

c ]

∑
k=0

(−c)dk
k!

Gc,k

(
v
2

)k

× 2ψ3

[
(χ + k + 1, 1), (2φ + 2k, 2);

(τ, ς), (χ + k, 1), (1 + χ + φ + 2k, 2);
v
2

]
. (86)

6. Conclusions

The present study is based on a well-known technique to explore certain general for-
mulae involving special functions by skilfully utilizing the different integral and differential
operators. In this article, we established new integral and differential formulas involving
the product of Srivastava’s polynomial and extended Wright function. The main conse-
quences are presented in terms of Fox–Wright hypergeometric function. Unified integral
representations of some of its special cases are also derived. The extended Wright function
is related to Mittag–Leffler function (9), Meijer G-function (10) and Fox H-function (11),
therefore all obtained results can be expressed in the form of these functions as well. More-
over, the general class of polynomials gives many known classical orthogonal polynomials
as special cases for given suitable values for the coefficient Gc,k. The Hermite, Laguerre,
Jacobi, and Konhauser polynomials are only a few examples. In continuation of this study,
one can obtain the integral representation of more generalized special functions that have
applicability in physics and engineering sciences.
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The Mittag-Leffler Function for Re-Evaluating the Chlorine
Transport Model: Comparative Analysis
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Abstract: This paper re-investigates the mathematical transport model of chlorine used as a water
treatment model, when a variable order partial derivative is incorporated for describing the chlorine
transport system. This model was introduced in the literature and governed by a fractional partial
differential equation (FPDE) with prescribed boundary conditions. The obtained solution in the
literature was based on implementing the Laplace transform (LT) combined with the method of
residues and expressed in terms of regular exponential functions. However, the present analysis
avoids such a method of residues, and thus a new analytical solution is introduced in this paper via
Mittag-Leffler functions. Therefore, an effective approach is developed in this paper to solve the
chlorine transport model with non-integer order derivative. In addition, our results are compared
with several studies in the literature in case of integer-order derivative and the differences in results
are explained.

Keywords: fractional partial differential equation; Mittag-Leffler function; boundary value problem;
separation of variables; Laplace transform

1. Introduction

Water sciences is a growing field of research. The quality of water can be enhanced
through suitable values of injection and maintaining residual chlorine in a network not by
reducing chlorine. In industrial sciences, chlorine decay is not much more than that in the
use of water networks operation and water quality control. This procedure is widely used
in most countries to ensure the disinfection capacity of distributed water [1,2]. Therefore,
the study of chlorine decay is of great importance due to its wide applications in engineering
and industrial sciences [3]. Biswas et al. [4] formulated the standard model of chlorine
transport in pipes. In addition, the standard model [4] (with integer-order derivative)
has been re-analyzed utilizing different approximate methods [5,6]. Later, the author [7]
generalized the standard model [4] by means of fractional calculus (FC). The dimensionless
generalized model is governed by FPDE [7]:

C
0 Dα

xu(x, r) =
A0

r
∂

∂r

(
1
r

∂u
∂r

)
− A1u, α ∈ (0, 1], (1)

where α is the order of the fractional derivative in Caputo sense C
0 Dα

xu(x, r) = ∂αu
∂xα and

u = u(x, r) is the chlorine concentration [7]. The model is subjected to the following
boundary conditions (BCs) [7]:
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u(0, r) = 1, 0 ≤ r ≤ 1, (2)
∂

∂r
u(x, 0) = 0, 0 ≤ x ≤ 1, (3)

∂

∂r
u(x, 1) + A2u(x, 1) = 0, 0 ≤ x ≤ 1. (4)

Details of the parameters were addressed by the authors [4–7]. As α → 1, i.e., for
classical partial derivative with respect to x, Biswas et al. [4], Yeh et al. [5], and Mahrous [6]
obtained three different approximate solutions for the system (1)–(4). For α ∈ (0, 1],
the exact solution of the current model has been recently obtained in Ref. [7] through
implementing the LT combined with the method of residues to determine the inverse LT of
some expressions. However, our analysis avoids such a method of residues, and hence the
inverse LT can be directly calculated in terms of the Mittag-Leffler functions. Moreover,
useful and recent studies on the chlorine decay models are listed in Refs. [8–15]. Therefore,
an effective approach is to be developed in this paper to resolve the Equations (1)–(4).
The suggested approach is mainly based on the separation of variables method (SOV)
combined with the LT. The SOV technique is used to convert the PDE (1) to a couple of
ODEs via auxiliary parameter.

The LT method was widely applied to solve various models in physics and engineering
such as diffusions process [16], fluid flow suspended with carbon-nanotubes [17], singu-
lar boundary value problems with applications [18,19], and the magnetohydrodynamics
(MHD) convection over a flat plate [20]. In addition, the LT was successfully implemented
to treat the Ambartsumian’s model of interstellar brightness [21] (with ordinary derivative)
and also in view of FC in Ref. [22]. Moreover, Handibag and Karande [23] applied the
Laplace substitution method for solving PDEs involving mixed partial derivatives, while
in Ref. [24], the same authors extended their idea to solve linear and nonlinear PDEs
of nth order. In addition, the LT has been implemented to deal with a set of differential
equations [25]. Additionally, the double LT was used by Dhunde and Waghmare [26] to
solve nonlinear PDEs while the volterra integro-differential equations has been analyzed
utilizing the triple LT by Mousa and Elzaki [27]. Very recently, Zhang and Nadeem [28]
solved a set of nonlinear time-fractional differential equations by means of the LT. Besides,
the solution in terms of the Mittag-Leffler functions for a class of first-order fractional initial
value problems, using the LT, was introduced very recently by Ebaid and Al-Jeaid [29],
while the geometric properties of the Mittag-Leffler functions were addressed by Srivastava
et al. [30].

Therefore, the objective of this paper is to obtain the exact solution of the system (1)–(4)
via the LT in a different and easier way than that one followed by Mahrous [7]. It will be
shown that the present exact solution is of different physical meaning when compared
with the corresponding results in Ref. [7]. Besides, the results will be discussed and
interpreted. Finally, several comparisons are to be performed, and the differences in results
will be explained.

2. The SOV Method

Based on the SOV method, we assume that

u(x, r) = ξ(x)ψ(r). (5)

Substituting (5) into (1) yields

1
A0ξ(x)

C
0 Dα

xξ(x) +
A1

A0
=

1
rψ(r)

d
dr

(
r

dψ(r)
dr

)
, (6)

and accordingly we can write

1
A0ξ(x)

C
0 Dα

xξ(x) +
A1

A0
=

1
ψ(r)

(
d2ψ(r)

dr2 +
1
r

dψ(r)
dr

)
= μ, (7)
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where μ is an auxiliary parameter. From (7), we have the following FODE for ξ(x):

1
A0ξ(x)

C
0 Dα

xξ(x) +
A1

A0
= μ, (8)

and the ODE for ψ(r):
1

ψ(r)

(
d2ψ(r)

dr2 +
1
r

dψ(r)
dr

)
= μ, (9)

Following Biswas et al. [4], the equality μ = −λ2 (λ > 0) is used, hence, Equation (8)
converts to

C
0 Dα

xξ(x) +
(

A1 + A0λ2
)

ξ(x) = 0. (10)

Additionally, Equation (9) becomes

d2ψ(r)
dr2 +

1
r

dψ(r)
dr

+ λ2ψ(r) = 0. (11)

From the BC (3) and Equation (5), we obtain

dψ(0)
dr

= 0. (12)

Additionally, the BC (4) and Equation (5) lead to

dψ(1)
dr

+ A2ψ(1) = 0. (13)

The solutions of Equations (10) and (11) will be provided in the following sections.

2.1. Solution of ξ(x)

Applying the LT on Equation (10) gives

sαξ(s)− sα−1ξ(0) +
(

A1 + A0λ2
)

ξ(s) = 0, (14)

where ξ(s) is the LT of ξ(x). Solving Equation (14) for ξ(s), we obtain

ξ(s) =
ξ(0)sα−1

sα + (A1 + A0λ2)
. (15)

Applying the inverse LT on Equation (15) yields

ξ(x) = ξ(0)L−1
(

sα−1

sα + (A1 + A0λ2)

)
, (16)

and hence
ξ(x) = ξ(0)Eα

(
−(A1 + A0λ2)xα

)
, (17)

where Eα(·) is the Mittage-Leffler function of one parameter, where the equality ([22–29])

L−1
(

sα−γ

sα+ω2

)
= xγ−1Eα,γ(−ω2xα), Re(s) > |ω2| 1

α is applied to obtain Equation (17) when

γ = 1 and ω2 = A1 + A0λ2.
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2.2. Solution of ψ(r)

The solution of Equation (11) is

ψ(r) = δ1 J0(λr) + δ2Y0(r), (18)

where δ1 and δ2 are unknown constants. Besides, J0(·) and Y0(·) are Bessel functions.
The physics of the present model require that u(x, r) must be bounded at r = 0. This
implies that ψ(r) must also be bounded at r = 0, which leads to δ2 = 0, where Y0(r) → ∞
as r → 0. Therefore, Equation (18) becomes

ψ(r) = δ1 J0(λr). (19)

Implementing the property J′0(λr) = −λJ1(λr), we have

dψ(r)
dr

= −δ1λJ1(λr), (20)

and hence
dψ(0)

dr
= −δ1λJ1(0) = 0. (21)

Accordingly, the BC (12) is automatically satisfied since J1(0) = 0. Applying the
BC (13) yields

dψ(1)
dr

+ A2ψ(1) = δ1(−λJ1(λ) + A2 J0(λ)) = 0. (22)

Under the condition δ1 �= 0, Equation (22) yields

A2 J0(λ)− λJ1(λ) = 0. (23)

It should be noted here that Equation (23) has an infinite number of roots λn, so we
can write

A2 J0(λn)− λn J1(λn) = 0. (24)

3. The Exact Solution u(x, r)

Substituting Equations (17) and (19) into Equation (5), we obtain u(x, r) in the form:

u(x, r) = ξ(0)δ1 J0(λr)Eα

(
−(A1 + A0λ2)xα

)
, (25)

or
u(x, r) = σJ0(λr)Eα

(
−(A1 + A0λ2)xα

)
, (26)

where σ = ξ(0)δ1. Since Equation (24) has an infinite number of roots, then Equation (26) is
given by the series:

u(x, r) =
∞

∑
n=1

σn J0(λnr)Eα

(
−(A1 + A0λ2

n)xα
)

. (27)

Applying the BC (2) on Equation (27) gives

1 =
∞

∑
n=1

σn J0(λnr), where Eα(0) = 1 ∀ α ∈ (0, 1]. (28)

Following Biswas et al. [4], we find that

σn =
2J1(λn)

λn
(

J2
0 (λn) + J2

1 (λn)
) . (29)
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Substituting (29) into (27) leads to

u(x, r) = 2
∞

∑
n=1

J1(λn)J0(λnr)Eα

(−(A1 + A0λ2
n)xα

)
λn

(
J2
0 (λn) + J2

1 (λn)
) . (30)

Equation (24) implies A2 = λn J1(λn)
J0(λn)

, hence, Equation (30) is expressed as

u(x, r) = 2
∞

∑
n=1

λn J1(λn)J0(λnr)Eα

(−(A1 + A0λ2
n)xα

)(
A2

2 + λ2
n
)

J2
0 (λn)

. (31)

As α → 1, Equation (31) reduces to

u(x, r) = 2
∞

∑
n=1

λn J1(λn)J0(λnr)E1
(−(A1 + A0λ2

n)x
)(

A2
2 + λ2

n
)

J2
0 (λn)

, (32)

and therefore

u(x, r) = 2
∞

∑
n=1

λn J1(λn)J0(λnr)e−(A1+A0λ2
n)x(

A2
2 + λ2

n
)

J2
0 (λn)

, (33)

which is identical to the solution obtained by Biswas et al. [4] for the chlorine decay model
with classical x-partial derivative.

4. The Cup-Mixing Average Concentration

Following Biswas et al. [4], we define the dimensionless cup-mixing average concen-
tration as

uav = 2
∫ 1

0
u(x, r) rdr. (34)

Substituting (31) into (34), yields

uav = 2
∞

∑
n=1

λn J1(λn)Eα

(−(A1 + A0λ2
n)xα

)(
A2

2 + λ2
n
)

J2
0 (λn)

∫ 1

0
rJ0(λnr)dr, (35)

or

uav = 4
∞

∑
n=1

J2
1 (λn)(

A2
2 + λ2

n
)

J2
0 (λn)

Eα

(
−(A1 + A0λ2

n)xα
)

, (36)

where the integral property
∫ 1

0 rJ0(λnr)dr = J1(λnr)
λn

is used. From Equation (24) and making

use of A2 = λn J1(λn)
J0(λn)

, then

uav = 4
∞

∑
n=1

A2
2

λ2
n
(

A2
2 + λ2

n
)Eα

(
−(A1 + A0λ2

n)xα
)

. (37)

As α → 1, Equation (37) becomes

uav = 4
∞

∑
n=1

A2
2

λ2
n
(

A2
2 + λ2

n
) e−(A1+A0λ2

n)x, (38)

which agrees with the corresponding result in Ref. [4].

4.1. A2 → ∞ (The Pipe Walls Act as a Perfect Sink)

If the pipe walls act as a perfect sink, i.e., A2 → ∞ [4], then uav is obtained from
Equation (37) by
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uav = 4 lim
A2→∞

(
∞

∑
n=1

A2
2

λ2
n
(

A2
2 + λ2

n
)Eα

(
−(A1 + A0λ2

n)xα
))

, (39)

which gives

uav =
∞

∑
n=1

4
λ2

n
Eα

(
−(A1 + A0λ2

n)xα
)

, (40)

where λn’s are the roots of J0(λn) = 0. As α → 1, Equation (40) reduces to

uav =
∞

∑
n=1

4
λ2

n
e−(A1+A0λ2

n)x, (41)

which is the same result obtained in Ref. [4]. It may be important here to refer to that
the series (39–41) are convergent for all positive values of the parameters A0 and A1.
Such a point can be explained as follows. In Ref. [31] (see p. 9), it was mentioned that
0 < Eα(−Ω) ≤ 1 for Ω > 0. Since the physical parameters A0 and A1, in addition to
the roots λn, are always positive, then 0 < Eα(−Ω) = Eα

(−(A1 + A0λ2
n)xα

) ≤ 1 where
Ω = (A1 + A0λ2

n)xα > 0 ∀ x ∈ [0, 1], α ∈ (0, 1]. Accordingly, we have from (39), (40)
that |uav| ≤ ∑∞

n=1
4

λ2
n

. To check the convergence of the series ∑∞
n=1

4
λ2

n
, let cn = 4

λ2
n

, then

limn→∞

∣∣∣ cn+1
cn

∣∣∣ = limn→∞

∣∣∣∣ λ2
n

λ2
n+1

∣∣∣∣ ≤ 1, where λn ≤ λn+1∀n ≥ 1. Similar proof can be easily

shown for the series (41) and also for (37) and (38). Hence, the series (37–41) are convergent
by the ratio test for all positive values of the parameters Ai, i = 0, 1, 2.

4.2. A2 → 0 (No Chlorine Consumption Takes Place at the Walls)

If A2 → 0 (the pipe walls are inert and no chlorine consumption takes place at the
walls), then Equation (24) leads to λn = 0 or J1(λn) = 0. The case J1(λn) = 0 implies that
σn = 0 (from Equation (29)), hence, trivial solution u(x, r) = 0 is obtained. The case λn = 0
transforms Equation (26) into the simple expression:

u(x, r) = σEα(−A1xα). (42)

Applying the BC (2) on Equation (40) gives σ = 1 and hence,

u(x, r) = Eα(−A1xα). (43)

According to (34), we obtain

uav = 2
∫ 1

0
Eα(−A1xα) rdr = Eα(−A1xα). (44)

As α → 1, Equation (44) yields

uav = e−A1x, (45)

which is the same expression obtained by Biswas et al. [4].

5. Results & Discussion

In this section, comparisons between the present results, as α → 1 (classical chlorine
decay), and the corresponding ones in Refs. [4–6] are performed. Additionally, the com-
parisons between the present results and those obtained by Mahrous [7] are introduced
for α ∈ (0, 1] (fractional chlorine decay). In addition, the effect of the order of fractional
derivative α on the variation of the cup-mixing average concentration uav is discussed.
Before doing so, we must have a clear picture about the nature of the roots of Equation (24).
Here, the function φ(λ):

φ(λ) = A2 J0(λ)− λJ1(λ) = 0, (46)
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is supposed to facilitate the discussion.

5.1. Behavior of φ(λ)

Behavior of φ(λ) is depicted in Figures 1–5 at various values of A2. It is verified in all
figures that there is an infinite number of roots. However, the roots are nearly identical for
small A2 ∈ [0, 1) (Figure 1), except the first root. The thin curve (black, dashed) represents
the function φ(λ) = −λJ1(λ) (A2 = 0). For A2 ∈ [1, 10), it can be conducted from Figure 2
that the roots, after the first seven ones, have approximately the same values. From Figure 3,
it can be seen that the first two roots are nearly identical for A2 ∈ [10, 50), the rest of roots
are different. For relatively higher values of A2 ∈ [50, 100) (Figure 4) and A2 ∈ [100, 1000)
(Figure 5), the roots are nearly identical as shown from Figures 4 and 5. Although an
infinite number of roots exist for the equation φ(λ) = 0, Biswas et al. [4] considered certain
approximate analytic formulas, using fitting data, for only the first three roots λ1, λ2 and
λ3 when deriving their results. Moreover, Yeh et al. [5] obtained an approximate formula
for the first root and then they established their results. Furthermore, Mahrous [6] derived
the first two roots and gave approximate analytic forms and then compared his results with
Biswas et al. [4] and Yeh et al. [5]. In Table 1, the numeric values of the first three roots λ1,
λ2 and λ3 of Equation (24) are listed.

Λ

�

Φ�Λ�

�

�

�

�

�

Figure 1. Behavior of φ(λ) vs. λ in the range 0 ≤ A2 < 1. The thin curve (black, dashed) represents
the function φ(λ) = −λJ1(λ) (A2 = 0).
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Figure 2. Behavior of φ(λ) vs. λ in the range 1 ≤ A2 < 10.
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Figure 3. Behavior of φ(λ) vs. λ in the range 10 ≤ A2 < 50.
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Figure 4. Behavior of φ(λ) vs. λ in the range 50 ≤ A2 < 100.

Λ

�

Φ�Λ�

�

�

�

�

�

Figure 5. Behavior of φ(λ) vs. λ in the range 100 ≤ A2 < 1000.
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Table 1. The numerical values of λ1, λ2, and λ3 of Equation (24) at different values of A2.

A2 λ1 λ2 λ3

0.01 0.14125 3.83431 7.01701
0.1 0.44168 3.85771 7.02983
0.2 0.61698 3.88351 7.04403
0.5 0.94077 3.95937 7.08638
1 1.25578 4.07948 7.15580
2 1.59945 4.29096 7.28839
5 1.98981 4.71314 7.61771
10 2.17950 5.03321 7.95688
50 2.35724 5.41120 8.48399

100 2.38090 5.46521 8.56783

5.2. Experimental Values of A2 (Wall Decay Rate)

Yeh et al. [5] mentioned that the values of A2 are smaller than 0.1 according to the
experimental studies for chlorine decay. Therefore, the comparison between the present
results and those in the relevant literature are performed taking into account such experi-
mental considerations, i.e., A2 < 0.1. For this reason, Yeh et al. [5] considered only the first

root λ1 of Equation (24) and they obtained approximate expression λ1 =
√

4A2
2+A2

. Such λ1

was obtained by Biswas et al. [4] as λ1 = 1.29861(A2)
0.477433, while Mahrous [6] derived

λ1 =

√
2
(

2 + A2 −
√

4 + A2
2

)
. The comparison between the present numerical values for

λ1, against A2, and the above approaches is displayed in Figure 6. It is concluded from this
figure that the values of Ref. [6] are the best when compared with the true numerical ones
using Wolfram MATHEMATICA 12.

Λ

(

(

Figure 6. Comparisons between the present numerical and the published approximate values of the
first root λ1 vs. A2 [4–6].

5.3. Comparisons as α → 1 (Classical Chlorine Decay)

In the case of α → 1, Biswas et al. [4] deduced the following approximation:

uav =
e−A1x

1 + ε
, ε = 2.4416A0 A2 − 0.1559A0 A2

2, 0.01 ≤ A2 ≤ 10, (47)

as a consequence of the regression technique. In addition, Yeh et al. [5] showed that the uav
can be approximated as

uav =

(
1 +

2A2

4 + 2A2 + A2
2

)
e−

(
A1+

4A0 A2
2+A2

)
x, 0 ≤ A2 < 0.1. (48)
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In addition, accurate approximate solution was obtained by Mahrous [6] in the form

uav = 4A2
2

2

∑
n=1

e−(A1+A0λ2
n)x

λ2
n
(

A2
2 + λ2

n
) , λ1,2 =

√
2
(

2 + A2 ∓
√

4 + A2
2

)
, 0 ≤ A2 ≤ 1. (49)

In Figures 7–9, the present uav (given in Equation (38)) is displayed versus A1 (water
decay rate), at the outlet x = 1 of a pipe, and compared with the above different approxi-
mations. The first three roots listed in Table 1 are used to conduct our results. For a fixed
radial diffusivity value A0 = 1.4, the comparisons are performed for A2 = 0.01 (Figure 7),
A2 = 0.1 (Figure 8), and A2 = 0.5 (Figure 9). It can be seen from Figures 7 and 8 that our
results coincide with the published ones by Biswas et al. [4], Yeh et al. [5], and Mahrous [6].
However, the current results agree only with Mahrous [6] in Figure 9 when A2 is slightly
increased (A2 = 0.5). This is because the value A2 = 0.5 lies outside the range of validity
addressed by Yeh et al. [5] (0 ≤ A2 < 0.1). Although A2 = 0.5 lies inside the range of
validity conducted by Biswas et al. [4] (0.01 ≤ A2 ≤ 10), their estimated expression for the
uav deviate from our results and those of Mahrous [6]. Probably, the fitting data used by
Biswas et al. [4] needs revisions in this case.

Figure 7. Comparisons between the present cup-mixing average concentration uav and the corre-
sponding ones in literature as α → 1 when A0 = 1.4 and A2 = 0.01 [4–6].

Figure 8. Comparisons between the present cup-mixing average concentration uav and the corre-
sponding ones in literature as α → 1 when A0 = 1.4 and A2 = 0.1 [4–6].
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Figure 9. Comparisons between the present cup-mixing average concentration uav and the corre-
sponding ones in literature as α → 1 when A0 = 1.4 and A2 = 0.5 [4–6].

5.4. Comparisons for α ∈ (0, 1] (Fractional Chlorine Decay)

In this section, the behavior of the present cup-mixing average concentration uav in
the FC, given in Equation (37) and the the corresponding one in Ref. [7] are declared.
For fractional chlorine decay, i.e., α ∈ (0, 1], Mahrous [7] obtained the following exact
solution for the uav:

uav = Eα(−A1xα)− 1
α

e(−A1)
1/αx + 4

∞

∑
n=1

A2
2

λ2
n
(

A2
2 + λ2

n
) e(−A1−A0λ2

n)
1/α

x. (50)

For fixed α = 1/2 and A0 = 1.4, the comparisons between the two approaches in
the FC are displayed through Figures 10–12 for the uav at A2 = 0.01 (Figure 10), A2 = 0.1
(Figure 11), and A2 = 0.5 (Figure 12). Here, it may be important to mention to that both
of our approach and Ref. [7] use the same numeric values of the three roots in Table 1.
However, a big difference in the behavior of uav is detected. In all figures, the present uav
decreases with increasing A2 in the whole domain, while the behavior of corresponding
one in Ref. [7] is completely different. In addition, the uav in Ref. [7] becomes negative in
sub-domains of A1, namely at the beginning. Moreover, the effect of α on the variation of
uav can be interpreted. Our curves in Figures 10–12 (black) at α = 1/2 are always lower
than those of Figures 7–9 (black) as α → 1. So, the uav in the FC is of less amount than in
classical calculus. As a final note on the comparisons made above, the present analysis
agrees with the physical requirements of the problem, where the present uav is always
positive, i.e, unlike the negativity in Ref. [7]. In conclusion, the current analysis gives a
clear picture and accurate solution of the chlorine decay in the FC.
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�

Figure 10. Comparisons between the present cup-mixing average concentration uav and the corre-
sponding ones in Mahrous [7] at α = 1

2 (fractional chlorine decay), A0 = 1.4, and A2 = 0.01.

�

�

Figure 11. Comparisons between the present cup-mixing average concentration uav and the corre-
sponding ones in Mahrous [7] at α = 1

2 (fractional chlorine decay), A0 = 1.4, and A2 = 0.1.

�

�

�

�

�

Figure 12. Comparisons between the present cup-mixing average concentration uav and the corre-
sponding ones in Mahrous [7] at α = 1

2 (fractional chlorine decay), A0 = 1.4, and A2 = 0.5.
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6. Conclusions

The transport model of the chlorine concentration decay in the FC was investigated.
The SOV method combined with the LT were applied to solve the current model. The di-
mensionless cup-mixing average concentration was obtained in closed form in terms of the
Mittag-Leffler function. It was declared that the results reduce to the standard ones in the
literature as the fractional order α tends to one. The obtained results were compared with
several studies in the literature, and the difference in results is explained and interpreted
in detail. In view of these comparisons, it can be concluded that the present analysis was
effective to giving a clear picture and accurate solution for the chlorine transport model in
the FC when compared with the previous solution in [7] for the same model.
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Abstract: The Hermite-Hadamard inequalities for κ-Riemann-Liouville fractional integrals (R-LFI)
are presented in this study using a relatively novel approach based on Abel-Gontscharoff Green’s
function. In this new technique, we first established some integral identities. Such identities are
used to obtain new results for monotonic functions whose second derivative is convex (concave) in
absolute value. Some previously published inequalities are obtained as special cases of our main
results. Various applications of our main consequences are also explored to special means and
trapezoid-type formulae.
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1. Introduction

Fractional calculus is a branch of mathematics that investigates the possibility of
using a real or even a complex number as a differential and integral operator order. This
theory has gained significant prominence in recent decades due to its wide applications
in mathematical sciences. Samraiz et al. [1,2] explored some new fractional operators
and their applications in mathematical physics. Tarasov [3] and Mainardi [4] explained,
in detail, the history and applications of fractional calculus in mathematical economics
and finance. The reader might also explore the literature [5–10] for further information on
fractional calculus.

Convexity theory has a long history and has been the subject of significant research
for more than a century. Many researchers have been interested in the various speculations,
variants, and augmentations of convexity theory see, e.g., the books [11,12] and the arti-
cles [13,14]. This idea has aided the advancement of the concept of inequality prominently.
Wu et al. [15] presented the Hermite-Hadamard inequalities for R-LFI, and Khan et al. [16]
explored the inequalities by involving Green’s function. This theory has been widely
studied by various researchers [17–20].

Hermite (1822–1901) sent a letter to the journal Mathesis. An extract from that letter
was published in Mathesis 3 (1883, p. 82). This inequality asserts that for a convex (concave)
function �, we can write

�

(
β1 + β2

2

)
≤ (≥)

1
β1 − β2

β2∫
β1

�(τ)dτ ≤ (≥)
�(β1) +�(β2)

2
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Definition 1 ([11]). A function � : I → R is said to be convex (concave) on I convex subset of R
if the inequality

�(νβ1 + (1 − ν)β2) ≤ (≥)ν�(β1) + (1 − ν)�(β2)

holds for all 0 ≤ ν ≤ 1 and β1, β2 ∈ I.

Definition 2 ([16]). The left-sided and right-sided RL fractional integrals I�

ϑ+1
� and I�

ϑ−2
� of order

� > 0 on a finite interval [ϑ1, ϑ2] are defined by

I�

ϑ+1
�(ς) =

1
Γ(�)

ς∫
ϑ1

(ς − ν)�−1
�(ν)dν, ς > ϑ1,

and

I�

ϑ−2
�(ς) =

1
Γ(�)

ϑ2∫
ς

(ν − ς)�−1
�(ν)dν, ς < ϑ2,

respectively. The symbol Γ(�) represents the usual Euler’s gamma function of � defined by

Γ(�) =
∞∫

0

ν�−1e−νdν. (1)

Definition 3 ([15]). The κ-fractional integrals of order � with κ > 0 and ϑ ≥ 0 are defined as

I�,κ
ϑ+1

�(ς) =
1

κΓκ(�)

ς∫
ϑ1

(ς − ν)
�
κ −1

�(ν)dν, ς > ϑ1,

and

I�,κ
ϑ−2

�(ς) =
1

κΓκ(�)

ϑ2∫
ς

(ν − ς)
�
κ −1

�(ν)dν, ς < ϑ2,

where Γκ(�) represents the κ-gamma function of � defined by Diaz et al. in [21] with the following
integral representation

Γκ(�) =

∞∫
0

ν�−1e
−νκ

κ dν.

It is to be noted that κ = 1 gives the classical gamma function given in (1).

The Abel-Gontscharoff polynomial and theorem for the ‘two-point right focal’ problem
are referenced in [16]. The Abel-Gontscharoff interpolating polynomial for the ‘two-point’
problem can be stated as

�(ς) = �(ϑ1) + (ς − ϑ1)�
′(ϑ2) +

ϑ2∫
ϑ1

G(ς, υ)�′′(υ)dυ, (2)

where G(ς, υ) is Green’s function for the two-point right focal problem.
Mehmood et al. in [22] introduced the following four functions by keeping Abel-

Gontscharoff Green’s function for the two-point right focal problem

G1(χ, υ) =

{
ϑ1 − υ, ϑ1 ≤ υ ≤ χ,
ϑ1 − χ, χ ≤ υ ≤ ϑ2.

(3)
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G2(χ, υ) =

{
χ − ϑ2, ϑ1 ≤ υ ≤ χ,
υ − ϑ2, χ ≤ υ ≤ ϑ2.

(4)

G3(χ, υ) =

{
χ − ϑ1, ϑ1 ≤ υ ≤ χ,
υ − ϑ1, χ ≤ υ ≤ ϑ2.

(5)

G4(χ, υ) =

{
ϑ2 − υ, ϑ1 ≤ υ ≤ χ,
ϑ2 − χ, χ ≤ υ ≤ ϑ2.

(6)

Sarikaya et al. established in [20] the right and left R-LFI of the following Hermite-
Hadamard type inequality.

Theorem 1. Let � : [ϑ1, ϑ2] → R be a positive function with 0 ≤ ϑ1 < ϑ2 and � ∈ L[ϑ1, ϑ2].
If � is convex function on [ϑ1, ϑ2], then the following inequalities for fractional integrals hold:

�

(
ϑ1 + ϑ2

2

)
≤ Γ(� + 1)

2(ϑ2 − ϑ1)�

(
I�

ϑ+1
�(ϑ2) + I�

ϑ−2
�(ϑ1)

)
≤ �(ϑ1) +�(ϑ2)

2
(7)

with � > 0.

The motivation behind this study is to explore the Hermite-Hadamard inequalities
using Green’s functions presented above together with Abel-Gontscharoff interpolating
polynomial corresponding to the choice n = 2.

2. Main Results

In this section, we establish Hermite-Hadamard inequalities for left generalized
fractional integral via Abel-Gontscharoff Green’s function for the two-point right focal
problem (3).

Theorem 2. Let � be a twice differentiable and convex function on [ϑ1, ϑ2] that satisfying the
relation given in (2). Then, the double inequality

�

(
�ϑ1 + κϑ2

� + κ

)
≤ Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2) ≤ ��(ϑ1) + κ�(ϑ2)

� + κ
(8)

holds, where �, κ > 0.

Proof. By making a substitution ς = �ϑ1+κϑ2
�+κ in an Abel-Gontscharoff polynomial for the

two-point right focal problem interpolating the polynomial presented by (2), we obtain

�

(
�ϑ1 + κϑ2

� + κ

)
= �(ϑ1) +

(
κ(ϑ2 − ϑ1)

� + κ

)
�

′(ϑ2)

+

ϑ2∫
ϑ1

G

(
�ϑ1 + κϑ2

� + κ
, υ

)
�

′′(υ)dυ. (9)

Multiplying both sides of (2) by �(ϑ2−ς)
�
κ −1

κ(ϑ2−ϑ1)
�
κ

and integrating with respect to ς, we obtain

�

κ(ϑ2 − ϑ1)
�
κ

ϑ2∫
ϑ1

(ϑ2 − ς)
�
κ �(ς)dς =

�

κ(ϑ2 − ϑ1)
�
κ

( ϑ2∫
ϑ1

(ϑ2 − ς)
�
κ −1

�(ϑ1)dς

+

ϑ2∫
ϑ1

(ϑ2 − ς)
�
κ −1(ς − ϑ1)�

′(ϑ2)dς +

ϑ2∫
ϑ1

ϑ2∫
ϑ1

G(ς, υ)(ϑ2 − ς)
�
κ −1

�
′′(υ)dυdς

)
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=
�

κ(ϑ2 − ϑ1)
�
κ

(
κ

�
�(ϑ1)(ϑ2 − ϑ1)

�
κ +

κ2�′(ϑ2)(ϑ2 − ϑ1)
�
κ +1

�(� + κ)

+

ϑ2∫
ϑ1

ϑ2∫
ϑ1

G(ς, υ)(ϑ2 − ς)
�
κ −1

�
′′(υ)dυdς

)
.

This can also be written as

Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2) = �(ϑ1) +
κ�′(ϑ2)(ϑ2 − ϑ1)

(� + κ)

+
�

κ(ϑ2 − ϑ1)
�
κ

ϑ2∫
ϑ1

ϑ2∫
ϑ1

G(ς, υ)(ϑ2 − ς)
�
κ −1

�
′′(υ)dυdς. (10)

Subtracting (10) from (9)

�

(
�ϑ1 + κϑ2

� + κ

)
− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2) =

ϑ2∫
ϑ1

(
G
(�ϑ1 + κϑ2

� + κ
, υ

)

− �

κ(ϑ2 − ϑ1)
�
κ

ϑ2∫
ϑ1

G(ς, υ)(ϑ2 − ς)
�
κ −1dς

)
�

′′(υ)dυ. (11)

Clearly,

ϑ2∫
ϑ1

G(ς, υ)(ϑ2 − ς)
�
κ −1dς =

κ2

�(� + κ)

(
(ϑ2 − υ)

�
κ +1 − (ϑ2 − ϑ1)

�
κ +1

)
, (12)

where

G

(
�ϑ1 + κϑ2

� + κ
, υ

)
=

{
ϑ1 − υ, ϑ1 ≤ υ ≤ �ϑ1+κϑ2

�+κ ,
κ(ϑ1−ϑ2)

�+κ , �ϑ1+κϑ2
�+κ ≤ υ ≤ ϑ2.

(13)

If ϑ1 ≤ υ ≤ �ϑ1+κϑ2
�+κ , then by utilizing (12) and (13), from (11), we obtain

G

(
�ϑ1 + κϑ2

� + κ
, υ

)
− �

κ(ϑ2 − ϑ1)
�
κ

ϑ2∫
ϑ1

G(ς, υ)(ϑ2 − ς)
�
κ −1dς

= ϑ1 − υ −
κ

(
(ϑ2 − υ)

�
κ +1 − (ϑ2 − ϑ1)

�
κ +1

)
(ϑ2 − ϑ1)

�
κ (� + κ)

.

Now, let

g(υ) = ϑ1 − υ −
κ

(
(ϑ2 − υ)

�
κ +1 − (ϑ2 − ϑ1)

�
κ +1

)
(ϑ2 − ϑ1)

�
κ (� + κ)

,

g′(υ) = −1 +
(ϑ2 − υ)

�
κ

(ϑ2 − ϑ1)
�
κ

≤ 0.
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This proved that g is a decreasing function; therefore, we can write

G

(
�ϑ1 + κϑ2

� + κ
, υ

)
− �

κ(ϑ2 − ϑ1)
�
κ

ϑ2∫
ϑ1

G(ς, υ)(ϑ2 − ς)
�
κ −1dς ≤ 0. (14)

If �ϑ1+κϑ2
�+κ ≤ υ ≤ ϑ2, then making use of (12) and (13), from (11), we obtain

G

(
�ϑ1 + κϑ2

� + κ
, υ

)
− �

κ(ϑ2 − ϑ1)
�
κ

ϑ2∫
ϑ1

G(ς, υ)(ϑ2 − ς)
�
κ −1dς

=
κ(ϑ1 − ϑ2)

� + κ
− �

κ(ϑ2 − ϑ1)
�
κ

(
κ2

(
(ϑ2 − υ)

�
κ +1 − (ϑ2 − ϑ1)

�
κ +1

)
�(� + κ)

)

=
−κ(ϑ2 − ϑ1)

� + κ
−

κ
(
(ϑ2 − υ)

�
κ +1 − (ϑ2 − ϑ1)

�
κ +1

)
(ϑ2 − ϑ1)

�
κ (� + κ)

=
κ
(
− (ϑ2 − ϑ1)(ϑ2 − ϑ1)

�
κ − (ϑ2 − υ)

�
κ +1 + (ϑ2 − ϑ1)

�
κ +1

)
(ϑ2 − ϑ1)

�
κ (� + κ)

=
κ
(
− (ϑ2 − ϑ1)

�
κ +1 − (ϑ2 − υ)

�
κ +1 + (ϑ2 − ϑ1)

�
κ +1

)
(ϑ2 − ϑ1)

�
κ (� + κ)

=
−κ(ϑ2 − υ)

�
κ +1

(ϑ2 − ϑ1)
�
κ (� + κ)

≤ 0. (15)

Since � is convex, therefore �′′(υ) ≥ 0 and by using (14) and (15) in (11), we obtain

�

(
�ϑ1 + κϑ2

� + κ

)
≤ Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2), (16)

which is the left half inequality of (8).
Next, we prove the right half inequality of (8). For this purpose, we choose ς = ϑ2 in

Equation (2), and we obtain

�(ϑ2) = �(ϑ1) + (ϑ2 − ϑ1)�
′(ϑ2) +

ϑ2∫
ϑ1

G(ϑ2, υ)�′′(υ)dυ.

Adding �
κ�(ϑ1) on both sides and then dividing by ( �

κ + 1), we obtain

��(ϑ1) + κ�(ϑ2)

� + κ
= �(ϑ1) +

κ(ϑ2 − ϑ1)�
′(ϑ2)

� + κ
+

κ

� + κ

ϑ2∫
ϑ1

G(ϑ1, υ)�′′(υ)dυ. (17)

Subtracting (10) from (17), we have

��(ϑ1) + κ�(ϑ2)

� + κ
− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2) =

ϑ2∫
ϑ1

(
κG(ϑ2, υ)

� + κ

− �

κ(ϑ2 − ϑ1)
�
κ

ϑ2∫
ϑ1

G(ς, υ)(ϑ2 − ς)
�
κ −1dς

)
�

′′(υ)dυ. (18)

189



Fractal Fract. 2022, 6, 126

Using the value of Green’s function (ϑ1 − υ) for ϑ1 ≤ υ ≤ ϑ2 and Equation (12), we
can write

κG(ϑ2, υ)

� + κ
− �

κ(ϑ2 − ϑ1)
�
κ

(
κ2

(
(ϑ2 − υ)

�
κ +1 − (ϑ2 − ϑ1)

�
κ +1

)
�(� + κ)

)

=
κ(ϑ1 − υ)

� + κ
−

κ
(
(ϑ2 − υ)

�
κ +1 − (ϑ2 − ϑ1)

�
κ +1

)
(ϑ2 − ϑ1)

�
κ (� + κ)

=
κ
(
(ϑ1 − υ)(ϑ2 − ϑ1)

�
κ − (ϑ2 − υ)

�
κ +1 + (ϑ2 − ϑ1)

�
κ +1

)
(ϑ2 − ϑ1)

�
κ (� + κ)

=
κ
(
(ϑ2 − υ)(ϑ2 − ϑ1)

�
κ − (ϑ2 − υ)

�
κ +1

)
(ϑ2 − ϑ1)

�
κ (� + κ)

≥ 0. (19)

Now, using the convexity of � and (18) in (19), we obtain

��(ϑ1) + κ�(ϑ2)

� + κ
≥ Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2). (20)

Finally, by combining (16) and (20), we arrive at required result.

The following remark proved the generalization of Theorem 2.

Remark 1. Substituting κ = 1 in inequality (8), we find the following results presented in ([16],
Theorem 2.2).

�

(
�ϑ1 + ϑ2

� + 1

)
≤ Γ(� + 1)

(ϑ2 − ϑ1)� I�

ϑ+1
�(ϑ2) ≤ ��(ϑ1) +�(ϑ2)

� + 1
.

In next result, we consider the absolute value of difference presented in (18) and
utilizing (19) along with additional conditions on �.

Theorem 3. Let � be a twice differentiable function on [ϑ1, ϑ2] and �, κ > 0. Then, we have the
following inequalities

(i) If |�′′| is an increasing function, then

∣∣∣∣∣��(ϑ1) + κ�(ϑ2)

� + κ
− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2)

∣∣∣∣∣ ≤ �κ
∣∣∣�′′(ϑ2)

∣∣∣(ϑ2 − ϑ1

)2

2(� + κ)(� + 2κ)
. (21)

(ii) If |�′′| is decreasing function, then

∣∣∣∣∣��(ϑ1) + κ�(ϑ2)

� + κ
− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2)

∣∣∣∣∣ ≤ �κ
∣∣∣�′′(ϑ1)

∣∣∣(ϑ2 − ϑ1

)2

2(� + κ)(� + 2κ)
. (22)

(iii) If |�′′| is a convex function, then

∣∣∣∣∣��(ϑ1) + κ�(ϑ2)

� + κ
− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2)

∣∣∣∣∣ ≤ max
(∣∣∣�′′(ϑ1)

∣∣∣, ∣∣∣�′′(ϑ2)
∣∣∣)�κ

(
ϑ2 − ϑ1

)2

2(� + κ)(� + 2κ)
. (23)
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Proof. (i) From (18) and (19), we can write∣∣∣∣∣��(ϑ1) + κ�(ϑ2)

� + κ
− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2)

∣∣∣∣∣
≤ κ

(ϑ2 − ϑ1)
�
κ (� + κ)

ϑ2∫
ϑ1

(
(ϑ2 − υ)(ϑ2 − ϑ1)

�
κ

− (ϑ2 − υ)
�
κ +1

)
�

′′(υ)dυ. (24)

Since (ϑ2 − ϑ1)
�
κ (ϑ2 − υ)− (ϑ2 − υ)

�
κ +1 ≥ 0 and |�′′| is an increasing function, this

implies ∣∣∣∣∣��(ϑ1) + κ�(ϑ2)

� + κ
− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2)

∣∣∣∣∣
≤

κ
∣∣∣�′′(ϑ2)

∣∣∣
(ϑ2 − ϑ1)

�
κ (� + κ)

ϑ2∫
ϑ1

(
(ϑ2 − υ)(ϑ2 − ϑ1)

�
κ − (ϑ2 − υ)

�
κ +1

)
dυ

=
κ
∣∣∣�′′(ϑ2)

∣∣∣
(ϑ2 − ϑ1)

�
κ (� + κ)

(
(ϑ2 − ϑ1)

�
κ (ϑ2 − ϑ1)

2

2
− κ(ϑ2 − ϑ1)

�
κ +2

� + 2κ

)

=
κ
∣∣∣�′′(ϑ2)

∣∣∣(�
(

ϑ2 − ϑ1

)2)
2(� + κ)(� + 2κ)

,

which is inequality (21).
(ii) Again, using (18) and (19) and by following the same procedure as in case (i), we obtain

∣∣∣∣∣��(ϑ1) + κ�(ϑ2)

� + κ
− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2)

∣∣∣∣∣ ≤ κ
∣∣∣�′′(ϑ1)

∣∣∣�(ϑ2 − ϑ1

)2

2(� + κ)(� + 2κ)
.

(iii) By using (21) and (22) and the fact that �′′ is bounded above by

max
(∣∣∣�′′(ϑ1)

∣∣∣, ∣∣∣�′′(ϑ2)
∣∣∣) being a convex function on the interval

(
ϑ1, ϑ2

)
, we find

∣∣∣∣∣��(ϑ1) + κ�(ϑ2)

� + κ
− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2)

∣∣∣∣∣ ≤ κ max
∣∣∣�′′(ϑ1)

∣∣∣, ∣∣∣�′′(ϑ2)
∣∣∣�(ϑ2 − ϑ1

)2

2(� + κ)(� + 2κ)
.

The following remark relates the above theorem with the published results in [16].

Remark 2. With a choice κ = 1 in inequalities (21)–(23), we find the following results presented
in ([16], Theorem 2.3).

∣∣∣∣∣��(ϑ1) +�(ϑ2)

� + 1
− Γ(� + 1)

(ϑ2 − ϑ1)� I�

ϑ+1
�(ϑ2)

∣∣∣∣∣ ≤
∣∣∣�′′(ϑ2)

∣∣∣�(ϑ2 − ϑ1

)2

2(� + 1)(� + 2)
,

∣∣∣∣∣��(ϑ1) +�(ϑ2)

� + 1
− Γ(� + 1)

(ϑ2 − ϑ1)� I�

ϑ+1
�(ϑ2)

∣∣∣∣∣ ≤
∣∣∣�′′(ϑ1)

∣∣∣�(ϑ2 − ϑ1

)2

2(� + 1)(� + 2)
,
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∣∣∣∣∣��(ϑ1) +�(ϑ2)

� + 1
− Γ(� + 1)

(ϑ2 − ϑ1)� I�

ϑ+1
�(ϑ2)

∣∣∣∣∣ ≤ max
(∣∣∣�′′(ϑ1)

∣∣∣, ∣∣∣�′′(ϑ2)
∣∣∣)�(ϑ2 − ϑ1)

2

2(� + 1)(� + 2)
.

Using Green’s function from (13) and some additional features on �, we obtain the
following theorem.

Theorem 4. Let � be a twice differentiable function on [ϑ1, ϑ2] and �, κ > 0. Then, the following
statements holds.

(i) If |�′′| is an increasing function, then∣∣∣∣∣�
(

�ϑ1 + κϑ2

� + κ

)
− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2)

∣∣∣∣∣
≤ κ(κ)

�
κ +3(ϑ2 − ϑ1)

2

(� + κ)
�
κ +3(� + 2κ)

(∣∣∣�′′
(�ϑ1 + κϑ2

� + κ

)∣∣∣
(�

(
(� + κ)

�
κ +1 − 2(�)

�
κ +1

)
2κ(κ)

�
κ +1

)
+

∣∣∣�′′(ϑ2)
∣∣∣(�

κ

) �
κ +2

)
.

(ii) If |�′′| is a decreasing function, then∣∣∣∣∣�
(

�ϑ1 + κϑ2

� + κ

)
− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2)

∣∣∣∣∣
≤ κ(κ)

�
κ +3(ϑ2 − ϑ1)

2

(� + κ)
�
κ +3(� + 2κ)

(∣∣∣�′′(ϑ1)
∣∣∣

(�
(
(� + κ)

�
κ +1 − 2(�)

�
κ +1

)
2κ(κ)

�
κ +1

)
+

∣∣∣�′′
(�ϑ1 + κϑ2

� + κ

)∣∣∣(�

κ

) �
κ +2

)
.

(iii) If |�′′| is a convex function, then∣∣∣∣∣�(�ϑ1 + κϑ2

� + κ

)
− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2)

∣∣∣∣∣ ≤ κ(κ)
�
κ +3(ϑ2 − ϑ1)

2

(� + κ)
�
κ +3(� + 2κ)

×
(

max

(∣∣∣�′′(ϑ1)
∣∣∣, ∣∣∣�′′

(�ϑ1 + κϑ2

� + κ

)∣∣∣)(
�
(
(� + κ)

�
κ +1 − 2(�)

�
κ +1

)
2κ(κ)

�
κ +1

)

+ max

(∣∣∣�′′
(�ϑ1 + κϑ2

� + κ

)∣∣∣, ∣∣∣�′′(ϑ2)
∣∣∣)(�

κ

) �
κ +2

)
.
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Proof. (i) By using (11)–(13), we can write

�

(�ϑ1 + κϑ2

� + κ

)
− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2) =

�ϑ1+κϑ2
�+κ∫

ϑ1

(
G
(�ϑ1 + κϑ2

� + κ
, υ

)

− �

κ(ϑ2 − ϑ1)
�
κ

ϑ2∫
ϑ1

G(ς, υ)(ϑ2 − ς)
�
κ −1dς

)
�

′′(υ)dυ +

ϑ2∫
�ϑ1+κϑ2

�+κ

(
G
(�ϑ1 + κϑ2

� + κ
, υ

)

− �

κ(ϑ2 − ϑ1)
�
κ

ϑ2∫
ϑ1

G(ς, υ)(ϑ2 − ς)
�
κ −1dς

)
�

′′(υ)dυ

= − κ

(� + κ)(ϑ2 − ϑ1)
�
κ

( �ϑ1+κϑ2
�+κ∫

ϑ1

(
(ϑ2 − υ)

�
κ +1 − (ϑ2 − ϑ1)

�
κ +1 −

(� + κ

κ

)

× (ϑ2 − ϑ1)
�
κ (ϑ1 − υ)

)
�

′′(υ)dυ +

ϑ2∫
�ϑ1+κϑ2

�+κ

(ϑ2 − υ)
�
κ +1

�
′′(υ)dυ

)
. (25)

This can also be written as∣∣∣∣∣�(�ϑ1 + κϑ2

� + κ

)
− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2)

∣∣∣∣∣
≤ κ

(� + κ)(ϑ2 − ϑ1)
�
κ

( �ϑ1+κϑ2
�+κ∫

ϑ1

(
ϑ2 − υ

) �
κ +1 −

(
ϑ2 − ϑ1

) �
κ +1

−
(� + κ

κ

)(
ϑ2 − ϑ1

) �
κ
(ϑ1 − υ)

∣∣∣�′′(υ)
∣∣∣dυ

+

ϑ2∫
�ϑ1+κϑ2

�+κ

(
ϑ2 − υ

) �
κ +1∣∣∣�′′(υ)

∣∣∣dυ

)

≤ κ

(� + κ)(ϑ2 − ϑ1)
�
κ

(∣∣∣∣∣�′′
(�ϑ1 + κϑ2

� + κ

)∣∣∣∣∣
�ϑ1+κϑ2

�+κ∫
ϑ1

(
ϑ2 − υ

) �
κ +1

−
(

ϑ2 − ϑ1

) �
κ +1 −

(� + κ

κ

)(
ϑ2 − ϑ1

) �
κ
(

ϑ1 − υ
)

dυ

+
∣∣∣�′′(ϑ2)

∣∣∣ ϑ2∫
�ϑ1+κϑ2

�+κ

(
ϑ2 − υ

) �
κ +1

dυ

)

=
κ

(� + κ)(ϑ2 − ϑ1)
�
κ

(∣∣∣∣∣�′′
(

�ϑ1 + κϑ2

� + κ

)∣∣∣∣∣(ϑ2 − ϑ1

) �
κ +2

×
(

−κ(�)
�
κ +2

(� + κ)
�
κ +2(� + 2κ)

+
κ

� + 2κ
− κ

� + κ
+

κ

2(� + κ)

)

+
∣∣∣�′′(ϑ2)

∣∣∣(ϑ2 − ϑ1

) �
κ +2

(
κ(�)

�
κ +2

(� + κ)
�
κ +2(� + 2κ)

))
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=
κ(κ)

�
κ +3(ϑ2 − ϑ1)

2

(� + κ)
�
κ +3(� + 2κ)

(∣∣∣∣∣�′′
(�ϑ1 + κϑ2

� + κ

)∣∣∣∣∣
×

(
�
(
(� + κ)

�
κ +1 − 2(�)

�
κ +1

)
2κ(κ)

�
κ +1

)
+

∣∣∣�′′(ϑ2)
∣∣∣(�

κ

) �
κ +2

)
.

Part (ii) can be proved by the same procedure as above.
(iii) Since ∣∣∣∣∣�(�ϑ1 + κϑ2

� + κ

)
− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2)

∣∣∣∣∣
≤ κ

(� + κ)(ϑ2 − ϑ1)
�
κ

(( �ϑ1+κϑ2
�+κ∫

ϑ1

(
ϑ2 − υ

) �
κ +1

−
(

ϑ2 − ϑ1

) �
κ +1 −

(�

κ
+ 1

)(
ϑ2 − ϑ1

) �
κ
(

ϑ1 − υ
))∣∣∣�′′(υ)

∣∣∣dυ

+

ϑ2∫
�ϑ1+κϑ2

�+κ

(
ϑ2 − υ

) �
κ +1∣∣∣�′′(υ)

∣∣∣dυ

)
.

Since every convex function � defined on an interval [ϑ1, ϑ2] is bounded above by
max{�(ϑ1),�(ϑ2)}. Therefore, we have∣∣∣∣∣�(�ϑ1 + κϑ2

� + κ

)
− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2)

∣∣∣∣∣
≤ κ

(� + κ)(ϑ2 − ϑ1)
�
κ

(
max

(∣∣∣�′′(ϑ1)
∣∣∣, ∣∣∣�′′

(�ϑ1 + κϑ2

� + κ

)∣∣∣)

×
�ϑ1+κϑ2

�+κ∫
ϑ1

((
ϑ2 − υ

) �
κ +1 −

(
ϑ2 − ϑ1

) �
κ +1 −

(�

κ
+ 1

)

×
(

ϑ2 − ϑ1

) �
κ
(

ϑ1 − υ
))

dυ + max

(∣∣∣�′′
(�ϑ1 + κϑ2

� + κ

)∣∣∣, ∣∣∣�′′(ϑ2)
∣∣∣)

×
ϑ2∫

�ϑ1+κϑ2
�+κ

(ϑ2 − υ)
�
κ +1dυ

)

=
κ(κ)

�
κ +3(ϑ2 − ϑ1)

2

(� + κ)
�
κ +3(� + 2κ)

(
max

(∣∣∣�′′(ϑ1)
∣∣∣, ∣∣∣�′′

(�ϑ1 + κϑ2

� + κ

)∣∣∣)

×
(

�
(
(� + κ)

�
κ +1 − 2(�)

�
κ +1

)
2κ(κ)

�
κ +1

)
+ max

(∣∣∣�′′
(ρϑ1 + κϑ2

� + κ

)∣∣∣,
∣∣∣�′′(ϑ2)

∣∣∣)(�

κ

) �
κ +2

)
,

which is the desired inequality.

Remark 3. Let κ = 1, and we obtain the following results presented in ([16], Theorem 2.5).
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The following theorem involves the change of variables in Theorem 4.

Theorem 5. Let � be a twice differentiable and |�′′| be a convex function on [ϑ1, ϑ2]. Then, the
inequality ∣∣∣∣∣�(�ϑ1 + κϑ2

� + κ

)
− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2)

∣∣∣∣∣
≤ κ3(ϑ2 − ϑ1)

2

6(� + κ)3(� + 3κ)

(∣∣∣�′′(ϑ1)
∣∣∣(9

(�2

κ

)
+ 23� + 12κ

)

+
∣∣∣�′′(ϑ2)

∣∣∣ (7(�2) + 17�κ + 12κ2)

� + 2κ

)
.

holds for any �, κ > 0.

Proof. Equation (25) can be written as

�

(�ϑ1 + κϑ2

� + κ

)
− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2)

=
κ

(� + κ)(ϑ2 − ϑ1)
�
κ

( �ϑ1+κϑ2
�+κ∫

ϑ1

((� + κ

κ

)
(ϑ2 − ϑ1)

�
κ

× (ϑ1 − υ)− (ϑ2 − υ)
�
κ +1 + (ϑ2 − ϑ1)

�
κ +1

)
�

′′(υ)dυ

−
ϑ2∫

�ϑ1+κϑ2
�+κ

(ϑ2 − υ)
�
κ +1

�
′′(υ)dυ

)
.

Let τ ∈ [0, 1] and υ = τϑ1 + (1 − τ)ϑ2, then

�

(�ϑ1 + κϑ2

� + κ

)
− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2)

=
κ

(� + κ)(ϑ2 − ϑ1)
�
κ

( �
�+κ∫
1

(
(

�

κ
+ 1)(ϑ2 − ϑ1)

�
κ

(
ϑ1 − τϑ1

− (1 − τ)ϑ2

)
−

(
ϑ2 − τϑ1 − (1 − τ)ϑ2

) �
κ +1

+ (ϑ2 − ϑ1)
�
κ +1

)
�

′′
(

τϑ1 + (1 − τ)ϑ2

)(
ϑ1 − ϑ2

)
dτ

−
0∫

�
�+κ

(
ϑ2 − τϑ1 − (1 − τ)ϑ2

) �
κ +1

�
′′
(

τϑ1 + (1 − τ)ϑ2

)

×
(

ϑ1 − ϑ2

)
dτ

)

= − κ(ϑ2 − ϑ1)
�
κ +2

(� + κ)(ϑ2 − ϑ1)
�
κ

( �
�+κ∫
1

(
− (1 − τ)

(�

κ
+ 1

)
+ 1

)
(26)
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×�
′′
(

τϑ1 + (1 − τ)ϑ2

)
dτ −

�
�+κ∫
1

τ
�
κ +1

�
′′
(

τϑ1 + (1 − τ)ϑ2

)
dτ

+

�
�+κ∫
0

τ
�
κ +1

�
′′
(

τϑ1 + (1 − τ)ϑ2

)
dτ

)

=
κ(ϑ2 − ϑ1)

2

(� + κ)

( 1∫
�

�+κ

((�

κ

)
τ + τ − �

κ

)
�

′′
(

τϑ1 + (1 − τ)ϑ2

)
dτ

−
1∫

0

τ
�
κ +1

�
′′
(

τϑ1 + (1 − τ)ϑ2

)
dτ

)
.

Taking the absolute on both sides and using the convexity of |�′′|, we obtain∣∣∣∣∣�(�ϑ1 + κϑ2

� + κ

)
− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2)

∣∣∣∣∣
≤ κ(ϑ2 − ϑ1)

2

(� + κ)

( 1∫
�

�+κ

((�

κ

)
τ + τ − �

κ

)

×
∣∣∣�′′

(
τϑ1 + (1 − τ)ϑ2

)∣∣∣dτ

+

1∫
0

τ
�
κ +1

∣∣∣�′′
(

τϑ1 + (1 − τ)ϑ2

)∣∣∣dτ

)

≤ κ(ϑ2 − ϑ1)
2

(� + κ)

( 1∫
�

�+κ

(
τ
(�

κ
+ 1

)
− �

κ

)

×
(

τ
∣∣∣�′′(ϑ1)

∣∣∣+ (1 − τ)
∣∣∣�′′(ϑ2)

∣∣∣)dτ

+

1∫
0

τ
�
κ +1

(
τ
∣∣∣�′′(ϑ1)

∣∣∣+ (
1 − τ

)∣∣∣�′′(ϑ2)
∣∣∣)dτ

)

≤ κ(ϑ2 − ϑ1)
2

(� + κ)

(
κ
∣∣∣�′′(ϑ1)

∣∣∣(3� + 2κ
)

6(� + κ)2 +
κ2

∣∣∣�′′(ϑ2)
∣∣∣

6(� + κ)2

+
κ
∣∣∣�′′(ϑ1)

∣∣∣
� + 3κ

+
κ2

∣∣∣�′′(ϑ2)
∣∣∣

(� + 2κ)(� + 3κ)

)

≤ κ3(ϑ2 − ϑ1)
2

6(� + κ)3(� + 3κ)

(∣∣∣�′′(ϑ1)
∣∣∣(9

(�2

κ

)
+ 23� + 12κ

)

+

∣∣∣�′′(ϑ2)
∣∣∣(7(�2) + 17�κ + 12κ2

)
� + 2κ

)
.

Hence, the proof is done.
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Remark 4. By setting κ = 1, we obtain the following result presented in ([16], Theorem 2.7).∣∣∣∣∣�(�ϑ1 + ϑ2

� + 1

)
− Γ(� + 1)

(ϑ2 − ϑ1)� I�

ϑ+1
�(ϑ2)

∣∣∣∣∣
≤ (ϑ2 − ϑ1)

2

6(� + 1)3(� + 3)

(∣∣∣�′′(ϑ1)
∣∣∣(9(�2) + 23� + 12)

+
∣∣∣�′′(ϑ2)

∣∣∣ (7(�2) + 17� + 12)
� + 2

)
.

Theorem 6. Let � be a twice differentiable and |�′′| be a convex function on [ϑ1, ϑ2]. Then, the
inequality ∣∣∣∣∣��(ϑ1) + κ�(ϑ2)

� + κ
− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2)

∣∣∣∣∣
≤ κ�(ϑ2 − ϑ1)

2

3(� + κ)(� + 3κ)

(∣∣∣�′′(ϑ1)
∣∣∣+ ∣∣∣�′′(ϑ2)

∣∣∣ (� + 5κ)

2(� + 2κ)

)

holds for any �, κ > 0.

Proof. From Equation (18), we can write

��(ϑ1) + κ�(ϑ2)

� + κ
− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2)

=
κ

(ϑ2 − ϑ1)
�
κ (� + κ)

ϑ2∫
ϑ1

((
ϑ2 − υ

)(
ϑ2 − ϑ1

) �
κ

− (ϑ2 − υ)
�
κ +1

)
�

′′(υ)dυ.

For τ ∈ [0, 1], substituting υ = τϑ1 + (1 − τ)ϑ2, we obtain

��(ϑ1) + κ�(ϑ2)

� + κ
− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2)

=
κ(ϑ2 − ϑ1)

(ϑ2 − ϑ1)
�
κ (� + κ)

1∫
0

((
ϑ2 − ϑ1

) �
κ
(

τ(ϑ2 − ϑ1)
)

− (
τ(ϑ2 − ϑ1)

�
κ +1))

�
′′
(

τϑ1 + (1 − τ)ϑ2

)
dτ,

=
κ(ϑ2 − ϑ1)

2

� + κ

1∫
0

(
τ − τ

�
κ +1

)
�

′′
(

τϑ1 + (1 − τ)ϑ2

)
dτ. (27)

By using the convexity of |�′′|, we obtain∣∣∣∣∣��(ϑ1) + κ�(ϑ2)

� + κ
− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2)

∣∣∣∣∣
≤ κ(ϑ2 − ϑ1)

2

� + κ

1∫
0

(
τ − τ

�
κ +1

)∣∣∣�′′
(

τϑ1 + (1 − τ)ϑ2

)∣∣∣dτ,
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≤ κ(ϑ2 − ϑ1)
2

� + κ

1∫
0

(
τ − τ

�
κ +1

)(
τ
∣∣∣�′′(ϑ1)

∣∣∣+ (
1 − τ

)∣∣∣�′′(ϑ2)
∣∣∣)dτ,

=
κ(ϑ2 − ϑ1)

2

� + κ

(∣∣∣�′′(ϑ1)
∣∣∣( �

3(� + 3κ)

)

+
∣∣∣�′′(ϑ2)

∣∣∣( (�2 + 5�κ)

6(� + 2κ)(� + 3κ)

))

=
�κ(ϑ2 − ϑ1)

2

3(� + κ)(� + 3κ)

(∣∣∣�′′(ϑ1)
∣∣∣+ ∣∣∣�′′(ϑ2)

∣∣∣ (� + 5κ)

2(� + 2κ)

)
.

This completes the proof.

Remark 5. Corresponding to the choice κ = 1, in Theorem 6, we obtain the following result
explored in ([16], Theorem 2.9)∣∣∣∣∣��(ϑ1) +�(ϑ2)

� + 1
− Γ(� + 1)

(ϑ2 − ϑ1)� I�

ϑ+1
�(ϑ2)

∣∣∣∣∣
≤ �(ϑ2 − ϑ1)

2

3(� + 1)(� + 3)

(∣∣∣�′′(ϑ1)
∣∣∣+ ∣∣∣�′′(ϑ2)

∣∣∣ (� + 5)
2(� + 2)

)
.

The next theorem is a combination of Equation (26) given in Theorem 5 and the
well-known Jensen’s inequality.

Theorem 7. Let � be a twice differentiable and |�′′| be a concave function on [ϑ1, ϑ2]. Then, the
inequality ∣∣∣∣∣�(�ϑ1 + κϑ2

� + κ

)
− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2)

∣∣∣∣∣
≤ κ(ϑ2 − ϑ1)

2

� + κ

(
κ

2(� + κ)

∣∣∣∣∣�′′
(

3�ϑ1 + 2ϑ1κ + ϑ2κ

3(� + κ)

)∣∣∣∣∣
+

κ

� + 2κ

∣∣∣∣∣�′′
(

�ϑ1 + 2ϑ1κ + ϑ2κ

� + 3κ

)∣∣∣∣∣
)

holds for any �, κ > 0.

Proof. Equation (26) can be rewritten in the following way

�

(�ϑ1 + κϑ2

� + κ

)
− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2)

=
κ(ϑ2 − ϑ1)

2

� + κ

( 1∫
�

�+κ

(
τ
(�

κ
+ 1

)
− �

κ

)
�

′′
(

τϑ1 + (1 − τ)ϑ2

)
dτ

−
1∫

0

τ
�
κ +1

�
′′
(

τϑ1 + (1 − τ)ϑ2

)
dτ

)
.
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By using the condition of absolute value and then Jensen’s integral inequality, we find∣∣∣∣∣�(�ϑ1 + κϑ2

� + κ

)
− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2)

∣∣∣∣∣
≤ κ(ϑ2 − ϑ1)

2

� + κ

[ 1∫
�

�+κ

(
τ
(�

κ
+ 1

)
− �

κ

)
dτ

×
∣∣∣∣∣�′′

( 1∫
�

�+κ

(
τ( �

κ + 1)− �
κ

)(
τϑ1 + (1 − τ)ϑ2

)
dτ

1∫
�

�+κ

(
τ( �

κ + 1)− �
κ

)
dτ

)∣∣∣∣∣

+

1∫
0

t
�
κ +1

∣∣∣∣∣�′′
( 1∫

0
τ

�
κ +1

(
τϑ1 + (1 − τ)ϑ2

)
dτ

1∫
0

τ
�
κ +1dτ

)∣∣∣∣∣
=

κ(ϑ2 − ϑ1)
2

� + κ

(
κ

2(� + κ)

∣∣∣∣∣�′′
(

3�ϑ1 + 2ϑ1κ + ϑ2κ

3(� + κ)

)∣∣∣∣∣
+

κ

� + 2κ

∣∣∣∣∣�′′
(

�ϑ1 + 2ϑ1κ + ϑ2κ

� + 3κ

)∣∣∣∣∣
)

.

Remark 6. Letting κ = 1 in Theorem 7 gives the following result presented in ([16], Theorem 2.11).∣∣∣∣∣�(
�ϑ1 + ϑ2

� + 1
)− Γ(� + 1)

(ϑ2 − ϑ1)� I�

ϑ+1
�(ϑ2)

∣∣∣∣∣
≤ (ϑ2 − ϑ1)

2

� + 1

(
1

2(� + 1)

∣∣∣∣∣�′′
(

3�ϑ1 + 2ϑ1 + ϑ2

3(� + 1)

)∣∣∣∣∣
+

1
� + 2

∣∣∣∣∣�′′
(

�ϑ1 + 2ϑ1 + ϑ2

� + 3

)∣∣∣∣∣
)

.

Theorem 8. Let � be a twice differentiable and |�′′| be a concave function on [ϑ1, ϑ2] . Then,
for any �, κ > 0, we have the inequality∣∣∣∣∣��(ϑ1) + κ�(ϑ2)

� + κ
)− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

f (ϑ2)

∣∣∣∣∣
≤ κ�(ϑ2 − ϑ1)

2

2(� + κ)(� + 2κ)

∣∣∣∣∣�′′
(

2ϑ1� + �ϑ2 + 4ϑ1κ + 5ϑ2κ

3(� + 3κ)

)∣∣∣∣∣.
Proof. Equation (27) can also be expressed by the following relation.

��(ϑ1) + κ�(ϑ2)

� + κ
− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2)

=
κ(ϑ2 − ϑ1)

2

(� + κ)

1∫
0

(
τ − τ

�
κ +1

)
�

′′
(

τϑ1 + (1 − τ)ϑ2

)
dτ,
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By using the condition of absolute value and then Jensen’s integral inequality, we find∣∣∣∣∣��(ϑ1) + κ�(ϑ2)

� + κ
− Γκ(� + κ)

(ϑ2 − ϑ1)
�
κ

I�,κ
ϑ+1

�(ϑ2)

∣∣∣∣∣
≤ κ(ϑ2 − ϑ1)

2

(� + κ)

1∫
0

(
τ − τ

�
κ +1

)
dτ

∣∣∣∣∣�′′
( 1∫

0

(
τ − τ

�
κ +1

)(
τϑ1 + (1 − τ)ϑ2

)
dτ

1∫
0

(
τ − τ

�
κ +1

)
dτ

)∣∣∣∣∣
=

κ�(ϑ2 − ϑ1)
2

2(� + κ)(� + 2κ)

∣∣∣∣∣�′′
(

2�ϑ1 + �ϑ2 + 4κϑ1 + 5κϑ2

3(� + 3κ)

)∣∣∣∣∣.
Hence, the desired result is proven.

Remark 7. If we choose κ = 1 in Theorem 8, we obtain the following result presented in ([16],
Theorem 2.13). ∣∣∣∣∣��(ϑ1) +�(ϑ2)

� + 1
− Γ(� + 1)

(ϑ2 − ϑ1)� I�

ϑ+1
�(ϑ2)

∣∣∣∣∣
≤ �(ϑ2 − ϑ1)

2

2(� + 1)(� + 2)

∣∣∣∣∣�′′
(

2ϑ1� + �ϑ2 + 4ϑ1 + 5ϑ2

3(� + 3)

)∣∣∣∣∣.
3. Some Applications to Special Means

(i) The arithmetic mean:

A = A(ϑ1, ϑ2) =
ϑ1 + ϑ2

2
, ϑ1, ϑ2 > 0. (28)

(ii) The logarithmic mean:

L(ϑ1, ϑ2) =
ϑ2 − ϑ1

ln ϑ2 − ln ϑ1
, ϑ1 �= ϑ2 ϑ1, ϑ2 > 0.

(iii) The generalized logarithmic mean:

Ln(ϑ1, ϑ2) =

(
ϑn+1

2 − ϑn+1
1

(n + 1)(ϑ2 − ϑ1)

) 1
n

, n ∈ Z \ {−1, 0}, ϑ1 �= ϑ2, ϑ1, ϑ2 > 0. (29)

Proposition 1. Let ϑ1, ϑ2 ∈ �+, ϑ1 < ϑ2, then we have the following inequalities.∣∣∣∣∣A(eϑ1 , eϑ2)− L(eϑ1 , eϑ2)

∣∣∣∣∣ ≤ eϑ2(ϑ2 − ϑ1)
2

12
,

∣∣∣∣∣A(eϑ1 , eϑ2)− L(eϑ1 , eϑ2)

∣∣∣∣∣ ≤ eϑ1(ϑ2 − ϑ1)
2

12
,

∣∣∣∣∣A(eϑ1 , eϑ2)− L(eϑ1 , eϑ2)

∣∣∣∣∣ ≤ max
(
eϑ1 , eϑ2

)
(ϑ2 − ϑ1)

2

12
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and ∣∣∣∣∣A(eϑ1 , eϑ2)− L(eϑ1 , eϑ2)

∣∣∣∣∣ ≤ (ϑ2 − ϑ1)
2(eϑ1 + eϑ2

)
24

.

Proof. Using Theorem 3 and making some simplification, we can write

∣∣∣∣∣��(ϑ1) + κ�(ϑ2)

� + κ
− �

κ(ϑ2 − ϑ1)
�
κ

ϑ2∫
ϑ1

(ϑ2 − ς)
�
κ −1

�(ς)dς

∣∣∣∣∣ ≤ �κ
∣∣∣�′′(ϑ2)

∣∣∣(ϑ2 − ϑ1

)2

2(� + κ)(� + 2κ)
.

By substituting � = κ, �(ϑ) = eϑ and using simple calculation, we obtain

∣∣∣∣∣κ(eϑ1) + κ(eϑ2)

κ + κ
− κ

κ(ϑ2 − ϑ1)
κ
κ

ϑ2∫
ϑ1

(ϑ2 − ς)
κ
κ −1(eς)dς

∣∣∣∣∣ eϑ2
(

ϑ2 − ϑ1

)2

12
.

This can also be written as

∣∣∣∣∣ eϑ1 + eϑ2

2
− eϑ2 − eϑ1

(ϑ2 − ϑ1)

∣∣∣∣∣ ≤ eϑ2
(

ϑ2 − ϑ1

)2

12
.

Now, making use of (28) and (29), we arrive at the result∣∣∣∣∣A(eϑ1 , eϑ2)− L(eϑ1 , eϑ2)

∣∣∣∣∣ ≤ |eϑ2 |(ϑ2 − ϑ1)
2

12
.

By using the same procedure in part (ii) and part (iii) of Theorem 3 and Theorem 6,
we find the remaining inequalities.

Proposition 2. Let ϑ1, ϑ2 ∈ �+, ϑ1 < ϑ2, then the inequalities∣∣∣∣∣A(ϑn
1 , ϑn

2 )− Ln
n(ϑ1, ϑ2)

∣∣∣∣∣ ≤ (ϑ2 − ϑ1)
2

24

(∣∣∣n(n − 1)
∣∣∣(ϑn−2

1 + ϑn−2
2

))
,

∣∣∣∣∣A(ϑn
1 , ϑn

2 )− Ln
n(ϑ1, ϑ2)

∣∣∣∣∣ ≤ (ϑ2 − ϑ1)
2
∣∣∣n(n − 1)

∣∣∣ϑn−2
2

12
,

∣∣∣∣∣A(ϑn
1 , ϑn

2 )− Ln
n(ϑ1, ϑ2)

∣∣∣∣∣ ≤ (ϑ2 − ϑ1)
2
∣∣∣n(n − 1)

∣∣∣ϑn−2
1

12

and ∣∣∣∣∣A(ϑn
1 , ϑn

2 )− Ln
n(ϑ1, ϑ2)

∣∣∣∣∣ ≤ max
(∣∣∣n(n − 1)

∣∣∣ϑn−2
1 ,

∣∣∣n(n − 1)
∣∣∣ϑn−2

2

)
(ϑ2 − ϑ1)

2

12
.

are true for n ∈ Z with |n(n − 1)| ≥ 2.
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Proof. Using Theorem 6 and making some simplification, we obtain∣∣∣∣∣��(ϑ1) + κ�(ϑ2)

� + κ
− �

κ(ϑ2 − ϑ1)
�
κ

ϑ2∫
ϑ1

(ϑ2 − ς)
�
κ −1

�(ς)dς

∣∣∣∣∣
≤ κ�(ϑ2 − ϑ1)

2

3(� + κ)(� + 3κ)

(∣∣∣�′′(ϑ1)
∣∣∣+ ∣∣∣�′′(ϑ2)

∣∣∣ (� + 5κ)

2(� + 2κ)

)

By substituting � = κ and �(ϑ) = ϑn, where ϑ > 0 and
∣∣∣n(n − 1)

∣∣∣ ≥ 2, we obtain

∣∣∣∣∣ϑn
1 + ϑn

2
2

− 1
(ϑ2 − ϑ1)

ϑ2∫
ϑ1

(ς)ndς

∣∣∣∣∣ ≤ (ϑ2 − ϑ1)
2

24

(∣∣∣n(n − 1)
∣∣∣ϑn−2

1 +
∣∣∣n(n − 1)

∣∣∣ϑn−2
2

)
,

∣∣∣∣∣ (ϑn
1 ) + (ϑn

2 )

2
− ϑn+1

2 − ϑn+1
1

(n + 1)(ϑ2 − ϑ1)

∣∣∣∣∣ ≤ (ϑ2 − ϑ1)
2

24

(∣∣∣n(n − 1)
∣∣∣(ϑn−2

1 + ϑn−2
2

))
.

Now, by using Equations (28) and (29), we obtain the desired result. Similarly by using
the same polynomial function in Theorem 3, we obtain the rest of the inequalities.

4. Conclusions

The bounds of various functions are studied in optimization theory—a branch of
mathematics. The innovative fractional Hermite-Hadamard type inequalities established
in this research are based on functions whose second order derivatives with absolute
values are convex (concave). A new technique is used to explore the main results by
involving Green’s function and Abel-Gontscharoff interpolating polynomials for two-point
problems with a combination of κ-R-LFI. Jensen’s inequality is capably utilized with wide
applications in optimization theory. Some applications of our main findings are presented
to special means. This study motivates the researchers to establish the various Hermite-
Hadamard inequalities by using the other Green’s functions G2, G3, and G4 with more
general fractional operators.
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Abstract: Since Gösta Magus Mittag-Leffler introduced the so-called Mittag-Leffler function in 1903
and studied its features in five subsequent notes, passing the first half of the 20th century during
which the majority of scientists remained almost unaware of the function, the Mittag-Leffler function
and its various extensions (referred to as Mittag-Leffler type functions) have been researched and
applied to a wide range of problems in physics, biology, chemistry, and engineering. In the context of
fractional calculus, Mittag-Leffler type functions have been widely studied. Since Carlson established
the notion of Dirichlet average and its different variations, these averages have been explored and
used in a variety of fields. This paper aims to investigate the Dirichlet and modified Dirichlet
averages of the R-function (an extended Mittag-Leffler type function), which are provided in terms of
Riemann-Liouville integrals and hypergeometric functions of several variables. Principal findings in
this article are (possibly) applicable. This article concludes by addressing an open problem.

Keywords: Dirichlet averages; B-splines; dirichlet splines; Riemann–Liouville fractional integrals;
hypergeometric functions of one and several variables; generalized Mittag-Leffler type function;
Srivastava–Daoust generalized Lauricella hypergeometric function
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1. Introduction and Preliminaries

The Mittag-Leffler function Eα(z) (see [1])

Eα(z) =
∞

∑
�=0

z�

Γ(α�+ 1)
(�(α) > 0), (1)

Γ being the familiar Gamma function (see, for example, Section 1.1 in [2]), is named
after the eminent Swedish mathematician Gösta Magus Mittag-Leffler (1846–1927), who
explored its features in 1902–1905 in five notes (consult, for instance, [1]) related to his
summation technique for divergent series (see also Chapter 1, [3]). Because Γ(�+ 1) = �!
(� ∈ N0) and therefore E1(z) = ez, this function gives a straightforward extension of the
exponential function. Here and elsewhere, let N, Z−

0 , R, R+, and C be the sets of positive
integers, non-positive integers, real numbers, positive real numbers, and complex numbers,
respectively, and put N0 := N ∪ {0}. Passing the first half of the 20th century during
which the majority of scientists remained almost unaware of the function, the Mittag-Leffler
function and its various extensions (referred to as Mittag-Leffler type functions) have been
studied and applied to a wide range of problems in physics, biology, chemistry, engineering,
etc. This function’s most significant features are described in Chapter XVIII [4], which is
dedicated to so-called miscellaneous functions. The Mittag-Leffler function was categorized
as miscellaneous because it was not until the 1960s that it was discovered as belonging to a
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broader class of higher transcendental functions known as Fox H-functions, thus the term
“miscellaneous” (consult, for instance, [5]). In reality, this class was not well-established
until Fox’s landmark study (see [6]). The simplest (and most crucial for applications)
extension of the Mittag-Leffler function, notably the two-parametric Mittag-Leffler function

Eα,β(z) =
∞

∑
�=0

z�

Γ(α�+ β)
(α, β ∈ C, �(α) > 0) (2)

was separately studied by Humbert and Agarwal in 1953 (see, for example, [7]) and by
Dzherbashyan in 1954 (see, for example, [8]). However, it first appeared formally in
Wiman’s article [9]. Prabhakar [10] introduced the following three-parametric Mittag-
Leffler function:

Eγ
α,β(z) =

∞

∑
�=0

(γ)�
�! Γ(α�+ β)

z� (α, β, γ ∈ C, �(α) > 0, �(γ) > 0), (3)

where (λ)ν denotes the Pochhammer symbol defined (for λ, ν ∈ C) by

(λ)ν :=
Γ(λ + ν)

Γ(λ)
=

{
1 (ν = 0; λ ∈ C \ {0})
λ(λ + 1) · · · (λ + n − 1) (ν = n ∈ N; λ ∈ C),

(4)

it being accepted conventionally that (0)0 := 1. This Function (3) is being used for a variety
of applicable issues. Scientists, engineers, and statisticians recognize the significance of the
aforementioned H-function due to its great potential for applications in several scientific
and technical domains. In addition to the Mittag-Leffler Functions (1)–(3), the H-function
includes a variety of functions (see, for example, [5]). Among several monographs on
the H-function, monograph [5] discusses the theory of the H-function with a focus on its
applications. The H-function (or Fox’s H-function [6]) is defined by means of a Mellin–
Barnes type integral in the following manner (consult also [5]):

H(z) = Hm,n
p,q (z) = Hm,n

p,q

[
z
∣∣∣ (ap, αp)
(bq, βq)

]
= Hm,n

p,q

[
z
∣∣∣ (a1, α1), . . . , (ap, αp)
(b1, β1), . . . , (bq, βq)

]
=

1
2πω

∫
L

Ω(s) z−s ds,
(5)

where ω =
√−1, and

Ω(s) :=

m
∏
j=1

Γ
(
bj + β j s

) · n
∏
j=1

Γ
(
1 − aj − αj s

)
q

∏
j=m+1

Γ
(
1 − bj − β j s

) · p
∏

j=n+1
Γ
(
aj + αj s

) . (6)

We also assume the following: z−s = exp[−s{ln |z| + i arg z}], where ln |z| is the
natural logarithm, and η < arg z < η + 2π for some η ∈ R. The integration path L =
Liγ∞(γ ∈ R) extends from γ − i∞ to γ + i∞ with indentations, if necessary, so that the
poles of Γ(1 − aj − αjs) (1 ≤ j ≤ n ∈ N0) can be separated from those of Γ(bj + β js)
(1 ≤ j ≤ m ∈ N0) and has no those poles on it. The parameters p, q ∈ N0 satisfy the
conditions 0 ≤ n ≤ p, 0 ≤ m ≤ q; the parameters αj, β j ∈ R+ and aj, bj ∈ C. The empty
product in (6) (and elsewhere) is (as usual) understood to be unity.

For the existence conditions of the H-function, one may refer to Appendix F.4 [3], Sec-
tion 1.2 [5]. Here it is recalled that the three-parametric Mittag-Leffler function (Prabhakar
function) (3) is represented by the following Mellin–Barnes integral (see p.10, Example 1.5
in [5]):
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Eγ
α,β(z) =

1
2πω Γ(γ)

∫ ξ+ω∞

ξ−ω∞

Γ(s) Γ(γ − s)
Γ(β − αs)

(−z)−s ds (7)(
| arg z| < 2π, ξ ∈ R (fixed), α ∈ R

+, �(β) > 0, γ ∈ C \Z−
0

)
.

We find from (5) and (7) that

Eγ
α,β(z) =

1
Γ(γ)

H1,1
1,2

[
−z

∣∣∣∣ (1 − γ, 1)
(0, 1), (1 − β, α)

]
. (8)

Using (8) in the relation E1
α,β(z) = Eα,β(z), we get (consult, for example, p.9, Equation

(1.50) in [5])

Eα,β(z) = H1,1
1,2

[
−z

∣∣∣∣ (0, 1)
(0, 1), (1 − β, α)

]
. (9)

Indeed, the Mittag-Leffler type functions in association with the fractional calculus
have been actively researched (see, for example, [11,12]).

Carlson developed the notion of the Dirichlet average in his work [13] (see also [14–18]).
Carlson also provided a full and thorough analysis of the numerous varieties of Dirichlet
averages. A function’s so-called Dirichlet average is the integral mean of the function
with regard to the Dirichlet measure. Subsequently and more recently, this study topic
has been explored in publications such as [19–28]. Neuman and Van Fleet [19] defined
Dirichlet averages of multivariate functions and demonstrated their recurrence formula.
Daiya and Kumar [20] researched the double Dirichlet averages of S-functions. Saxena
and Daiya [29] proposed and explored the S-functions. Kilbas and Kattuveettill [22] in-
vestigated Dirichlet averages of the three-parametric Mittag-Leffler Function (3), whose
representations are provided in terms of the Riemann–Liouville fractional integrals and
the hypergeometric functions with multiple variables. Saxena et al. [25] explored Dirichlet
averages of the generalized multi-index Mittag-Leffler functions (see, for instance, [30]),
whose representations are expressed in terms of Riemann–Liouville integrals and hypergeo-
metric functions of several variables. Using Riemann–Liouville fractional integral operators,
Vyas [31] investigated the solution of the Euler–Darboux equation in terms of Dirichlet
averages of boundary conditions on Hölder space and weighted Hölder spaces of continu-
ous functions. For further Dirichlet averages in connection with fractional calculus, one
may consult [21,24,32–36]. These Dirichlet averages were used in a number of studies, in
particular, Dirichlet splines (see [19]), B-splines (see [18,23]), and Stolarsky means (see [37]).

In this work, we propose to investigate the Dirichlet and modified Dirichlet averages of
the R-function (an extended Mittag-Leffler type function) (see, for details, Section 2). Main
results stated in this paper, which are presented in terms of Riemann–Liouville integrals
and hypergeometric functions of several variables, are (potentially) useful.

Let Ω be a convex set in C and z := (z1, . . . , zn) ∈ Ωn (n ∈ N \ {1}). Suppose that f is
a measurable function on Ω. Then the general Dirichlet average of the function f is defined
as follows (see [15]):

F(b; z) =
∫

En−1

f (u ◦ z)dμb(u), (10)

where b and u denote the arrays of n parameters b1, . . . , bn and u1, . . . , un, respectively, and
dμb(u) is the Dirichlet measure defined by

dμb(u) =
1

B(b)
ub1−1

1 · · · ubn−1−1
n−1 (1 − u1 − · · · − un−1)

bn−1du1 · · · dun−1, (11)

and En−1 is the Euclidean simplex in Rn−1 (n ∈ N \ {1, 2}) given by

En−1 =
{
(u1, . . . , un−1) : uj ≥ 0 (j ∈ 1, n − 1), u1 + · · ·+ un−1 ≤ 1

}
, (12)
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and B(b) is the multivariate Beta-function defined by

B(b) :=
Γ(b1) · · · Γ(bn)

Γ(b1 + · · ·+ bn)

(�(
bj
)
> 0 (j ∈ 1, n)

)
,

and

u ◦ z :=
n−1

∑
j=1

ujzj + (1 − u1 − · · · − un−1)zn.

Here and throughout this paper, the notation 1, p := {1, . . . , p} (p ∈ N) is used. The
special case of (11) when n = 2 reduces to the following form:

dμβ,β′(u) =
Γ(β + β′)
Γ(β)Γ(β′)

uβ−1 du. (13)

Carlson [15] investigated the average (10) for the function f (z) = zk (k ∈ R) in the
following form:

Rk(b; z) =
∫

En−1

(u ◦ z)k dμb, (14)

whose special case n = 2 was given as follows (see [13,15]):

Rk
(

β, β′; x, y
)
=

1
B(β, β′)

∫ 1

0
[ux + (1 − u)y]k uβ−1(1 − u)β′−1du, (15)

where β, β′ ∈ C with min{�(β), �(β′)} > 0, and x, y ∈ R, B(β, β′) is the familiar Beta
function (consult, for instance, Chapter 1, [2]).

The Riemann–Liouville fractional integral of a function f is defined as follows (consult,
for instance, (p. 69) [38]): For α ∈ C with �(α) > 0 and a ∈ R,

(Iα
a+ f )(x) =

1
Γ(α)

∫ x

a
(x − t)α−1 f (t) dt (x > a). (16)

The Srivastava–Daoust generalization FA:B(1) ;...;B(n)

C:D(1) ;...;D(n) of the Lauricella hypergeometric
function FD in n variables is defined by (see (p. 454) [39]; see also (p. 37) [40], (p. 209) [5])

FA:B(1) ;...;B(n)

C:D(1) ;...;D(n)

( [
(a) : θ(1), . . . , θ(n)

]
:

[(
b(1)

)
: ϕ(1)]; . . . ;

[(
b(n)

)
: ϕ(n)];[(

c
)

: ψ(1), . . . , ψ(n)] :
[(

d(1)
)

: δ(1)
]
; . . . ;

[(
d(n)

)
: δ(n)

]
;

x1, . . . , xn

)

=
∞

∑
m1,...,mn=0

∏A
j=1

(
aj
)

m1θ
(1)
j +···+mnθ

(n)
j

∏B(1)

j=1

(
b(1)j

)
m1 ϕ

(1)
j

· · ·∏B(n)

j=1

(
b(n)j

)
mn ϕ

(n)
j

∏C
j=1

(
cj
)

m1ψ
(1)
j +···+mnψ

(n)
j

∏D(1)

j=1

(
d(1)j

)
m1δ

(1)
j

· · ·∏D(n)

j=1

(
d(n)j

)
mnδ

(n)
j

× xm1
1

m1!
· · · xmn

n
mn!

,

(17)

where the coefficients, for all k ∈ 1, n,

θ
(k)
j

(
j ∈ 1, A

)
; ϕ

(k)
j

(
j ∈ 1, B(k)

)
; ψ

(k)
j

(
j ∈ 1, C

)
; δ

(k)
j

(
j ∈ 1, D(k)

)
are real and positive, and (a) abbreviates the array of A parameters a1, . . . , aA,

(
b(k)

)
abbreviates the array of B(k) parameters b(k)j

(
j ∈ 1, B(k)

)
for all k ∈ 1, n, with similar

interpretations for (c) and
(

d(k)
)
(k ∈ 1, n); et cetera.

One may refer to Srivastava and Daoust [41] for the specific convergence requirements
of the multiple series (17).
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2. The Generalized Mittag-Leffler Type Function (the R-Function)

The R-function, which Kumar and Kumar [42] proposed and Kumar and Purohit [43]
studied, is defined as follows:

κ
pRα,β;γ

q (z) = κ
pRα,β;γ

q
(
a1, . . . , ap; b1, . . . , bq; z

)
=

∞

∑
n=0

p
∏
j=1

(
aj
)

n

q
∏
j=1

(
bj
)

n

(γ)κn
Γ(αn + β)

zn

n!

(α, β, γ ∈ C; �(α) > max{0,�(κ)− 1}; �(κ) > 0),

(18)

where
(
aj
)

n (j ∈ 1, p) and
(
bj
)

n (j ∈ 1, q) are the Pochhammer symbols in (4).
The series (18) is defined when

bj ∈ C \Z−
0

(
j ∈ 1, q

)
. (19)

If any parameter aj is a negative integer or zero, then the series (18) terminates to
become a polynomial in z.

Assuming that none of the numerator parameters is zero or a negative integer (other-
wise the question of convergence will not arise) and with the restriction given by (19), the
κ
pRα,β;γ

q series in (18)

(i) converges for |z| < ∞, if p < q + 1,
(ii) converges for |z| < 1, if p = q + 1, and
(iii) diverges for all z ∈ C \ {0} if p > q + 1.

Furthermore, if we set

ω :=
q

∑
j=1

bj −
p

∑
j=1

aj, (20)

then it is seen that the κ
pRα,β;γ

q series in (18), with p = q + 1, is

(a) absolutely convergent for |z| = 1, if �(ω) > 0,
(b) conditionally convergent for |z| = 1 (z �= 1), if −1 < �(ω) � 0, and
(c) divergent for |z| = 1, if �(ω) � −1.

Remark 1. The R-function in (18) is general enough to include, as its special cases, such functions
as (for example) the generalized Mittag-Leffler function Eγ,κ

α,β (z) introduced by Srivastava and
Tomovski [44]:

κ
1Rα,β;γ

1 (z) =
∞

∑
n=0

(γ)κn
Γ(αn + β)

zn

n!
= Eγ,κ

α,β (z) (21)

as well as the Mittag-Leffler function Eα(z) (see [1]):

1
1Rα,1;1

1 (z) =
∞

∑
n=0

zn

Γ(αn + 1)
= Eα(z). (22)

3. Bivariate Dirichlet Averages

The Dirichlet average of the generalized Mittag-Leffler type Function (18) is denoted
and defined as follows:

κ
pMα,δ;γ

q
[(

β, β′; x, y
)](a)1,p

(b)1,q

:=
∫

E1

[
κ
pRα,δ;γ

q
(
a1, . . . , ap; b1, . . . , bq; (u ◦ z)

)]
dμβ,β′(u),

(23)

where (a)1,n and (b)1,n (n ∈ N) denote the horizontal arrays a1, . . . , an and b1, . . . , bn,
respectively; z = (x, y) ∈ R2 and min{�(β),�(β′)} > 0. In fact, it is shown that the Dirich-
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let average of the R-function (18) is stated in terms of the Riemann–Liouville fractional
integrals (16) claimed by Theorems 1 and 2.

Theorem 1. Let z, α, β, β′, δ, γ, κ ∈ C such that �(α) > max{0,�(κ)− 1} and min{�(κ),
�(β), �(β′)} > 0. Also let x, y ∈ R with x > y and Iβ′

0+ be the Riemann–Liouville fractional
integral given in (16). Then the Dirichlet average of the generalized Mittag-Leffler type function
(18) is given by the following formula:

κ
pMα,δ;γ

q
[(

β, β′; x, y
)](a)1,p

(b)1,q
=

Γ(β + β′)
Γ(β)(x − y)β+β′−1

(
Iβ′
0+ f

)
(x − y), (24)

where the function f is given by

f (t) = tβ−1 κ
pRα,δ;γ

q
(
a1, . . . , ap; b1, . . . , bq; y + t

)
. (25)

Proof. With the aid of (10) to (13), by applying the R-function (18) to (23), we find that

D1 := κ
p Mα,δ;γ

q [(β, β′; x, y)]
(a)1,p
(b)1,q

= 1
B(β,β′)

∫ 1
0 uβ−1(1 − u)β′−1 ∑∞

n=0
∏

p
j=1(aj)n

∏
q
j=1(bj)n

(γ)κn [y+u(x−y)]n

Γ(αn+δ) n! du.
(26)

By changing the order of integration and summation, which is verified under the
stated conditions, we get

D1 =
1

B(β, β′)

∞

∑
n=0

∏
p
j=1

(
aj
)

n

∏
q
j=1

(
bj
)

n

(γ)κn
Γ(αn + δ) n!

∫ 1

0
uβ−1(1 − u)β′−1[y + u(x − y)]ndu.

Setting t := u(x − y), we find that

D1 =
Γ(β + β′)
Γ(β)Γ(β′)

∞

∑
n=0

∏
p
j=1

(
aj
)

n

∏
q
j=1

(
bj
)

n

(γ)κn
Γ(αn + δ) n!

(
1

x − y

)β+β′−1

×
∫ x−y

0
tβ−1(x − y − t)β′−1(y + t)ndt

=

(
1

x − y

)β+β′−1 Γ(β + β′)
Γ(β)

×
[

1
Γ(β′)

∫ x−y

0

{
∞

∑
n=0

∏
p
j=1

(
aj
)

n

∏
q
j=1

(
bj
)

n

(γ)κn (y + t)n

Γ(αn + δ) n!

}
tβ−1(x − y − t)β′−1dt

]
.

Then, using (16) and (18), we arrive at the desired result in (24). This completes the
proof.

We take into account the following modification to the Dirichlet average in (23):

κ,λ
p Mα,δ;γ

q
[(

β, β′; x, y
)](a)1,p

(b)1,q

=
∫

E1

(u ◦ z)λ−1
[

κ
pRα,δ;γ

q
(
a1, . . . , ap; b1, . . . , bq; (u ◦ z)γ)]dμβ,β′(u),

(27)

where λ ∈ C with �(λ) > 0 and z = (x, y).
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Theorem 2. Let z, α, β, β′, δ, γ ∈ C with min{�(β), �(β′)} > 0 and κ ∈ N. Furthermore,
let x, y ∈ R with x > y and the convergence conditions of the R-function be satisfied. Then the
following formula holds true: For �(λ) > 0,

κ,λ
p Mα,δ;γ

q
[(

β, β′; x, y
)](a)1,p

(b)1,q
=

Γ(β + β′)
Γ(β)(x − y)β+β′−1

(
Iβ′
y+g

)
(x), (28)

where the function g is given by

g(t) = tλ−1(t − y)β−1 κ
pRα,δ;γ

q
(
a1, . . . , ap; b1, . . . , bq; tγ

)
. (29)

Proof. With the aid of (10)–(13), by applying the R-function (18)–(27), we find that

D2 : = κ,λ
p Mα,δ;γ

q
[(

β, β′; x, y
)](a)1,p

(b)1,q

=
1

B(β, β′)

∫ 1

0
uβ−1(1 − u)β′−1[y + u(x − y)]λ−1

×
∞

∑
n=0

∏
p
j=1

(
aj
)

n

∏
q
j=1

(
bj
)

n

(γ)κn[y + u(x − y)]nγ

n!Γ(αn + δ)
du

=
Γ(β + β′)
Γ(β)Γ(β′)

∞

∑
n=0

∏
p
j=1

(
aj
)

n

∏
q
j=1

(
bj
)

n

(γ)κn
n!Γ(αn + δ)

×
∫ 1

0
uβ−1(1 − u)β′−1[y + u(x − y)]nγ+λ−1du.

Then, setting t := y + u(x − y), we obtain

D2 =
Γ(β + β′)
Γ(β)Γ(β′)

∞

∑
n=0

∏
p
j=1

(
aj
)

n

∏
q
j=1

(
bj
)

n

(γ)κn
Γ(αn + δ) n!

(
1

x − y

)β+β′−1

×
∫ x

y
tnγ+λ−1(t − y)β−1(x − t)β′−1dt

=

(
1

x − y

)β+β′−1 Γ(β + β′)
Γ(β)

×
[

1
Γ(β′)

∫ x

y

{
∞

∑
n=0

∏
p
j=1

(
aj
)

n

∏
q
j=1

(
bj
)

n

(γ)κntnγ

Γ(αn + δ) n!

}
tλ−1 (t − y)β−1(x − t)β′−1dt

]
.

Finally, using (16), we are led to the desired result (28). This complete the proof.

4. Dirichlet Average Expressed in Terms of Srivastava–Daoust Function

This section discusses an alternative formulation of the modified Dirichlet averages of
the R-function.

Theorem 3. Let β, β′, δ, λ ∈ C with min{�(β),�(β′),�(λ)} > 0 and x, y, κ, α, γ ∈ R with
x > y and min{κ, α,−γ} > 0. The convergence conditions of the R-function are supposed to be
satisfied. Then the following formula holds true:

κ,λ
p Mα,δ;γ

q
[(

β, β′; x, y
)](a)1,p

(b)1,q

=
yλ−1

Γ(δ)
F1:p+1;1

0:q+2;1

( [
1 − κ : −γ, 1

]
:

[
(a), γ : 1(p), κ

]
;

:
[
(b), δ, 1 − κ : 1(q), α,−γ

]
;[

β : 1
]
;[

β + β′ : 1
]
;

yγ, 1 − x
y

)
,

(30)
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where a(�), here and throughout this paper, abbreviates the array of � times repetition of the same
parameter a’s, a,. . .,a, and (a) and (b) abbreviate the arrays of p and q parameters a1, . . . , ap and
b1, . . . , bq, respectively.

Proof. In view of (28) and (15), we have

D3 : = κ,λ
p Mα,δ,γ

q
[(

β, β′; x, y
)](a)1,p

(b)1,q

=
1

B(β, β′)

∫ 1

0
uβ−1(1 − u)β′−1[y + u(x − y)]λ−1

×
∞

∑
n=0

∏
p
j=1

(
aj
)

n

∏
q
j=1

(
bj
)

n

(γ)κn[y + u(x − y)]nγ

n!Γ(αn + δ)
du.

Exchanging the order of integral and summation and using the generalized bino-
mial series

(1 − z)−a =
∞

∑
n=0

(a)n zn

n!
(|z| < 1; a ∈ C)

and the Beta function, we obtain

D3 : =
Γ(β + β′)
Γ(β)Γ(β′)

∞

∑
n=0

∏
p
j=1

(
aj
)

n

∏
q
j=1

(
bj
)

n

(γ)κn ynγ+λ−1

n!Γ(αn + δ)

×
∫ 1

0
uβ−1(1 − u)β′−1

[
1 −

(
1 − x

y

)
u
]nγ+λ−1

du

= yλ−1
∞

∑
n=0

∏
p
j=1

(
aj
)

n

∏
q
j=1

(
bj
)

n

(γ)κn ynγ

n!Γ(αn + δ)
2F1

(
β, 1 − γn − λ;

β + β′; 1 − x
y

)
.

Applying Γ(λ + ν) = Γ(λ) (λ)ν (λ, ν ∈ C) and

(1 − λ − γn)r =
Γ(1 − λ − γn + r)

Γ(1 − λ − γn)
=

(1 − λ)−γn+r

(1 − λ)−γn
,

we find

D3 =
yλ−1

Γ(δ)

∞

∑
n=0

∞

∑
r=0

∏
p
j=1

(
aj
)

n(γ)κn(1 − κ)−γn+r (β)r

∏
q
j=1

(
bj
)

n (δ)αn(1 − κ)−γn (β + β′)r

(yγ)n
(

1 − x
y

)r

n! r!
,

which, in view of (17), leads to the right-hand side of (30). This completes the proof.

5. Multivariate Dirichlet Averages

Consider the Dirichlet average (23) and its modification (27) where (z) := (z1, . . . , zn) ∈
Cn and d1, . . . , dn are parameters. Our finding is predicated on the following basic premise
in Lemma 1 (see [22]).

Lemma 1. Let dj, rj ∈ C (j ∈ 1, n; n ∈ N) such that min
{�(

dj
)
,�(

rj
)}

> −1. Furthermore,
let En−1 denote the Euclidean simplex in (12) and dμd(u) stand for the Dirichlet measure in (11).
Then the following formula holds true:

∫
En−1

ur1
1 · · · urn−1

n−1(1 − u1 − · · · − un−1)
rn dμd(u) =

(d1)r1
· · · (dn)rn

(d1 + · · ·+ dn)r1+···+rn

(31)

(see Equation (52) [22]).
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The Lauricella function FD defined for complex parameters d = (d1, . . . , dn) ∈ Cn is
defined as follows (consult, for example, Section 1.4 in [40]):

FD(a, (d); c; z) =
∞

∑
m1,...,mn=0

(a)m1+···+mn
(d1)m1

· · · (dn)mn

(c)m1+···+mn

zm1
1 · · · zmn

n

m1! · · ·mn!
. (32)

The series (32) converges for all variables inside unit circle max
1≤j≤n

∣∣zj
∣∣ < 1.

Here we investigate the following Dirichlet average:

κ,η
p Mα,δ;γ

q [(d); (1 − z)]
(a)1,p
(b)1,q

=
∫

En−1

(1 − u ◦ z)η−1
[

κ
pRα,δ;γ

q
(
a1, . . . , ap; b1, . . . , bq; (1 − u ◦ z)γ)]dμd(u).

(33)

We also need the following multinomial expansion:

(1 − z1 − · · · − zn)
ρ =

∞

∑
r1,...,rn=0

(−ρ)r1+···+rn

zr1
1 · · · zrn

n

r1! · · · rn!
(|z1 + · · ·+ zn| < 1). (34)

Theorem 4. Let κ, α, γ ∈ R with min{κ, α, γ} > 0 and δ, η, dj, zj ∈ C with �(η) > 0 and
�(dj) > 0

(
j ∈ 1, n

)
. Convergence conditions of the R-function are assumed to be satisfied. Then

the following result holds true:

κ,η
p Mα,δ;γ

q [d1, . . . , dn; 1 − z1, . . . , 1 − zn]
(a)1,p
(b)1,q

=
1

Γ(δ)
F0:p+2;1;...;1

2:q+1;0;...;0

( :
[
(a), γ, η : 1(p), κ, γ

]
;[

η,
n
∑

j=1
dj : θ(1), θ(2)

]
:

[
(b), δ : 1(q), α

]
;

[
d1 : 1

]
; . . . ;

[
dn : 1

]
;

; . . . ; ;
1,−z1, . . . ,−zn

)
,

(35)

where (a) and (b) abbreviate the arrays of p and q parameters a1, . . . , ap and b1, . . . , bq, respec-
tively, θ(1) and θ(2) abbreviate the arrays of n + 1 parameters γ, (−1)(n) and 0, 1(n), respectively.

Proof. Considering the multivariate Dirichlet average (33), we have

D4 : = κ,η
p Mα,δ;γ

q [(d); (1 − z)]
(a)1,p
(b)1,q

=
∫

En−1

(1 − u ◦ z)η−1
∞

∑
n=0

∏
p
j=1

(
aj
)

n(1 − u ◦ z)γn(γ)κn

∏
q
j=1

(
bj
)

nΓ(αn + δ) n!
dμd(u)

=
∞

∑
n=0

∏
p
j=1

(
aj
)

n(γ)κn

∏
q
j=1

(
bj
)

nΓ(αn + δ) n!

∫
En−1

(1 − u ◦ z)γn+η−1 dμd(u).

Applying Lemma 1 and the polynomial expansion (34), and assuming |u1z1 + · · ·+ unzn|
< 1, we arrive at

213



Fractal Fract. 2022, 6, 297

D4 =
∞

∑
n=0

∏
p
j=1

(
aj
)

n(γ)κn

∏
q
j=1

(
bj
)

nΓ(αn + δ) n!

∞

∑
r1,··· ,rn=0

(1 − γn − η)r1+···+rn

zr1
1 · · · zrn

n

r1! · · · rn!

×
∫

En−1

ur1
1 · · · urn

n (1 − u1 − · · · − un−1)
rn dμd(u)

=
∞

∑
n=0

∏
p
j=1

(
aj
)

n(γ)κn

∏
q
j=1

(
bj
)

nΓ(αn + δ) n!

×
∞

∑
r1,··· ,rn=0

(1 − γn − η)r1+···+rn
(d1)r1

· · · (dn)rn

(d1 + · · ·+ dn)r1+···+rn

zr1
1 · · · zrn

n

r1! · · · rn!
.

The n-fold inner sum (with respect to r1, · · · , rn) forms a Lauricella F(n)
D function in n

variables (see, for instance, (p. 33) [40]), we have

D4 =
∞

∑
n=0

∏
p
j=1

(
aj
)

n(γ)κn

∏
q
j=1

(
bj
)

nΓ(αn + δ) n!

× F(n)
D [1 − γn − η; d1, . . . , dn; d1 + · · ·+ dn; z1, . . . , zn].

Using Γ(δ + αn) = Γ(δ) (δ)αn and

(1 − γn − η)r1+···+rn
= (−1)r1+···+rn

(η)γn

(η)γn−r1− ··· −rn

,

we obtain

D4 =
1

Γ(δ)

∞

∑
n,r1,...,rn=0

(
∏

p
j=1

(
aj
)

n

)
(γ)κn(η)γn (d1)r1

· · · (dn)rn(
∏

q
j=1

(
bj
)

n

)
(δ)αn(η)γn−r1− ··· −rn

(d1 + · · ·+ dn)r1+···+rn

× (−z1)
r1 · · · (−zn)

rn

n! r1! · · · rn!
,

which, in view of (17), is easily seen to yield the expression of the right-hand side of (35).

6. Concluding Remarks

The Dirichlet and modified Dirichlet averages of the R-function in (18) (a generalized
Mittag-Leffler type function) were explored. In Theorems 1 and 2, the bivariate Dirichlet
averages of the R-function (18) were expressed in terms of the Riemann–Liouville frac-
tional integrals whose kernel functions are products of some elementary functions and
the R-function (18). In Theorem 3, the bivariate Dirichlet average of the R-function (18)
(see Theorem 2) was shown to be expressed in terms of the Srivastava–Daoust generaliza-
tion (17) of the Lauricella hypergeometric function. In Theorem 4, the multivariate Dirichlet
average of the R-function (18) was proven to be expressed in terms of the Srivastava–
Daoust generalization (17) of the Lauricella hypergeometric function. The main results in
Theorems 1–4 are believed to be useful.

The Mittag-Leffler function Eα(z) in (1), the two-parametric Mittag-Leffler function
Eα,β(z) in (2), the three-parametric Mittag-Leffler function Eγ

α,β(z) in (3), and the R-function
in (18) are obviously contained as special cases in the well-known Fox–Wright function
pΨq (see, for details, p. 21 [40]; see also p. 56 [38]). Because the R-function in (18) is of
general character, all results in Theorems 1–4 are seen to be able to yield a large number
of particular instances. The following corollary demonstrates just a particular instance of
Theorem 1:
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Corollary 1. Let the conditions in Theorem 1 be satisfied and set p = q = 1 and aj = bj = 1
in (24). Then the Dirichlet average for the generalized Mittag-Leffler function holds true:

κ
1Mα,δ;γ

1
[(

β, β′; x, y
)]

=
Γ(β + β′)

Γ(β)(x − y)β+β′−1

{
Iβ′
0+

(
tβ−1 Eγ,κ

α,δ (y + t)
)}

(x − y), (36)

where Eγ,κ
α,δ is given in (21).

As with the H-function of the single variable in (5), the H-function of multiple variables
is generated using multiple contour integrals of the Mellin–Barnes type (see pp. 205–207,
Appendix A.1 in [5]). This article concludes with the questions posed: Like (8),

• Express (possibly) the Srivastava–Daoust generalization (17) of the Lauricella hyper-
geometric function in terms of the multivariate H-function;

• Express (possibly) the right members of Theorems 3 and 4 in terms of the multivariate
H-function.
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Fractional Integral Inequalities of Hermite–Hadamard Type for
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Mittag-Leffler Function
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Abstract: Several fractional integral inequalities of the Hermite–Hadamard type are presented for the
class of (h, g; m)-convex functions. Applied fractional integral operators contain extended generalized
Mittag-Leffler functions as their kernel, thus enabling new fractional integral inequalities that extend
and generalize the known results. As an application, the upper bounds of fractional integral operators
for (h, g; m)-convex functions are given.

Keywords: fractional calculus; Mittag-Leffler function; convex function; Hermite–Hadamard inequality

1. Introduction

In recent years, in the field of applied sciences, fractional calculus has been used
with different boundary conditions to develop mathematical models relating to real-world
problems. This significant interest in the theory of fractional calculus has been stimulated
by many of its applications, especially in the various fields of physics and engineering.

Inequalities involving integrals of functions and their derivatives are of great im-
portance in mathematical analysis and its applications. Inequalities containing fractional
derivatives have applications in regard to fractional differential equations, especially in
establishing the uniqueness of the solutions of initial value problems and their upper
bounds. This kind of application motivated the researchers towards the theory of integral
inequalities, with the aim of extending and generalizing classical inequalities using different
fractional integral operators.

The motivation for this research on Hermite–Hadamard-type integral inequalities was
provided by recent studies on these inequalities for different types of integral operators
(see [1–8]) and different classes of convexity (see [9–17]). The famous Hermite–Hadamard
inequality provides an estimate of the (integral) mean value of a continuous convex function.

Theorem 1 (The Hermite–Hadamard inequality). Let f : [a, b] → R be a continuous convex
function. Then

f
(

a + b
2

)
≤ 1

b − a

∫ b

a
f (x) dx ≤ f (a) + f (b)

2
.

Its fractional version, involving Riemann–Liouville fractional integrals, is given in [18].

Theorem 2 ([18]). Let f : [a, b] → R be a convex function with f ∈ L1[a, b]. Then for σ > 0

f
(

a + b
2

)
≤ Γ(σ + 1)

2(b − a)σ

[
Jσ
a+ f (b) + Jσ

b− f (a)
] ≤ f (a) + f (b)

2
.

Recall that the left-sided and the right-sided Riemann-Liouville fractional integrals of
order σ > 0 are defined as in [19] for f ∈ L1[a, b] with
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Jσ
a+ f (x) =

1
Γ(σ)

∫ x

a
(x − t)σ−1 f (t) dt, x ∈ (a, b], (1)

Jσ
b− f (x) =

1
Γ(σ)

∫ b

x
(t − x)σ−1 f (t) dt, x ∈ [a, b). (2)

Our aim is to prove Hermite–Hadamard’s inequality in more general settings, and for
this we need an extended generalized Mittag-Leffler function with its fractional integral
operators and a class of (h, g; m)-convex functions.

The paper is structured as follows. In Section 2, we give present preliminary results
and definitions that will be used in this paper. In Section 3, several Hermite–Hadamard-type
inequalities for (h, g; m)-convex functions using fractional integral operators are presented.
Furthermore, several properties and identities of these operators are given. As an appli-
cation, in Section 4 we derive the upper bounds of fractional integral operators involving
(h, g; m)-convex functions. In the last section, Section 5, we present the conclusions of
this research.

2. Preliminaries

2.1. An Extended Generalized form of the Mittag-Leffler Function

The Mittag-Leffler function

Eρ(z) =
∞

∑
n=0

zn

Γ(ρn + 1)
(z ∈ C, �(ρ) > 0)

with its generalizations appears as a solution of fractional differential or integral equations.
The first generalization for two parameters was carried out by Wiman [8]:

Eρ,σ(z) =
∞

∑
n=0

zn

Γ(ρn + σ)
, (z, ρ, σ ∈ C,�(ρ) > 0), (3)

after which Prabhakar defined the Mittag-Leffler function of three parameters [3]:

Eδ
ρ,σ(z) =

∞

∑
n=0

(δ)n

Γ(ρn + σ)

zn

n!
, (z, ρ, σ, δ ∈ C,�(ρ) > 0). (4)

Recently we presented in [1] (see also [2]) an extended generalized form of the Mittag-
Leffler function Eδ,c,v,r

ρ,σ,τ (z; p):

Definition 1 ([1]). Let ρ, σ, τ, δ, c ∈ C, �(ρ),�(σ),�(τ) > 0, �(c) > �(δ) > 0 with p ≥ 0,
r > 0 and 0 < q ≤ r +�(ρ). Then the extended generalized Mittag-Leffler function Eδ,c,q,r

ρ,σ,τ (z; p)
is defined by

Eδ,c,q,r
ρ,σ,τ (z; p) =

∞

∑
n=0

Bp(δ + nq, c − δ)

B(δ, c − δ)

(c)nq

Γ(ρn + σ)

zn

(τ)nr
. (5)

Note, we use the generalized Pochhammer symbol (c)nq = Γ(c+nq)
Γ(c) and an extended

beta function Bp(x, y) =
∫ 1

0 tx−1(1 − t)y−1e−
p

t(1−t) dt, where �(x),�(y),�(p) > 0.

Remark 1. Several generalizations of the Mittag-Leffler function can be obtained for different
parameter choices. For instance, the function (5) is reduced to

(i) the Salim-Faraj function Eδ,τ,q
ρ,σ,r(z) for p = 0 [5],

(ii) the Rahman function Eδ,q,c
ρ,σ (z; p) for τ = r = 1 [4],

(iii) the Shukla–Prajapati function Eδ,q
ρ,σ(z) for p = 0 and τ = r = 1 [6],

(iv) the Prabhakar function Eδ
ρ,σ(z) for p = 0 and τ = r = q = 1 [3],
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(v) the Wiman function Eρ,σ(z) for p = 0 and τ = r = q = δ = 1 [8],
(vi) the Mittag-Leffler function Eρ(z) for p = 0, τ = r = q = δ = 1 and σ = 1.

Next we have corresponding fractional integral operators, the left-sided ε
ω,δ,c,q,r
a+ ,ρ,σ,τ f and

the right-sided ε
ω,δ,c,q,r
b− ,ρ,σ,τ f , where the kernel is a function Eδ,c,q,r

ρ,σ,τ (z; p):

Definition 2 ([1]). Let ω, ρ, σ, τ, δ, c ∈ C, �(ρ),�(σ),�(τ) > 0, �(c) > �(δ) > 0 with
p ≥ 0, r > 0 and 0 < q ≤ r +�(ρ). Let f ∈ L1[a, b] and x ∈ [a, b]. Then the left-sided and the
right-sided generalized fractional integral operators ε

ω,δ,c,q,r
a+ ,ρ,σ,τ f and ε

ω,δ,c,q,r
b− ,ρ,σ,τ f are defined by

(
ε

ω,δ,c,q,r
a+ ,ρ,σ,τ f

)
(x; p) =

∫ x

a
(x − t)σ−1Eδ,c,q,r

ρ,σ,τ (ω(x − t)ρ; p) f (t)dt, (6)

(
ε

ω,δ,c,q,r
b− ,ρ,σ,τ f

)
(x; p) =

∫ b

x
(t − x)σ−1Eδ,c,q,r

ρ,σ,τ (ω(t − x)ρ; p) f (t)dt. (7)

Remark 2. If we apply different parameter choices, then (6) is a generalization of

(i) the Salim-Faraj fractional integral operator ε
ω,δ,q,r
a+ ,ρ,σ,τ f (x) for p = 0 [5],

(ii) the Rahman fractional integral operator ε
ω,δ,q,c
a+ ,ρ,σ f (x; p) for τ = r = 1 [4],

(iii) the Srivastava–Tomovski fractional integral operator ε
ω,δ,q
a+ ,ρ,σ f (x) for p = 0 and

τ = r = 1 [7],
(iv) the Prabhakar fractional integral operator ε(ρ, σ; δ; ω) f (x) for p = 0 and

τ = r = q = 1 [3],
(v) the left-sided Riemann–Liouville fractional integral Jσ

a+ f (x) for p = ω = 0, that is, (1).

We listed reductions for the left-sided fractional integral operator, whereas the analogs are valid
for the right-sided.

More details on this generalized form of the Mittag-Leffler function and its fractional
integral operators can be found in [1,2]. Here are some results we will use in this study:

Theorem 3 ([1]). If α, ω, ρ, σ, τ, δ, c ∈ C, �(ρ),�(σ),�(τ) > 0, �(c) > �(δ) > 0 with p ≥ 0,
r > 0 and 0 < q ≤ r +�(ρ), then for power functions (t − a)α−1 and (b − t)α−1 follow(

ε
ω,δ,c,q,r
a+ ,ρ,σ,τ(t − a)α−1

)
(x; p) = Γ(α)(x − a)α+σ−1Eδ,c,q,r

ρ,σ+α,τ(ω(x − a)ρ; p), (8)(
ε

ω,δ,c,q,r
b− ,ρ,σ,τ(b − t)α−1

)
(x; p) = Γ(α)(b − x)α+σ−1Eδ,c,q,r

ρ,σ+α,τ(ω(b − x)ρ; p). (9)

If we set a = 0 and x = 1 in (8), or b = 1 and x = 0 in (9), then we obtain the
following corollary.

Corollary 1 ([1]). If α, ω, ρ, σ, τ, δ, c ∈ C, �(ρ),�(σ),�(τ) > 0, �(c) > �(δ) > 0 with
p ≥ 0, r > 0 and 0 < q ≤ r +�(ρ), then

1
Γ(α)

∫ 1

0
tα−1(1 − t)σ−1Eδ,c,q,r

ρ,σ,τ (ω(1 − t)ρ; p)dt = Eδ,c,q,r
ρ,σ+α,τ(ω; p).

Setting α = 1 in Theorem 3, we obtain following identities for the constant function:
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Corollary 2 ([2]). Let the assumptions of Theorem 3 hold with α = 1. Then(
ε

ω,δ,c,q,r
a+ ,ρ,σ,τ1

)
(x; p) = (x − a)σEδ,c,q,r

ρ,σ+1,τ(ω(x − a)ρ; p), (10)(
ε

ω,δ,c,q,r
b− ,ρ,σ,τ1

)
(x; p) = (b − x)σEδ,c,q,r

ρ,σ+1,τ(ω(b − x)ρ; p). (11)

In this paper, we will use simplified notation to avoid a complicated manuscript form:

EEE(z; p) := Eδ,c,q,r
ρ,σ,τ (z; p)

and
(εεεω

a+ f )(x; p) :=
(

ε
ω,δ,c,q,r
a+ ,ρ,σ,τ f

)
(x; p),

(εεεω
b− f )(x; p) :=

(
ε

ω,δ,c,q,r
b− ,ρ,σ,τ f

)
(x; p).

Of course, the conditions on all parameters ρ, σ, τ, ω, δ, c, q, r are essential and will be
added to all theorems.

2.2. A Class of (h, g; m)-Convex Functions

Another direction for the generalization of the Hermite–Hadamard inequality is the
use of different classes of convexity. For this we need a class of (h, g; m)-convex functions,
the properties of which were recently presented in [14]:

Definition 3 ([14]). Let h be a nonnegative function on J ⊆ R, (0, 1) ⊆ J, h �≡ 0 and let g be a
positive function on I ⊆ R. Furthermore, let m ∈ (0, 1]. A function f : I → R is said to be an
(h, g; m)-convex function if it is nonnegative and if

f (tx + m(1 − t)y) ≤ h(t) f (x)g(x) + m h(1 − t) f (y)g(y) (12)

holds for all x, y ∈ I and all t ∈ (0, 1).
If (12) holds in the reversed sense, then f is said to be an (h, g; m)-concave function.

This class unifies a certain range of convexity, enabling generalizations of known
results. For different choices of functions h, g and parameter m, a class of (h, g; m)-convex
functions is reduced to a class of P-functions [15], h-convex functions [17], m-convex
functions [16], (h − m)-convex functions [11], (s, m)-Godunova–Levin functions of the
second kind [10], exponentially s-convex functions in the second sense [9], etc. For example,
if we set h(t) = ts, s ∈ (0, 1], g(x) = e−βx, β ∈ R, then we obtain a class defined in [13]:

A function f : I ⊂ R → R is called exponentially (s, m)-convex in the second sense if
the following inequality holds

f (tx + m(1 − t)y) ≤ ts

eβx f (x) +
(1 − t)s

eβy m f (y) (13)

for all x, y ∈ I and all t ∈ [0, 1], where β ∈ R, s, m ∈ (0, 1].

Next we need the Hermite–Hadamard inequality for (h, g; m)-convex functions:
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Theorem 4 ([14]). Let f be a nonnegative (h, g; m)-convex function on [0, ∞) where h is a non-
negative function on J ⊆ R, (0, 1) ⊆ J, h �≡ 0, g is a positive function on [0, ∞) and m ∈ (0, 1]. If
f , g, h ∈ L1[a, b], where 0 ≤ a < b < ∞, then the following inequalities hold

f
(

a + b
2

)
≤

h
(

1
2

)
b − a

∫ b

a

[
f (x)g(x) + m f

( x
m

)
g
( x

m

)]
dx

≤
h
(

1
2

)
f (a)g(a)

b − a

∫ b

a
h
(

b − x
b − a

)
g(x) dx

+
mh

(
1
2

)
f
(

b
m

)
g
(

b
m

)
b − a

∫ b

a
h
(

x − a
b − a

)
g(x) dx

+
mh

(
1
2

)
f
( a

m
)

g
( a

m
)

b − a

∫ b

a
h
(

b − x
b − a

)
g
( x

m

)
dx

+
m2h

(
1
2

)
f
(

b
m2

)
g
(

b
m2

)
b − a

∫ b

a
h
(

x − a
b − a

)
g
( x

m

)
dx. (14)

3. Fractional Integral Inequalities of the Hermite–Hadamard Type for
(h, g; m)-Convex Functions

The Hermite–Hadamard inequality for (h, g; m)-convex functions is obtained in [14],
where some special results are pointed out and several known inequalities are improved
upon. In [12], the article that followed, a few more inequalities of the Hermite–Hadamard
type are presented. Here we will obtain their fractional generalizations, using (5)–(7), that
is, the extended generalized Mittag-Leffler function EEE with fractional integral operators
εεεω

a+ f and εεεω
b− f in the real domain.

In this section, it is necessary to introduce the following conditions on the parameters
and the interval [a, b]:

Assumption 1. Let ω ∈ R, ρ, σ, τ > 0, c > δ > 0 with p ≥ 0 and 0 < q ≤ r + ρ. Furthermore,
let 0 ≤ a < b < ∞.

We start with the left side, i.e., the first Hermite–Hadamard fractional integral inequal-
ity for (h, g; m)-convex functions involving the extended generalized Mittag-Leffler function.

Theorem 5. Let Assumption 1 hold. Let f be a nonnegative (h, g; m)-convex function on [0, ∞),
where h is a nonnegative function on J ⊆ R, (0, 1) ⊆ J, h �≡ 0, g is a positive function on [0, ∞)
and m ∈ (0, 1]. If f , g ∈ L1[a, b

m ], then the following inequality holds

f
(

a + b
2

)
(εεεω

a+1)(b; p) ≤ h
(

1
2

)[
(εεεω

a+ f g)(b; p) + mσ+1(εεεω
b−
m

f g)( a
m ; p)

]
, (15)

where
ω =

ω

(b − a)ρ , ω =
mρω

(b − a)ρ . (16)

Proof. Let f be an (h, g; m)-convex function on [0, ∞), m ∈ (0, 1]. Then for t = 1
2 we have

f
(

x + my
2

)
≤ h

(
1
2

)
f (x)g(x) + mh

(
1
2

)
f (y)g(y).
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Choosing y ≡ y
m we obtain

f
(

x + y
2

)
≤ h

(
1
2

)[
f (x)g(x) + m f

( y
m

)
g
( y

m

)]
.

Let x = ta + (1 − t)b and y = (1 − t)a + tb. Then

f
(

a + b
2

)
≤ h

(
1
2

)[
f (ta + (1 − t)b) g(ta + (1 − t)b)

+m f
(
(1 − t)

a
m

+ t
b
m

)
g
(
(1 − t)

a
m

+ t
b
m

)]
.

In the following step we will need to multiply both sides of the above inequality by
tσ−1EEE(ωtρ; p) and integrate on [0, 1] with respect to the variable t, which gives us

f
(

a + b
2

) ∫ 1

0
tσ−1EEE(ωtρ; p)dt

≤ h
(

1
2

) ∫ 1

0
f (ta + (1 − t)b) g(ta + (1 − t)b)tσ−1EEE(ωtρ; p)dt

+m h
(

1
2

) ∫ 1

0
f
(
(1 − t)

a
m

+ t
b
m

)
g
(
(1 − t)

a
m

+ t
b
m

)
tσ−1EEE(ωtρ; p)dt.

With substitutions u = ta + (1 − t)b and v = (1 − t) a
m + t b

m we obtain

1
(b − a)σ

f
(

a + b
2

) ∫ b

a
(b − u)σ−1EEE(ω(b − u)ρ; p)du

≤
h
(

1
2

)
(b − a)σ

∫ b

a
f (u) g(u)(b − u)σ−1EEE(ω(b − u)ρ; p)du

+
mσ+1 h

(
1
2

)
(b − a)σ

∫ b
m

a
m

f (v)g(v)
(
v − a

m
)σ−1EEE(ω

(
v − a

m
)ρ; p)dv.

Since m ∈ (0, 1], then a ≤ a/m, b ≤ b/m and [a, b] ⊂ [a, b
m ]. Therefore, the condition

f , g ∈ L1[a, b
m ] is stated in this theorem. The above inequality can be written as

1
(b − a)σ

f
(

a + b
2

)
(εεεω

a+1)(b; p)

≤
h
(

1
2

)
(b − a)σ

[
(εεεω

a+ f g)(b; p) + mσ+1(εεεω
b−
m

f g)( a
m ; p)

]
.

Note that with Corollary 2 we can obtain the constant (εεεω
a+1)(b; p). This completes

the proof.

Next we have the second Hermite–Hadamard fractional integral inequality.

Theorem 6. Let the assumptions of Theorem 5 hold with f , g, h ∈ L1[a, b
m ]. Then
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(εεεω
a+ f g)(b; p) + mσ+1(εεεω

b−
m

f g)( a
m ; p)

≤ f (a) g(a)
∫ b

a
h
(

b − x
b − a

)
g(x)(b − x)σ−1EEE(ω(b − x)ρ; p)dx

+m f
(

b
m

)
g
(

b
m

) ∫ b

a
h
(

x − a
b − a

)
g(x)(b − x)σ−1EEE(ω(b − x)ρ; p)dx

+mσ+1 f
( a

m

)
g
( a

m

) ∫ b
m

a
m

h
(

b − mx
b − a

)
g(x)(x − a

m )σ−1EEE(ω(x − a
m )ρ; p)dx

+mσ+2 f
(

b
m2

)
g
(

b
m2

) ∫ b
m

a
m

h
(

mx − a
b − a

)
g(x)(x − a

m )σ−1EEE(ω(x − a
m )ρ; p)dx, (17)

where ω and ω are defined by (16).

Proof. Due to the (h, g; m)-convexity of f we have

f (ta + (1 − t)b) ≤ h(t) f (a)g(a) + mh(1 − t) f
(

b
m

)
g
(

b
m

)
.

Multiplying both sides of above inequality by g(ta + (1 − t)b)tσ−1EEE(ωtρ; p) and inte-
grating on [0, 1] with respect to the variable t, we obtain

∫ 1

0
f (ta + (1 − t)b)g(ta + (1 − t)b)tσ−1EEE(ωtρ; p)dt

≤ f (a)g(a)
∫ 1

0
h(t) g(ta + (1 − t)b)tσ−1EEE(ωtρ; p)dt

+m f
(

b
m

)
g
(

b
m

) ∫ 1

0
h(1 − t) g(ta + (1 − t)b)tσ−1EEE(ωtρ; p)dt.

With the substitution u = ta + (1 − t)b we obtain

1
(b − a)σ

∫ b

a
f (u) g(u) (b − u)σ−1EEE(ω(b − u)ρ; p)du

≤ f (a) g(a)
(b − a)σ

∫ b

a
h
(

b − u
b − a

)
g(u)(b − u)σ−1EEE(ω(b − u)ρ; p)du

+
m f

(
b
m

)
g
(

b
m

)
(b − a)σ

∫ b

a
h
(

u − a
b − a

)
g(u)(b − u)σ−1EEE(ω(b − u)ρ; p)du,

that is

(εεεω
a+ f g)(b; p)

≤ f (a) g(a)
∫ b

a
h
(

b − u
b − a

)
g(u)(b − u)σ−1EEE(ω(b − u)ρ; p)du

+m f
(

b
m

)
g
(

b
m

) ∫ b

a
h
(

u − a
b − a

)
g(u)(b − u)σ−1EEE(ω(b − u)ρ; p)du. (18)

Again, due to the (h, g; m)-convexity of f we have

f
(
(1 − t)

a
m

+ t
b
m

)
≤ h(1 − t) f

( a
m

)
g
( a

m

)
+ mh(t) f

(
b

m2

)
g
(

b
m2

)
.
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Multiplying both sides of above inequality by g
(
(1 − t) a

m + t b
m

)
tσ−1EEE(ωtρ; p) and

integrating on [0, 1] with respect to the variable t, we obtain

∫ 1

0
f
(
(1 − t)

a
m

+ t
b
m

)
g
(
(1 − t)

a
m

+ t
b
m

)
tσ−1EEE(ωtρ; p)dt

≤ f
( a

m

)
g
( a

m

) ∫ 1

0
h(1 − t) g

(
(1 − t)

a
m

+ t
b
m

)
tσ−1EEE(ωtρ; p)dt

+m f
(

b
m2

)
g
(

b
m2

) ∫ 1

0
h(t) g

(
(1 − t)

a
m

+ t
b
m

)
tσ−1EEE(ωtρ; p)dt.

With the substitution v = (1 − t) a
m + t b

m we obtain

mσ

(b − a)σ

∫ b
m

a
m

f (v)g(v)
(
v − a

m
)σ−1EEE(ω

(
v − a

m
)ρ; p)dv

≤ mσ f
( a

m
)

g
( a

m
)

(b − a)σ

∫ b
m

a
m

h
(

b − mv
b − a

)
g(v)(v − a

m )σ−1EEE(ω(v − a
m )ρ; p)dv

+
mσ+1 f

(
b

m2

)
g
(

b
m2

)
(b − a)σ

∫ b
m

a
m

h
(

vm − a
b − a

)
g(v)(v − a

m )σ−1EEE(ω(v − a
m )ρ; p)dv,

that is

(εεεω
b−
m

f g)( a
m ; p)

≤ f
( a

m

)
g
( a

m

) ∫ b
m

a
m

h
(

b − mv
b − a

)
g(v)(v − a

m )σ−1EEE(ω(v − a
m )ρ; p)dv

+m f
(

b
m2

)
g
(

b
m2

) ∫ b
m

a
m

h
(

vm − a
b − a

)
g(v)(v − a

m )σ−1EEE(ω(v − a
m )ρ; p)dv. (19)

Inequality (17) now follows from (18) and (19).

In the following we derive fractional integral inequalities of Hermite–Hadamard type
for different types of convexity, and state several corollaries, using special functions for h
and/or g, and the parameter m. The first consequence of Theorems 5 and 6 obtained via
the setting g ≡ 1 (i.e., g(x) = 1) is the Hermite–Hadamard fractional integral inequality for
(h − m)-convex functions given in ([20], Theorem 2.1):

Corollary 3. Let Assumption 1 hold. Let f be a nonnegative (h − m)-convex function on [0, ∞)
where h is a nonnegative function on J ⊆ R, (0, 1) ⊆ J, h �≡ 0 and m ∈ (0, 1]. If f ∈ L1[a, b

m ] and
h ∈ L1[0, 1], then following inequalities hold

f
(

a + b
2

)
(εεεω

a+1)(b; p) ≤ h
(

1
2

)[
(εεεω

a+ f )(b; p) + mσ+1(εεεω
b−
m

f )( a
m ; p)

]

≤ h
(

1
2

)
(b − a)σ

{[
f (a) + m2 f

(
b

m2

)]
(εεεω

1−h)(0; p)

+

[
m f

( a
m

)
+ m f

(
b
m

)]
(εεεω

0+h)(1; p)
}

, (20)

where ω and ω are defined by (16).
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Proof. First we use substitutions t = b−x
b−a and z = mx−a

b−a in Theorem 6, after which we
apply identities ∫ 1

0
h(t) tσ−1EEE(ωtρ; p)dt = (εεεω

1−h)(0; p) (21)

and ∫ 1

0
h(1 − t)tσ−1EEE(ωtρ; p)dt

=
∫ 1

0
h(z)(1 − z)σ−1EEE(ω(1 − z)ρ; p)dz = (εεεω

0+h)(1; p). (22)

The result now follows from the above and Theorem 5.

By setting the function g ≡ 1 and the parameter m = 1, the previous result is reduced
to the Hermite–Hadamard fractional integral inequality for h-convex functions:

Corollary 4. Let Assumption 1 hold. Let f be a nonnegative h-convex function on [0, ∞) where h
is a nonnegative function on J ⊆ R, (0, 1) ⊆ J, h �≡ 0. If f ∈ L1[a, b

m ] and h ∈ L1[0, 1], then the
following inequalities hold

f
(

a + b
2

)
(εεεω

a+1)(b; p)

≤ h
(

1
2

)[
(εεεω

a+ f )(b; p) + (εεεω
b− f )(a; p)

]
≤ h

(
1
2

)
(b − a)σ[ f (a) + f (b)]

[
(εεεω

1−h)(0; p) + (εεεω
0+h)(1; p)

]
, (23)

where ω is defined by (16).

In the following, we set the function h ≡ id, the identity function. With g ≡ 1 we
obtain the Hermite–Hadamard fractional integral inequality for m-convex functions from
([21], Theorem 3.1):

Corollary 5. Let Assumption 1 hold. Let f be a nonnegative m-convex function on [0, ∞) with
m ∈ (0, 1]. If f ∈ L1[a, b

m ], then the following inequalities hold

f
(

a + b
2

)
(εεεω

a+1)(b; p) ≤ 1
2

[
(εεεω

a+ f )(b; p) + mσ+1(εεεω
b−
m

f )( a
m ; p)

]

≤ (b − a)σ

2

{[
f (a) + m2 f

(
b

m2

)]
(εεεω

1− id)(0; p)

+

[
m f

( a
m

)
+ m f

(
b
m

)]
(εεεω

0+ id)(1; p)
}

, (24)

where ω and ω are defined by (16).

The Hermite–Hadamard fractional integral inequality for convex functions is given in
([21], Theorem 2.1). Here it is a merely a consequence for h ≡ id, g ≡ 1 and m = 1:

Corollary 6. Let Assumption 1 hold. Let f be a nonnegative convex function on [0, ∞). If
f ∈ L1[a, b], then the following inequalities hold

f
(

a + b
2

)
(εεεω

a+1)(b; p) ≤ 1
2

[
(εεεω

a+ f )(b; p) + (εεεω
b− f )(a; p)

]
≤ f (a) + f (b)

2
(εεεω

a+1)(b; p), (25)

where ω is defined by (16).
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Proof. Here we use

(εεεω
0+ id)(1; p) + (εεεω

1− id)(0; p)

=
∫ 1

0
tσEEE(ωtρ; p)dt +

∫ 1

0
t(1 − t)σ−1EEE(ω(1 − t)ρ; p)dt

=
∫ 1

0
(1 − t)σEEE(ω(1 − t)ρ; p)dt +

∫ 1

0
t(1 − t)σ−1EEE(ω(1 − t)ρ; p)dt

=
∫ 1

0
(1 − t)σ−1EEE(ω(1 − t)ρ; p)dt

= (εεεω
0+1)(1; p) =

1
(b − a)σ

(εεεω
a+1)(b; p).

We have presented several Hermite–Hadamard-type inequalities for the (h, g; m)-
convex function using fractional integral operators, where the kernel is an extended gen-
eralized Mittag-Leffler function. If we apply different parameter choices, as in Remark 2,
then we obtain corresponding inequalities for different fractional operators.

Several Properties of Fractional Integral Operators εεεω
a+ f and εεεω

b− f

At the end of this section we give several results for fractional integral operators.

Proposition 1. Let ω, ρ, σ, τ, δ, c ∈ C, �(ρ),�(σ),�(τ) > 0, �(c) > �(δ) > 0 with p ≥ 0,
r > 0 and 0 < q ≤ r +�(ρ).
(i) If the function f ∈ L1[a, b] is symmetric about a+b

2 , then

(εεεω
a+ f )(b; p) = (εεεω

b− f )(a; p). (26)

In particular,
(εεεω

a+1)(b; p) = (εεεω
b−1)(a; p). (27)

(ii) Furthermore, (
εεεω

a+(t − a)α−1
)
(b; p) = (εεεω

b−(b − t)α−1)(a; p), (28)(
εεεω

a+(b − t)α−1
)
(b; p) = (εεεω

b−(t − a)α−1)(a; p). (29)

In particular, (
εεεω

0+ tα−1
)
(1; p) = (εεεω

1−(1 − t)α−1)(0; p), (30)(
εεεω

0+(1 − t)α−1
)
(1; p) = (εεεω

1− tα−1)(0; p). (31)

Proof. (i) If the function f is symmetric about a+b
2 , i.e., f (t) = f (a+ b− t) for all t ∈ [a, b],

then, substituting z = a + b − t, Equation (26) easily follows:

(εεεω
a+ f )(b; p) =

∫ b

a
(b − t)σ−1EEE(ω(b − t)ρ; p) f (t)dt

=
∫ b

a
(z − a)σ−1EEE(ω(z − a)ρ; p) f (a + b − z)dz

=
∫ b

a
(z − a)σ−1EEE(ω(z − a)ρ; p) f (z)dz = (εεεω

b− f )(a; p).

Note that (27) also follows directly from Corollary 2 if we set x = b in (10) and x = a
in (11).
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(ii) Equations (28) and (29) follow with the substitution z = a + b − t. Furthermore, (28)
follows directly from Theorem 3 if we set x = b in (8) and x = a in (9). The final two
equations are obtained for a = 0 and b = 1.

Remark 3. To obtain the Hermite–Hadamard inequality for convex functions involving Riemann–
Liouville fractional integrals, given in Theorem 2, first we need to set p = ω = 0 in (5)

EEE(z; 0) =
∞

∑
n=0

(δ)nq

Γ(ρn + σ)

zn

(τ)nr
.

Since EEE(0; 0) = Eδ,c,q,r
ρ,σ,τ (0; 0) = 1

Γ(σ) , setting p = ω = 0 in (6) we obtain Riemann–Liouville
fractional integrals

(εεε0
a+ f )(x; 0) =

1
Γ(σ)

∫ x

a
(x − t)σ−1 f (t) dt = Jσ

a+ f (x),

(εεε0
b− f )(x; 0) =

1
Γ(σ)

∫ b

x
(t − x)σ−1 f (t) dt = Jσ

b− f (x).

Note that a direct consequence of Theorem 3 is(
εεεω

0+ id
)
(1; p) = Eδ,c,q,r

ρ,σ+2,τ(ω; p). (32)

For the reader’s convenience, we will directly prove this:

(εεεω
0+ id)(1; p) =

∫ 1

0
t(1 − t)σ−1EEE(ω(1 − t)ρ; p)dt

=
∫ 1

0
t(1 − t)σ−1

∞

∑
n=0

Bp(δ + nq, c − δ)

B(δ, c − δ)

(c)nq

Γ(ρn + σ)

ωn(1 − t)nρ

(τ)nr
dt

=
∞

∑
n=0

Bp(δ + nq, c − δ)

B(δ, c − δ)

(c)nq

Γ(ρn + σ)

ωn

(τ)nr

∫ 1

0
t(1 − t)nρ+σ−1dt

=
∞

∑
n=0

Bp(δ + nq, c − δ)

B(δ, c − δ)

(c)nq

Γ(ρn + σ)

ωn

(τ)nr
B(2, nρ + σ)

=
∞

∑
n=0

Bp(δ + nq, c − δ)

B(δ, c − δ)

(c)nq

Γ(ρn + σ)

ωn

(τ)nr

Γ(2)Γ(nρ + σ)

Γ(2 + nρ + σ)

=
∞

∑
n=0

Bp(δ + nq, c − δ)

B(δ, c − δ)

(c)nq

Γ(ρn + (σ + 2))
ωn

(τ)nr

= Eδ,c,q,r
ρ,σ+2,τ(ω; p).

Hence, (
εεε0

0+ id
)
(1; 0) =

1
Γ(σ + 2)

and

(εεε0
1− id)(0; 0) =

∫ 1

0
tσEEE(0; p)dt =

1
(σ + 1)Γ(σ)

, (33)

from which follows (
εεε0

0+ id
)
(1; 0) + (εεε0

1− id)(0; 0) =
1

Γ(σ + 1)
.

Finally, if we set h(x) = x, g ≡ 1, m = 1 and p = ω = 0, then Theorems 5 and 6 are reduced
to Theorem 2.
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4. Applications: Bounds of Fractional Integral Operators for
(h, g; m)-Convex Functions

As an application, in this section we obtain the upper bounds of fractional integral
operators for (h, g; m)-convex functions.

Assumption 2. Let ω ∈ R, ρ, σ, τ > 0, c > δ > 0 with p ≥ 0 and 0 < q ≤ r + ρ. Let
f be a nonnegative (h, g; m)-convex function on [0, ∞) where h is a nonnegative function on
J ⊆ R, (0, 1) ⊆ J, h �≡ 0, g is a positive function on [0, ∞), and m ∈ (0, 1]. Furthermore, let
0 ≤ a < b < ∞.

Theorem 7. Let Assumption 2 hold. If f , g ∈ L1[a, b] and h ∈ L1[0, 1], then for x ∈ [a, b] the
following inequality holds

1
(x − a)σ

(εεεωa
a+ f )(x; p) ≤ f (a) g(a)(εεεω

1−h)(0; p) + m f
( x

m

)
g
( x

m

)
(εεεω

0+h)(1; p). (34)

where
ωa =

ω

(x − a)ρ . (35)

Proof. Let f be an (h, g; m)-convex function on [0, ∞), x ∈ [a, b], m ∈ (0, 1] and t ∈ (0, 1).
Then, similarly to Theorem 6, we use

f (ta + (1 − t)x) ≤ h(t) f (a)g(a) + mh(1 − t) f
( x

m

)
g
( x

m

)
.

Multiplying both sides of the above inequality by tσ−1EEE(ωtρ; p) and integrating on
[0, 1] with respect to the variable t, we obtain

∫ 1

0
f (ta + (1 − t)x)tσ−1EEE(ωtρ; p)dt

≤ f (a)g(a)
∫ 1

0
h(t) tσ−1EEE(ωtρ; p)dt + m f

( x
m

)
g
( x

m

) ∫ 1

0
h(1 − t)tσ−1EEE(ωtρ; p)dt.

With the substitution u = ta + (1 − t)x and identities (21), (22), we obtain the inequality (34).

Theorem 8. Let Assumption 2 hold. If f , g ∈ L1[a, b] and h ∈ L1[0, 1], then for x ∈ [a, b] the
following inequality holds

1
(b − x)σ

(εεε
ωb
b− f )(x; p) ≤ f (b)g(b)(εεεω

1−h)(0; p) + m f
( x

m

)
g
( x

m

)
(εεεω

0+h)(1; p), (36)

where
ωb =

ω

(b − x)ρ . (37)

Proof. Using

f (tb + (1 − t)x) ≤ h(t) f (b)g(b) + mh(1 − t) f
( x

m

)
g
( x

m

)
,

the proof follows analogously to that of Theorem 7.

From the two previous theorems we can directly obtain the following result.
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Corollary 7. Let Assumption 2 hold. If f , g ∈ L1[a, b] and h ∈ L1[0, 1], then for x ∈ [a, b] the
following inequality holds

1
(x − a)σ

(εεεωa
a+ f )(x; p) +

1
(b − x)σ

(εεε
ωb
b− f )(x; p)

≤ [ f (a) g(a) + f (b)g(b)](εεεω
1−h)(0; p) + 2m f

( x
m

)
g
( x

m

)
(εεεω

0+h)(1; p). (38)

where ωa and ωb are defined by (35) and (37).

If we set x = b in Theorem 7 and x = a in Theorem 8, then we obtain the next fractional
integral inequality of the Hermite–Hadamard type.

Theorem 9. Let Assumption 2 hold. If f , g, h ∈ L1[a, b], then the following inequalities hold

1
(b − a)σ

[
(εεεω

a+ f )(b; p) + (εεεω
b− f )(a; p)

]
≤ [ f (a) g(a) + f (b)g(b)](εεεω

1−h)(0; p)

+m
[

f
( a

m

)
g
( a

m

)
+ f

(
b
m

)
g
(

b
m

)]
(εεεω

0+h)(1; p), (39)

where ω is defined by (16).

In the following we will extend our interval to [ma, b]. Since m ∈ (0, 1], then ma ≤ a,
mb ≤ b, and [a, b] ⊂ [ma, b].

Theorem 10. Let Assumption 2 hold. If f , g ∈ L1[ma, b] and h ∈ L1[0, 1], then the following
inequality holds

1
(mb − a)σ

[(
εεε

ω1
a+ f

)
(mb; p) +

(
εεε

ω1
mb− f

)
(a; p)

]
+

1
(b − ma)σ

[(
εεεω2

b− f
)
(ma; p) +

(
εεεω2

ma+ f
)
(b; p)

]
≤ (m + 1)[ f (a)g(a) + f (b)g(b)]

[
(εεεω

1−h)(0; p) + (εεεω
0+h)(1; p)

]
, (40)

where
ω1 =

ω

(mb − a)ρ , ω2 =
ω

(b − ma)ρ . (41)

Proof. Let f be an (h, g; m)-convex function on [0, ∞), m ∈ (0, 1] and t ∈ (0, 1). Then

f (ta + m(1 − t)b) ≤ h(t) f (a)g(a) + mh(1 − t) f (b)g(b),

f ((1 − t)a + mtb) ≤ h(1 − t) f (a)g(a) + mh(t) f (b)g(b)

and
f (tb + m(1 − t)a) ≤ h(t) f (b)g(b) + mh(1 − t) f (a)g(a),

f ((1 − t)b + mta) ≤ h(1 − t) f (b)g(b) + mh(t) f (a)g(a).

First we add the above inequalities, i.e.,

f (ta + m(1 − t)b) + f ((1 − t)a + mtb)

+ f (tb + m(1 − t)a) + f ((1 − t)b + mta)

≤ (m + 1)[ f (a)g(a) + f (b)g(b)]h(t)

+(m + 1)[ f (a)g(a) + f (b)g(b)]h(1 − t).
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Then we use multiplication by tσ−1EEE(ωtρ; p) and integration on [0, 1] with respect to
the variable t to obtain∫ 1

0
f (ta + m(1 − t)b)tσ−1EEE(ωtρ; p)dt

+
∫ 1

0
f ((1 − t)a + mtb)tσ−1EEE(ωtρ; p)dt

+
∫ 1

0
f (tb + m(1 − t)a)tσ−1EEE(ωtρ; p)dt

+
∫ 1

0
f ((1 − t)b + mta)tσ−1EEE(ωtρ; p)dt

≤ (m + 1)[ f (a)g(a) + f (b)g(b)]
∫ 1

0
h(t) tσ−1EEE(ωtρ; p)dt

+(m + 1)[ f (a)g(a) + f (b)g(b)]
∫ 1

0
h(1 − t)tσ−1EEE(ωtρ; p)dt.

For the left side of the inequality we need several substitutions. For instance, if we set
u = ta + m(1 − t)b, then we get

∫ 1

0
f (ta + m(1 − t)b)tσ−1EEE(ωtρ; p)dt

=
1

(mb − a)σ

∫ mb

a
f (u)(mb − u)σ−1EEE( ω

(mb−a)ρ (mb − u)ρ; p)du.

Hence,

1
(mb − a)σ

∫ mb

a
f (u)(mb − u)σ−1EEE( ω

(mb−a)ρ (mb − u)ρ; p)du

+
1

(mb − a)σ

∫ mb

a
f (u)(u − a)σ−1EEE( ω

(mb−a)ρ (u − a)ρ; p)du

+
1

(b − ma)σ

∫ b

ma
f (u)(u − ma)σ−1EEE( ω

(b−ma)ρ (u − ma)ρ; p)du

+
1

(b − ma)σ

∫ b

ma
f (u)(b − u)σ−1EEE( ω

(b−ma)ρ (b − u)ρ; p)du

≤ (m + 1)[ f (a)g(a) + f (b)g(b)](εεεω
1−h)(0; p)

+(m + 1)[ f (a)g(a) + f (b)g(b)](εεεω
0+h)(1; p),

that is

1
(mb − a)σ

(
εεε

ω
(mb−a)ρ

a+ f

)
(mb; p) +

1
(mb − a)σ

(
εεε

ω
(mb−a)ρ

mb− f

)
(a; p)

+
1

(b − ma)σ

(
εεε

ω
(b−ma)ρ

b− f

)
(ma; p) +

1
(b − ma)σ

(
εεε

ω
(b−ma)ρ

ma+ f

)
(b; p)

≤ (m + 1)[ f (a)g(a) + f (b)g(b)]
[
(εεεω

1−h)(0; p) + (εεεω
0+h)(1; p)

]
.

This provides the require inequality.

Remark 4. With an extended generalized Mittag-Leffler function from Definition 1 and a class of
(h, g; m)-convex functions as in Definition 3, for different parameters p, τ, r, q, ω and for different
choices of functions h, g and parameter m, we obtain corresponding upper bounds of different
fractional operators for different classes of convexity.
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5. Conclusions

This research was on Hermite–Hadamard-type inequalities existing in a more gen-
eral setting. We used a fractional integral operator containing an extended generalized
Mittag-Leffler function in the kernel, and obtained Hermite–Hadamard fractional inte-
gral inequalities for a class of (h, g; m)-convex functions. Furthermore, we presented the
upper bounds of the fractional integral operators for (h, g; m)-convex functions. The ob-
tained results generalize and extend the corresponding inequalities for different classes of
convex functions.
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Ricardo Almeida

Received: 6 July 2022

Accepted: 27 July 2022

Published: 29 July 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the author.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

fractal and fractional

Article

A New Fractional Poisson Process Governed by a Recursive
Fractional Differential Equation

Zhehao Zhang

Department of Financial and Actuarial Mathematics, Xi’an Jiaotong-Liverpool University, Suzhou 215123, China;
zhehao.zhang@xjtlu.edu.cn

Abstract: This paper proposes a new fractional Poisson process through a recursive fractional
differential governing equation. Unlike the homogeneous Poison process, the Caputo derivative on
the probability distribution of k jumps with respect to time is linked to all probability distribution
functions of j jumps, where j is a non-negative integer less than or equal to k. The distribution
functions of arrival times are derived, while the inter-arrival times are no longer independent
and identically distributed. Further, this new fractional Poisson process can be interpreted as a
homogeneous Poisson process whose natural time flow has been randomized, and the underlying
time randomizing process has been studied. Finally, the conditional distribution of the kth order
statistic from random number samples, counted by this fractional Poisson process, is also discussed.

Keywords: fractional differential equations; Mittag–Leffler functions; Fox H function; subordinator
and inverse stable subordinator; Lamperti law; order statistic

1. Introduction

Since the inter-arrival times of a Poisson process being independent and exponentially
distributed are not supported by real data (see [1,2] and references therein), the fractional
Poisson processes have received various attention. There are several different approaches
to this concept. Jumarie [3] studies the fractional version of the Poisson process through
the fractional master equation. Laskin [4] modifies the differential equation governing the
probability distribution function of a homogeneous Poisson process through the Riemann–
Liouville fractional derivative.

Another approach, followed by [5] is to generalize the inter-arrival times of a homoge-
neous Poisson process through the Mittag–Leffler distribution (see [6]). Later, Reference [7]
shows that this fractional version is a true renewal process, without the independent and
stationary increments.

If we denote the homogeneous Poisson process as {Nt}t≥0 with intensity λ, where
λ > 0, and ∂β

∂tβ as the Caputo fractional derivative, where β ∈ (0, 1), i.e.,

∂β

∂tβ
f (t) =

1
Γ(1 − α)

∫ t

0
(t − s)−α

(
d
ds

f (s)
)

ds,

then one fractional method, proposed by [8] and denoted as {Mβ
t }t≥0, is to generalize the

probability distribution function of Nt from

∂

∂t
P(Nt = k) = −λ(P(Nt = k)− P(Nt = k − 1)), k ∈ N0, (1)

to

∂β

∂tβ
P(Mβ

t = k) = −λ
(
P(Mβ

t = k)− P(Mβ
t = k − 1)

)
, k ∈ N0, (2)
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i.e., it is the time being fictionalized from a calculus point of view. More interestingly, if we
consider the inverse β-stable subordinator {Eβ

t }t≥0, where β ∈ (0, 1), i.e.,

E[e−qEβ
t ] = Eβ(−qtβ), (3)

where

Eβ(z) =
∞

∑
j=0

zj

Γ(βj + 1)
, β ∈ C, �(β) > 0

is the Mittag–Leffler function of one variable, and assume that {Nt}t≥0 and {Eβ
t }t≥0 are

independent, then

Mβ
t

d
= N

Eβ
t
, (4)

i.e., it is the time being randomized from a probability point of view. Beghin and Orsingher [9],
Meerschaert et al. [10] prove that {Mβ

t }t≥0 is still a renewal process with inter-arrival
times being independent and identically Mittag–Leffler distributed random variables, and
study the case where Equation (2) is generalized to the nth order differential equation. The
probability distribution function of {Mβ

t }t≥0 is,

P

(
Mβ

t = k
)
=

(
λtβ

)k
Ek+1

β,βk+1

(
−λtβ

)
, k ∈ N0,

where

Eδ
β,γ(z) =

∞

∑
k=0

(δ)k
Γ(βk + γ)

zk

k!
, β, γ, δ ∈ C, �(β) > 0

is the Mittag–Leffler function of three variables. Later, [11] describe the non-homogeneous
version of this fractional Poisson process through its non-local governing equation. This
fractional Poisson process has been applied in various fields. We refer to [12] for its
applications in the transport of charged carriers, and [13] for its applications in risk theory.

Another type of fractional Poisson process, proposed by [14,15], is constructed through
the integral representation, by replacing the Gaussian measure in the definition of fractional
Brownian motion with the Poisson counting measure. This fractional version displays long
range dependence, has a fatter tail than the Gaussian process, and converges to fractional
Brownian motion in distribution. Wang et al. [16] study the non-homogeneous versions of
this fractional process.

This paper defines a new fractional Poisson process, denoted as {Nβ
t }t≥0, through a

governing equation, which generalizes Equation (1) by connecting P(Nβ
t = k) to P(Nβ

t = j)
for all j ≤ k through Caputo fractional derivative, i.e.,

∂β

∂tβ
P

(
Nβ

t = k
)
= −λβ

k

∑
j=0

(−β)j

j!
P

(
Nβ

t = k − j
)

, j, k ∈ N0.

Since P(Nβ
t = k) = 0 for k /∈ N0, then the upper bound of the summation on the right

hand side can be extended to infinity. Thus, the fractional differentiation on the time of
the probability distribution function is related to the probabilities of all possible values
this new process could take. Particularly, when β = 1, the above equation goes back to
Equation (1).

We first study the probability properties of this fractional Poisson process. Later,
we find this fractional process can be interpreted as a homogeneous Poisson process
whose natural time flow has been randomized, and the underlying time process at time
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one follows a Lamperti distribution. The transforms of this underlying time process
have also been studied. Finally, we discuss the order statistics counted by this fractional
Poisson process.

2. Main Results

Theorem 1. Let {Nβ
t }t≥0 be a fractional Poisson process with parameter λ > 0 and β ∈ (0, 1),

which satisfies the governing equation

∂β

∂tβ
P

(
Nβ

t = k
)
= −λβ

k

∑
j=0

(−β)j

j!
P

(
Nβ

t = k − j
)

, j, k ∈ N0, (5)

where P(Nβ
t = k) = 0 for k /∈ N0. Then the probability distribution function of this process is

P

(
Nβ

t = k
)
=

(−1)k

k!
Eβ,1−k

(
−λβtβ

)
, k ∈ N0, (6)

where

Eβ,γ(z) =
∞

∑
j=0

zj

Γ(βj + γ)
, β, γ ∈ C, �(β) > 0,

is the Mittag–Leffler function of two variables, and the probability density function of its arrival
times {Tk}k∈N is

fTk (t) =
(−1)k+1

Γ(k)
λ(λt)β−1Eβ,β+1−k

(
−λβtβ

)
, k ∈ N. (7)

Proof. From the definition, we may write the right hand side of the governing equation
into an infinite series,

∂β

∂tβ
P

(
Nβ

t = k
)
= −λβ

∞

∑
j=0

(−β)j

j!
P

(
Nβ

t = k − j
)

,

and therefore the Laplace transform of Nβ
t is

∂β

∂tβ
E

[
e−qNβ

t

]
=− λβ

∞

∑
j=0

(−β)j

j!
E

[
e−q

(
Nβ

t +j
)]

=− λβ
∞

∑
j=0

(−β)j

j!
e−qj

E

[
e−qNβ

t

]

=− λβ
(
1 − e−q)β

E

[
e−qNβ

t

]
.

Taking Laplace transform from t to s gives

sβLs

{
E

[
e−qNβ

t

]}
− sβ−1

E

[
e−qNβ

0

]
=− λβ

(
1 − e−q)βLs

{
E

[
e−qNβ

t

]}
Ls

{
E

[
e−qNβ

t

]}
=

sβ−1

sβ + λβ(1 − e−q)β
.
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This leads to

E

[
e−qNβ

t

]
=Eβ,1

(
−λβ

(
1 − e−q)βtβ

)
(8)

=
∞

∑
n=0

(−λβtβ
)n

Γ(βn + 1)
(
1 − e−q)βn

=
∞

∑
k=0

e−qk
∞

∑
n=0

(−λβtβ
)n

Γ(βn + 1)
(−βn)k

k!
,

and therefore

P

(
Nβ

t = k
)
=

1
k!

∞

∑
n=0

(−λβtβ
)n
(−βn)k

Γ(βn + 1)

=
1
k!

∞

∑
n=0

(−1)k(−λβtβ
)n

Γ(βn + 1 − k)

=
(−1)k

k!
Eβ,1−k

(
−λβtβ

)
.

For the arrival times {Tk}k∈N, since
{

Nβ
t ≥ k

}
and {Tk ≤ t} are equivalent, then

we have

P(Tk ≤ t) =
∞

∑
j=k

P

(
Nβ

t = j
)

=
∞

∑
j=k

(−1)j

j!
Eβ,1−j

(
−λβtβ

)

=
∞

∑
n=0

(−λβtβ
)n

Γ(βn + 1)

∞

∑
j=k

1
j!

Γ(−βn + j)
Γ(−βn)

=
∞

∑
n=0

(−λβtβ
)n

Γ(βn + 1)
(−βn)k

k! 2F1(1, k − nβ, 1 + k, 1)

=
∞

∑
n=1

(−λβtβ
)n

Γ(βn + 1)
(−βn)k

k!
Γ(1 + k)Γ(βn)
Γ(k)Γ(1 + βn)

=
(−1)k

Γ(k)

∞

∑
n=1

(−λβtβ
)n

Γ(βn + 1 − k)
1

βn
,

where 2F1(α, β, γ, z) is the Hypergeometric function; see [17] (Chapter 9). The proof is
completed after differentiating it with respect to t once.

Remark 1. 1. When β = 1,

E

[
e−qNβ

t

]
=

∞

∑
n=0

(−λ(1 − e−q)t)n

Γ(n + 1)
= exp

{
λt

(
e−q − 1

)}
P

(
Nβ

t = k
)
=

1
k!

∞

∑
n=0

(−1)k(−λt)n

Γ(n + 1 − k)
=

1
k!

∞

∑
n=k

(−1)k(−λβtβ
)n

Γ(n + 1 − k)
=

(λt)k

k!
e−λt,

which goes back to a homogeneous Poisson process.
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2. Since β ∈ (0, 1), the integral representation of the Mittag–Leffler function remains [18]
(Lemma 2.2.2), and we have

P

(
Nβ

t = k
)
=
(−1)k

k!
1

2πi

∫ c+i∞

c−i∞

Γ(s)Γ(1 − s)
Γ(1 − k − βs)

(
λβtβ

)s
ds

=
(−1)k

k!
H1,1

1,2

[
λβtβ

∣∣∣∣ (0, 1)
(0, 1) (k, β)

]
,

where Hm,n
p,q

[
z
∣∣∣∣ (ai, Ai)1,p(

bj, Bj
)

1,q

]
is the Fox’s H function. The convergence of this contour

integral can be checked by [19] (Equation (1.13)) The integral representation, by closing the
contour in two different directions, leads to

Eβ,γ(z) =
∞

∑
j=0

zj

Γ(βj + γ)
= −

∞

∑
j=1

z−j

Γ(γ − βj)
,

which determines the asymptotic behavior of these probability functions.
3. Equation (8) indicates that

E

[
e−qNβ

t1+t2

]
=Eβ,1

(
−λβ

(
1 − e−q)β

(t1 + t2)
β
)

�=Eβ,1

(
−λβ

(
1 − e−q)βtβ

1

)
Eβ,1

(
−λβ

(
1 − e−q)βtβ

2

)
=E

[
e−qNβ

t1

]
E

[
e−qNβ

t2

]
,

i.e., {Nβ
t }t≥0 no longer possesses independent increments and therefore loses the lack of

memory property of the homogeneous Poisson process.
4. Since

d
dq

E

[
e−qNβ

t

]
= −e−q(1 − e−q)β−1tβλβEβ,β

(
−λβ

(
1 − e−q)βtβ

)
,

which tends to ∞ as q tends to 0, then E

[(
Nβ

t

)n]
does not exist for all n ∈ N, unlike

E

[(
Mβ

t

)n]
.

Given Equation (6), Equation (5) can be verified directly.

∂β

∂tβ
P

(
Nβ

t = k
)
=

1
k!

∞

∑
n=1

(−1)k(−λβ
)n

Γ(βn + 1 − k)
Γ(βn + 1)

Γ(βn − β + 1)
tβ(n−1)

=− λβ 1
k!

∞

∑
n=0

(−λβ
)n

Γ(βn + 1)
(−βn − β)ktβn

=− λβ 1
k!

∞

∑
n=0

(−λβ
)n

Γ(βn + 1)

k

∑
j=0

(
k
j

)
(−β)j(−βn)k−jtβn

=− λβ
k

∑
j=0

k!
j!(k − j)!

(−β)j
1
k!

∞

∑
n=0

(−λβ
)n

Γ(βn + 1)
(−1)k−jΓ(βn + 1)

Γ(βn + 1 − (k − j))
tβn

=− λβ
k

∑
j=0

(−β)j

j!
1

(k − j)!

∞

∑
n=0

(−1)k−j(−λβ
)n

Γ(βn + 1 − (k − j))
tβn

=− λβ
k

∑
j=0

(−β)j

j!
P

(
Nβ

t = k
)

.
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We present a few numerical examples of P
(

Nβ
t = k

)
and fTk (t) from Figures 1–6.

�

Figure 1. P
(

Nβ
t = 3

)
with λ = 1.

�

Figure 2. P
(

N0.9
t = k

)
with λ = 1.

� �

Figure 3. P
(

N0.9
t = 3

)
.

Figure 4. fT3 (t) with λ = 1.
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Figure 5. fTk (t) with λ = 1 and β = 0.9.

Figure 6. fT3 (t) with β = 0.9.

The Laplace transform of Tk is

E

[
e−qTk

]
= qLq{P(Tk ≤ t)} =

(−1)k

Γ(k)

∞

∑
n=1

Γ(βn)
Γ(βn + 1 − k)

(
−λβ

qβ

)n

, (9)

which allows us to determine whether {Nβ
t }t≥0 is still a renewal process. For k = 1,

E

[
e−qT1

]
=

λβ

qβ + λβ
= E

[
e−qτ1

]
,

i.e., τ1 is Mittag–Leffler distributed with survival function

P(τ1 > t) = Eβ,1

(
−λβtβ

)
.

For k = 2,

E

[
e−qT2

]
=

λβ
(
qβ(1 − β) + λβ

)(
qβ + λβ

)2 =

(
λβ

qβ + λβ

)2

+ (1 − β)
λβqβ(

qβ + λβ
)2 .

If τ1 and τ2 are independent, then

E
[
e−qτ2

]
=

E
[
e−qT2

]
E
[
e−qT1

] =

(
λβ

qβ+λβ

)2
+ (1 − β)

(
λβqβ

(qβ+λβ)
2

)
λβ

qβ+λβ

= β
λβ

qβ + λβ
+ (1 − β),

which implies that τ2 is a mixture of Mittag–Leffler distributed random variable with prob-
ability β and a mass point at zero with probability 1 − β. So, if τ1 and τ2 are independent,
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then they are not equal in distribution and the mass point at zero implies the multiple
jumps at one time. Particularly, when β = 1, Equation (9) turns out to be

E

[
e−qTk

]
=

(−1)k

Γ(k)

∞

∑
n=k

Γ(n)
Γ(n + 1 − k)

(
−λ

q

)n
=

(
λ

q + λ

)k
,

which is the Laplace transform of a gamma distribution and goes back to a homogeneous
Poisson process.

If we denote a β-stable subordinator as {Dβ
t }t≥0, i.e.,

E

[
e−qDβ

t

]
= e−tqβ

,

then based on the definition,

Eβ
t = inf

{
u ≥ 0 : Dβ

u > t
}

, t ≥ 0.

{Eβ
t }t≥0 is non-decreasing and its sample paths are almost surely continuous if {Dβ

t }t≥0 is
strictly increasing. From Equation (3), it can be seen that {Eβ

t }t≥0 possesses non-Markovian
with non-stationary and non-independent increments. The probability functions of {Dβ

t }t≥0

and {Eβ
t }t≥0 are usually in complicated forms, and [20] find the densities of the product,

quotient, and power of them in terms of the Fox’s H function. Since

E

[(
Dβ

t

)ρ]
= t

ρ
β

Γ(1 − ρ
β )

Γ(1 − ρ)
, �(ρ) < β,

then for two independent β-stable processes {Dβ
1,t}t≥0 and {Dβ

2,t}t≥0, we have

E

⎡⎣⎛⎝Dβ
1,t

Dβ
2,t

⎞⎠ρ⎤⎦ =
Γ(1 − ρ

β )Γ(1 +
ρ
β )

Γ(1 − ρ)Γ(1 + ρ)
, �(ρ) ∈ (−β, β). (10)

If we denote L =

(
Dβ

1,t

Dβ
2,t

)β

, then L is a Lamperti random variable and its probability

density function with respect to the Lebesgue measure on R is

fL(x) =
sin(πβ)

πβ

1
x2 + 2x cos(πβ) + 1

, x > 0. (11)

See [21,22] for a detailed discussion on the Lamperti law and the stable law. Meanwhile,
the Mellin transform of {Eβ

t }t≥0 is

E

[(
Eβ

t

)ρ]
= tβρ Γ(1 + ρ)

Γ(1 + βρ)
.

From [23], for ρ ∈ (0, 1), the Mellin transform and the Laplace transform of a positive
random variable can be connected through

E[Xρ] =
ρ

Γ(1 − ρ)

∫ ∞

0
q−ρ−1

(
1 −E

[
e−qX

])
dq, ρ ∈ (0, 1).

Replacing X with Eβ
t gives

∫ ∞

0
q−ρ−1

(
1 − Eβ,1

(
−qtβ

))
dq = tβρ Γ(ρ)Γ(1 − ρ)

Γ(1 + βρ)
. (12)
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The next theorem gives a parallel result to distributional equality Equation 4.

Theorem 2. Let {Nβ
t }t≥0 be a fractional Poisson process with parameter λ > 0 and β ∈ (0, 1). If

{Uβ
t }t≥0 is a non-negative process such that

f
Uβ

t
(x) =

1
β

1
t

H1,1
2,2

⎡⎣ x
t

∣∣∣∣
(

1 − 1
β , 1

β

)
(0, 1)(

1 − 1
β , 1

β

)
(0, 1)

⎤⎦, x > 0, (13)

and independent with {Nβ
t }t≥0, then

Nβ
t

d
= N

Uβ
t
, (14)

Proof. If Equation (14) is true, then

E

[
e−qNβ

t

]
= E

[
E

[
e−qNβ

t |Uβ
t

]]
= E

[
e−λ(1−e−q)Uβ

t

]
= Eβ,1

(
−λβ

(
1 − e−q)βtβ

)
,

which gives

E

[
e−qUβ

t

]
= Eβ,1

(
−qβtβ

)
. (15)

Applying Equation (12) gives

E

[(
Uβ

t

)ρ]
=

ρ

Γ(1 − ρ)

∫ ∞

0
q−ρ−1

(
1 − Eβ,1

(
−qβtβ

))
dq

=
ρ

Γ(1 − ρ)

1
β

∫ ∞

0
s−

ρ
β −1

(
1 − Eβ,1

(
−stβ

))
ds

=
ρ

Γ(1 − ρ)

1
β

tβ
ρ
β

Γ
(

ρ
β

)
Γ
(

1 − ρ
β

)
Γ
(

1 + β
ρ
β

)
=tρ

Γ
(

1 − ρ
β

)
Γ
(

1 + ρ
β

)
Γ(1 − ρ)Γ(1 + ρ)

, �(ρ) ∈ (−β, β). (16)

Finally, applying the inverse Mellin transform gives

f
Uβ

t
(x) =

1
2πi

∫ c+i∞

c−i∞
E

[(
Uβ

t

)ρ]
x−1−ρdρ

=
1
β

1
2πi

∫ c+i∞

c−i∞
tρ

Γ
(
− ρ

β

)
Γ
(

1 + ρ
β

)
Γ(−ρ)Γ(1 + ρ)

x−1−ρdρ

=
1
β

1
t

1
2πi

∫ c1+i∞

c1−i∞

Γ
(

1
β − 1

β s
)

Γ
(

1 − 1
β + 1

β s
)

Γ(1 − s)Γ(s)

( x
t

)−s
ds

=
1
β

1
t

H1,1
2,2

⎡⎣ x
t

∣∣∣∣
(

1 − 1
β , 1

β

)
(0, 1)(

1 − 1
β , 1

β

)
(0, 1)

⎤⎦.

Remark 2. 1. From Equation (15), {Uβ
t }t≥0 does not possess independent and stationary

increments.
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2. Comparing Equation (10) and Equation (16), it can be seen that

Uβ
t

d
= t

Dβ
1,t

Dβ
2,t

d
= tL

1
β

d
= t

⎛⎝Eβ
1,t

Eβ
2,t

⎞⎠
1
β

,

which leads to a simpler form of Equation (13) after a change of variable in Equation (11),

f
Uβ

t
(x) =

tβ

π

xβ−1 sin(πβ)

x2β + 2xβtβ cos(πβ) + t2β
, x > 0. (17)

Meanwhile, this expression can be seen from Equation (13) directly,

f
Uβ

t
(x) =

1
β

1
t

H1,1
2,2

⎡⎣ x
t

∣∣∣∣
(

1 − 1
β , 1

β

)
(0, 1)(

1 − 1
β , 1

β

)
(0, 1)

⎤⎦
=

1
t

1
2πi

∫ c+i∞

c−i∞

Γ
(

1
β − y

)
Γ
(

1 − 1
β + y

)
Γ(1 − βy)Γ(βy)

( x
t

)−βy
dy

=
1
t

∞

∑
n=0

lim
y→ 1

β +n

(
y − 1

β
− n

)
Γ
(

1
β
− y

) Γ
(

1 − 1
β + y

)
Γ(1 − βy)Γ(βy)

( x
t

)−βy

=
1
t

∞

∑
n=0

(−1)n

Γ(−βn)Γ(1 + β n)

(
t
x

)(1+βn)

=− 1
t

∞

∑
n=0

(−1)n sin(nπβ)

π

(
t
x

)(1+βn)

=− 1
πt

(
t
x

) ∞

∑
n=0

sin(nπβ)

(
−
( x

t

)β
)−n

=
1
π

1
x

( x
t
)β sin(πβ)( x

t
)2β

+ 2
( x

t
)β cos(πβ) + 1

=
tβ

π

xβ−1 sin(πβ)

x2β + 2xβtβ cos(πβ) + t2β
.

With this simplified expression, we can see that when t → 0, f
Uβ

t
(x) → 0 and when x → 0,

f
Uβ

t
(x) → ∞.

3. From Equation (16), the Mellin transform only exists for �(ρ) ∈ (−β, β), and therefore Uβ
t

does not have the first moment for t > 0. This fits our observation in Theorem 1 that Nβ
t does

not have the first moment for t > 0 either.

We give a few numerical examples of f
Uβ

t
(x) from Figures 7–10. In the first two figures,

there is a clear sign that the density functions approach to infinity as the variable x tends to
zero. In the last two figures, the density functions approach to zero as the variable t tends
to zero. These behaviors fit the theoretical analysis on Equation (17).
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Figure 7. fUβ
1
(x).

Figure 8. fU0.9
t
(x).

Figure 9. fUβ
1
(x).

Figure 10. fU0.9
t
(x).
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Equation (13) can be checked through the Laplace transform directly

E

[
e−qUβ

t

]
=

1
β

1
t

tH2,1
2,3

⎡⎣qt
∣∣∣∣
(

0, 1
β

)
(0, 1)

(0, 1)
(

0, 1
β

)
(0, 1)

⎤⎦
=

1
β

H1,1
1,2

⎡⎣qt
∣∣∣∣
(

0, 1
β

)(
0, 1

β

)
(0, 1)

⎤⎦
=H1,1

1,2

[
(qt)β

∣∣∣ (0, 1)
(0, 1) (0, β)

]
=Eβ,1

(
−(qt)β

)
.

With the distributional equality Equation (14), Equation (6) can be calculated directly,

P

(
Nβ

t = k
)
=P

(
N

Uβ
t
= k

)
=

∫ ∞

0

(λx)k

k!
e−λx

P

(
Uβ

t ∈ dx
)

=
∫ ∞

0

(λx)k

k!
e−λx 1

β

1
t

1
2πi

∫ c+i∞

c−i∞

Γ
(

1
β − 1

β s
)

Γ
(

1 − 1
β + 1

β s
)

Γ(1 − s)Γ(s)

( x
t

)−s
dsdx

=
1
k!

1
β

1
2πi

∫ c1+i∞

c1−i∞

Γ
(

1
β u

)
Γ
(

1 − 1
β u

)
Γ(k + u)

Γ(u)Γ(1 − u)
(λt)−udu

=
1
k!

1
β

1
2πi

∫ c1+i∞

c1−i∞

Γ
(

1
β u

)
Γ
(

1 − 1
β u

)
Γ(1 − u)

(−1)k Γ(−u + 1)
Γ(−u + 1 − k)

(λt)−udu

=
(−1)k

k!
1
β

1
2πi

∫ c1+i∞

c1−i∞

Γ
(

1
β u

)
Γ
(

1 − 1
β u

)
Γ(1 − k − u)

(λt)−udu

=
(−1)k

k!
1

2πi

∫ c2+i∞

c2−i∞

Γ(s)Γ(1 − s)
Γ(1 − k − βs)

(λt)−βsds

=
(−1)k

k!
Eβ,1−k

(
−λβtβ

)
.

Corollary 1. The Laplace and Mellin transforms of the density function of {Uβ
t }t≥0, where

β ∈ (0, 1), with respect to the time variable are

∫ ∞

0
e−st f

Uβ
t
(x)dt =H1,1

1,2

⎡⎣(sx)β

∣∣∣∣
(

1 − 1
β , 1

)(
1 − 1

β , 1
)

(0, β)

⎤⎦, x > 0,

and

∫ ∞

0
tρ f

Uβ
t
(x)dt =xρ

Γ
(

1 − ρ+1
β

)
Γ
(

1 + ρ+1
β

)
Γ(2 + ρ)Γ(−ρ)

, x > 0.
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Proof. We first rewrite the density function of Uβ
t as

f
Uβ

t
(x) =

1
βt

H1,1
2,2

⎡⎣ x
t

∣∣∣∣
(

1 − 1
β , 1

β

)
(0, 1)(

1 − 1
β , 1

β

)
(0, 1)

⎤⎦
=

1
βx

H1,1
2,2

⎡⎣ x
t

∣∣∣∣
(

1, 1
β

)
(1, 1)(

1, 1
β

)
(1, 1)

⎤⎦
=

1
βx

H1,1
2,2

⎡⎣ t
x

∣∣∣∣
(

0, 1
β

)
(0, 1)(

0, 1
β

)
(0, 1)

⎤⎦.

Then, the Laplace transform is

∫ ∞

0
e−st f

Uβ
t
(x)dt =

∫ ∞

0
e−st 1

βx
H1,1

2,2

⎡⎣ t
x

∣∣∣∣
(

0, 1
β

)
(0, 1)(

0, 1
β

)
(0, 1)

⎤⎦dt

=
1

βx
xH2,1

2,3

⎡⎣sx
∣∣∣∣
(

1 − 1
β , 1

β

)
(0, 1)

(0, 1)
(

1 − 1
β , 1

β

)
(0, 1)

⎤⎦
=

1
β

H1,1
1,2

⎡⎣sx
∣∣∣∣
(

1 − 1
β , 1

β

)(
1 − 1

β , 1
β

)
(0, 1)

⎤⎦
=H1,1

1,2

⎡⎣(sx)β

∣∣∣∣
(

1 − 1
β , 1

)(
1 − 1

β , 1
)

(0, β)

⎤⎦,

and the Mellin transform is

∫ ∞

0
ts−1 f

Uβ
t
(x)dt =

∫ ∞

0
ts−1 1

βx
H1,1

2,2

⎡⎣ t
x

∣∣∣∣
(

0, 1
β

)
(0, 1)(

0, 1
β

)
(0, 1)

⎤⎦dt

=
xs

βx

Γ
(

1 − s
β

)
Γ
(

s
β

)
Γ(s)Γ(1 − s)

=xs−1
Γ
(

1 − s
β

)
Γ
(

1 + s
β

)
Γ(1 + s)Γ(1 − s)

,

which completes the proof.

Let (X1, X2, . . . , Xn) be a series of n independent and identically distributed random
variables with probability density function fX . Denote

(
X(1), X(2), . . . , X(n)

)
as the order

statistics of this series if X(1) ≤ . . . ≤ X(k) ≤ . . . ≤ X(n), and XNβ
t

(k) as the kth order statistic

from Nβ
t samples, for k ∈ {1, . . . , Nβ

t }. The following result is an application of {Nβ
t }t≥0 on

the order statistics, which shows that the probability of {XNβ
t

(k) | Nβ
t ≥ k} can be expressed

as the ratio of probabilities of a fractional Poisson process.

Theorem 3. Let {Nβ
t }t≥0 be a fractional Poisson process with parameter λ > 0, β ∈ (0, 1) and

{Xi}i∈N be a sequence of i.i.d. random variables with probability distribution function FX,

P

(
XNβ

t
(k) < x | Nβ

t ≥ k
)
=

P

(
Ñβ

t ≥ k
)

P

(
Nβ

t ≥ k
) , k ∈ N,
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where {Ñβ
t }t≥0 is a fractional Poisson process with parameter λFX > 0 and β ∈ (0, 1).

Proof. By the conditional probability law,

P

(
XNβ

t
(k) < x | Nβ

t ≥ k
)
=

∑∞
n=k P

(
XNβ

t
(k) < x, Nβ

t = n
)

P

(
Nβ

t ≥ k
)

=
∑∞

n=k P

(
XNβ

t
(k) < x | Nβ

t = n
)
P

(
Nβ

t = n
)

P

(
Nβ

t ≥ k
) .

The numerator could be computed as

∞

∑
n=k

P

(
XNβ

t
(k) < x | Nβ

t = n
)
P

(
Nβ

t = n
)

=
∞

∑
n=k

n

∑
j=k

(
n
j

)
Fj

X(x)(1 − FX(x))n−j (−1)n

n!

∞

∑
m=0

(−λβtβ)m

Γ(βm + 1 − n)

=
∞

∑
j=k

∞

∑
m=0

∞

∑
n=j

1
(n − j)!j!

Fj
X(x)(1 − FX(x))n−j(−1)n (−λβtβ)m

Γ(βm + 1 − n)

=
∞

∑
j=k

Fj
X(x)
j!

∞

∑
m=0

(−λβtβ)m
∞

∑
n=0

(1 − FX(x))n

n!
(−1)n+j

Γ(βm + 1 − n − j)

=
∞

∑
j=k

Fj
X(x)
j!

∞

∑
m=0

(−λβtβ)m (−1)jFβm−j
X (x)

Γ(βm + 1 − j)

=
∞

∑
j=k

(−1)j

j!

∞

∑
m=0

(
−λβFβ

X(x)tβ
)m

Γ(βm + 1 − j)

= P(Ñβ
t ≥ k).

This completes the proof.

3. Conclusions and Future Work

In this paper, we discuss a new fractional Poisson process governed by a recursive
fractional differential governing equation. The probability distribution function and the
Laplace transform of this process are derived. Moreover, this process is equivalent in
distribution with a homogeneous Poisson process whose natural time flow is randomized
by a Lamperti process. Finally, order statistic from random number samples counted by
this fractional Poisson process is studied.

Further research may focus on investigating the distribution properties of the inter-
arrival times, generalizing from the first-order differential equation to the nth-order differ-
ential equation, and the applications in the risk theory, e.g., the discounted sum counted by
this point process.
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