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Nowadays, renewable energy plays an important role in nationwide power systems.
We previously dealt with the problem of accepting renewable energy; now we deal with
utilizing it. This Special Issue addresses three major aspects of the current trend towards
the use of renewable energy in South Korea.

The first aspect is a renewable-based power system, where both main and ancillary
supplies are sourced from renewable energies. Ko et al. [1] proposed an incentive model
for ESS (energy storage system) utilization in order to reduce the fluctuation of wind
power. They applied it to Jeju island which has a very high proportion of renewable
energy. Similarly, Lee and Kim [2] proposed an economic model for ESS-based frequency
regulation from the electricity market price forecast in Korea. ESS has an advantage in
terms of faster response to frequency variation than conventional fossil-fuel generators.
Ko et al. [3] developed a demand-side management model using a demand response (DR)
aggregator and showed real cases in South Korea. The paper analyzes the economic effect
of the DR program.

The second aspect is a distribution network for renewable energy. Kim et al. [4]
proposed an optimal operation scheduling model using an energy band in a microgrid.
The model operates between a distribution network (DN) and microgrid (MG) while
minimizing the cost of the DN and maximizing the profit of MG. A major issue of the DN
is a scheme for coordination of the protection relays needed for fault currents. The model
proposed by Wadood et al. [5] minimizes the total operating time of all relays to prevent
excessive interruptions.

The final aspect is a nano grid network technology. Lee [6] and Shin and Geem [7] show
examples of a house while Park and del Pobil [8] show a building. This is a meaningful
and timely approach with respect to an ESG (Environment, Social, Governance) trend.

The papers compiled in this special issue do not suggest that the increase in renewable
energy is simply the replacement of fossil energy. Renewable energy requires many
innovations over existing power infrastructure and regulation. These articles show the
changing trend in various sectors in Korea.

Acknowledgments: We thank all the authors, reviewers, and staffs (especially Nicole Lian) for their
contributions to this special issue.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: In electricity markets, energy storage systems (ESSs) have been widely used to regulate
frequency in power system operations. Frequency regulation (F/R) relates to the short-term reserve
power used to balance the real-time mismatch of supply and demand. Every alternating current power
system has its own unique standard frequency level, and frequency variation occurs whenever there is
a mismatch of supply and demand. To cope with frequency variation, generating units—particularly
base-loader generators—reduce their power outputs to a certain level, and the reduced generation
outputs are used as a generation reserve whenever frequency variation occurs in the power systems.
ESSs have recently been implemented as an innovative means of providing the F/R reserve previously
provided by base-loader generators, because they are much faster in responding to frequency variation
than conventional generators. We assess the economic benefits of ESSs for F/R, based on a new forecast
of long-term electricity market price and real power system operation characteristics. For this purpose,
we present case studies with respect to the South Korean electricity market as well as simulation
results featuring key variables, along with their implications vis-à-vis electricity market operations.

Keywords: frequency regulation; energy storage system; economic benefits; price forecast; electricity
market operation

1. Introduction

Global electricity markets have started to use energy storage systems (ESSs) to enhance the
operational performance efficiency of power systems. Compared to other existing resources such as
coal and gas-fueled generators, ESSs respond to changes in demand much more quickly. This feature
offers great operational flexibility in the electricity market and in system operations, particularly in
the smart operation of frequency regulation (F/R). F/R is an activity through which system operations
cope with excessive fluctuations in power system frequency—fluctuations that are caused by real-time
mismatches in power supply and demand. Conventional coal and/or gas-type generators have been
traditionally used to resolve the F/R problem, by leaving some portion of their generation capacity
unused—that is, by procuring generation reserves, and by providing reserved resources in the event of
excessive frequency fluctuation.

Given the technical advantage of ESSs in terms of their prompt responsiveness to frequency
fluctuation, electricity markets in the United States—such as Pennsylvania-New Jersey-Maryland(PJM)
Interconnection, Midcontinent Independent System Operator(MISO), and New York Independent
System Operator(NYISO)—have already designed ESS practices in F/R markets, and they have attracted

Appl. Sci. 2019, 9, 2147; doi:10.3390/app9102147 www.mdpi.com/journal/applsci
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the entry of ESSs through multiple incentive mechanisms [1]. For example, some F/R markets have
introduced an incentive mechanism divided into a capacity market and an energy market, to offer
more benefits to those resources that respond accurately and rapidly [2–4]. Moreover, because power
system frequency signals can be more frequently transmitted to ESS than conventional generators,
PJM and NYISO operate single transmission systems that are separated into fast and slow-response
resources [5,6]. In addition, ESSs are being more broadly applied to electricity systems: ESSs,
for example, are typically associated with connecting variable renewable energy sources to enhance
the power of battery charging, as well as to effectively operate and utilize electric vehicles; both are
typical recent examples of ESS applications in power system operations [7–11]. In some electricity
markets, including that of South Korea, electricity utility companies have undertaken large-scale ESS
deployment plans for F/R.

To date, various studies have been conducted on F/R ESSs, covering topics such as optimal ESS
capacity estimation and economic benefit assessments. Some studies [12–14] discuss the optimal
capacity estimation of ESS for frequency control and evaluate the benefits thereof. Other studies [15,16]
suggest the economic dispatch methodology and the optimal sizing of ESSs from a utility operation
perspective. In determining benefits, an economic assessment should precede ESS installation.
Hur et al. [17] propose economic analysis when an ESS is introduced as an F/R resource in an electricity
market. Some studies discuss, from a utility perspective, economic benefit analyses in accordance
with price arbitrage as a result of ESS application [18–20]. In economic analyses of electricity markets,
the long-term system marginal price (SMP) estimation is the most important factor; however, most
studies conduct short- and medium-term SMP estimation. Conejo et al. [21] conducted short-term
SMP estimations using 24-h electricity price predictions for the day-ahead energy market, by applying
various methodologies (i.e., neural network, time series, and wavelet models). Paraschiv et al. [22]
propose a regime-switching model for short- and medium-term electricity price forecasting and show
the superiority of the proposed model compared to an autoregressive integrated moving average and
generalized autoregressive conditional heteroscedasticity models. Nowotarski et al. [23] discuss a
long-term seasonal component that considers annual seasonality and estimates a future (one-year)
electricity spot price by applying a wavelet-based model.

The current study proposes an analytical method by which to assess the benefit of ESS implementation
for F/R in electricity markets. First, to capture the basic benefit of ESS for F/R, we developed a method
of predicting the SMP, which is the weighted mean of the fuel cost of a marginal plant. Second, we
proposed a new scenario-based method to forecast utility economic benefits; this method considers
both the electricity market structure and power system operations. The case study results show the
diverse profile of the economic aspects of ESS implementation; one can readily infer from the results
economic insights pertaining to large-scale ESS implementation. This study contributes to the literature
on economics analysis and long-term SMP estimation. this study contributes to the literature on two
perspectives. First of all, a benefits analysis of ESS for F/R is conducted in accordance with electricity
market in South Korea. And the proposed methodology, Long-term SMP estimation doesn’t require
large time series data, therefore there shouldn’t be too much difficulty with respect to data collection.

The remainder of this paper is organized as follows. In Section 2, we develop a novel methodology
for assessing the economic benefits of ESS implementation in the F/R electricity market, based on
South Korea’s national plan for long-term electricity supply and demand [24]. Section 3 addresses the
simulation results by using the methods proposed in this study, while our conclusions are presented in
Section 4.

2. Benefits Assessment of ESS Introduction in the F/R Market

2.1. ESS Introduction: Benefits Overview

The economic benefits of ESSs for F/R derive primarily from the difference in generation cost (i.e., fuel
cost in $/kWh) between base and peak-loader generators. To balance the mismatch in supply and demand
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in the real-time operation of a power system, a certain amount of a base-loader generator’s capacity
(typically 5%) is reserved for power system F/R. Instead, to meet load demands, expensive peak-loader
generators produce the required electric power not otherwise supplied by base load generators. In this
way, use of this F/R reserve causes an increase in the power system operational fuel cost.

However, the reserved generation amount offered by base-loader generators can be replaced by
introducing an ESS for F/R. In other words, the reserved amount from base-loader generators—which
are cheaper than peak-loaders—can be supplied to power systems to meet load demand. From the
standpoint of power system operation, the use of ESSs for F/R facilitates the replacement of expensive
peak-loader generators with cheap base-loaders.

Figure 1 depicts the basic economic benefit of an ESS for F/R in the electricity market. One of
the key factors in assessing the economic benefit of ESSs for F/R in power system operation is the
estimation of future prospects for the SMP in electricity markets. The SMP is the spot market price used
in electric power transactions, and it is determined by considering the most expensive generation cost
of the marginal generating unit that meets the marginal demand of electricity markets. When it comes
to a base load generator’s reserved generation associated with F/R, the revenue lost by not selling
the reserved generation can be compensated for by offering the opportunity cost (COFF), which is
defined as the difference between the SMP and the base-loader generator’s fuel cost. Because the SMP,
or the generation cost of a marginal generator, is typically decided by the peak load generator’s fuel
cost, the COFF offered to base load generators for F/R can be redefined as the difference between the
generation costs of peak and base-loaders. In this regard, the economic benefit of ESSs for F/R can
be captured by the replacement benefit—that is, the benefit that derives from fuel cost savings on
account of replacing expensive peak-loader generators with cheaper base loaders in F/R. The benefit
can, therefore, be assessed primarily by forecasting future SMP (i.e., the generation cost of peak load)
and base load fuel costs.

Figure 1. Economic benefits of ESSs for F/R in the electricity market [25,26].

2.2. Probabilistic Long-Term SMP Forecast

To assess effectively the economic benefit of ESS for F/R over a given horizon (typically 10–15 years),
we propose the novel probabilistic weighted average to predict future annual SMP profiles for the
horizon. Because the SMP is the most expensive fuel cost of the generator that is last committed to
meet the forecasted demand at a given hour, the estimation for an hourly marginal plant profile across
the operating horizon is the key element in predicting annual SMPs. To this end, the current study
proposes a probabilistic method by which to forecast a long-term marginal plant profile associated
with hourly SMP, to assess the economic benefit of ESS for F/R.

5
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To obtain the annual SMP profiles—that is, annual marginal plant probability profiles in electricity
markets—we used a 15-year national long-term supply and demand projection plan published by a
South Korean energy agency [24]. Detailed descriptions of the development of a probabilistic annual
SMP forecast, based on the estimation of a long-term marginal plant profile, are given below.

First, the annual generation capacity of each fuel type for the next 10 years can be obtained from the
national plan for long-term electricity supply and demand. However, this capacity cannot be identified
as real generation capacity, because it does not take into account the operational unavailability of
generators owing to events such as forced and maintenance outages. The forced outage rate (FOR)
and maintenance outage rate (MOR) speak to the unavailability of generating units associated with
unplanned and planned outages, respectively. When assessing the annual generation capacity for
each fuel type, the unavailable generation capacity should therefore be extracted from the nominal
generation capacity. In addition, given the fluctuating output of renewable energy, we use estimations
of actual generation capacity from the national plan, rather than installed capacity data.

Second, we obtain from the hourly demand average the past demand profiles that are assumed to
be identical to estimated peak demand. However, these profiles can also be divided into two different
demand profiles—weekdays and weekends. Annual peak demand for the next 10 years is used to
determine the annual hourly demand. The methodology is as follows. Equations (1) and (2) represent
the idea that the sum of the hourly average demand is the product of hourly peak demand and αt

(rate of hourly demand on the basis of peak demand), which transform to Equation (3). Applying this
notion, annual peak demand satisfying average demand is calculated by Equation (4). Peak demand is
calculated as:

dt = dpeak × αt (1)

24∑
t=1

dt =
24∑

t=1

dpeak × αt = dpeak

24∑
t=1

αt (2)

dpeak

24∑
t=1

αt

24
= daverage (3)

dpeak =
daverage∑24

t=1 αt
(4)

where dt(0 ≤ t ≤ 24), daverage, and αt(0 ≤ αt ≤ 1) are the demand at each time, peak demand, and rate
of past demand for each time on the basis of peak demand, respectively.

Third, the annual demand clustering pattern can be obtained from the peak demand for each year,
as drawn from past data. This means that estimated demand is equal to the movement of the past
demand pattern, in line with peak demand. Therefore, the annual demand pattern is estimated by
multiplying annual peak demand by each value of the percentage of demand for every hour, based on
peak demand from the past demand clustering pattern. We compare the annual generation mix from
generation capacity and the demand clustering for every hour to identify the marginal plant resources
used on weekdays, weeknights, and weekends. Marginal plant profiles for daytime, nighttime,
and weekends are realized by designating daytime as 16 h, nighttime as 8 h (i.e., 12 AM–8 AM),
and weekends as 24 h. This can be used to count numbers determined as SMP for the specific resource.

Fourth, this study assigns weighting for generation costs, such that they are allocated a heavier
weight when they are closer to the present; it is assumed that future generation costs will be similar to
past generation costs. The SMP for weekdays, weeknights, and weekends is estimated by using the
weighted average of the marginal plant profile. Future SMP is calculated as follows.

SMP = Cnuclear × P(Xnuclear) + Ccoal × P(Xcoal) + CLNG × P(XLNG) + Coil × P(Xoil) (5)
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where the subscripts Cnuclear, Ccoal CLNG, and Coil denote nuclear power, coal, liquefied natural gas
(LNG), and oil generation costs, respectively; subscripts Xnuclear, Xcoal, XLNG, and Xoil denote nuclear
power, coal, LNG, and oil variables, respectively; and P(Xi) denotes the marginal plant profile of Xi.

Using this function, the SMP for daytime, nighttime, and weekends can be determined. The annual
SMP contains the rates for daytime (approximately 16 h per day for five days per week), nighttime
(approximately 8 h per day for five days per week), and weekend (24 h per day for two days per week).
In accordance with supposition, the outcomes of rate calculation are 0.476, 0.238, and 0.286, respectively,
on the basis of one year (8760 h); we assign these rates as a calculus in Equation (6). The annual SMP
associated with these rates is defined as

SMPA = SMPd × 0.476 + SMPn × 0.238 + SMPw × 0.286. (6)

SMPA, SMPd, SMPn, and SMPw are annual, daytime, nighttime, and weekend SMPs, respectively.
The SMPA formula consists of SMPd, SMPn, and SMPw, with their weights calculated by using the
duration rate in the year. The long-term SMP estimation framework is illustrated as Figure 2.

 

Figure 2. Schematic diagram of the SMP forecast methodology.

2.3. Assessment of Economic Benefits from ESS for F/R in the Electricity Market

ESS is introduced in a power system for F/R. If implemented in the South Korean electricity
market, it will change the overall demand placed on coal and LNG supply capacity generators and
modify electricity costs.

Currently, coal generators need to secure a reserve for F/R through a 5% reduced operation in the
electricity market. Although this generation constraint is not included in the price-setting schedule,
it is used in the operation schedule that is produced following the creation of the price-setting schedule.
Therefore, reduced coal capacities receive an opportunity cost payment known as a constrained-off
energy payment (i.e., the aforementioned COFF), which is calculated based on the minimum SMP and
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coal fuel cost. To meet the shortfall, LNG generators increase generation and then receive compensation,
known as a constrained-on energy payment (CON); CON is calculated based on the maximum SMP
and LNG fuel cost. However, the settlement would differ when operating ESS for F/R: because F/R ESSs
can alleviate the constraint, coal capacities can generate more, and be compensated for this increased
generation in the form of a scheduled energy payment (SEP). This SEP is calculated based on the
SMP in the price-setting schedule, rather than the COFF. Furthermore, the LNG generators need not
generate more to compensate for the shortfall, and so they do not receive the CON payment. As a
result, each participant (i.e., Coal Gen., LNG Gen., and Utility) would then be compensated as in
Table 1.

Table 1. Payment changes deriving from frequency regulation energy storage systems introduction to
the South Korean energy market.

Participants Before After Benefits

Coal Gen. COFF SEP SEP–COFF
LNG Gen. CON – –CON

Utility CON+COFF SEP SEP–CON–COFF

We propose a method by which to estimate the utility benefits (UBs) of introducing into electricity
markets ESSs for F/R. We consider the benefits in the energy and ancillary service (A/S) markets, based
on generation constraints and when considering F/R in the South Korean electricity market.

Given that ESSs can be used as reserves, the implementation of an ESS alleviates the base load
generation constraint and can produce benefits similar to ESS capacity; this is because the utility need
not pay additional costs with respect to the coal and LNG generators. In addition, an A/S payment
would be provided to the utility because the F/R ESS, which the utility needs to plan to own, replaces
the conventional generation role. Therefore, the UBs increase in terms of the energy and A/S aspects.
Equations for calculating the energy market price (EP) and the A/S price (ASP) benefits are as follows.

EP = AvailabilityESS × (CON + COFF− SEP) × 8760×RPower (7)

where AvailabilityESS and RPower are the coefficient of utilization for ESS and the generation operation
rate, respectively, and

ASP = CapacityESS ×AvailabilityESS ×WESS ×WDroop ×WDeadband ×UFR ×RESS × 8760 (8)

where CapacityESS, WESS, WDroop, and WDeadband are the practical ESS capacity, weighted values of ESS,
droop, and dead band, respectively. Furthermore, UFR is the unit cost for F/R, and RESS is the ESS
operation rate. ESS compensation should be differentiated from conventional resource compensation,
because it provides outstanding F/R performance; therefore, resource weighting was added through
WESS—which has a value exceeding 1 in the ESS settlement of the A/S market—to provide a larger
payment than conventional resources. Both the droop and dead band demonstrate the performance of
resources in F/R, and thus, these factors should also be considered in the A/S settlement by using WDroop

and WDeadband. These have values in the range of 0.8–1.05 and 0.85–1.05, respectively, and resources
with lower values in them are set so as to have heavy weighting. The sum of energy (EP) and A/S
benefits (ASP) equals the UB, given by Equation (9).

UB = EP + ASP (9)

Although we actually assume that UBs reflecting the current electricity market need to come
about during the daytime of a weekday, we also consider two other cases to make a total of three.
In the first case, UBs occur during the daytime of a weekday, because coal generators generate more
electricity during the day than at other times. In the second, UBs are derived during the nighttime of a

8
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weekday, because the upward generation of coal generators deepens during that time. In the third,
UBs come about all day, on account of a stable trend of reserves and little upward generation among
coal generators. For each of these cases, we present below equations by which to calculate EP and
ASP benefits.

1. Case A: benefits occur during the daytime

EP = AvailabilityESS × (CON + COFF− SEP) × 8760× 47.6% (10)

ASP = CapacityESS ×AvailabilityESS ×WESS ×WDroop ×WDeadband ×UFR ×RESS × 8760× 66.7% (11)

2. Case B: benefits occur during the nighttime

EP = AvailabilityESS × (CON + COFF− SEP) × 8760× 28.8% (12)

ASP = CapacityESS ×AvailabilityESS ×WESS ×WDroop ×WDeadband ×UFR ×RESS × 8760× 33.3% (13)

3. Case C: benefits occur all day

EP = AvailabilityESS × (CON + COFF− SEP) × 8760× 100% (14)

ASP = CapacityESS ×AvailabilityESS ×WESS ×WDroop ×WDeadband ×UFR ×RESS × 8760× 100% (15)

3. Case Study: ESS Participation Benefits Assessment in the F/R Market, Based on the Long-Term
SMP Forecasting Methodology

3.1. Comparison of Real and Estimated SMPs

We measure real SMP against estimated SMP and use past data from the Korean Power Exchange
(KPX) to assess the results of our proposed methodology. To compare the SMP based on real data to
the estimated SMP, we use real SMP for each month, forecasted SMP using marginal plant probability,
and generation cost, using data from the 2001–2015 period. Figure 3 presents the results.

 
Figure 3. Comparison of real and estimated SMP, 2001–2015.

The results show that the estimations are similar to the real SMP values, with an average error
of approximately 3.5%. Therefore, we determined that it is possible to predict the SMP by using the
methodology presented herein.
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3.2. Long-Term SMP Forecasting of the South Korean Electricity Market

We conducted a case study to investigate UBs and examine how ESS for F/R affects efficiency
in South Korea. To undertake this investigation, we must first estimate the SMP according to the
method proposed in Section 2.1. First, we considered the auxiliary power consumption ratio, the FOR,
and the MOR to determine the actual supply capacity; this was obtained by deducting these rates for
each of the generation resources. We assumed that the auxiliary power consumption ratio was 5%;
additionally, for FOR and MOR, we used the average from the 2014–2015 period (Table 2).

Table 2. Average forced outage rate (FOR) and maintenance outage rate (MOR) values of South Korean
nuclear and coal power plants.

Resources
Nuclear Coal

FOR MOR FOR MOR

2014 1.35% 15.69% 0.30% 7.56%
2015 1.96% 14.45% 0.30% 8.57%

Average 1.67% 15.07% 0.30% 8.06%

By substituting these figures and applying the renewable energy availability in resource
capacity [24], we can determine the actual supply capacity and generation mix. The generation
mix of the base load is based on the constructed actual supply capacity (Table 3). As part of the
renewable energy penetration policy, the capacities of nuclear and coal resources will be reduced, while
those of renewable energy resources will be increased. According to the national plan [24], renewable
resources consist of photovoltaic power, wind power, tidal power, and by-product gas.

Table 3. Actual supply capacity of renewable, nuclear, and coal resources, 2019–2028 (Unit: MW).

Year Renewable Nuclear Coal

2019 3704 20,712 34,121
2020 4045 20,712 35,305
2021 4398 20,712 37,796
2022 4756 21,825 39,813
2023 5117 22,422 39,813
2024 5799 21,666 38,752
2025 5799 21,666 38,752
2026 6691 18,844 37,805
2027 7191 17,532 37,805
2028 7699 16,561 34,559

Once we estimate the actual supply capacity, we can then estimate the annual demand on
weekdays and weekends and compare these values to the actual supply capacity. Demand is estimated
based on [24], and we use weekday and weekend patterns from 2016 to estimate the annual demand
pattern ratio for 24 h; future demands are projected using the annual electricity consumption projection
of [24], based on the load-pattern ratio. The hourly load profiles of weekdays and weekends, which are
estimated as the average of the 2016 electricity load, are illustrated in Figure 4.
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Figure 4. Hourly load profiles of weekday and weekend power usage.

We assume that the 2019–2028 load patterns are similar to the 2016 load patterns. To estimate the
2019–2028 load profile, the load-pattern ratio was obtained by dividing the load profile by the load
profile peak demand. Annual peak load was calculated from the electricity consumption and the sum
of the load-pattern ratio for 24 h (Table 4). We were then able to estimate the annual load profile of
weekdays and weekends for the 2019–2028 period.

Table 4. Annual total consumption and peak load for 2019–2028, based on 2016 data.

Year Electricity Consumption (GWh) Peak Load (MW)

2019 537,973 88,172
2020 552,291 90,519
2021 566,714 92,883
2022 579,611 94,996
2023 592,145 97,051
2024 604,066 99,004
2025 615,788 100,926
2026 627,064 102,774
2027 637,866 104,544
2028 647,946 106,192

Following our 2019–2028 load profile estimation, we verified which resource would be selected
in each hour by comparing the load profile and generation mix. Figure 5 shows the weekday and
weekend load profiles, as well as generation, in 2024. Renewable resources do not comprise a single
resource; rather, they are derived from multiple sources. Nonetheless, the national plan does not
provide planned capacity for each type of renewable resource. This means that we encountered
difficulties in generating actual hourly generation projections for renewable resources. Therefore,
despite the inherent flexibility, we assumed that the single renewable resource is constant over time.

From these demand- and supply-side processes, we can obtain the marginal plant probability for
each generation resource. Comparing the generation mix and demand allows us to see how frequently
specific resources are selected as the marginal plant. Table 5 shows the marginal plant probability
profile of coal generation.
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Figure 5. Hourly load profile of weekdays and weekends, and generation mix, in 2014.

Table 5. Marginal plant probability profile of coal generators, 2019–2028.

Year Daytime Nighttime Weekends

2019 15.6% 62.0% 56.9%
2020 15.6% 62.0% 57.6%
2021 20.6% 64.8% 66.3%
2022 28.3% 71.3% 77.4%
2023 28.3% 71.3% 77.4%
2024 20.6% 64.8% 67.4%
2025 11.1% 57.4% 54.2%
2026 4.4% 49.1% 46.9%
2027 2.8% 45.4% 42.4%
2028 1.1% 44.4% 41.0%

We applied the average value of the annual generation cost from the 2016–2017 period. The SMP
is estimated by using the marginal plant probability profile and generation cost and is shown in Table 6.

Table 6. System marginal price of coal generators, 2019–2028 (Unit: $).

Year Daytime Nighttime Weekends

2019 7.20 5.47 6.29
2020 7.20 5.47 6.29
2021 7.01 5.36 6.08
2022 6.72 5.12 5.77
2023 6.72 5.12 5.77
2024 7.01 5.36 6.07
2025 7.36 5.64 6.44
2026 7.61 5.95 6.71
2027 7.67 6.09 6.83
2028 7.74 6.12 6.88

The SMP estimation results show a gradual decrease until 2023, and then a steady increase.
The major driver of the SMP projection trend is recent energy policy that works to reduce South Korea’s
reliance on nuclear and coal power plants and expand its reliance on renewable resources.
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3.3. Economic Assessment of ESS in F/R the Market, with Respect to UBs

Following the SMP estimation, we determined UBs as a function of introducing F/R ESS. The UBs
consist of benefits in the energy and A/S markets. Simulations were conducted for each of case A, B,
and C, using two ESS capacity scenarios that consider existing installed capacity (i.e., 52 MW) and
planned future capacity (i.e., 500 MW). To calculate UBs in each scenario, the value of UBs is derived
by using the following settings: AvailabilityESS = 48%, WESS = 1.1, WDroop = 1.05, WDeadband = 1.05
and UFR = 2.53 $/kWh. Furthermore, the daytime, nighttime, and annual average SMPs are applied
to each equation in a regular sequence. Results pertaining to UBs during the 2019–2028 period are
presented in Table 7.

Table 7. Projected Energy Market Price (EP) Benefits, Ancillary Service Price (ASP) Benefits, and Utility
Benefits (UBs), 2019–2028 (Unit: Thousands of $).

Case
EP Benefits ASP Benefits UBs

52 MW 500 MW 52 MW 500 MW 52 MW 500 MW

A 33,031 317,606 3192 30,689 36,223 348,295
B 7900 75,966 1596 15,345 9496 91,311
C 49,454 475,515 6703 64,448 56,157 539,963

In case A, over the 10-year period, for a 52-MW ESS (500-MW ESS), we could anticipate ASP
benefits of about $3 million ($31 million), EP benefits of about $33 million ($318 million), and UBs
of about $36 million ($348 million). When considering other cases based on case A, we can see that
case B (case C) is 26% (155%) the scale of case A. In cases A, B, and C, the difference between the two
capacity scenarios was approximately $31, $8, and $48 million, respectively—demonstrating an 862%
increase for an ESS capacity increase from 52 MW to 500 MW. This finding demonstrates that UBs
are directly proportional to the size of the ESS. The benefit scale for these cases differs very much
from the simulation results; this divergence derives from the fact that SMP change depending on the
time involved and the times in which ESS benefits are generated. Consequently, changes made to the
electricity industry—such as changes to energy policy, fuel costs, and demand among others—will
decide the benefit level.

4. Conclusions

Recently, ESSs for electricity systems have been utilized in numerous ways. (For example, they
are connected to renewable resources and used to discharge large quantities of electricity at peak usage
times.) A plan to implement ESSs for F/R has recently been introduced in South Korea; other countries
have already implemented them, because they allow for the stabilization of electricity systems in a
way that compensates for its higher costs and encourages more efficient fuel use. We carried out a
benefit estimation in anticipation of the introduction in South Korea of an F/R ESS.

We present a novel methodology for assessing the anticipated UBs. First, we extrapolated the
future SMP by using a weighted average of marginal plant probability and fuel cost for each resource.
We then calculated the UB as the sum of the energy and A/S market benefits, as determined by the
electricity market and industrial structure. In the case study, we found the scale of benefits to range
from $91 million to $540 million for 500 MW, and noted that among the three cases, case C—in which
ESS for F/R is operated all day—offers the largest benefit. Although the results of the simulation
models present different benefit levels, all cases show large and positive benefits; none show a negative
result. Thus, we conclude that the introduction of ESSs for F/R in South Korea would enhance power
system stability and bring about substantial UBs.
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Abstract: In this paper, we show the development of a demand-side management solution (DSMS)
for demand response (DR) aggregator and actual demand response operation cases in South Korea.
To show an experience, Korea’s demand response market outline, functions of DSMS, real contracted
capacity, and payment between consumer and load aggregator and DR operation cases are revealed.
The DSMS computes the customer baseline load (CBL), relative root mean squared error (RRMSE),
and payments of the customers in real time. The case of 10 MW contracted customers shows 108.03%
delivery rate and a benefit of 854,900,394 KRW for two years. The results illustrate that an integrated
demand-side management solution contributes by participating in a DR market and gives a benefit
and satisfaction to the consumer.

Keywords: demand response; demand-side management solution; electricity market; energy management

1. Introduction

In a power system, electricity demand changes constantly. Power suppliers need to generate more
power generation when demand is high, and less when demand is low. Traditionally, to coordinate
supply and demand has been the supplier’s responsibility and the demand side has been considered
secondary. The power system supplier predicts the demand and, then, generates the supply capacity
to meet the demand. After that, market price changed to supply capacity serves as criteria for deciding
the facility capacity. The capacity that cannot be adjusted on the supply side is supplemented by DSM
(demand-side management) such as temporarily reducing or moving the load on the demand side [1,2].

Recently, there has been a growing interest in considering the demand as the same as the supply
side. Technological changes are occurring both on the supply side and on the demand side. Demand
response is an alternative to additional infrastructure to maintain the safe margin between generation
or distribution capacity and demand. The definition of demand response from the United State
Department of Energy says, “Changes in electric usage by end-use customers from their normal
consumption patterns in response to changes in the price of electricity over time, or to incentive
payments designed to induce lower electricity use at times of high wholesale market prices or when
system reliability is jeopardized” [3]. The most significant technological change on the demand side is
the spread of smart meters and advanced metering infrastructure. According to this environment,
traditional DSM programs should redesign to an automated market-based mechanism. The responses
from the demand-side resources should also be reliable, fast, flexible, and large enough to compete
with the supply-side resources. DSM programs can be classified into load management (LM) types
and energy efficiency (EE) types [4–8].
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In order to deal with peak load conditions, electric utilities have to invest in system capacity,
which is underutilized during most times. Not surprisingly, utilities have been seeking methods to
improve capacity utilization. Demand response (DR) is one mechanism utilities use to curtail or shift
peak customer load [9–11].

Regarding the remuneration, a price-based and an incentive-based DR program are used. In a
price-based DR program, consumers reduce their power consumption by responding to the electricity
tariff set by the electricity market. In an incentive-based DR program, consumers are contracted
by individuals or groups to reduce their power consumption for a certain period that the economic
transactions requested in the electricity market.

For a price-based DR program, researchers investigated a multi-agent modeling and optimization
algorithms under DR programs for real-time prices [12]; a coordination strategy between a micro network
and a price-based demand response program for adjusting loads [13]; a bidirectional communication
smart meter design between the household smart meters and the distribution management system [14];
a dynamic price scheme for electricity in a smart network, by analyzing the behavior and the possible
demand response of the consumer [15]; and a modified real-time price model that encourages customer
choice in electricity rates and is based on the amount of risk customers are willing to take and a real-time
grid condition index developed by the California Independent Service Operator [16].

For an incentive-based DR program, research has shown that a fuzzy-based dynamic incentive
scheme for residential customers can effectively incorporate the influences of socioeconomic conditions,
expected curtailment, probability of curtailment, and notice period [17]. The dynamic adjustment of
the offered prices is analyzed to reduce the demand and maximize its performance within T days [18].
The uncertainty of the demand in the network planning is modeled and includes the integral control
of the load disconnection in search of the minimum cost [19]. The participation of smart homes with
the help of a controller is capable of managing the electrical installation and restructuring the demand
profile by changing the operation of the flexible loads [20]. The incentives motivate clients to participate
in automatic DR programs with the purpose of compensating imbalances between offer and demand [21],
and a DR program is shown from the economic point of view based on optimal incentives [22].

Demand resources have played an important role in Korea for more than 20 years. To reduce peak
demand during summer and winter, DR programs and the operating system have been researched
and implemented as a demonstration since 2010. In 2014, any customers who joined the DR market
were able to sell their reduced demand in the electricity market as supply resources [23,24].

In this paper, a development and case studies of demand-side management solution (DSMS) in
South Korea is presented. After that, the DSMS is verified with a one-year experience of the Korea
DR program. To implement this solution, a design structure of the DSMS is proposed and tested.
Customer baseline load (CBL), relative root mean squared error (RRMSE), load curtailment value,
and money-saving of contracted customer’s data are also displayed from the DSMS. To calculate CBL,
a short historical period close to the event day was chosen, then, the CBL was calculated by merely
averaging the data of the previous not-event days. After deciding the CBL, the assessment of the
estimated CBL is needed. In order to verify the accuracy of the calculated CBL, RRMSE is used to
assess the estimation error by comparing the actual electricity load and the estimated CBL. If the
estimation error is close to zero, it means there is the high accuracy of the estimated CBL; if it is greater
than zero, it means overestimated CBL; and if it is less than zero, it means underestimated CBL [25].
The calculation process of CB L and RRMSE are explained in Section 2.

This paper is composed as follows: Section 2 shows Materials (status of demand resource market in
South Korea) and Methods (development of DSMS); Section 3 presents the money savings and energy
conservation results using DSMS; finally, the discussion and conclusions are given in Sections 4 and 5.
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2. Materials and Methods

2.1. Status of Demand Resources Market, South Korea

The role of the Korea Power Exchange (KPX) is to control the operation of South Korea’s electricity
market and the power system, as well as execute real-time dispatch and establish the basic plan for
supply and demand. Every year, the KPX has issued an annual report for the electricity market trend
and analysis. In this section, the status of the demand resource market from the 2016 annual report is
summarized. Demand response refers to a suite of policies and institutions to provide efficient and
stable electric power service at the lowest cost by helping consumers change their consumption pattern.
Under the current contract-based utility rate schemes in South Korea, consumers have a very weak
incentive to voluntarily participate in the demand response [26].

The introduction of the demand response program can effectively stabilize the electricity market
and the operation of its system. The demand response can decrease investment in the power
system including generation, transmission, and transformation networks; enhancing reliability in
electric-power supply. Consumers can take part in the demand response programs by reducing their
electricity usage at critical times through monitoring demand or securing a load that can be shut down
by KPX and then making a bid on a load.

In early 2008, when the demand response market opened, it was bidding-based sponsored by the
Electricity Industry Fund and, now, is making a transition into an advanced demand response market
where market price and real-time system operation are linked with each other for resource transaction.
In 2012, a smart demand response market opened where demand resources in small and medium
quantity were traded in an effort to tap into the highly reliable and easily accessible demand resources
using smart grid technology. The smart demand response market makes payment at a fixed rate on the
condition of keeping the capacity to be curtailed unchanged. A payment is also made to those who cut
down demand at the system operator’s request for load curtailment. As the Electricity Business Act
was revised to allow demand resource trading in the electricity market, in 2014, the demand response
market and smart demand response market sponsored by the Electricity Industry Fund were abolished
in late 2014, and the elimination of the two-month-ahead and week-ahead programs followed in late
2015 [26].

At the end of 2015, a new demand response market replaced these previous programs and was
integrated into the electricity market. Figure 1 shows the process of the trading mechanism of a demand
response market. The demand response market trades demand resources arranged by retailers, each
demand resource is required to come from more than ten end users, and must be valued at above 10
MW. The DR aggregator collects consumers to organize demand resources. After registering with
KPX, these resources are certified for trading under the same rules governing the centrally dispatched
generators. Demand resources are put on a bid against power generation resources on a daily basis,
and when sold, demand curtailment begins. In the system operation process, consumers are required
to cut down on demand within an hour of a dispatch order.

 

Figure 1. Trading mechanism of a demand response market.
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The KPX calculates curtailed energy and makes payment to retailers who allocate the profits
to consumers. As indicated in Tables 1 and 2, the demand response market has seen significant
progress from both quantity and quality perspectives. The number of consumers has grown from 90 to
3592 and curtailed energy amounts to 175,771 MWh, up by 342.6 times from 513 MWh, becoming a
world-renowned global demand response market. The transition to an advanced demand response
market is also politically compelling. As the program matures along with demand resources integrated
into the electricity market, market participants will feel easy to understand the system and the market
will flourish. Furthermore, lower resistance towards generators and greenhouse gases are expected
along with eased market exploitation and a more efficient market [23].

Table 1. Consumers and curtailed power before market opening [23].

Year 2010 2011 2012 2013 2014

No. of consumers 90 119 158 159 159

Capacity available for curtailment (MW) 2219 3049 3612 3615 3615

Curtailed energy (MWh) 513 690 785 556 682

Table 2. Consumers and curtailed power after market opening (provided by KPX, July 2018).

Year
2014.12~
2015.05

2015.06~
2015.11

2015.12~
2016.05

2016.06~
2016.11

2016.12~
2017.05

2017.06~
2017.11

2017.12~
2018.05

2018.06~
2018.11

No. of DR aggregators 11 15 14 15 14 17 20 22

No. of consumers 861 1323 1519 1970 2223 3195 3580 3592

Capacity available for
Curtailment (MW) 1520 2444 2889 3272 3885 4352 4271 4222

Curtailed energy
(MWh) 117,075 91,034 98,898 293,955 113,661 62,110 121,206 -

2.2. Development of Demand-Side Management Solution (DSMS)

To realize the trading mechanism of a demand response market, as shown in Figure 1, the structure
of a demand-side management solution is designed, as shown in Figure 2. The DSMS directly captures
usage data by sensor every 5 min from demand resources such as a house, building, apartment, and
factory. After that, these usage data are sent to the KPX server every 5 min. If a power shortage
occurs, the KPX sends a reduction order to the DSMS. When the request is generated from KPX,
the DSMS calculates the CBL of the DR duration time and, then, contacts the DR resources to request
the contracted power reduction amount, and after that, demand curtailment begins. In the system
operation process, consumers are required to cut down on demand within an hour of the dispatch
order. The DSMS also calculates the RRMSE (relative root mean square error), the CBL (customer
baseline load) of the DR resources, regularly to keep the DR resources in the Korea electricity market.

 

Figure 2. The structure of a demand-side management solution.
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The CBL is the prediction of the amount of electricity that would generally be used if electricity
consumption had not been reduced by the KPX directive [27]. Figure 3 shows the power consumption
and CBL of the desired date and time. The bar graph illustrates power usage at 5 min, 10 min,
and 30 min, respectively and the line means the CBL of every hour. At the bottom, the dialog box
shows contracted curtail power, CBL, load, result of curtailed power, and remained contracted curtail
power in order.

 

Figure 3. Dashboard of power usage.

Figure 4 illustrates a customer baseline load (CBL) calculation. The CBL is an average hourly
energy consumption calculated as follows: According to the KPX guideline, the CBL calculation
method is either MAX 4/5 or Mid 6/10. The Max 4/5 method is calculated using the electricity usage in
normal working for 5 consecutive days. To calculate the CBL, first, the smallest electricity usage day
of the 5 days is excluded, then, the average usage for 4 days is used as Max 4/5 CBL. The Mid 6/10
method is calculated based on the power electricity usage in normal working for 10 consecutive days.
Two days are excluded from the top and bottom usage of the 10 days, respectively. The average usage
of the remaining six days is used as Mid 6/10 CBL. Table 3 explains how to calculate the CBL as MAX
4/5. First, D-2 is the smallest electricity usage day, therefore, this day is excluded. Then, the average
usages of the remained 4 days are added, and then divide by 4 [27].

 

Figure 4. Customer baseline load calculation.
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Table 3. Calculation example of the customer baseline load (CBL) (Max4/5 Method).

Energy Consumed (kWh) Selection

D-1 2048.04 O

D-2 1889.74 X

D-3 1951.56 O

D-4 2055.24 O

D-5 2042.82 O

CBL Average of selection value = 2024.42

To estimate the DR reduction value, the pattern of regular power use should be fairly uniform,
and an objective evaluation technique is required. For this objective evaluation, the RRMSE was used
as an index to specify the uniformity of the pattern of power usage. Figure 5 shows the RRMSE for the
customer who wants to participate in demand response market and Equation (1) shows that RRMSE
calculation [26]. In this equation, D is an investigation day, D(n) is the number of investigation days, T
is a time duration of an investigation day, T(n) is number of time durations of an investigation day,
CBLd,t is a customer baseline load at t hour on d day, and Loadd,t is an electricity usage at t hour on
d day. √√√∑

d∈D,t∈T

(
CBLd,t − Loadd,t

)2
D(n) × T(n)

÷
∑

d∈D,t∈T Loadd,t

D(n) × T(n)
(1)

D(n): Number of investigation days
T: Time duration of investigation day
T(n): Number of time durations of investigation day
CBLd,t: Customer baseline load at t hour on d day
Loadd,t: Electricity usage at t hour on d day

 

Figure 5. Relative root mean squared error (RRMSE) for a customer.

The RRMSE is calculated by dividing the RMSE (root mean square error) with the average value
of electricity usage data. The fluctuation between the CBL and actual electricity usage is a critical
judgment criterion as a reliable DR resource. To register as a DR resource in the Korea electricity
market, the RRMSE value must be less than 30%; if the value exceeds 30%, it is not allowed to join
the DR market. If the RRMSE value becomes more increased, conformity of power usage pattern
decreases, which makes it difficult to judge the reduction value accurately. Although the U.S. PJM
power DR market is set at less than 20%, the Korea DR market is set to within 30% at the beginning
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of the system. To determine the suitability of the DR customer, the KPX enforces an annual RRMSE
assessment, and then that result determines whether the DR customer can participate in the DR market
for one year. This calculation is based on data from 45 weekdays from the date of verification [26].
For example, the flat line of the electricity usage graph in Figure 5 indicates 10%, that means Figure 5 is
a reliable DR resource, and therefore this customer can participate in the DR market.

The incentive for participating in the DR market can be classified into basic settlement and
performance settlement, and the monthly basic settlement payment is as shown in Table 4. According
to the reduction duration time, the actual performance-settlement payment is different under the KPX
condition [27].

Table 4. Monthly basic settlement payment 2016–2018.

Month Basic Settlement Payment [KRW/kW] Weekday

2016.12 5186.22 22

2017.01 4994.68 20

2017.02 4475.45 20

2017.03 3767.84 22

2017.04 1462.24 20

2017.05 1335.86 20

2017.06 3858.63 21

2017.07 5395.95 21

2017.08 4930.56 22

2017.09 3694.44 21

2017.10 1213.57 17

2017.11 2919.16 22

2017.12 4,697.14 19

2018.01 5,763.12 22

2018.02 4,249.36 18

2018.03 3,519.93 21

2018.04 1,245.46 21

2018.05 1,036.46 21

2018.06 3,300.72 19

2018.07 5,803.64 22

2018.08 5,354.86 22

2018.09 3,150.83 17

2018.10 1,003.48 21

2018.11 2,717.80 22

Total 85,077,404 493
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To calculate the basic settlement money, Equations in (2) are applied to the integrated demand-side
management solution [26].

DRBPi.m = ORCi.m × BPm × 1, 000

IBPCi.m =
TDRBPi

ORCi.m ×MRT
× m∑

t
DRDi.t × 2×DFi,t

DRDi.t = Max(RSOi,t × 0.97−DRi,t, 0)
BPCi.m = Min(DRBPi.m, IBPCi.m)

FDRBPi.m = DRBPi.m − BPCi.m

(2)

DRBPi.m Demand response basic payment by monthly (KRW)
ORCi.m Obligation reduction capacity (MW)
BPm Basic price by monthly (KRW/kW)
IBPCi.m Initial basic penalty charge (KRW)
TDRBPi Total basic settlement money during the contract period (KRW)
MRT Maximum reduction time (Max 60 h)
DRDi.t Dispatch reduction deficiency (kWh)
RSOi,t Reduction ordered by system operator (MWh)
DRi,t Dispatched reduction (kWh)
DFi,t Dispatch flag (1 for active, 0 for non-active)
BPCi.m Basic penalty charge by monthly (KRW)
FDRBPi.m Final demand response basic payment by monthly (KRW)

To verify the DSMS functional test, the sampled data is divided into the following three categories:
(1) large amount, (2) medium amount, and (3) small amount. Table 5 shows sampled data.

Table 5. The data for functional verification of demand-side management solution (DSMS).

Amount Large Medium Small

Name N Company Provincial Government G store

Type Factory Building Retail

Peak (kW) 24,561 2002 57

Average power consumption (kW) 22,306 1534 52

Contracted capacity (kW) 10,000 1000 40

Baseline load, peak, average power consumption, and CBL are calculated based on the customer’s
power usage which is monitored and recorded from an electricity smart meter. Figures 6–8 show the
data on 26 June 2017. The large amount, N company, is a chemical company located in the southwestern
area of South Korea. The power consumption pattern of N company is a typical factory type. Figure 6
illustrates the power consumption pattern baseline load and peak. The medium amount, a provincial
government building, is located in the central area of South Korea. The CBL of this customer is
1938.56 kW at 13:00~14:00 on 26 June 2017, as shown in Figure 7. Lastly, the small amount, G store,
is a retail store located in the southeastern area of South Korea. Figure 8 shows the RRMSE value as
9.815%, less than 30%.
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Figure 6. N company power consumption and baseline load.

 

Figure 7. Provincial government building CBL calculation.

 

Figure 8. G store power RRMSE.
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3. Results

Table 6 shows the DR benefit and reduction rate results for three contracted customers after
participating in the DR program. The results show the money-saving and energy conservation using
the DSMS. The data used in this paper was collected in two years (from December 2016 to November
2018) from selected customers in South Korea. The N company case is selected to demonstrate the
result. In the case of N company, the contracted capacity is 10 MW, participating in the 20 h DR dispatch
during the two years. As a result, the DR delivery rate which is an average 108.03% and the benefit
from the DR participation which is 854,900,394 KRW (basic settlement benefit is 844,014,870 KRW and
actual settlement money is 10,885,524 KRW) are occurring, and the savings in electricity cost over the
two years is about 2,160,560 KRW

Table 6. Participation result of annual demand response market.

Name N Company

Month
Reduction

Order
Reduction

Duration Time
Basic-Settlement

Benefit [KRW]
Performance-Settlement

Benefit [KRW]
DR Delivery

Rate [%]

2016.12 O 2 h 51,862,200 2,224,080 121.65%

2017.01 X - 49,946,800 - -

2017.02 X - 44,754,500 - -

2017.03 O 1 h 37,678,400 1,129,080 121.44%

2017.04 X - 14,622,400 - -

2017.05 X - 13,358,600 - -

2017.06 X - 38,586,300 - -

2017.07 O 3 h 53,221,870 2,429,646 95.30%

2017.08 X - 49,305,600 - -

2017.09 X - 36,944,400 - -

2017.10 X - 11,421,800 - -

2017.11 O 1 h 23,884,000 878,970 105.14%

2017.12 X - 46,971,400 - -

2018.01 O 9 h 57,631,200 1,056,280 108.17%

2018.02 O 1 h 42,493,600 1,094,716 114.69%

2018.03 X - 35,199,300 - -

2018.04 X - 12,454,600 - -

2018.05 X - 10,364,600 - -

2018.06 O 2 h 33,007,200 993,782 106.06%

2018.07 X - 58,036,400 - -

2018.08 X - 53,548,600 - -

2018.09 O 1 h 31,508,300 1,078,970 104.44%

2018.10 X - 10,034,800 - -

2018.11 X - 27,178,000 - -

Total 844,014,870 10,885,524 -

Name Provincial Government

2016.12 O 2 h 5,186,220 211,700 114.32%

2017.01 X - 4,994,680 - -

2017.02 X - 4,475,450 - -

2017.03 O 1 h 3,767,840 99,475 105.72%

2017.04 X - 1,462,240 - -

2017.05 X - 1,335,860 - -
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Table 6. Cont.

Name Provincial Government

2017.06 X - 3,858,630 - -

2017.07 O 3 h 5,395,950 336,334 127.28%

2017.08 X - 4,930,560 - -

2017.09 X - 3,694,440 - -

2017.10 X - 1,142,180 - -

2017.11 O 1 h 2,305,028 76,229 91.24%

2017.12 X - 4,697,140 - -

2018.01 O 9 h 5,763,120 119,026 121.89%

2018.02 O 1 h 4,249,360 131,721 138.00%

2018.03 X - 3,519,930 - -

2018.04 X - 1,245,460 - -

2018.05 X - 1,036,460 - -

2018.06 O 2 h 3,300,720 106,706 113.88%

2018.07 X - 5,803,640 - -

2018.08 X - 5,354,860 - -

2018.09 O 1 h 3,150,830 120,557 116.69%

2018.10 X - 1,003,480 - -

2018.11 X - 2,717,800 - -

Total 84,391,878 1,201,747 -

Name G Store

2016.12 O 2 h 610,614 21,309 95.73%

2017.01 X - 599,362 - -

2017.02 X - 537,054 - -

2017.03 O 1 h 446,284 10,547 93.41%

2017.04 X - 175,469 - -

2017.05 X - 160,303 - -

2017.06 X - 463,036 - -

2017.07 O 3 h 647,514 36,711 170.65%

2017.08 X - 591,667 - -

2017.09 X - 443,333 - -

2017.10 X - 137,062 - -

2017.11 O 1 h 262,012 8,323 82.96%

2017.12 X - 610,614 - -

2018.01 O 9 h 599,362 11,935 122.22%

2018.02 O 1 h 537,054 10,158 106.42%

2018.03 X - 446,284 - -

2018.04 X - 175,469 - -

2018.05 X - 160,303 - -

2018.06 O 2 h 463,036 10,515 112.22%

2018.07 X - 647,514 - -

2018.08 X - 591,667 - -

2018.09 O 1 h 443,333 10,113 97.89%

2018.10 X - 137,062 - -

2018.11 X - 262,012 - -

Total 10,147,42 119,611 -
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To verify the capacity of the demand response from the customer, the request from KPX on 20
July 2017, 14:00~17:00, is displayed in Table 7. The large customer, N company, a big factory which
has a contracted capacity of 10,000 kW delivered 97%, 93%, and 96% for each period and the average
delivery rate was 95%. Figure 9 Illustrates the CBL load, the DR reduction result, and the delivery rate
of each period. For example, Figure 9a shows the CBL is 18,059 kW, the real load is 8378 kW, the DR
reduction is 9,681 kW, and the contracted capacity is 10,000 kW at 14:00~15:00.

   
(a) (b) (c) 

Figure 9. N company demand response result (data of 20 July 2017, 14:00~17:00).

Table 7. Result of demand response from customer.

Amount Large Medium Small

Name N Company
Provincial

Government
G Store

Type Factory Building Retail

Contracted capacity (kW) 10,000 1000 120

CBL (kW)

14:00~15:00 18,059 1944 356

15:00~16:00 17,303 1904 349

16:00~17:00 17,545 1882 302

Real load (kW)

14:00~15:00 8378 669 158

15:00~16:00 7980 634 121

16:00~17:00 7958 470 113

DR reduction result
(kW)

14:00~15:00 9681 1275 198

15:00~16:00 9323 1270 227

16:00~17:00 9587 1412 189

DR delivery rate
(%)

14:00~15:00 97% 128% 165%

15:00~16:00 93% 127% 189%

16:00~17:00 96% 141% 158%

4. Discussion

Unlike the traditional energy management models that focus on the supply side, the DSMS
considers the energy demand and control on the interactions between customers and supplier to manage
electricity usage reduction and money saving. Through the implementation of the DSMS technology,
the end user can automatically check necessary information, such as the CBL, the RRMSE value, and the
amount of DR reduction, without the need for complex formulas and contents. Furthermore, the CBL
and current usage can be checked in real time by monitoring power usage every 5 min. The DSMS
operated in the actual South Korea DR market for a year and based on these results the developed
solution was verified. In addition, the result illustrates that the integrated demand-side management
solution contributes by participating in the DR market and provides a benefit and satisfaction to
the consumer.
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The researcher and stakeholders of the DR market should consider the criteria value of the RRMSE.
As previously mentioned in Section 2, the U.S. PJM power suggests a RRMSE value less than 20%,
but the South Korea DR market sets the value within 30%. This consideration helps an effective DR
operation and derives a successful outcome. This unique demand-side manage experience in South
Korea could provide the rest of the world with a model to efficiently maintain a national power grid and
potentially suggest the development of novel energy managing plans for local situations and policy.

5. Conclusions

In this paper, a case study of the demand-side management solution in South Korea is
introduced and explained. The experience from the consumer and the DR aggregator shows that the
integrated demand response solution technologies is a fast-responding approach in a cost-effective way.
The curtailed energy from contracted customers contributed by reducing peak power in the national
power grid and therefore can effectively provide a reliable power system. The demand resource can
be an alternative to the redundant generation in short term such as 5 min. The case of a 10 MW
contracted customer shows average 108.03% delivery rate and the total benefit of 854,900,394 KRW for
two years. It also shows that all customers regardless of the amount of participation have responded
well to 20-h DR dispatch during the two years. The results illustrate that the integrated demand-side
management solution contributes by participating in the DR market and gives a benefit and satisfaction
to the consumer.
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Abstract: An optimal operation of new distributed energy resources can significantly advance
the performance of power systems, including distribution network (DN). However, increased
penetration of renewable energy may negatively affect the system performance under certain
conditions. From a system operator perspective, the tie-line control strategy may aid in overcoming
various problems regarding increased renewable penetration. We propose a bi-level optimization
model incorporating an energy band operation scheme to ensure cooperation between DN and
microgrid (MG). The bi-level formulation for the cooperation problem consists of the cost minimization
of the DN and profit maximization of the MG. The goal of the upper-level is to minimize the operating
costs of the DN by accounting for feedback information, including the operating costs of the MG
and energy band. The lower-level aims to maximize the MG profit, simultaneously satisfying
the reliability and economic targets imposed in the scheduling requirements by the DN system
operator. The bi-level optimization model is solved using an advanced method based on the modified
non-dominated sorting genetic algorithm II. Based on simulation results using a typical MG and an
actual power system, we demonstrate the applicability, effectiveness, and validity of the proposed
bi-level optimization model.

Keywords: bi-level optimization model; cooperation; distributed energy resource; distribution
network; energy band; microgrid; modified non-dominated sorting genetic algorithm II

1. Introduction

1.1. Background

In recent years, significant global efforts have been devoted to developing renewable energy
sources to reduce the demand for fossil fuels as well as to limit carbon emissions and air pollution.
In particular, distributed and small-scale wind and solar photovoltaic (PV) power generation systems
have undergone dramatic growth [1,2]. Furthermore, microgrids (MGs) have attracted attention owing
to their potential to provide electricity in a reliable, economical, efficient, and environmentally-friendly
manner from distributed energy resources (DERs) [3,4]. MGs provide an effective means of overcoming
the intermittency of DERs and enabling bidirectional transactions. Moreover, they contribute to
limiting carbon emissions, allow for the diversification of energy sources, and reduce cost [5].

At present, the majority of electrical energy consumed is provided by nuclear or fuel power plants
with high capacities and reliability. However, the costs of investing in such power plants remains
very high. Hence, DERs implemented at a smaller scale have been attracting considerable interest,
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as they incur smaller capital requirements as well as have a lower environmental impact [6]. However,
the increased use of renewable energy and high-efficiency distributed generation (DG) sources in
power systems has resulted in power generation systems becoming smaller. Furthermore, these power
systems are located closer to consumers on MGs, which comprise distribution networks (DNs) for a
range of energy resources such as fuel cells, wind turbines (WTs), combined heat and power (CHP)
systems, and PV systems [7]. The incorporation of DG sources into a network offers numerous benefits
with respect to the overall performance, provided that these sources are optimally scheduled and
coordinated [8]. An important challenge regarding MGs is the optimization of their operation, which
involves determining the best means of generating value for each unit to maximize the profit. In this
regard, DG sources that are capable of CHP production are being used extensively in MGs as well as
with DERs that are stochastic in nature [9]. Since power generation by DERs includes an element of
uncertainty, it is necessary to forecast their output. This topic formed part of a previous study in which
the load uncertainties and those associated with DERs were considered [10].

1.2. Literature Review and Motivation

Studies in this field should take into account the effects of the operational performance in MGs.
However, numerous researches on MGs have only focused on the optimization of their operations.
In such studies, the optimization of the operational cost as well energy savings and emission reductions
are the primary objectives, and different algorithms are employed to solve the optimization problem.
A method for the economic dispatch optimization of MGs, which considers the load as well as
microturbine (MT) constraints was proposed with the aim of minimizing the fuel cost [11]. Low-cost
operations and energy management are generally considered as necessary for MGs to ensure that they
can meet the power demand, facilitate improved penetration levels of renewable energy, and allow for
control over the power exchanged with the utility grid [12,13]. The power flow and cost management
of MGs have been studied in depth [14,15]. A decentralized architecture for multiagent systems has
also been proposed for the economic dispatch of MG [16]. However, their operation is complicated
by the bidirectional energy exchange between the MGs and DN [17]. Therefore, further research on
power system operation is necessary to determine a suitable approach for cooperation between the DN
and MG.

Furthermore, various uncertainties pertaining to the economic operation of MGs have been
considered. These factors are based on the assumption that low-voltage DNs sell energy to the MGs at
real-time pricing tariffs [18]. In addition to these studies, which have only focused on the economic
operation of MGs, several works have explored the benefits of using MGs with the DN. In this regard,
an integrated solution that considered both the load dispatch of the MGs and reconfiguration of
the main grid was proposed in an attempt to minimize the total operational costs of the main grid
with multiple MGs [19]. Moreover, a co-optimization planning model for MGs was proposed, which
considered the reliability of the power system as well as several economic criteria relating to the
generation and transmission systems and the MG [20]. However, these co-optimization problems
cannot be resolved directly using conventional optimal algorithms. Optimal operation of the entire
power system should enable the decision makers to optimize their respective objective functions
independently while simultaneously cooperating with one another. Thus, several researchers have
studied bi-level optimization models to address this issue [21–23]. However, only the DN operation
has been optimized in these studies, without the tie-line control being considered in the analysis.
Therefore, further research relating to the decision-making framework that considers the tie-line control
is required to achieve optimal cooperation between the DN and MG.

Recent work has also introduced various structures and methods for optimizing the operation of
MGs, including approaches that use various optimization algorithms for MGs with different DERs.
In particular, attempts at optimizing MG operations using a mixed integer nonlinear programming
(MINLP) model have been reported, in which the aim was to minimize an objective function that
considered the initial investment, operations, repair and maintenance, and environmental costs [24].
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However, the mathematical solutions for models, such as that based on MINLP cannot be used to
optimize large-scale nonlinear problems, which must be addressed using heuristic techniques. As a
solution to this problem, the non-dominated sorting genetic algorithm II (NSGA-II) was used to allocate
power to the units in the power system economically [25]. Although this algorithm incorporates
several advanced concepts, including elitism, fast non-dominated sorting, and diversity maintenance
along the Pareto solution, it still exhibits shortcomings in sustaining lateral diversity and acquiring the
Pareto solution with high uniformity.

1.3. Contribution and Organization of Paper

This paper presents a bi-level optimization model to determine the optimal operation strategy for
both the DN and MG. The upper-level optimization determines the scheduling requirement injected
from the DN to the MG by minimizing the operating costs of the DN. The lower-level optimization
provides feedback information regarding the received scheduling requirement by maximizing the
MG profit while considering the energy band operational scheme. Moreover, a modified version of
the NSGA-II (MNSGA-II) is applied to solve the model, resulting in improvements in the profit of
the MG while reducing the DN operational cost. Simulations are performed on an IEEE (Institute of
Electrical and Electronics Engineers) test system and actual system to validate the model and highlight
its advantages over other multi-objective approaches.

The contributions of this study are as follows:

• Strategic behavior is proposed for cooperation between each operator for both the DN and MG
based on the tie-line control strategy using a power margin (energy band operation scheme) of the
tie-line between the DN and MG, which aids in providing a reliable and economic reference for
responsibility sharing between two operators.

• A bi-level optimization model with an operation scheme based on the energy band is presented
for cooperation between the DN and MG, in which the upper-level sends/receives the scheduling
requirement/feedback information to/from the lower-level to determine the amount of energy of
the tie-line.

• Finally, the MNSGA-II is employed, which preserves the diversity of the non-dominated solution
laterally, and yields a Pareto solution with high uniformity, owing to the trade-off between the
operational cost of the DN and the profit of the MG resulting in improved performance, as well as
faster convergence and divergence.

The remainder of this paper is organized as follows: Section 2 addresses the methodology for the
energy band. The bi-level optimization framework and multi-objective formulation is discussed in
Section 3. Section 4 describes the proposed solution scheme and optimization process for cooperation
based on the MNSGA-II. Section 5 presents a discussion of the obtained results. Finally, the paper is
concluded in Section 6.

2. Methodology

2.1. Energy Band Operation Scheme

In general, the load exhibits relatively sudden fluctuations owing to the presence of renewable
customers with a massive load in the grid-connected MG. The operational efficiency can be improved,
and optimization can be achieved by sharing the operational information with the DER and the
demand between the DN and MG system operator (DSO and MGO). The responsibility for balancing
the supply–demand problem is transferred to the DSO when the MG is grid-connected. We used an
operational scheme based on an energy band to divide the responsibility for balancing the supply
and demand. This concept is based on a modification of the operational scheme originating from the
frequency control band in the reserve capacity market [26]. An energy band operation scheme of a
tie-line flow is illustrated in Figure 1. Here, the contractual tie-line flow refers to the existing contract
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power between the DN and the MG. The energy band is the marginal power of the existing contractual
tie-line flow. On the other hand, the rescheduled tie-line flow indicates the modified tie line flow
through the energy band from the contractual tie-line flow. The DSO and MGO can regulate the cost
for the tie-line flow so that it remains reasonable, ensuring stable operation of both grids.

The rescheduled tie-line flow, P*
tie, is expressed as:

P∗tie,c − PEB
tie ≤ P∗tie ≤ P∗tie,c + PEB

tie (1)

P∗tie,c(t + 1) − PEB
tie (t) − P∗tie(t) ≤ u∗tie(t) ≤ P∗tie,c(t + 1) + PEB

tie (t) − P∗tie(t) (2)

where P*
tie is the rescheduled tie-line flow; Ptie,c is the contractual tie-line power flow between the DN

and MG; PEB
tie is the size of the energy band; u*

tie is the control signal for the tie-line flow.
The energy band constraint (Equation (2)) is introduced under the bi-level optimization model

and rescheduled tie-line flow given in (Equation (1)), to prevent sudden changes in the tie-line flow.
This scheme does not provide for the additional energy cost for a breach of the contractual tie-line flow
within the energy band. However, the rescheduling information should be identified by the MGO prior
to changing the feedback information from Ptie.c, because it is a schedule for the DER of the MG. This
information can assist the operators in sharing the responsibility and maintaining stable operation.

 

Figure 1. Energy band operational scheme.

2.2. Ramping Capability

At each time t, the ramping capability of upward and downward for the next period, t + 1 is
calculated as follows:

r∗u(t) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
NGm∑
i=1

min(PGmi,max − P∗Gmi, uGmi,max) + min(P∗tie,c(t + 1) + PEB
tie − P∗tie(t), Ptie,max − P∗tie(t))

+
NB∑
i=1

min
(

1
ηdi

(−SBi,min + S∗Bi(t)) − PBi,min + P∗Bi(t)
)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (3)

r∗d(t) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
NGm∑
i=1

max(PGmi,min − P∗Gmi(t), uGmi,min) + max(P∗tie,c(t + 1) − PEB
tie − P∗tie(t), Ptie,min − P∗tie(t))

+
NB∑
i=1

max
(

1
ηci
(−SBi,max + S∗Bi(t)) − PBi,max + P∗B(t)

)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (4)

where SBi,t is the state of charge in ith battery energy storage system (BESS) at time t.

max(a, b) =
{
y
∣∣∣y ≥ a and y ≥ b, y ∈ {a, b}

}
(5)

min(a, b) =
{
y
∣∣∣y ≤ a and y ≤ b, y ∈ {a, b}

}
(6)
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By securing r*
u, the MGO can mitigate the operational risk arising from energy shortages.

Equation (4) corresponds to the dissipation of energy at time t + 1. Once the ramping capability has
been determined, it is necessary to consider the contractual tie-line flow and energy band, because a
change in the contractual tie-line flow will affect the MG demand patterns. The tie-line flow at time k
can be set to the maximum value, P*

tie,c + Ptie
EB, when the MG operating cost is higher than that of the

DN. In this situation, the upward ramping capability from the tie-line flow may have a negative value
when P*

tie,c (t + 1) is lower than P*
tie,c. Consequently, the values corresponding to the upward and

downward ramping capability should reflect the changes in the contractual tie-line flow and energy
band over the predictive horizons.

3. Problem Formulation

3.1. Bi-Level Optimization Model

In general, a bi-level optimization model is a decision model with a two-level structure and
multiple participants [27]. The upper-level decision regulates the lower-level behavior while the
optimal strategy of the lower-level influences the upper-level decision-making. Mathematically,
the bi-level optimization model can be expressed as a pre-defined objective function subject to a set of
static physical and operating limits, with its compact form being as follows:

Upper− level :

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Min

U
ωuF(Z)

s.t. G(U, X) ≤ 0

Lower− level :

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Max

X
ωl f (Z)

s.t. g(U, X ) ≤ 0

(7)

where F(Z) and f (Z) are the objective functions of the upper and lower levels, respectively; G(U,X) and
g(U,X) are the vector functions representing the equality constraints of the upper and lower levels,
respectively; U and X are the decision variables of the upper and lower levels, respectively. ωu and ωl
are weighting factors of upper-level and lower-level, respectively.

The bi-level decisions influence and constrain one another, because the optimization model can
express the hierarchical relationship between the two levels. Figure 2 presents the overall scheme of
the bi-level optimization model which is designed to incorporate the energy band during the problem
formulation. The MG is integrated into the DN, and the DSO provides power to the MGO to balance
the load. Furthermore, the WT, PV panel, MT, and battery energy storage system (BESS) are connected
to different load nodes of the MG. In this case, the power flow between the DN and MG is bidirectional.
The MG can not only purchase energy from the DSO but also sell energy to it. As shown in Figure 2,
the DSO incentivizes the MGO to lower the cost of the energy it supplies using the optimal scheduling
information for the tie-line exchange, and the MGO operates economically and safely by following the
scheduling requirements. On the upper-level, the DSO who has the responsibility of operating the
DN in an optimal fashion, optimizes the power exchanged between the DSO and MGO, so that its
operating cost is minimized. In response, the lower-level determines the rescheduled tie-line flow with
the energy band as feedback information. The exchanged power of the tie-line between the DN and
MG is considered as coupling variables between the DSO and MGO, which determine the amount of
the tie-line purchased power by the DSO at the upper-level in consideration of the tie-line exchange
power for MGO’s profit for stable operation of the DN, and it forces the decision maker to consider a
multi-objective optimization problem. The DSO wants to buy less transaction levels from the MGO to
minimize operating costs for optimal operation of the DN. Conversely, the MGO want to sell them to
the DSO to maximize profits in the DN. These relationships are trade-off (i.e., minimized operating
cost for DSO and maximized profit for MGO), and the solutions must be solved by a multi-objective
problem in order to obtain a Pareto-front between the two operators. Thus, the proposed approach
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provides the optimal solution for cooperation between the DSO and MGO to help in decision-making,
whenever there is a trade-off between operating cost of the DSO and profit of the MGO in the DN.

 

Figure 2. Overall scheme of a bi-level model. MGO: microgrid operator; DSO: distribution network
operator; WT: wind turbine; PV: photovoltaic; MT: microturbine; BESS: battery energy storage system.

3.2. Upper-Level Model for DSO

To optimize the DN operations, the objective function of the upper-level model aims to minimize
the operating cost from the DSO perspective, including three terms. The first term represents the
power losses, while the second term indicates the cost of purchasing/selling active power from/to the
day-ahead wholesale market, and the third term is the cost of exchanging power at the tie-line between
the DN and MG. If Ptie > 0, the DSO is selling power to the MG and if Ptie < 0, the DSO is purchasing
power from the MG, and also if Ptie = 0, no power exchange takes place between the DSO and MGO.

min F =
T∑

t=1

[Closs(t) + CM(t) + Ctie(t)] (8)

where Closs(t) is the cost of the power losses at time t; CM(t) is the cost of purchasing/selling active
power from/to the day-ahead wholesale market at time t; Ctie(t) is the cost of exchanging power at the
tie-line between DN and MG at time t.

In general, the DN operating costs for renewable and storage energy are not considered when
calculating the minimal operating cost, because the fuel costs are almost equal to zero. Therefore, these
operating costs are not considered in our work. The detailed objective function is expressed as follows:

min F =
T∑

t=1

[
ρlossPloss(t) + ρM(t)

(
PM,p(t) − PM,s(t)

)
+ ρe(t)Ptie(t)

]
(9)

where ρloss is the price for power losses, in $/kWh; Ploss(t) is the amount of active power losses; ρM(t) is
the day-ahead clearing price in the wholesale market at time t, in $/kWh; PM,p(t)/PM,s(t) is the power
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purchased from/sold to the wholesale market at time t, in $/kWh; ρe(t) is the day-ahead energy exchange
price announced by the DSO for the MG at time t, in $/kWh. Here, PM(t) and ρe(t) are decision variables
on the upper-level.

The power flow equations for the DN, including the active and reactive power, are modified
as follow: ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

PGmi,t − PLmi,t −Vi,t
n−1∑
j=1

Vj,t(Gij cosθi j,t + Bij sinθi j,t) = 0

QGmi,t −QLmi,t −Vi,t
n−1∑
j=1

Vj,t(Gij sinθi j,t − Bij cosθi j,t) = 0
(10)

where PGmi,t is the active power of the ith node with the MG at time t; PLmi,t is the active power of the
ith load node at time t; Vi,t is the voltage of the ith node at time t; Vj,t is the voltage of the jth node at
time t; Gij is the conductance element of the DN admittance matrix; Bij is the susceptance element of
the DN admittance matrix; θij,t is the phase angle difference between the ith and jth nodes at time t.

The amount of active power loss is calculated as follows:

Ploss(t) =
N∑

i, j=1

Rij

⎛⎜⎜⎜⎜⎜⎜⎝
P2

Gmij,t + Q2
Gmij,t

Vi,t

⎞⎟⎟⎟⎟⎟⎟⎠ (11)

where Rij is the resistance of branch ij.
The DN power balance equation indicates that the sum of the power exchanged with the MG and

power purchased from the market is equal to the sum of the demand and loss, as follows:

Nm∑
i=1

Ptie,i(t) + PM(t) = Pd(t) + Ploss(t) (12)

The inequality constraints represent the DN physical and security limits, and include the following:

• Voltage limits
Vi,min ≤ Vi,t ≤ Vi,max, ∀vslack = 1 (13)

• Line current limits
P2

Gmij,t + Q2
Gmij

Vi,t
≤ I2

max (14)

• Grid tie-line flow limits
Ptie,p,min ≤ Ptie,p,t ≤ Ptie,p,max (15)

Ptie,s,min ≤ Ptie,s,t ≤ Ptie,s,max (16)

• Price of power exchange limits
0 ≤ ρe(t) ≤ ρe,max(t) (17)

• Exchanged power limit with wholesale market

PM(t) ≤ PM,max(t) (18)

3.3. Lower-Level Model for MG

The lower-level objective function is intended to maximize the profit of the MGO connected to the
DN considering five different terms.

max f =
T∑

t=1

[PrL(t) + Pre(t) + Prm(t) + PrPV(t) + PrBESS(t)] (19)
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where PrO(t) is the profit including loads, and exchanged power between DSO and MGO, MT, PV, and
BESS, respectively.

The profit terms of the above objective function are defined as follows:

PrL(t) = ρe(t)
N∑

i=1

PLi(t) (20)

Pre(t) = ρe(t)
(
Ptie,p(t) − Ptie,s(t)

)
(21)

Prm(t) = −
N∑
i

ρmiPGmi(t) (22)

PrPV(t) = −
N∑
i

ρPViPPV(t) (23)

PrBESS(t) = −
N∑
i

ρBESSi
(
PB,d(t) − PB,c(t)

)
(24)

where PB.c and PB.d are the battery charge and discharge power, respectively.
The micro sources in the DN include the WTs, PV panels, and BESS. The models and equations

for these micro sources are presented below:

(1) WTs

The output power of the WTs is modeled using the following parameters, provided in [27], which
can be expressed as

PWT =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 υ ≤ υci or υ ≥ υco

ε1 · υ3 − ε2 · Prate υci < υ ≤ υr

Prate υr < υ ≤ υco

(25)

where v is wind speed; vci is the cut-in speed; vco is the cut-off speed; vr is the rated speed; ε1 and ε2 are
the fitting parameters of the WT power curve; Prate is the rated output power of the WT.

(2) PV panels

The PV output power is expressed as a function of the irradiance and temperature. Thus, the PV
panels can be modeled as

PPV = PSTC,max · GAC
GSTC

· (1 + k(Te − TSTC)) (26)

where PPV is the output power of the PV system; PSTC,max is the maximum output under standard
test conditions; GAC is the current irradiance; GSTC is the standard irradiance; k is the temperature
coefficient; Te is the current temperature; TSTC is the standard temperature; GSTC = 1000 W/m2,
and TSTC = 25 ◦C [28].

(3) BESS

The energy storage units are used for energy compensation between the MG supply and demand.
The following constraints are considered for the charging and discharging strategy [29]:

SBi,t,min ≤ SBi,t ≤ SBi,t,max (27)

SBi,t+1 = SBi,t + ηcPB,c(t)Δt− PB,d(t)Δt/ηd (28)

where ηc and ηd are the battery efficiencies during the charging and discharging processes, respectively.
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During the charging and discharging processes, the power should be limited, as follows:

0 ≤ PB,c(t) ≤ PB,c,max (29)

PB(t) = PB,c(t) − PB,d(t) (30)

In our work, we assumed that the energy stored in the batteries during the end scheduling
period is greater than SBi,base, to ensure that the batteries have stored energy available for the next day.
This limit can be expressed as

S∗Bi ≥ SBi,base (31)

where SBi
* is the energy of the ith BESS in the end dispatch period; SBi,base is the minimum required

dispatched energy of the ith BESS.
The power balance equation of the MG can therefore be modified as follows:

NG∑
i=1

PGmi(t) +
NB∑
i=1

PBi(t) +
NWT∑
i=1

PWTi(t) +
NPV∑
i=1

PPVi(t) + PTie(t) = Pload (32)

The inequality constraint of the MT output limit can be expressed as

PGmi,min(t) ≤ PGmi(t) ≤ PGmi,max(t) (33)

4. Optimal Solution

In bi-level optimization problems, the decision variables of the upper-level are taken as the
parameters in the lower-level. Here, the exchanged power between the DSO and MGO applied the
energy band for the tie-line flow, which is the upper-level variable, is considered as the parameter for the
lower-level. In our work, instead of transferring the bi-level optimization problem into a single-level, a
multi-objective optimization problem relating to the cooperation between the DSO and MGO is applied,
in which the modified NSGA-II (MNSGA-II) is used to solve the proposed model and applied to the
cooperation of the variable relationships between the DSO and MGO. Moreover, the controlled elitism
and dynamic crowded tournament selection have been applied for criteria of Pareto-optimal by using
the MNSGA-II. Then, the tie-line constraints convergence criterion is solved in the multi-objective
problem form checking the post state feasibility. If the tie-line constraints convergence criterion is
satisfied, the optimization process can proceed to the next step. If not, the iteration number can increase,
and the above process repeated. Owing to the trade-off between the stable operation of the DN and
economical operation of the MG, the DSO and MGO cautiously consider the “Pareto solution” to solve
the multi-objective problem with bi-level optimization while improving the entire system operations.

4.1. NNSGA-II

The conventional NSGA-II includes two principal components: a non-dominated sorting solution
and crowding distance (CD) sorting procedure for preserving the solution diversity [30]. The NSGA-II
uses crossover and mutation operators to create the offspring population and adopts a rapid
non-dominated sorting method to decide the non-dominated rank of individuals. Since all members
of the previous solution injecting the new population may not be compiled, only several individuals
corresponding to the number of available fronts can be chosen from the last solution based on the
CD. Parents are also picked from the population using the crowded tournament selection method
based on the rank and CD. The crowded tournament selection in the NSGA-II randomly identifies
any two objects and selects the one in the less crowded region, when the two objects have the same
non-domination level. The object with the lower rank or higher CD is decided. The adopted population
makes offspring according to the crossover and mutation operators. Furthermore, this algorithm
employs an elite preservation strategy to choose the new generation from the parent and offspring
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population. The CD sorting procedure calculates the dispersion of the solutions in each solution and
maintains the Pareto solution diversity.

CDi =
1

Nobj

Nobj∑
g=1

∣∣∣∣ f g
i+1 − f g

i−1

∣∣∣∣ (34)

where fi+1
g and fi−1

g are the gth objective of the i + 1th and i − 1th individuals, respectively.
Although the NSGA-II contains improved concepts such as elitism, rapid non-dominated sorting,

and diversity maintenance along the Pareto-optimal solution, it remains insufficient with respect to
preserving the lateral diversity and a uniform distribution of the non-dominated solutions. An emphasis
on lateral diversity is necessary to prevent excessive exploitation and thereby ensures that the search
algorithm converges more rapidly. A stable distribution of non-dominated solutions is necessary to
include the optimal Pareto solutions. To address the disadvantages of the NSGA-II, controlled elitism
and the dynamic CD (DCD) are applied as the criteria for the optimal Pareto solution [31]. Therefore, in
this study, it was ensured that the criterion for the multi-objective optimization process was satisfied by
the convergence process, based on the criteria for assessing the Pareto optimal solution, which involves
the controlled elitism and DCD of the proposed MNSGA-II.

DCDi =
CDi

log
(

1
Vari

) (35)

where Vari is the variance of CDs calculated by Equation (36). Vari is based on

Vari =
1

Nobj

Nobj∑
g

(∣∣∣∣ f g
i+1 − f g

i−1

∣∣∣∣−CDi

)2
(36)

Regarding controlled elitism, the MNSGA-II regulates the number of objects in the optimal
selection adaptively and preserves a pre-defined number of distributed objects in each solution. Firstly,
the integrated parent and offspring population Rh = Poph∪Offh is divided for non-domination. Let Nf
be the number of non-dominated solutions in the incorporated population (of size 2 M). According to
the geometric distribution, the maximum available number of objects decided in the yth case (y = 1, 2,
. . . , Nf ) in the new population of size My is expressed:

My = M · 1− γ
1− γN f

· γy−1 (37)

where My is the new population size; M is the population size; γ is the reduction rate.
Since γ < 1, the maximum available number of objects in the solution is the highest, and other

solutions are permitted to contain an exponentially decreasing number of solutions.

4.2. Solution Procedure

The bi-level optimization for cooperation between the DSO and MGO is implemented in the
following sequential manner:

Step 1. Set the input parameters as well as the lower and upper limits of each power system
variable for the bi-level optimization process.

Step 2. Choose the population size M, crossover and mutation probability, crossover and mutation
index, and maximum number of generations.

Step 3. Solve the upper-level without the lower-level and obtain the initial base-case solution.
Step 4. After obtaining the base-case solution by solving the upper-level without any energy band

constraints, solve the lower-level to determine the new base case. Here, the tie-line flow from the
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energy band between the DSO and MGO is taken as a decision variable, and this variable is returned
to the upper-level.

Step 5. When violations are detected in the lower-level, solve the upper-level with all of the
feedback information included, thereby creating a new base-case.

Step 6. Solve the lower-level in parallel with the new base-case.
Step 7. Repeat the bi-level process until the new base-case is established.
Step 8. If the multi-objective functions are to obtain the converged Pareto solution, the process

terminates; otherwise, it is repeated from Step 3.
A flowchart of the detailed approach is presented in Figure 3.

 

Figure 3. Bi-level optimization process.
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5. Result and Discussion

5.1. Data

The MG contains distributed generation units, including WTs, MTs, and PV panels. The power
for the WTs, PV panels, and total load were taken from [28], as shown in Figure 4. Since the load
amount is greater than the total renewable energy at most times, other DER sources such as the MT
and BESS are necessary to balance the MG demand. In this paper, we assume that the three types of
loads (industrial, commercial, and residential customers) have a common characteristic and can be
considered as critical and interruptible loads. Therefore, the three types of loads can be added together
and considered the total load. Here, the total peak load is 500 kW. The MG structure is equipped with
WT whose total installed capacity is 500 kW, PV 300 kW, and MT 500 kW.

 
Figure 4. Forecasting power of PV panels and WTs and load for test system.

In this study, the capacity of the BESS was 200 kWh, while the charging and discharging ramp-rate
limits were both 50 kW/h. The battery efficiencies were 0.9 at any time step during the charging and
discharging processes [32]. Furthermore, the renewable energy in the operating cost was assumed to
have little effect on the final result. It was also assumed that no energy exchange occurred between
MGs. All characteristics of the DERs and other values of the technical parameter are depicted in
Table 1. Since we consider not only the scheduling in the MG, but also the operation of the tie-line,
we assume that the minimum rated capacity of MT is set to zero in order to clarify the tie-line operation
strategy considering the energy band. Figure 5 represents the forecasted real-time pricing (RTP) of the
wholesale market and the retail market prices based on the time-of-use (TOU) scheme [33].

Table 1. Values of technical parameters.

Parameter Value Parameter Value

ρloss ($/kWh) 250 ρPVi ($/kWh) 11
PM,max (kW) 36 ρBESSi ($/kWh) 8
Pe,max (kW) 20 Vmin, Vmax (p.u.) 0.95, 1.05
ρmi ($/kWh) 71 PGmi,min, PGmi,max (kW) 0, 20

PWT,min, PWT,max (kW) 0, 250 PPV,min, PPV,max (kW) 0, 100

The residual energy curves of the BESS for a period of 24 h are shown in Figure 6. The initial
state of charge of the BESS was 90 kWh. At 08:00, the BESS was fully charged. During the high-price
period, the BESS injected power into the MG. Furthermore, at the end of the day, the residual energy of
the BESS decreased to the initial value, which means that the energy of the BESS remained balanced
throughout the day.
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Figure 5. Market price information.

Figure 6. Residual energy of BESS.

5.2. Simulation Results

To evaluate the superior performance of the proposed operation scheme, the following two cases
were considered: Case 1: a bi-level optimization model that considers the tie-line flow without the
energy band and Case 2: a bi-level optimization model that considers the tie-line flow within the
energy band.

5.2.1. IEEE Test System

To demonstrate the validity of the proposed approach, an IEEE test system in which general
European MGs [34] connected the modified IEEE 33-bus DN [35] was used for the simulation and
analysis is shown in Figure 7. Details about the IEEE 33-bus DN can be found in [36]. The factors
should be taken into account when modeling an MG integrated with the DN. Here, the MG was always
connected to the DN by means of the tie-line. The maximum limit of the exchange power of the grid
tie-line was 400 kW. The scheduling period was assumed to be a single day.
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Figure 7. IEEE (Institute of Electrical and Electronics Engineers) test system.

Figure 8 illustrates the resulting scheduled power scheme for the distributed units of the integrated
MG, when the energy band was not considered, where the tie-line power accounted for the majority
of the load. Moreover, the BESS charged and discharged less frequently. The batteries were charged
from 02:00 to 04:00, while they were discharged at 07:00 and 19:00. Furthermore, the MG purchased
energy from the DN to optimize the operational cost, because it was significantly lower than the MT
cost. The manner in which the MGO shares the responsibility for ensuring balance of the supply and
demand with the DSO under the fluctuating renewable energy depends on the operating condition of
the tie-line flow.

Figure 8. Scheduled power scheme for distributed units for Case 1.

The tie-line flow results of Case 1 are based on the predetermined (contractual) tie-line flow
scenario. These results demonstrate that the MG rescheduled receiving the control signal from the DN
for operating cost minimization with no tie-line constraints. Interestingly, the tie-line flow changed
significantly to approximately 140 kW from 08:00 to 09:00, with a corresponding change in the load of
360 kW. Such substantial changes involve an increase in the potential risks or operational costs of the
DN, even though this results in significant reductions in the operating costs of the MG. The important
issue is the reduction of the reliability for the entire DN, which is far more significant than the
minimization in the operating costs of the MG. This means that the scalability, namely the ability to
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incorporate MGs into the DN, may be restricted. In this case, fluctuations as large as 4334 kW could
occur in the power transmission via the tie-line during the day.

We also evaluated the energy band operation scheme where the MG optimized the control signal
of the tie-line flow within the energy band (Case 2). The sharing of reliability should be carefully
considered when establishing the energy band size as an operational condition, owing to the trade-off
between reliability and cost in the grid-connected system. We considered energy bands ranging from
30% to 80% and compared the results with those of Case 1, as indicated in Table 2. According to the
results, the ratio of the 80% energy band was almost equal to the contract power. In the proposed
bi-level optimization model, ensuring the proposed ramping capability in the MG is essential for
mitigating operational risks.

Table 2. Comparison of MG operational costs.

Time
(h)

Contract
(kW)

Scheduled Power (kW)

(Energy Band)

30% 40% 50% 60% 70% 80%

1 55 40.04 43.12 46.2 49.28 52.36 55.44
2 30 21.06 22.68 24.3 25.92 27.54 29.16
3 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0
6 0 0 0 0 0 0 0
7 20 14.04 15.12 16.20 17.28 18.36 19.44
8 90 63.18 68.04 72.90 77.76 82.62 87.48
9 230 161.46 173.88 186.30 198.72 211.14 223.56

10 257 180.41 194.29 208.17 222.05 235.93 249.80
11 335 235.17 253.26 271.35 289.44 307.53 325.62
12 365 256.23 275.94 295.65 315.36 335.07 354.78
13 330 231.66 249.48 267.30 285.12 302.94 320.76
14 333 233.77 251.75 269.73 287.71 305.69 323.68
15 332 233.06 250.99 268.92 286.85 304.78 322.70
16 292 204.98 220.75 236.52 252.29 268.06 283.82
17 275 193.05 207.90 222.75 237.60 252.45 267.30
18 180 126.36 136.08 145.80 155.52 165.24 174.96
19 170 119.34 128.52 137.70 146.88 156.06 165.24
20 185 129.87 139.86 149.85 159.84 169.83 179.82
21 260 182.52 196.56 210.60 224.64 238.68 252.72
22 255 179.01 192.78 206.55 220.32 234.09 247.86
23 190 133.38 143.64 153.90 164.16 174.42 184.68
24 150 105.30 113.40 121.50 129.60 137.70 145.80

Ratio 70.23 75.64 81.04. 86.44 91.84 97.25

The scheduled power scheme for Case 2 with an energy band of 80% is plotted in Figure 9. It can be
observed from Figure 9a that the scheduled power scheme was similar to the contract power. Limited
control over the tie-line flow could cause the power system reliability of the MG to decrease owing to
an increased supply–demand unbalance. As shown in Figure 9b, the BESS was charged for longer than
that during Case 1 (from 03:00 to 05:00). The MT also generated power, which was used to ensure
reliable operation between the DSO and MGO, because of the ramping capability of the proposed
energy band scheme. Consequently, these results demonstrate that the increased responsibility for
balancing the supply and demand requires preparation and planning to make sure that the MGO is
capable of ramping.
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(a) 

(b) 

Figure 9. Scheduled power scheme for Case 2 for energy band of 80%: (a) Results for energy band,
(b) Scheduled power volumes for distributed units.

Table 3 compares the operational costs of the DN for all of the cases. In the base case, that is,
when no power was purchased from the DN, the operational cost was $519,482/h, while the operational
costs for Cases 1 and 2 were $516,841/h and $517,212/h, respectively. Although the operational cost
in the case of the proposed bi-level optimization model (Case 2) was 0.2% ($1033/h) higher than that
for Case 1, it was 0.3% ($1608/h) lower than that for the base case. These results are relevant to the
problems relating the MG operation; that is preventing shortages in the energy supply to the DN from
worsening, even though the operational costs for both Case 2 and the base case were higher than that
for Case 1.
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Table 3. Comparison of the operational costs for each case.

Case
Operation Cost ($/h)

Note
DSO MGO

Base 856,374 519,482 No purchase of power from DN
Case 1 873,622 516,841 Purchase of power from DN through tie-line
Case 2 862,716 517.874 Purchase of power from DN with energy band of 80%

To demonstrate the effectiveness of the bi-level optimization model for cooperation between
the DSO and MGO, the following two scenarios of Case 2 were considered: Scenario A: no bi-level
optimization model with Case 2, and Scenario B: bi-level optimization model with Case 2. Table 4
presents a comparison of the operational costs for each scenario in Case 2. In Scenario A, the MG
purchased power from the wholesale market at the RTP, because the feedback information including
the operational costs of MG and energy band, was not considered. According to the comparison results,
the operational cost of the MG in Scenario A was $512,638/h, which was lower than that in Scenario B,
namely $517,874/h, but the operational cost of the DN in Scenario A was higher than that in Scenario B.

Table 4. Comparison of operational costs for scenarios in Case 2.

Scenario
Operation Cost ($/h)

Note
DSO MGO

Scenario A 864,274 512,638 No bi-level model with Case 2
Scenario B 862,716 517,874 Proposed bi-level model with Case 2

The optimal results of the proposed approach for each case are summarized in Table 5. Comparing
the operation cost of the DSO, Case 2 was lower than Case 1, while the MGO profit in Case 2 was
lower than Case 1. It can be observed that the DSO operational cost was the lowest, even though
the MGO profit was little reduced in Case 2. Therefore, the results indicated in our study confirm
that the proposed approach provides the DSO and MGO with the optimal solution for reliable and
economical operation.

Table 5. Comparison of the optimal results for each case.

Case Operational Cost (DSO) Profit (MGO)

Case 1 873,622 747,216
Case 2 862,716 746,085

5.2.2. Actual Power System

We evaluated the practical applicability of the proposed approach for large-scale power systems,
by applying the results of our work to an actual power system in Shandong, China, called the Changdao
project [37], consisting of 128 buses and 7 MGs as shown in Figure 10. All of the MGs were constantly
connected to the DN by means of a single tie-line. The maximum limit of the tie-line flow was 1000 kW.
The scheduling period was considered to be a single day. The data for every MG and the capacity
parameters were listed in Table 6.
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Figure 10. Actual power system in China.

Table 6. Capacity parameters.

Type
Minimum Power

(kW)
Maximum Power

(kW)
Number of

Units
Ramp up/down
Rate (kW/min)

MT 0 1000 11 500/400
WT 0 1000 11 -
PV 0 1500 10 -
ESS −1500 1500 7 -

The scheduled power scheme for Case 2 with an energy band of 60% is shown in Figure 11. As can
be seen from Figure 11b, the BESS was charged for longer, from 04:00 to 07:00, than in Case 1, with the
MTs also generating additional power. These results indicate that the proposed bi-level optimization
model with the energy band can effectively improve reliable operations between the DSO and MGO.

Table 7 compares the operational costs for each case. In the base case, the operational cost was
$1,454,549/h when no power was purchased from the DN. In comparison, the operational costs for
Cases 1 and 2 were $1,447,154/h and $1,450,047/h, respectively. Although the operational cost for the
proposed scheme (Case 2) was 0.2% ($2893/h) higher than that for Case 1, it was lower than that for
the case in which no power was purchased from the DN by approximately 0.3% ($4532/h). Therefore,
the proposed bi-level optimization model based on a 60% energy band provides superior balance for
economical and reliable operation between the DSO and MGO.
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(a) 

(b) 

Figure 11. Scheduled power scheme for Case 2 within energy band of 60%: (a) Results for energy band,
(b) Scheduled power volumes for distributed units.

Table 7. Comparison of operational costs for each case.

Case
Operation Cost ($/h)

Note
DSO MGO

Base 2,081,643 1,454,549 No purchase of power from DN
Case 1 2,548,231 1,447,154 Purchase of power from DN through tie-line
Case 2 2,320,075 1,450,047 Purchase of power from DN within energy band of 60%

Table 8 presented a comparison of the operational costs for each scenario in Case 2. To confirm
the results, we assumed the same scenario as in the IEEE test system described previously. According
to the comparison results, the MG operational cost for Scenario A was $1,387,562/h, which was lower
than that for Scenario B, namely $1,450,047/h, but the operational cost of the DSO for Scenario A is
higher than that for Scenario B. It can be observed that the proposed bi-level model can reduce the
DSO operational cost although the MGO operational cost increases, because the MG operational cost
can be reduced by the proposed tie-line control strategy.
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Table 8. Comparison of operational costs for each Scenario in Case 2.

Scenario
Operation Cost ($/h)

Note
DSO MGO

Scenario A 2,527,983 1,387,562 No bi-level model with Case 2
Scenario B 2,320,075 1,450,047 Proposed bi-level model with Case 2

Table 9 displayed the optimal results of the proposed approach for each case. Similar to the result
for the IEEE test system previously, the operation cost of the DSO in Case 2 was lower than Case 1,
while the MGO profit in Case 2 was lower than Case 1. It can be seen that the DSO operational cost was
the lowest, even though the MGO profit was little reduced in Case 2. Therefore, it should be noted that
the proposed approach provides the optimal balance for reliable and economical operation between
the DSO and MGO.

Table 9. Comparison optimal results for each case.

Case
Operational Cost

(DSO)
Profit (MGO)

Case 1 2,548,231 988,274
Case 2 2,320,075 980,610

5.3. Performance Test

The multi-objective performance of the MNSGA-II was evaluated by comparing the Pareto
solutions obtained using the NSGA-II and MNSGA-II for 30 simulations performed on both the IEEE
test system and actual power system. The convergence metric, spread/diversity metric, inverted
generational distance, and minimum spacing metric were calculated for the non-dominated solutions
obtained using the NSGA-II and MNSGA-II [38]. A total of 30 independent trials were conducted to
select the appropriate values for these parameters and the optimal parameters selected are presented
in Table 10. In this case, the initial weight factor, w, was set to 0.5.

Table 10. Parameters used for non-dominated sorting genetic algorithm II (NSGA-II) and modified
version of the NSGA-II (MNSGA-II).

Parameter
IEEE Test System Actual Power System

NSGA-II MNSGA-II NSGA-II MNSGA-II

Population size 100 100 200 200
Max. no. of generations 30 30 30 30
Crossover probability 0.8 0.8 0.9 0.9
Mutation probability 1/12 1/12 1/75 1/75

Crossover index 1 1 2 2
Mutation index 10 10 20 20

Figure 12 displays the optimization results of the Pareto solution obtained in Case 2 among
the particle swarm optimization (PSO) [39], adaptive modified PSO (AMPSO) [40], strength Pareto
evolutionary algorithm (SPEA) [41], genetic algorithm (GA) [42], NSGA-II [43], and MNSGA-II on the
test system and actual system. Note that the third point converged as the Pareto solution in the case of
MNSGA-II for both systems. Table 11 indicates the comparison results for each system. According
to the comparison results, it is clear that the DSO operating cost and MGO profit were lower in the
proposed MNSGA-II than in the other algorithms for both systems. These results may be small in terms
of the overall operation, but a value is not small in terms of the cost regarding the margin of the tie-line
between the DN and MG for sharing the exchange information. As shown in Table 11, the run time of
the proposed approach was significantly reduced compared to the others, particularly for large power
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systems, owing to the parallel processing based on the bi-level model. These results demonstrate that
the proposed approach is suitable for the requirements of realistic power system operation.

(a) 

(b) 

Figure 12. Optimization results for each system. PSO: particle swarm optimization; adaptive
modified PSO; SPEA: strength Pareto evolutionary algorithm; GA: strength Pareto evolutionary
algorithm; NSGA-II: non-dominated sorting genetic algorithm II; MNSGA-II: modified version of the
non-dominated sorting genetic algorithm II: (a) IEEE test system, (b) Actual power system.

Table 11. Comparison result of different algorithms for Case 2.

Test System Algorithm
DSO Operating

Cost ($/h)
MGO Profit

($/h)
Total Run Time

(min)

IEEE test system

PSO 869,694 749,964 6.27
AMPSO 866,047 749,165 1.95

SPEA 865,147 750,132 2.03
GA 870,486 750,641 5.83

NSGA-II 863,208 746,927 8.54
MNSGA-II 862,716 746,085 1.83

Actual power
system

PSO 2,339,648 994,648 22.74
AMPSO 2,325,348 985,912 8.97

SPEA 2,328,321 984,315 10.84
GA 2,341,934 997,324 21.25

NSGA-II 2,322,496 981,073 24.31.
MNSGA-II 2,320,075 980,610 5.46

51



Appl. Sci. 2019, 9, 4219

The superior performance of the optimization process for multi-objective problem obtained
Pareto-fronts between DSO and MGO using the MNSGA-II are shown in Figure 13. As shown
in Figure 13a, when the weighting factors were wu = 0.3 (upper-level) and wl = 0.7 (lower-level),
the convergence points of the Pareto-front for profit and operating cost in the IEEE test system
were obtained after the 21th iterative cycle. On the other hand, when the weighting factors were
wu = 0.4 and wl = 0.6, the Pareto-front converged after the 28th iterative cycle (see Figure 13b).
On the basis of the results in Figure 13, it can be concluded that the performance of multi-objective
optimization was superior, as it exhibited higher convergence speed and required fewer iterative cycles
to converge. Therefore, the proposed approach results in optimal operational solutions and can assist
in decision-making whenever there is a trade-off between the DSO and MGO in power systems.

(a) 

(b) 

Figure 13. Optimization process for obtained Pareto-front via MNSGA-II: (a) IEEE test system, (b) Actual
power system.

6. Conclusions

A bi-level operation model based on the energy band has been proposed for improved cooperation.
The upper-level model describes the optimal dispatch of the DN with the aim of minimizing the
operating cost. The lower-level model considers the scheduling information obtained by the upper-level
for feedback information as the objective for maximizing the MG profit for cooperation between the

52



Appl. Sci. 2019, 9, 4219

DSO and MGO. In our work, instead of converting the bi-level optimization problem into a single
level, a multi-objective optimization problem relating to the cooperation between the DSO and MGO
was presented, in which the MNSGA-II was used to solve the proposed model, and applied to the
cooperation of the variable relationships between the DSO and MGO. Owing to the trade-off between
the stable operation of the DN and economical operation of the MG, the DSO and MGO cautiously
consider the “Pareto solution” to solve the multi-objective problem with bi-level optimization while
improving the operations of the entire system. The simulation results demonstrated that when an MG
is integrated into the DN, the benefits of the entire system are optimized. During the simulations,
by using this approach, the tie-line flow could be managed smoothly within the energy band, although
the results for the grid-connected MG operation-related approach showed that the tie-line flow changes
sharply. Therefore, the proposed optimization approach provides additional economic benefits for
power systems, along with performance improvements and increased reliability for cooperation
between the DSO and MGO. Our future work will focus on the reasonable selection of additional
energy band values while considering various factors as well as the tie-line flow.
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Abstract: As renewable energy penetration in power systems grows, adequate energy policies are
needed to support the system’s operations with flexible resources and to adopt more sustainable
energies. A peak-biased incentive for energy storage systems (ESS) using the Korean renewable
portfolio standard could make power system operations more difficult. For the first time in the
research, this study evaluates the effect of imposing a renewable energy certificate incentive in off-peak
periods on mitigating wind power fluctuations. We design a coordinated model of a wind farm with
an ESS to model the behavior of wind farm operators. Optimization problems are formulated as
mixed integer linear programming problems to test the implementation of revenue models under
Korean policy. These models are designed to consider additional incentives for discharging the ESS
during off-peak periods. The effects of imposing the incentives on wind power fluctuations are
evaluated using the magnitude of the renewable energy certificate (REC) multiplier.

Keywords: renewable portfolio standard; renewable energy certificate; wind farm; energy storage
system; variation criteria; mixed integer linear programming

1. Introduction

As global energy policies try to reduce the use of conventional fuel-based generators, the rate
of renewable energy penetration has increased. Following global trends, South Korea has adopted
a renewable portfolio standard (RPS) to promote the utilization of sustainable energies. In 2012,
renewable promotion policies, such as feed-in tariffs (FITs), subsidized renewable energy owners,
regardless of the actual power generation. The shift from FITs to the RPS was due to a financial
shortage. In order to solve this problem, the RPS was designed to impose renewable energy generation
obligations on large suppliers instead of offering unconditional energy subsidies [1]. Within this policy,
renewable energy owners can retrieve their investment by obtaining a renewable energy certificate
(REC) credit for the actual generation and selling it in the REC market.

Among many South Korean regions, Jeju Island has been aggressively adopting renewable energy
as a way of achieving carbon-free power generation by 2030. With these efforts, renewable energy in
Jeju exceeded 48.7% of the total energy generation in the winter of 2018 [2]. Although the increasing
renewable energy supply is eco-friendly, the high fraction of energy produced by intermittent renewable
energy sources, such as wind and solar, affects the power system’s stability and reliability [3,4]. The
increase in renewable energy use can cause a reduction in the power system’s inertia that is necessary
for reliable operation. This reduced inertia can easily result in large frequency fluctuations. Jeju, where
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electricity has been mostly supplied by high-voltage direct current (HVDC) connected to the mainland,
is especially vulnerable to the variability in energy supply caused by wind power [5,6].

Wind farm operators should follow a grid code, defined by regulators, to connect their wind farm
to the power grid safely. The grid code includes requirements for additional controller installation to
control the voltage at the connected node and support the grid with a contingency energy reserve [7].
Among the terms of the code, power variation at the point of common coupling (PCC) due to wind
power fluctuations is a major concern of wind farm operators and power system operators. European
countries have set power gradient limits in their grid codes as the contribution from renewable energy
generation increases [8]. Furthermore, though renewables are considered to be the cheapest energy
sources, excess renewable energy generation has to be curtailed for operational stability [9]. The
ramping that occurs at the PCC should also be considered since the reserve and ramping components
are secured to prevent power shortages [10]. Although there are no requirements stipulated in the grid
code for wind power fluctuations in Korea, it is expected to recommend that the power variation at the
PCC in a 5 min period does not exceed 5% of wind farm capacity.

Among the methods to mitigate power fluctuations, utilizing an energy storage system (ESS)
is considered to be a key solution for the power system operation of large wind farms. [11]. An
ESS can handle the power variability with flexible charging and discharging. In many studies,
performance analyses were conducted under intermittent power systems with various ESS types,
including flywheels, superconductors, and fuel cells. Among energy storage sources, the battery-based
ESS (BESS) demonstrated a better performance [12]; its advanced technology and large market share
were favorable for large offshore wind farms [13].

With these advantages, the operation and the planning methods for an ESS have been introduced
to improve wind farm operations. The coordinated control method for ESS integration with wind
turbines was proposed to reduce wind power fluctuations and to extend ESS lifespan [14]. An adaptive
supervisory control scheme was designed for wind turbine-integrated systems and ESSs to improve
power qualities [15]. Besides designing a control scheme, optimal ESS scheduling strategies have
been proposed to improve contract fulfillment and to minimize the curtailment of renewable energy
production under uncertain circumstances [16,17]. For efficient wind farm operation, it is important to
determine the ESS’s size and utilize it efficiently. Methodologies for choosing an adequate storage size
have been proposed to handle ramping events and mitigate scheduling errors caused by intermittent
power generation [18]. Determining an installation site for an ESS is a major consideration in planning
the coordinated system under the stochastic nature of power generation and load [19,20]. Furthermore,
an optimal management policy was designed to maximize benefits and select an optimal storage
size [21]. In short, the proper operation and planning strategies of an ESS can help wind farm operators
and power system operators minimize their operational costs under an intermittent power supply.

Korea has encouraged ESS installation on wind farms through the provision of subsidies.
According to the revenue agreements for wind power generation and ESS discharging power, revenue
is dependent on peak and off-peak periods [22]. The power provided by the PCC is sold at a system
marginal price (SMP), and the wind power generation transmitted to the PCC can earn an REC credit
at all periods. However, during peak periods, wind farm operators can obtain additional REC credits
for power discharged from their ESS. With this incentive policy, wind farm operators might recoup
their ESS installation investment. In reality, however, peak-biased incentives affect power system
operations since wind farm operators discharge their ESS power only during peak periods when
additional revenue can be earned [23]. Although the power output of wind farms can fluctuate at all
times, the lack of incentive for utilizing the ESS during off-peak periods may increase power variability
as wind energy penetration increases. Hence, considering peak-biased incentive policies, ESSs cannot
adequately support the power system at all periods.

While power system operators agree that utilizing energy storage resources is important for
stable system operation, no study has focused on the effect of peak-biased incentives on wind power
fluctuations. To address this, we evaluated the interaction between imposing an REC multiplier
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for discharging power during off-peak periods and the number of power shortages under Korea’s
renewable energy policy. This study addresses the following aspects:

• A coordinated model of a wind farm with an ESS is constructed to model actual behaviors of wind
farm operators;

• A revenue optimization problem is modeled as a mixed integer linear programming (MILP)
problem based on the settlement rules of wind power generation;

• An objective function is modified to consider additional revenue obtained by discharging in
off-peak periods; and

• The effect of imposing an additional incentive in off-peak periods is analyzed according to the
REC multiplier magnitude.

The rest of this paper is organized as follows: Section 2 describes an optimization model of a
wind farm with an ESS. The modified optimization model to induce discharge in off-peak periods is
introduced in Section 3. The effects of an REC multiplier in off-peak periods on mitigating wind power
fluctuations are analyzed through a case study in Section 4. We conclude in Section 5.

2. An Optimization Model for Wind Farms with an ESS

2.1. Coordinated Model of Wind Farms with an ESS

This study examined a coordinated model of an onshore wind farm with an ESS. The farm was
connected to an electricity grid via the PCC as shown in Figure 1.

 
Figure 1. A coordinated model of a wind farm with an energy storage system (ESS).

Power generated from wind turbines can flow in two directions. One way is toward the ESS,
where the power is used to charge the storage system. The rest of power is transmitted to the grid via
the PCC. In other words, the power charge of the ESS comes only from wind power generation.

This model allows the wind farm operator to transmit and sell the generated electricity via the
PCC to the main grid. The revenue from selling the electricity to the gird is comprised of two parts:
first, is the income from wind power generation, excluding the power for battery-charging; and second,
is the income from the ESS discharge.

This model assumes that the operator is not responsible for mitigating the resource variability
since there are no penalties or incentives dependent on fluctuating wind power generation under the
current policy.

2.2. Objective Function

Revenue and expense models were defined for describing the behaviors of the wind farm operator.
The revenue models were composed of revenues in off-peak periods, Ropk

t , and peak periods, Rpk
t . In
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the expense model, CESS
t , could vary with the total amount of charged and discharged power. Hence,

the objective function is given by:

Maximize
∑

t⊂O f f peak

Ropk
t +

∑
t⊂peak

Rpk
t −

∑
∀t

CESS
t ∀t, (1)

and, considering revenues in off-peak and peak periods and expense

Ropk
t = PPCC

t × smpt +
(
Pwind

t − Pch
t

)
×RECt ∀t, (2)

Rpk
t = PPCC

t × smpt +
(
Pwind

t − Pch
t

)
×RECt + α× Pdch

t ×RECt ∀t, (3)

CESS
t =

(
Pch

t + Pdch
t

)
×ωVO&M ∀t, (4)

where the power at the PCC, PPCC
t , is described as

PPCC
t = Pwind

t − Pch
t + Pdch

t ∀t. (5)

The power at the PCC and the net power of the wind farm are paid out at the SMP and the REC
price, respectively, regardless of the time period, as shown by the first and second variables of the right
side of the Equations (2) and (3). The ESS discharged power during the peak period is paid out at
the REC price by multiplying the REC multiplier, α, as depicted by the third variable from the right
side of Equation (3). The variable costs of operating the ESS is composed of variable operation and
maintenance costs and the total amount of charging and discharging as shown in Equation (5).

Using this optimization problem, wind farm operators can maximize revenue by controlling the
amount of ESS charged and discharged power.

2.3. Operational Constraints of an ESS

The ESS can charge and discharge power within its state of charge (SOC) limit. Hence, the SOC of
the ESS, SOCt, is limited by the minimum and maximum SOC levels:

SOCmin ≤ SOCt ≤ SOCmax ∀t. (6)

The charging-discharging operations determine the SOC and the initial SOC is assumed to be half
of the storage capacity:

SOCt =

⎧⎪⎪⎨⎪⎪⎩CapESS/2 + Pch
t × ηESS,e f f − Pdch

t /ηESS,e f f , i f t = 1

SOCt−1 + Pch
t × ηESS,e f f − Pdch

t /ηESS,e f f , otherwise
. (7)

The ESS can only operate in charging-discharging mode at a single time-step as follows:

δch
t + δdch

t ≤ 1 ∀t. (8)

The amount of discharging or charging power is limited by the capacity and the ESS
charging-discharging efficiency. These characteristics are given by

0 ≤ Pch
t ≤ ηch × δch

t ×CapESS/5 ∀t and (9)

0 ≤ Pdch
t ≤ ηdch × δdch

t ×CapESS/5 ∀t. (10)

The capacity multiplications and the ESS charging-discharging efficiency are divided by 5 since
we assume that the ESS can be fully discharged or charged in 25 min [24].
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The charging power can only be supplied from the wind farm when the following conditions
are met:

0 ≤ Pch
t ≤ PWind

t ∀t. (11)

2.4. Variability Criteria for Wind Power Generation

The variability is defined as the power deviation at the PCC in a 5-min time step. The grid code
model for the variability is described as follows:

−σvar ×CapWind ≤ Pwind
t − PPCC

t−1 − Pch
t + Pdch

t − PExcess
t + PShort

t ≤ σvar ×CapWind t = 2, 3, · · · , tmax, (12)

where σvar is the wind farm capacity ratio of the variation criteria, and PExcess
t and PShort

t are the surplus
variables for the upward and downward power, respectively, that exceed the variation criteria. The
power at the PCC at time step t is defined by its representation in Equation (12) since the amount of
ESS charging-discharging at time step t can change the power deviation of the adjacent time step. The
surplus variables should have a non-zero value only if the power deviation at the two adjacent time
steps exceeds the variability criteria in the opposite sides of the equation. Additional constraints for
these surplus variables are required since Equation (12) is insufficient to determine the surplus. These
constraints are described as follows:

PExcess
t = δExcess

t

(
Pwind

t − PPCC
t−1 − Pch

t − σvar ×CapWind
)
t = 2, 3, · · · , tmax and (13)

PShort
t = δShort

t

(
Pwind

t − PPCC
t−1 + Pdch

t + σvar ×CapWind
)
t = 2, 3, · · · , tmax, (14)

where δExcess
t and δShort

t are binary variables representing the state of exceeding the upper and lower
variation criteria, respectively, in time-step t. These variables are below 1 at a single time step, as
follows:

δExcess
t + δShort

t ≤ 1 t = 2, 3, · · · , tmax. (15)

The surplus variables in Equations (13) and (14) mitigate the deviation between the wind farm
generation at time step t and the power at the PCC at time-step t− 1, along with the charging/discharging
power at time-step t. In short, the surplus variables are assumed to be control variables to mitigate the
variability in wind power generation.

The process of determining the value of the surplus variables is described in Figure 2, where the
power deviation and the upper and lower criteria are observed.

Figure 2. Determination of the surplus variable for power exceeding the upper and lower variation criteria.
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The surplus variables can be determined by the upper and lower criteria. If the power deviation
(the solid line) is within the criteria (the dotted line), these variables must be zero since the deviation
does not exceed the criteria. In this case, the variables in Equations (13) and (14) are zero since both
variables in Equation (15) are zero. However, if the deviation is outside of the criteria, the surplus
variables should be the amount of power exceeding the criteria. In this case, the excess power is equal
to variables PExcess

t or PShort
t in Equation (13) or (14), since the binary variable, δExcess

t or δShort
t , is 1.

In this optimization problem, Equations (13) and (14) reflect the above process and are depicted as
nonlinear constraints. Therefore, MILP constraint linearization is required, as described in Appendix A.

3. A Modified Optimization Model to Induce the Discharge of an ESS in Off-Peak Periods

3.1. Modified Objective Function

The off-peak period revenue could be modified in order to induce the charging and discharging
operations by the wind farm operator. Hence, the modified objective function is defined as:

Maximize
∑

t⊂O f f peak

Rnew_opk
t +

∑
t⊂peak

Rpk
t −

∑
∀t

CESS
t ∀t, (16)

and considering modified revenue

Rnew_opk
t = PPCC

t × smpt +
(
Pwind

t − Pch
t

)
×RECt + α

opk × Pdch
t ×RECt ∀t, (17)

where αopk is the REC multiplier for discharging power in off-peak periods. The additional revenue
generated is reflected in the third variable on the right side of the Equation (17). The peak period
revenue and the expense of the ESS operation are the same as in Equations (3) and (4).

Conditions for determining αopk are necessary to define the modified revenue and validate the
profit for the operator.

3.2. Conditions for Determining REC Multiplier for Discharging Power in Off-Peak Periods

The REC multiplier for the discharging power in off-peak periods must be at least more than
a specified value to initiate discharging. Therefore, it is important to consider the conditions for
determining this multiplier as follows:

1. Condition 1: The REC multiplier value is more than 1; and
2. Condition 2: The REC multiplier value is more than the product reciprocal of the parameters

related to ESS operations.

Condition 1 is the most common for determining the REC multiplier. As shown in Figure 1,
wind farm operators can utilize their power resource generation in two ways. First, the generation
transmitted to the electricity grid via the PCC can be paid out at a one-REC credit in the off-peak
period, based on the settlement rules. In contrast, power generation for the ESS results in no profit
for the operators. Charging loss occurs in ESS operations since the charging efficiency, which is less
than 100%, governs the amount of charging power. In this case, the operators would sell their power
generation to the main grid, rather than charge the battery, in order to increase revenue. Therefore, the
REC multiplier value should be greater than 1 to be fully recognized as a whole power generation,
regardless of charging loss.

Condition 2 is a supplemental condition for determining the REC multiplier, along with Condition 1.
As shown in Equations (7), (9), and (10), the turnaround and discharging efficiency, as well as the
charging efficiency, would result in a charging and discharging loss since these efficiencies are also
less than 100%. First, the power loss would occur during the charging operation, with an efficiency
of ηch. The second loss is incurred by the inner operations of the ESS, modeled with the turnaround
efficiency of ηESS, e f f . Discharging loss occurs when the ESS discharges its power, with an efficiency
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of ηdch. Although the power from the ESS and wind turbines both have the same effect of supplying
electricity to the grid, the discharging power of the ESS is from partial wind power production with
losses. The REC multiplier for the discharging power should be higher than that for the wind power to
compensate for power losses. Hence, the minimum value for the REC multiplier in off-peak periods
would be the reciprocal of the charging, turnaround, and discharging efficiencies.

4. Case Study and Discussion

The effectiveness of the proposed revenue model was evaluated by comparing the total discharge
power and the total power exceeding the variation criteria with the conventional revenue model.

4.1. Simulation Setup

4.1.1. Parameters of a Wind Farm and an ESS

Operational data related to the coordinated model were required to simulate the coordinated
wind farm model with an ESS as shown in Figure 1. The key parameters for the coordinated model
operation are listed in Table 1.

Table 1. Key parameters of a wind farm and ESS operation.

Parameter Value

Wind Farm Capacity [kW] 10,790
ESS Capacity [kWh] 2450
SOCmin/SOCmax [%] 20/80

Turnaround efficiency [%] 90
Charging/Discharging efficiency [%] 90/90

Variable O&M cost of ESS [Won/kW-5 min] 0.0275
REC multiplier for discharging power in the peak period 4.5

The wind farm in Jeju Island is a 10,790 kW Haengwon offshore farm [25]. The ESS in the
wind farm was assumed to be installed with an optimized capacity of 2450 kWh [26]. The operation
conditions for the ESS, regarding the minimum and maximum charge level, turnaround, and charging
and discharging efficiency were assumed to be 90%. In addition, the variable O&M cost of ESS was
adjusted to a five-minute time step unit [27]. The REC multiplier for the discharging power in peak
periods followed the current RPS policy [22].

4.1.2. Wind Farm Generation Profiles

One-minute time step data for yearly wind power generation profiles were obtained from the
Korea Power Exchange (KPX). The time step of these profiles was changed from one-minute to
five-minute in order to match the optimization model time step. Additionally, characteristic days
in these profiles were selected to decrease the computational burden. The selection procedure was
as follows:

• The yearly data were sorted by month;
• Power exceeding the upper and lower variation criteria for daily wind power generation in the

monthly profiles was calculated;
• The day with the highest number of occurrences beyond the variation criteria was chosen as a

typical day in the monthly profile; and
• The above procedures were repeated for all months.

The selected dates, the number of violations of the variation criteria, the seasons, and months are
listed in Table 2. The season was required to determine the REC multiplier during peak periods. In
addition, the peak period for the REC multiplier is listed in the table.
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Table 2. The number of violations of the variation criteria and peak period for the renewable energy
certificate (REC) multiplier.

Season Month Date
Number of Violating

Variation Criteria
Peak Period for
REC Multiplier

Winter 1 01.20 34
18:00~21:00Winter 2 02.10 26

Winter 3 03.08 18

Spring 4 04.17 15
19:00~22:00Spring 5 05.09 10

Spring 6 06.06 10

Summer 7 07.02 6
13:00~15:00,
19:00~21:00

Summer 8 08.20 10
Summer 9 09.07 9

Autumn 10 10.01 18 18:00~21:00

Winter 11 11.24 17
18:00~21:00Winter 12 12.05 32

As shown in Table 2, the number of violations of the variation criteria in winter tended to be
greater than in other seasons. It was expected that the wind in winter on Jeju Island was stronger than
the winds in other seasons. As expected, the variation in wind power generation at each five-minute
time step in winter tended to be greater than that in other seasons, as shown in Figure 3.

 
Figure 3. Profiles of wind power generation variation at each 5-min time step for each month based on
one-year historical data at the Haengwon wind farm.

Figure 3 shows the variation profiles in rows from left to right in monthly order. The red dotted
lines represent the variation criteria value. The gap between the yellow dotted lines signifies the peak
period. Unlike other seasons, the wind power generation variation was unstable in winter from January
to March and from November to December. The variation profiles in other seasons were mostly within
the criteria. There were no noticeable trends in the variation profiles except in terms of seasons.

4.1.3. SMP and REC Price

The historical data for the yearly SMP and REC price was obtained for a one-hour time step [28,29].
Although the historical price differed both hourly and monthly, the average monthly price was
calculated to reduce the variable price effect on the simulation, as shown in Table 3.
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Table 3. Monthly average system marginal price (SMP) and REC price data.

Month
Average System Marginal Price

[Won/kW-5 min]
Average REC Price
[Won/kW-5 min]

1 8.85 20.51
2 10.6 17.72
3 11.06 17.49
4 10.11 17.28
5 10 19.07
6 10.39 17.38
7 10.12 17.92
8 9.39 17.88
9 9 19

10 8.87 16.44
11 10.79 18.05
12 10.77 14.59

The average REC price was nearly twice the average system marginal price. According to the table, the unit price
was applied monthly in the simulation.

4.2. Case Study

4.2.1. Case Setup

The proposed MILP optimization problems were implemented in GAMS 25.1.2 and solved using
GUROBI 8.0. The dual simplex algorithm terminated after reaching a 1% duality gap. This case study
was conducted to compare the discharging power, the amount of excess power, and the total net
revenue for the wind farm operator to determine whether to consider the REC multiplier in off-peak
periods. When considering the REC multiplier, its values were listed by size, as shown in Table 4.

Table 4. Summary of the case setup.

Case Number
Status of REC Multiplier

in Off-Peak Period
Magnitude of REC Multiplier

1 X -
2 O 1

2-1 O 1.4
2-2 O 3
2-3 O 4.5

Case 1 is the reference case describing the current state of the wind farm operation without
imposing the REC multiplier. Case 2 was the first control case where the REC multiplier was 1 for
validating condition 1 as described in Section 3.2. The REC multiplier in case 2-1 was calculated by
rounding up the reciprocal of charging, discharging, and turnaround efficiencies to two decimal places
based on condition 2 as described in Section 3.2. Cases 2-2 and 2-3 were additional control cases for
comparing the results with the increasing REC multiplier.

4.2.2. Case Results

From the power system operator’s perspective, power shortages might be a major concern
in operations since the shortage has to be supplemented by operating additional power resources.
However, surplus power can be easily handled by curtailing wind power generation. Thus, the
operator would pay attention to discharging patterns when power shortages occur. Therefore, this
study focused on representing the results, including when the power exceeded the lower variation
criteria and the discharging power.

The average discharging power in off-peak and peak periods was estimated to evaluate the effect
of applying the REC multiplier, as depicted in Table 5.
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Table 5. Average monthly discharging power in off-peak and peak periods.

Month

Average Discharging Power
during Off-Peak Periods

Average Discharging Power
during Peak Periods

Case 1 & Case 2 Case 2-1 Case 2-2 Case 2-3 Case 1 & Case 2 Case 2-1 Case 2-2 Case 2-3

1 0 163.8 158.5 160.5 182.4 182.9 172.8 130.2
2 0 156.7 157.4 129.4 184.5 187.2 137.2 71.5
3 0 160.6 161.1 161.3 182 179.9 155.5 161.7
4 0 110.4 153.3 151.1 181.3 181.3 172.5 152.5
5 0 155.6 162.2 166.8 179.1 179.3 179.3 146.4
6 0 138.7 155.8 155.8 183.1 183.9 178.7 152.6
7 0 158 152 147 183.5 198.9 175.2 169.2
8 0 154.4 157.5 157.7 186.7 190.3 186.3 180.6
9 0 151.9 152.6 149.9 192.1 191.3 192.1 183.1
10 0 147.8 148.5 151.8 178.4 180.4 178.2 153.6
11 0 121.7 158.7 161.4 181 182.6 163.5 148
12 0 163.8 155.1 163.2 177.3 178.8 164.8 142.3

Total
Average 0 147.2 156.1 154.7 182.6 184.7 171.3 149.3

ESS operations under current policies could be modeled by case 1. As shown in Table 5, the ESS
did not discharge in off-peak periods, while it discharged in peak periods. As expected, results of
cases 1 and 2 are same. The results of the discharging power are first observed in case 2-1. In addition,
the average discharging power during the peak period in case 2-1 was slightly higher than that in
cases 1 and 2. This discharging power was presumed to increase due to altered ESS operations in the
off-peak period. The average discharging power in the off-peak period in case 2-2 was higher than in
case 2-1 due to an increased REC multiplier. However, the average discharging power in the peak
period in case 2-2 was lower than that in case 2-1. These results are presumed to be due to the increase
in discharging power during the off-peak period. Case 2-3 exhibited different trends. The average
discharging power during the off-peak period in case 2-3 was slightly lower than that in Case 2-2.
This result was compared with the increasing trend that existed in the discharging power during the
off-peak period in cases 2-1 and 2-2. The average discharging power in the peak period in case 2-3 was
lower than in the other cases.

The amount of power that exceeded the lower variation criteria is presented in Table 6. The effect
of the REC multiplier on the power shortage is examined based on these case results.

Table 6. Monthly power exceeding the lower variation criteria of the point of common coupling (PCC)
in off-peak and peak periods.

Month

Average Value of Power Exceeding
the Lower Variation Criteria of PCC

in the Off-Peak Period

Average Value of Power Exceeding
the Lower Variation Criteria of PCC

in the Peak Period

Case 1 & Case 2 Case 2-1 Case 2-2 Case 2-3 Case 1 & Case 2 Case 2-1 Case 2-2 Case 2-3

1 45.16 18.01 17.85 16.53 14.81 0 0 0
2 27.37 6.07 10.31 3.02 0 0 0 0
3 7.96 0 0 2.48 16.3 25.3 16.3 0
4 17.9 14.38 20.7 7.74 19.35 19.35 0 0
5 16.02 10.17 7.25 2.68 15.5 15.5 15.5 0
6 8.72 8.08 0 12.02 19.48 18.58 18.85 41.12
7 8.8 9.73 3.98 7.29 12.11 0 12.1 13.93
8 8.47 11.02 8.24 7.89 61.67 61.29 33.62 18.43
9 5 3.99 2.77 4.91 49.15 49.15 49.15 25.58
10 12.88 5.6 12.45 10.73 29.58 24.18 31.01 0
11 11.03 13.03 2.47 5.78 38.86 19.04 0 0
12 31.57 21.95 21.53 16.96 17.87 34.51 19.88 0

Total
Average 16.74 10.17

(↓39.3%)
8.96

(↓46.5%)
8.17

(↓51.2%) 24.56 22.24
(↓9.4%)

16.37
(↓33.3%)

8.26
(↓66.4%)
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In the off-peak period, ESS operations rarely affected the average power shortage in cases 1 and 2.
The results of case 2-1, when the ESS begins discharging power, showed that the shortage was
significantly reduced during the winter months. Furthermore, these monthly results demonstrated
unique increments. Although there was a slight lack of consistency in the results, the total average
power shortages decreased by almost 39% for cases 1 and 2. Similarly, in cases 2-2 and 2-3, the average
value of power exceeding the lower variation criteria decreased, and the total average power for cases
1 and 2 reduced by almost 47% and 51%, respectively. The trends in power exceeding the variation
criteria in the peak period are similar to those in the other period. Although the amount of discharging
power seemed greater during the peak period, as shown in Table 5, the average power shortage in
cases 1 and 2 were relatively larger in the peak period than those in the off-peak period. The shortages
had a high value during the summer months since the peak period was longer than in other seasons.
Contrary to the case trend of a decreasing discharging power during the peak period, the average
value of power shortages decreased. In short, although the REC multiplier in the peak period was
unchanged, the number of power shortages tended to decrease. These results imply that changes in
the off-peak period would result in changes in the peak period by discharging power when the wind
power fluctuations are significant.

The total monthly net revenue is presented in Table 7. Although the total net revenue results did
not show a direct effect on mitigating the variation in wind power generation, the results suggest the
effects of the additional incentive on the total net revenue.

Table 7. Total net revenue results.

Month
Case 1 & Case 2

[103 Won]
Case 2-1

[103 Won]
Case 2-2

[103 Won]
Case 2-3

[103 Won]

1 56,027 56,080 57,360 58,513
2 62,766 62,787 63,804 64,331
3 57,057 57,068 58,164 59,255
4 36,255 36,262 37,324 38,263
5 21,344 21,354 22,494 23,558
6 32,043 32,060 33,132 34,094
7 42,325 42,589 43,782 44,851
8 29,355 29,642 31,059 32,360
9 27,149 27,430 28,834 30,055
10 39,275 39,293 40,318 41,292
11 35,039 35,054 36,126 37,171
12 38,463 38,488 39,574 40,688

In Section 3.2, the results of Cases 1 and 2 are the same since the REC multiplier of 1 in off-peak
periods could not induce discharging power. The revenue in case 2-1 increased slightly (0.01–1.02%).
The REC multiplier applied in case 2-2 increased the revenue for cases 1 and 2 by 1.6–5.8%, and by
1.6–5.1% for case 2-1. Although the REC multiplier in case 2-2 was double that in case 2-1, a drastic
revenue increase was not observed as the amount of the discharging power was assumed to be limited
by the discharging rate. In case 2-3, the revenue was higher by 2.4–9.4% for cases 1, 2, and 2-1, and by
0.8–4.5% for case 2-2.

4.3. Discussions

The proposed revenue model for wind farms could reflect the current RPS policy in Korea as
shown in results of case 1. From the other results, applying the REC multiplier in off-peak periods
could be considered as a factor in reducing power shortages. This incentive would have a positive
effect on mitigating wind power fluctuations. It might be also act as an economic strategy for power
system operators since the additional revenue did not increase significantly, even when the magnitude
of the REC multiplier was increased more than three-fold. Hence, the proposed incentive mechanism
is a win-win proposition for wind farm and power system operators.

67



Appl. Sci. 2019, 9, 1647

Further studies are required to analyze the operations and control strategies of ESSs since the
proposed model was mainly designed for simulating revenue generation. The above results would be
greatly influenced by the operation conditions of the ESS including SOC and charging and discharging
rates. Although wind farm operators had the chance to gain more revenue as the REC multiplier
increased, the additional revenue was limited since the amount of charging/discharging power was
limited by these conditions. This limitation was considered as a factor in slight revenue increase
despite a significant increase in the REC multiplier. Moreover, the proposed model could not show the
optimal REC multiplier for both wind farm operators and power system operators. Therefore, future
studies need to be designed to construct an optimization problem that reflects the detailed operations
of the ESS and determines the optimal REC multiplier to control the power fluctuations.

5. Conclusions

This study evaluated the effect of an REC incentive on ESS operations to mitigate the variation in
wind farm power generation on Jeju Island. We designed a coordinated model of the wind farm with an
ESS to model the actual behaviors of a wind farm operator. From this model, an optimization problem
was developed to maximize revenue for the operator. The objective function reflected the revenue
from the SMP and the REC. The REC revenue function accounted for the discharging power, which
paid out only in peak periods. Hence, the REC multiplier for discharging power in off-peak periods
was applied to the modified REC revenue function. The conditions for determining the REC multiplier
for the discharging power in off-peak periods were defined as they had not been previously accounted
for. The problem constraints included the operational constraints of the ESS and the variability criteria
for wind power generation. The linearization process was applied to the constraints of the variability
criteria to be modeled as an MILP problem. Typical days in the one-year generation profiles were
selected by using the variation criteria in order to ease the computational burden. Through the case
studies, the modified revenue model induced ESS discharging in off-peak periods and reduced the
average value of the power shortages without significant cost increases. We expect that applying
the REC multiplier in off-peak periods would help wind farm and power system operators under
intermittent renewable generation.
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Nomenclature

Indices and Sets
t 5-min time step in T.
T Set of time steps.
O f f peak ⊂ T Subset of off-peak period.
Peak ⊂ T Subset of peak period.
Parameters
smpt System marginal price at time, t, (Won/kW-5 min).
RECt Price of renewable energy certificate at time, t (Won/kW-5 min).
PWind

t Wind farm power generation at time, t (kW-5 min).
CapWind Capacity of the wind farm (kW).
σVar Variation criteria of the point of common coupling (PCC).
CapESS Capacity of the energy storage system (kWh).
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ωVO&M Variable O&M cost of energy storage system (Won/kW-5 min).
SOCmin/SOCmax Minimum/maximum state of charge level of the energy storage system (kWh).
ηESS,e f f Turnaround efficiency of the energy storage system.
ηch/ηdch Charging/discharging efficiency of the energy storage system
α Renewable energy certificate multiplier
αopk Renewable energy certificate multiplier in the off-peak period
Z Positive infinity
Variables

Ropk
t Revenue in the off-peak period at time, t.

Rpk
t Revenue in the peak period at time, t.

CESS
t Operational cost of the energy storage system at time, t.

PPCC
t Power of the point of common coupling (PCC) at time, t.

Pch
t /P

dch
t Charging/discharging power of the energy storage system at time, t.

SOCt State of charge of the energy storage system at time, t.

PExcess
t /PShort

t
Surplus variable for the power exceeding the upper/lower variation criteria of the
point of common coupling (PCC) at time, t.

Binary Variables
δch

t /δ
dch
t Status of the charging/discharging operation of energy storage system at time, t.

δExcess
t /δShort

t
Status of exceeding the upper/lower variation criteria of the point of common
coupling (PCC) at time, t.

Appendix A The Linearization Process of Nonlinear Constraints for Determining the Surplus
Variable for Power Exceeding Upper–Lower PCC Variation Criteria

Equations (13) and (14) show the nonlinear constraints that determine the amount of power exceeding the
upper and/or lower variation criteria. The right-side variables of these equations can be expressed as follows:

⎧⎪⎪⎨⎪⎪⎩ PExcess
t ≥ Pwind

t − PPCC
t−1 − Pch

t − σvar ×CapWind −
(
1− δExcess

t

)
·Z

PExcess
t ≤ Pwind

t − PPCC
t−1 − Pch

t − σvar ×CapWind +
(
1− δExcess

t

)
·Z t = 2, 3, · · · , tmax, (A1)

{
PExcess

t ≥ −δExcess
t ·Z

PExcess
t ≤ δExcess

t ·Z t = 2, 3, · · · , tmax, (A2)

⎧⎪⎪⎨⎪⎪⎩ PShort
t ≥ Pwind

t − PPCC
t−1 + Pdch

t + σvar ×CapWind −
(
1− δShort

t

)
·Z

PShort
t ≤ Pwind

t − PPCC
t−1 + Pdch

t + σvar ×CapWind +
(
1− δShort

t

)
·Z t = 2, 3, · · · , tmax, (A3)

{ −PShort
t ≥ −δShort

t ·Z
−PShort

t ≤ δShort
t ·Z t = 2, 3, · · · , tmax. (A4)

For the linearization process, either δExcess
t or δShort

t is equal to 0 if the power deviation at the PCC, expressed

by
(
Pwind

t − PPCC
t−1 − Pch

t

)
or
(
Pwind

t − PPCC
t−1 + Pdch

t

)
, does not exceed the variation criteria, expressed by

(
σvar·CapWind

)
.

Then, the variable for the excessive power (PExcess
t or PShort

t ) is 0, as shown in Equations (A2) and (A4). Otherwise,
either δExcess

t or δShort
t is equal to 1. The power variable has a non-zero value as shown in Equations (A1) and (A3).
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Abstract: In electrical engineering problems, bio- and nature-inspired optimization techniques are
valuable ways to minimize or maximize an objective function. We use the root tree algorithm (RTO),
inspired by the random movement of roots, to search for the global optimum, in order to best solve
the problem of overcurrent relays (OCRs). It is a complex and highly linear constrained optimization
problem. In this problem, we have one type of design variable, time multiplier settings (TMSs),
for each relay in the circuit. The objective function is to minimize the total operating time of all
the primary relays to avoid excessive interruptions. In this paper, three case studies have been
considered. From the simulation results, it has been observed that the RTO with certain parameter
settings operates better compared to the other up-to-date algorithms.

Keywords: nature-inspired optimization; root tree algorithm (RTO); time multiplier setting (TMS);
overcurrent relay (OCR); protection scheme

1. Introduction

The power system consists of three main parts: generation, transmission, and distribution of
electrical energy and works at voltage levels ranging from 415 V to 400 KV or greater. Moreover,
the supply lines, which transmit electrical power, are not insulated. These lines show irregularities
more often than other parts of the power system due to several issues, such as lightning, which
lead to overcurrents. The imbalance due to these irregularities interrupts the behavior of power and,
moreover, leads to the impairment of the other accessories linked to the power system. In order to
eliminate these problems, protective measures should be taken into account. To improve this difficulty,
overcurrent relays (OCRs) have been commonly used for years as a safety measure in the power
system to avoid mal-operation in the power supply. Thus, OCRs are easy to use for the safety of the
sub-transmission power system and a secondary layer of backup protection in transmission systems.
During the designing of the electrical power system, it is important to consider the coordination of
these OCRs. In case any fault occurs in the power system, OCRs help the breaker to play the logical
elements and these relays are placed at both ends of the line. The OCRs decide which part of the power
system has to come into action during a fault so that the faulty section is isolated and does not interrupt
the power system, with certain constraints like adequate coordination tolerance and without extra
disruptions. This procedure is mainly based on the nature of relays and other protection measures.
The design variable of time dial settings (TDSs) for each relay in the circuit needs to be optimized.
After optimizing the TDS, the faulty lines in the power system are isolated, thus ensuring a continuous
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supply of power to the remaining parts of the system. In the beginning, a trial-and-error methodology
was utilized by scholars, which utilized a huge number of repetitions to reach an optimum relay
setting. Thus, many researchers and scholars implemented the setting of OCRs based on experience.
In [1], the authors applied the linear programming algorithm to tackle the optimum coordination of
OCR. In this paper the authors changed the nonlinear issue into a linear problem with the assistance
of factors without any estimation. The problem is solved linearly to determine the TDS and plug
setting (PS) factors. After the linear solution is achieved, the roots of these nonlinear expressions (TDS
and PS) must be found to achieve the solution. In [1], the utilization of optimization techniques was
first proposed for this issue. A literature review on this problem can be found in [2] where a random
search algorithm (RST-2) was connected to handle the issue of directional overcurrent relays (DOCRs),
utilizing distinctive single- and multi-circle circulation relay models, individually. Additionally, the
issue of DOCRs was handled with various techniques. For example, in [3], a protection scheme
was designed based on directional current protection using the inverse time characteristic. In [4], a
protection model was designed considering different modes of generation for the distributed generator.
In [5], a microprocessor-based relay is investigated for the protection of micro-grids. In [6], a sparse
dual revised simplex algorithm was used to optimize the TDS settings. In [7], a stable operation of
distributed generation was conducted with help of optimal coordination of double-inverse overcurrent
relay. The transient constrained protection coordination stagey has been used for a distribution system
with distributed generation in [8]. In [9], a clustering topology has been used to reduce the number of
different setting for adaptive relays coordination. In [10–13], other techniques of linear programming
were used to solve the problem of DOCRs to optimize the TDS and PS settings, such as the simplex
algorithm and the Rosen Brock hill-climbing algorithm.

Bio-inspired algorithms (BIAs) and artificial intelligence (AI)-based algorithms have been gaining
the interest of scholars. In [14], a firefly algorithm was utilized to solve the problem of DOCR by
taking some case studies of the IEEE standard bus system. The BIAs, which have been utilized to
handle the issue of DOCRs, incorporate, yet are not constrained to, particle swarm optimization
(PSO) [15,16], In [17], a genetic algorithm (GA) was introduced to solve the DOCR coordination
problem. In [18], a grey wolf optimizer was used to find the accurate coordination between relays.
In [19], modified evolutionary programming and evolutionary programming have been used for relay
coordination. In [20], a modified electromagnetic field optimization algorithm has been used to solve
the problem of DOCRs. In [21], an improved search algorithm was used to solve the relay coordination
problem. Expert systems [22–25] and fuzzy logic [26] use AI calculations to handle the issue of
DOCRs. The nature-inspired algorithms are not only restricted to overcurrent relay coordination
but also have significant applications in different fields. Due to this, it has attracted the attention
of scholars [27–31]. The significant drawback of the early proposed algorithm, including both the
numerical and metaheuristic methodologies, is the probability of converging to values which may
not be a global optimum but, rather, are stuck at a local optimum. To unravel this issue, an RTO is
inspected in this examination for the ideal coordination of OCRs and is contrasted with chaotic firefly
algorithms (CFA), firefly algorithms (FA), continuous particle swarm optimization (CPSO), continuous
genetic algorithms (CGA), genetic algorithms (GA), and the simplex method (SM). More recently,
the authors applied the root tree algorithm (RTO) to the DOCRs and compared them with different
metaheuristic algorithms [32]. In this article, the problem of OCRs in a power system is handled by
the RTO algorithm. The objective of this problem is to minimize the total operating time taken by
primary relays. Primary relays are expected to isolate the faulty lines satisfying the constraints on
design variables.

RTO is a renowned and trustworthy bio-inspired algorithm for solving linear, nonlinear, and
complex constrained optimization problems. To the extent of the author’s knowledge, RTO has not yet
been executed for the advancement of OCR settings utilizing single- and multi-loop distribution bus
systems, which are introduced in this paper. We have actualized RTO to take care of the issue of OCR
settings, and the results of our simulation are contrasted with other up-to-date algorithms.
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The rest of the paper is organized as follows. In Section 2, we elaborate on the mathematical
formulation of the problem. The RTO is recalled in Section 3. Parameter settings and statistical and
graphical results are discussed in Section 4. Section 5 concludes the present study.

2. Problem Formulation of the Overcurrent Relay

The coordination of the overcurrent relay is defined as an optimization issue in a multi- or
single-source loop system. Nonetheless, the coordination issue has an objective function and limitations
that should fulfill the distinct constraints:

min f =
n

∑
j=1

wjTj,k (1)

where the parameters wj and Tj,k are the weight and operating time of the relay, respectively. For all
the relays, wj = 1 [33]. Therefore, the characteristic curve for operating relay Ri can be chosen from a
portion of the selectable decision of IEC norms and could be characterized as:

Top = TMSi

⎛
⎜⎝ α( I fj

I pj

)k − 1

⎞
⎟⎠ (2)

where α and k are steady parameters which characterize the relay characteristics and are expected to be
α = 0.14 and k = 0.02 for normal inverse type relay. The factors TMSi and Ipj are the time multiplier
setting and pickup current of the ith relay, respectively, while I fi is the fault current flowing through
relay Ri.

PSM =
I f j

I pj
(3)

where PSM remains for the plug setting multiplier and Ipj is the primary or main pickup current.

Top = TMSi

(
α

(PSM)k − 1

)
(4)

The above issue mentioned in condition (4) is a nonlinear issue in nature. The coordination can
be planned as linear programming by considering the plug setting of the relay and the working time
of the relays, a linear function of TMS. In linear programming, the TMS is ceaseless while rest of the
parameters are steady, so condition (4) moves toward becoming:

Top = aρ(TMSi) (5)

where:
aρ =

α

(PSM)k − 1
(6)

Hence, the objective function can be formulated as:

min f =
n

∑
i=1

aρ(TMSi) (7)

Constraints

The total operating time could be minimized under two kinds of constraints, including the
constraints of the relay parameter and constraints of coordination. The first constraints contain the
limits of TMS while the other constraints are appurtenant to the coordination of the main and secondary
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relays. The limit on the relay setting parameters necessitates constraints in light of the decisions of
relay parameter and design, and the points of confinement can be communicated as follows:

TMSi
min ≤ TMSi ≤ TMSi

max (8)

However, for a reasonable security margin, the pickup current should be lower than the
short-circuit current and should be greater than the highest load current simultaneously. The other
constraints are convenient for the acclimation of primary and secondary relay operating time.
The coordination should be kept in a proper way where the secondary operating time of the relay
should be greater than that of the primary relay. If the primary relay fails to clear the fault, the
secondary relay should initiate its operation by opening the circuit breaker within a certain interval
known as the coordination time interval (CTI). The coordination topology is shown in Figure 1. When
a fault F takes place, it is sensed by both relays Ri and Rj. The primary relay responds first, having less
operating time than that of the backup relay.

Figure 1. A single-end radial distribution system.

For fault F, beyond bus bar i, relay Ri should respond first to clear the fault. The operating time of
Ri is set to 0.1 s. The backup relay should wait for 0.1 s plus the operating time of the circuit breaker
at bus bar i and overshoot time of the relay Rj [34]. To maintain selectivity of primary and backup
protection and to keep the grading of relay coordination accurate, the operating time of the backup
relay (Rj) should always be greater than that of primary relay (Ri) by an amount in which Ri was
supposed to have cleared the fault. This time is usually the sum of operating time of Ri and the breaker
operating time. The current and voltage wave for the primary/back up pair are shown in Figure 2 for
the typical single-end ring main feeder used in the distribution system.

Figure 2. Voltage and current waveform of the primary/backup pair of the relay for the single-end
radial system.

Hence, the coordination constraints could then be defined as:

Tj ≥ Ti + CTI (9)

where the parameter Ti and Tj are primary and backup relay operating times, respectively.
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3. Root Tree Optimization Algorithm

The rooted tree optimization technique is a natural and biological algorithm inspired by the
random-oriented movement of roots developed by Labbi Yacine et al. in 2016 [35]. Roots work in
a group to find the global optima and the best place to get water, instead of working individually.
However, an individual root has a limited capacity and a greater number of roots are based around the
place which links the plant with the source of water. To design the algorithm, an imaginary nature of
roots should be taken into consideration for their combined decision related to the wetness degree,
where the head of the root is located. To find one or more wetness locations by random movement,
these roots call other roots to strengthen their presence around that position to become a new starting
point for majority of root groups to get to the original place of water that will be the optimal solution.
Figure 3 shows the behavior of the roots of a plant that how they search for water to find the best
location. The roots which are far or have less wetness degree are replaced by new roots which are
oriented randomly. However, the roots which have a greater amount of wetness ratio will preserve
their orientation, whereas roots (i.e., solutions) that are far from the water location could be replaced
by roots near the best roots of the previous generation.

Figure 3. Searching mechanism of the RTO algorithm for searching for the water location [35].

However, the completion of a maximum number of cycles or generations is the stopping
criterion at the end of generations. The solution with best fitness value will be the desired solution.
The evaluation of population members is based on a given objective function which is assigned with
its fitness value. The candidate with the best solutions is forwarded to next generation while the others
are neglected and reimbursed by new group of random solutions in each iteration/generation. The
proposed algorithm starts its work by creating an initial population randomly. However, for the RTO
algorithm, there are some important parameters that need to be defined regarding how roots start the
random movement from the initial population to new population. Those parameters are roots and
wetness degree (wd). These two parameters can give the suggested solution and fitness value to the
rest of the population. In this work, the RTO algorithm is used to find the optimal solution for the
relay coordination problem within a power system. The suggested procedure has an extraordinary
exploration ability and merging promptness in contrast with other methodology. This distinguishing
property makes the populace individual from RTO more discriminative in locating the ideal result
compared to that of another developmental method. The primary point of this paper is to locate the
ideal estimations of TMS, keeping in mind the end goal to limit the aggregate working time of OCRs
under a few requirements like relay settings and backup constraints.
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3.1. The Rate of the Root (Rn) Nearest to the Water

The term rate here represents those roots which are a member of the total population that gather
around the wetter place. This root will be next in line to that root where wetness is weaker than that of
the previous generation. The fresh population of the nearest root according to wetness condition can
be defined as:

xn(i, it + 1) = xb
it +

(k1 ∗ wdi ∗ randn ∗ l)
n ∗ it

(10)

where it is the current step of the iteration, xn(i, it + 1) is the fresh member for the next iteration, i.e.,
(it + 1). The best solution achieved from the previous generation can be represented by xit

b, while the
parameters k1, N, i, and l represent the adjustable parameter, population scale number, and upper
limit, respectively, and randn is a normal random number having a value between −1 and 1.

3.2. The Rate of the Continuous Root (Rc) in Its District

It is the root which has greater wetness ratio and moves forward from the previous generation.
The new population of the random root is expressed as follows:

xn(i, it + 1) = xb
it +

(k2 ∗ wdi ∗ randn ∗ l)
n ∗ it

∗
(

xb(it)− x(i, it)
)

(11)

whereas k2 is the adjustable parameter while x(it) is the iteration for the previous candidate at iteration
it and randn is a random number that has a range between 0 and 1.

3.3. Random Root Rate (Rr)

In this case, the roots spread randomly to find the best location of water to achieve the maximum
rate of getting the global solution. The roots with less ratio of wetness degree are also replaced from
the last generation. In this step, a new population calculated for a random root could be expressed as:

xn(i, it + 1) = xrit +
(k3 ∗ wdi ∗ randn ∗ l)

it
(12)

where the parameter xr is the candidate which is selected randomly from the previous generation with
an adjustable parameter k3.

3.4. The Step Root Tree Algorithm

The steps of this algorithm can be compiled as follows:

Step 1: In this step, the initial generation is created randomly and is composed of N members with the
variable limits in the research location with induce numerical values of Rn, Rr, and Rc rates.

Step 2: In the second step, all population members are measured based on their respective wd for the
maximum and minimum objective function:

wdi =

⎧⎨
⎩

fi
max( fi)

For the maximum objective

1 − fi
max( fi)

For the minimum objective
i = 1, 2, . . . , N (13)

Step 3: The new population is created and replacement of the member is done according to the wetness
ratio of Rn, Rr, and Rc. Equations (10)–(12) are used for a candidate having the smallest value
until the one with the same wetness ratio is achieved.

Step 4: In this step, the meeting criteria are satisfied to display an optimal result with the best fitness
value. Otherwise there is a return to Step 2.
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3.5. Implementation of the RTO Algorithm for the OCR Coordination Problem

Step 1: Define the input parameter that includes TMS, the maximum number of iterations, population
size, and the adjustable parameter (i.e., different rate values of Rn, Rr, and Rc).

Step 2: In this step, the population is initially generated with respect to the relay bounding. These
individuals must be a feasible candidate solution that satisfies the relay operating constraints.

Step 3: Measure the fitness value of each candidate xb in the population, with the help of Equation
(10). Additionally, an evaluation of wetness ratio is done in this step for each candidate.

Step 4: In this step, the comparison is done between the best fitness values of candidates
(

xb
best
)

of
the individual population.

Step 5: Computation of new candidates can be done using Equations (10)–(12).

Xb(i + 1) = (Xbi,r + wdi + k3)
randn(Xbi,max−Xbi,min)

it for i = 1, . . . , Rr × n

Xb(i + 1) =
((

Xbest
b(i) + wdi + k1

)) rand(Xbi,max−Xbi,min)
n∗it for i = (Rr ∗ n) + 1, . . . , n × (Rr + Rn)

Xb(i + 1) = ((Xb(i) + wdi + k2))randn
(

Xbest
b − Xbi,min

)
for i = (Rn + Rc)× n + 1, . . . , n (14)

where Xbi,r is the individual that is randomly selected from the current population, n is the
population size, Xbi,max, and Xbi,max are upper and lower parameter limits, respectively, and i
is the number of iterations.

Step 6: If the number of iterations reaches the maximum, then go to Step 7. Otherwise, go to Step 3.
Step 7: The candidates that generate the latest xb

best is the optimal TMS of each relay with the
minimum total operating time that is the objective function.

The implementation and pseudocode of RTO for solving the coordination problem of OCR is
depicted in Figure 4 and Algorithm 1.

Algorithm 1. The structure of the new rooted tree algorithm [35].

Algorithm RTO
Begin
// Initialization:
Set the rates Rn, Rr and Rc parameters
Give the maximum number of iterations: MaxIte, and the population scale: the RTO size
Set iteration counter it = 1
Generate the initial population X(1) randomly within the search range of (Xmin, Xmax)
// Loop
Repeat
Evaluate the wdi for each root // wd: Fitness, root: Individual
Reorder the population according to the witness degree
Identify the candidate according to the wetness place
Xbest // the global best in the whole population
For i = 1 to Rr the RTO size do
Selected individual Xr it randomly from the current population
Xi (it + 1) = Xr (it) + k1* wdi * randn * |Xmax + Xmin|/it
End for
For i= Rr * the RTO size +1 to (Rr+Rn) the RTO size do
Xi(it+1) = Xbest + k3* wdi *randn * | Xmax + Xmin |/(it theRTOsize)
End for
For i = (1 − Rc) the RTO size +1 to the RTO size do
Xi (it+1) = Xi (it) +k1* wdi *rand * (Xbest − Xi (it))
End for
Update Xbest
it = it + 1
Until for a stop criterion is not satisfied // & it <MaxIte
End
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Figure 4. The flow chart of the RTO algorithm.

4. Results and Discussion

In this segment, a legitimate program has been created in MATLAB software to locate the optimum
value of OCR in a single- and multi-loop distribution system utilizing RTO. The productivity and
execution of RTO were tried for the distinctive single- and multi-loop system, and it was discovered
that the RTO gives the most tasteful and best solution in all the contextual analyses. Three contextual
analyses have been viewed. The system details of all contextual investigations could be found in [36–39].
In each case study, the following RTO parameters were used. The comprehensive explanation of the
problem formulation and application of RTO to find the optimal solution is presented for all case studies.
For the purpose of this study, population size = 50 and the maximum number of iteration = 200.

4.1. Case Study 1

Figure 5 shows a multi-loop system having eight overcurrent relays. The configuration and
combustion of the primary and secondary relay pair models depend upon the location of the fault
current in different feeders. In this combination, six different fault locations are taken into consideration.
The aggregate fault current and the essential reinforcement relationship of the relay for the six fault
focuses are given in Table 1. All relays have a plug setting of 1 and a CT ratio of 100:1. Table 2 shows
the current seen by relays and the aρ constant for various faults.
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Figure 5. A multi-loop distribution system.

Table 1. Total fault current and primary/backup relationships of relays for Case 1.

Fault Point T. Fault Current Primary Relay Backup Relay

A 2330 1, 2, 8 -, -, 3
B 1200 3, 4 -, 1, 2
C 1400 3, 7 -, 4
D 1400 4, 8 1, 2, 3
E 2800 1, 5 -, 8
F 2800 2, 6 -, 8

- Indicates no backup relay.

Table 2. aρ constants and relay currents for Case 1.

Fault Point
Relay

1 2 3 4 5 6 7 8

A
Irelay 10 10 3.3 - - - - 3.3

aρ 2.971 2.971 5.749 - - - 5.749

B
Irelay 3.45 3.45 5.1 6.9 - - - -

aρ 5.584 5.584 4.227 3.551 - - - -

C
Irelay 2 2 10 4 - - 4 -

aρ 10.035 10.035 2.971 4.9804 - - 4.9804 -

D
Irelay 5 5 4 10 - - - 4

aρ 4.281 4.281 4.9804 2.971 - - - 4.9804

E
Irelay 20 6 2 - 8 - - 2

aρ 2.267 3.837 10.035 - 3.297 - - 10.035

F
Irelay 6 20 2 - - 8 - 2

aρ 3.837 2.267 10.035 - - 3.297 - 10.035

4.1.1. Mathematical Modelling of the Problem Formulation

In this case, eight variables had been taken into consideration (i.e., the TMS of eight relays),
eight constraints due to bounds on relay operating time (or bounds on the TMS of relays), and nine
constraints due to coordination criteria. The duplex of the proposed problem will have 17 variables
and 8 constraints. In order to validate the efficiency of RTO, the CTI ratio of 0.6 s and minimum
operating time (MOT) of the relay was taken as 0.1 s. The TMS of all the eight relays are x1–x8.
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The problem for optimization can be demonstrated as:

minz = 28.975x1 + 28.975x2 + 37.736x3 + 11.502x4 + 3.297x5 + 3.297x6 + 4.9807x7 + 30.7994x8 (15)

The constraints owing to the MOT of the relays are:

2.971x1 ≥ 0.1 (16)

2.971x2 ≥ 0.1 (17)

5.584x3 ≥ 0.1 (18)

4.980x4 ≥ 0.1 (19)

3.297x5 ≥ 0.1 (20)

3.297x6 ≥ 0.1 (21)

4.980x7 ≥ 0.1 (22)

10.035x8 ≥ 0.1 (23)

Hence, the constraints mentioned in Equations (18), (19), (22), and (23) violate the constraints of
the minimum value of the (TMS). Hence, these constraints are reconstructed as:

x3 ≥ 0.025 (24)

x4 ≥ 0.025 (25)

x7 ≥ 0.025 (26)

x8 ≥ 0.025 (27)

The constraints owing to the coordination of relays with CTI taken as 0.6 are:

5.749x3 − 5.749x8 ≥ 0.6 (28)

5.584x1 − 3.551x4 ≥ 0.6 (29)

5.584x2 − 3.551x4 ≥ 0.6 (30)

4.980x4 − 4.980x7 ≥ 0.6 (31)

4.281x1 − 2.971x4 ≥ 0.6 (32)

4.980x3 − 4.980x8 ≥ 0.6 (33)

10.035x8 − 3.297x5 ≥ 0.6 (34)

10.035x8 − 3.297x6 ≥ 0.6 (35)

4.1.2. Application of RTO

As discussed in Section 2, to apply RTO to this problem, the objective function was first converted
into an unconstrained optimization problem by integrating the relay constraint into the objective
function. The constraints pertaining to the MOT of the relay have the ability to alarm the lower bounds
of the RTO. The TMS values of all the relays varies from 0.025 to 1.2. The constraint owing to the MOT
of the relay was taken care of defining the lower bounds of the variable in RTO. The lower and upper
limit of all TMS of the relay is considered as 0.025 to 1.2. The constraints pertaining to coordination
of the relay depicted by Equations (28)–(35) were incorporated in the objective function by means
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of a penalty scheme. In order to justify the RTO, a population size of 50 (i.e., candidate solutions,
eight designed variables x1 to x8, and 200 iterations as meeting criterion) has been assigned to the
coordination problem. The population was conveyed to the fitness function and the proceeding values
of the objective function are perceived. As the objective function is of the minimization type, the lowest
fitness value of the objective function is considered is the best solution among the population size.
After running 200 iterations, the optimum values are shown in Table 3. Table 3 shows the optimal
TMS values achieved by the proposed RTO method for this case and has been compared with the
literature. Figure 6 shows the objective function values achieved during the course of the simulation
for the best candidate solution in each iteration, and this figure shows that the convergence rate is
faster and achieves satisfactory results in less iterations compared to other techniques cited in the
literature. This figure also shows that Rn = 0.4, Rr = 0.3, and Rc = 0.3 are the feasible values for the RTO
technique. These parameter values are used for the rest of the case studies presented in this paper as it
gives an optimal solution compared with other adjustable parameters of the RTO algorithm. Figure 7
shows the graphical representation of the optimized total operating time, Top (z), and demonstrates
that the total operating time is minimized up to the optimum value. The optimal value of objective is
found to be 26.681 s by considering a CTI of 0.6 s, which is obtained in a fewer number of simulations.

Table 3. Optimal TMS for Case 1.

TMS GA [36] (≥0.6) RTO (≥0.6)

TMS 1 0.2975 0.2521
TMS 2 0.2975 0.2521
TMS 3 0.2270 0.2000
TMS 4 0.1730 0.1510
TMS 5 0.0607 0.0303
TMS 6 0.0607 0.0303
TMS 7 0.0402 0.0250
TMS 8 0.1129 0.0800
Top (z) 31.883 26.681

Figure 6. Convergence characteristic of Case 1 for different adjustable parameters to the RTO algorithm.
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Figure 7. Optimized total operating time with the literature for Case 1.

The values depicted in Table 3 illustrate that the RTO technique gives an ideal and best-streamlined
aggregate working time (i.e., total operating time) up to the ideal optimum value. The optimum values
guarantee that the relay will operate in the minimum time to detect a fault at any location. All the
optimal values obtained by RTO satisfy all the coordination constraints.

4.1.3. Comparison of RTO with the GA Algorithm

The results obtained by using the RTO algorithm are compared with the genetic algorithm, as
given in Table 3. The RTO outperforms the genetic algorithm for obtaining the optimum TMS values
and gives the advantage of 5.20198 s over the GA with the same initial conditions as supposed for
this case study. The proposed RTO performs outstandingly over GA, gives an advantage in total
net time gain, minimizes the total operating time up to the optimum value, and maintains proper
coordination during a fault condition. In this condition, the results obtained by RTO for all the relays
will satisfy the coordination constraints. Furthermore, no violation has been found regarding the
coordination constraints.

4.2. Case Study 2

A multi-loop system, as appeared in Figure 8, with six overcurrent relays and with inconsequential
line charging admittances are considered. Four faults are taken into consideration in the midst of the
lines, i.e., A, B, C, and D.

4.2.1. Mathematical Modelling of the Problem Formulation

Table 4 demonstrates the line information of the given system. The primary/backup pair of
relays for the system are shown in Table 5. For this delineation, four fault areas are taken, as shown in
Figure 8. The CT proportions and plug setting are given in Table 6. For various fault areas, the current
seen by relays and the aρ constant are given in Table 7.

Table 4. Line data for Case 2.

Line Impedance (Ω)

1 and 2 0.08 +j1
2 and 3 0.08 + j1
1 and 3 0.16 + j2
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Table 5. Primary and backup relationships of the relays for Case 2.

Fault Point Primary Relay Backup Relay

A 1, 2 -, 4
B 3, 4 1, 5
C 5, 6 -, 3
D 3, 5 1, -

- Indicates no backup relay.

Figure 8. A single end-loop distribution system.

Table 6. CT ratios and plug settings of the relays for Case 2.

Relay CT Ratio Plug Setting

1 1000/1 1
2 300/1 1
3 1000/1 1
4 600/1 1
5 600/1 1
6 600/1 1

Table 7. aρ constants and relay currents for Case 2.

Fault Point
Relay

1 2 3 4 5 6

A
Irelay 6.579 3.13 - 1.565 1.565 -

aρ 3.646 6.065 - 15.55 15.55 -

B
Irelay 2.193 - 2.193 2.193 2.193 -

aρ 8.844 - 8.844 8.844 8.844 -

C
Irelay 1.096 - 1.096 - 5.482 1.827

aρ 75.91 - 75.91 - 4.044 11.539

D
Irelay 1.644 - 1.644 - 2.741 -

aρ 13.99 - 13.99 - 6.872 -

In this representation, the entire number of constraints that arise are 11. Six constraints are
attributable to limits on relay working time, and five constraints are by reason of coordination criteria.
The MOT of each relay is 0.1, and the CTI is considered as 0.3 s. The TMSs of all six relays are x1–x6.
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The problem for optimization can be demonstrated as:

minz = 102.404x1 + 6.0651x2 + 98.758x3 + 24.403x4 + 35.319x5 + 11.539x6 (36)

The constraints owing to the MOT of the relays are:

3.646x1 ≥ 0.1 (37)

6.055x2 ≥ 0.1 (38)

8.844x3 ≥ 0.1 (39)

8.844x4 ≥ 0.1 (40)

4.044x5 ≥ 0.1 (41)

11.539x6 ≥ 0.1 (42)

Hence, the constraints mentioned in Equations (38)–(42) violate the constraints of the minimum
value of the TMS. Hence, these constraints are reconstructed as:

x2 ≥ 0.025 (43)

x3 ≥ 0.025 (44)

x4 ≥ 0.025 (45)

x5 ≥ 0.025 (46)

x6 ≥ 0.025 (47)

The constraints owing to the coordination of relays with the CTI taken as 0.3 are:

15.55x4 − 6.065x2 ≥ 0.3 (48)

8.844x1 − 8.844x3 ≥ 0.3 (49)

8.844x5 − 8.844x4 ≥ 0.3 (50)

75.91x3 − 11.53x6 ≥ 0.3 (51)

13.998x1 − 13.998x3 ≥ 0.3 (52)

4.2.2. Application of RTO

The objective function was evaluated using the proposed RTO calculation with same parameters
elucidated from delineation 1. The optimal values of TMS gained are given in Table 8, which shows
that the RTO algorithm gives ideal and best values and that it optimized the total operating time to
optimal values. The optimal values ensure that the relay will take the least possible time in the system
for a fault at any area. The time taken by Relay 1 to work is the base for a fault at point A and will
set aside the most noteworthy time for a relay at point C. This is alluring in light of the fact that, for
a fault at point A, relay 1 is first to work while, for a fault at point C, Relay 6 should get first chance
to work if it fails. Relay 3 should take over tripping action and, if Relay 3 in a similar manner fails
to work, then Relay 1 ought to expect control over the tripping action. The objective function value
achieved over the span of the simulation for the best applicant arrangement in every cycle is shown
in Figure 9. This demonstrates that the convergence is speedier and obtained a satisfactory value in
fewer iterations. The optimum value of the objective function is observed to be 11.93 by considering
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CTI being taken as 0.3 s. Figure 10 demonstrates the optimized total operating time accomplished by
the proposed algorithm with other methods mentioned in the literature

Table 8. Optimal TMS for Case 2.

TMS CGA [37] (≥0.3) FA [38] (≥0.3) CFA [38] (≥0.3) CPSO [40] (≥ 0.3) RTO (≥0.3)

TMS 1 0.0765 0.027 0.027 0.0589 0.0590
TMS 2 0.034 0.130 0.221 0.0250 0.0250
TMS 3 0.0339 0.025 0.025 0.0250 0.0250
TMS 4 0.036 0.025 0.025 0.0290 0.0290
TMS 5 0.0711 0.025 0.029 0.0630 0.0650
TMS 6 0.0294 0.489 0.363 0.0250 0.0250
Top (z) 15.88 16.25 14.39 11.87 11.93

Figure 9. Convergence characteristic representation for Case 2.

Figure 10. Optimized total operating time with the literature for Case 2.
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4.2.3. Comparison of RTO with Other Algorithms

To evaluate the execution of the proposed RTO algorithm, this technique was compared with
the other mathematical and evolutionary techniques such as the CGA, FA, CFA, and CPSO technique
accessible in the literature, as shown in Table 8. The RTO outmatched the CGA, FA, and CFA given the
total net gain of times and gives advantages of 3.95, 4.32, and 2.46 s over these methods, respectively.
However, in the case of CPSO, this technique almost converges to the same optimum solution as
obtained by using the RTO with more computational effort. Furthermore, the RTO algorithm is better
than the other techniques mentioned in the literature in terms of the nature of the results. Convergence
representation and less number of iterations is required to get the ideal and best result.

4.3. Case Study 3

A parallel distribution system that is sustained from a singular end with seven overcurrent relays
is shown in Figure 11. The CT ratio and PS of the relays are shown in Table 9. Four faults streams are
constrained in the midst of the lines, i.e., A, B, C, and D. The primary/backup pair of relays for the
given system are shown in Table 10.

Figure 11. A single-end, multi-parallel feeder distribution system.

Table 9. CT ratios and plug settings of the relays for Case 3.

Relay CT Ratio Plug Setting

1 1000/1 0.8
2 1000/1 0.8
3 1000/1 0.8
4 1000/1 0.8
5 1000/1 0.8
6 1000/1 0.8
7 500/1 0.5
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Table 10. Primary and backup relationships of the relays and maximum fault current for Case 3.

Fault Point Primary Relay Backup Relay T. Fault Current (A)

A
1 - 6579
4 2 939

B
3 1 2193
4 5 1315.5

C
5 - 3289.5
6 3 1096.5

D
7 3 1315.8 through relays 3 and 5
- 5 2631.6 through relay 7

4.3.1. Mathematical Modelling of the Problem Formulation

For this case, the total number of constraints is 12. Seven imperatives arise as a result of the
points of confinement of the relay action, and five prerequisites arise due to the coordination condition.
The MOT of each relay is 0.1 s. The CTI is considered as 0.2 s. The TMS values of all the relays is x1–x7.
For different fault regions, the current seen by relays and the aρ constant are given in Table 11.

Table 11. aρ constants and relay currents for Case 3.

Fault Point
Relay

1 2 3 4 5 6 7

A
Irelay 8.223 1.1737 - 2.347 - - -

aρ 3.252 43.776 - 8.159 - -

B
Irelay 2.741 - 5.482 3.288 1.644 - -

aρ 6.872 - 4.0444 5.811 14.01 - -

C
Irelay - - 2.741 - 4.111 1.370 -

aρ - - 6.872 - 4.881 22.165 -

D
Irelay - - 3.289 - 3.289 - 5.263

aρ - - 5.809 - 5.809 - 4.145

The problem for optimization can be demonstrated as:

minz = 10.124x1 + 43.776x2 + 16.725x3 + 13.97x4 + 24.703x5 + 22.165x6 + 4.145x7 (53)

The constraints owing to the MOT of the relays are:

3.252x1 ≥ 0.1 (54)

43.776x2 ≥ 0.1 (55)

4.044x3 ≥ 0.1 (56)

5.811x4 ≥ 0.1 (57)

4.881x5 ≥ 0.1 (58)

22.165x6 ≥ 0.1 (59)

4.145x7 ≥ 0.1 (60)

Hence, the constraints mentioned in Equations (55)–(60) violate the constraints of the minimum
value of the TMS. Hence, these constraints are reconstructed as:

x2 ≥ 0.025 (61)

x3 ≥ 0.025 (62)
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x4 ≥ 0.025 (63)

x5 ≥ 0.025 (64)

x6 ≥ 0.025 (65)

x7 ≥ 0.025 (66)

The constraints owing to the coordination of relays with the CTI taken as 0.2 are:

43.77x2 − 8.159x4 ≥ 0.2 (67)

6.872x1 − 4.044x3 ≥ 0.2 (68)

14.01x5 − 5.811x4 ≥ 0.2 (69)

22.165x3 − 6.872x6 ≥ 0.2 (70)

5.809x3 − 4.145x7 ≥ 0.2 (71)

4.3.2. Application of RTO

The objective function was solved by the proposed RTO with vague parameters. The ideal
estimations of TMS and aggregate working time found are shown in Table 12. They similarly show
the comparative delayed consequence of RTO with other metaheuristic and numerical procedures in
the literature. In this depiction, no encroachment and miscoordination of the relays have been found.
The time taken by relay R1 to work is the least for a fault at point C and is most extreme for a fault
at point A. This is attractive on the grounds that, for a fault at point C, relay 1 is the first to work.
Meanwhile, for a fault at point A, relay 7 ought to get the principal opportunity to work. On the off
chance that it neglects to work, relay 4 should assume a control tripping activity. If relay 4 likewise
neglects to work, relay 1 should assume control over the tripping activity at that point. The values are
given in Table 12 ensure that the relays will work at any rate possible time for a fault whenever in the
system. The objective value acquired over the span of the simulation for the best candidate course
of action in each iteration is shown in Figure 12, which exhibits that the convergence is faster and
get the best qualities in a lesser number of iterations. Additionally, the RTO outmatched the simplex
method for this case and obtained an agreeable and better outcome compared to the simplex technique.
The graphical image of the improved aggregate working time appears in Figure 13 and shows that the
total operating time is streamlined up to the ideal and optimum value when compared to the simplex
method, as mentioned in the literature.

Table 12. Optimal TMS for Case 3.

TMS SM [39] (≥0.2) RTO (≥0.2)

TMS 1 0.23829 0.0852
TMS 2 0.12 0.0250
TMS 3 0.36036 0.0953
TMS 4 0.0319 0.0250
TMS 5 0.02773 0.0250
TMS 6 0.025 0.0250
TMS 7 0.08 0.0250
Top (z) 15.7068 5.1756
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Figure 12. Convergence characteristic representation for Case 3.

Figure 13. Optimized total operating time with the literature for Case 3.

4.3.3. Comparison of RTO with the Simplex Method

The results found using the RTO are differentiated, and the results procured by the simplex
method are shown in Table 12. The RTO outmatch the simplex method in getting the optimal values of
TMS and in an aggregate net gain of times. It gives a benefit of 10.5312 s over the simplex method,
with the same starting parameters gathered for this contextual investigation. This gain in all out net
time gain is adequate given that it is a small system. For all the ideal and optimal values for TMS, the
RTO performed exceptionally compared to the simplex method, in terms of complete net time gain.
Furthermore, it limits the aggregate working time up to optimal value and will keep up appropriate
coordination even in a fault condition. For all the coordination conditions, the optimal value acquired
by RTO for all the relays will fulfill the coordination limitations. Additionally, no infringement has
been discovered with respect to the coordination requirements.
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5. Conclusions

This paper suggested an RTO algorithm which simulates plant roots searching for water under
the ground. The aforementioned RTO technique involved some parameters for tuning and, thus, is
easy to implement. The coordination problem of the overcurrent relay utilizes the RTO algorithm for
different test systems to assess the execution of the proposed RTO algorithm. The competence of the
proposed RTO algorithm has been confirmed and tried through its application on various single- and
multi-loop systems by analyzing its superiority and contrasting its execution with the CFA, FA, CPSO,
CGA, GA, and the simplex method published algorithms. The simulation results of the RTO algorithm
efficiently minimize all three models of the problem. The performance of the RTO can be seen from
the optimized minimum objective function values and TMS, of each relay in the systems achieved by
RTO for each case studies. In case 1 the objective function value is minimized up to optimum value by
RTO and gives an advantage in total net gain in time of 5.20198 s over GA. while in case 2 and 3 the
RTO gives a total net gain in time 3.95 s, 4.32 s, 2.46 s, and 10.5312 s over CGA, FA, CFA, and simplex
method. The RTO algorithm gives a new seeking approach for elucidation, as one of its qualities is the
extensive field of research attributable to the activities of the roots. The simulation results uncover
the predominance of the proposed RTO algorithm in taking care of the overcurrent relay coordination
problem. In future work, RTO will be applied to solve the problem of overcurrent relay coordination
of higher and complex buses in the electrical power system.
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Abstract: User-oriented community engagement can reveal insights into ways of improving a
community and solving complex public issues, such as natural resource scarcity. This study describes
the early process of co-designing a novel, waterless toilet to respond to the water scarcity problem in
the Republic of Korea. It presents how we designed a toilet focusing on three factors—a sanitization
function, an ergonomic posture, and clean aesthetics—by conducting focus group interviews as part
of a user engagement approach to understand what community users want from a toilet and ways of
improving their toilet experiences. The results not only supported the development of an experiential
service design project to raise community awareness of water scarcity but also supported scientists
and engineers in experimenting with and developing new technologies by collaborating closely
with designers.

Keywords: design prototype; toilet design; collaboration with scientists; interdisciplinary convergence;
natural resource; feces

1. Introduction

Community engagement is a suitable approach for solving complex public issues, such as natural
resource scarcity. It may also reveal what people already know about an issue and provide insights
that could support the creation of a better natural resource community. This study describes the fuzzy
front end (FFE) stage of designing a novel, waterless toilet prototype, the first collaborative research
project between designers and scientists to respond to the water scarcity problem in South Korea.
The aim of this collaboration was not only to raise community awareness of water scarcity, but also to
save water. The co-design of the waterless toilet at the FFE followed a community-engaged research
approach that influenced the technology push and supported “silent design”: that is, design decisions
made by non-designers [1]. This collaboration project sought to understand what users want in a toilet
and to improve the toilet experience. Unpredictably, the approach led to the creation of an experiential
service design project to raise community awareness of water scarcity.

2. Background: Water Scarcity

Water is one of the most vital resources for human viability. However, there is not enough
for the needs of everyone in the globe. Due to population growth, many countries face water
shortages; thus, they need to prepare for future problems [2]. Water scarcity also results in low
economic growth. In 2012, the Organisation for Economic Co-operation and Development (OECD)
recommended that both OECD and non-OECD countries reduce water risks, such as water shortages
(including droughts), inadequate water quality, non-accessible water, and anything that undermines
the resilience of freshwater. Yet, all countries face different water scarcity problems.

According to the United Nations Environment Programme [3], the rapid economic growth and
high population density of the Republic of Korea have caused water shortages and freshwater scarcity.
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This has long been—and still remains—a critical challenge. Reports indicate that current
aqua-ecosystem protection mechanisms are insufficient [3]. The Ministry of Land, Transport and
Maritime Affairs (2011) reported that only 26% of water in Korea is fit for use and that each Korean
person uses only one-sixth of the global average for individual water consumption. Hence, the nation
is considered a water-stressed nation.

Water in the Republic of Korea is contaminated for three reasons: (1) damage to the nation’s
hydro-ecology caused by construction near rivers, which has decreased limnobios, animals, and
freshwater plants; (2) soil runoff; and (3) the eutrophication of rivers due to an increasing inflow of
phosphorus into rivers [4]. According to the previous literature, people consider treated wastewater
from sewage treatment plants to be clean; however, attached algae are widely visible, largely due to
phosphorus discharged from farmlands during the summer flood season. More critically, the shallow
depth and slow current speed of the river increase detention time, increasing nutrient salts during
annual drought seasons. Since phosphorus is not filtered from sewage, it grows too much. It originally
comes from toilets, and some toilets are installed in areas that lack sewage. Thus, it is important to
remove phosphorus from toilets. This can be accomplished by a sewage treatment plant.

In 2015, the Ministry of Science, ICT (Information and Communications Technologies), Future
Planning (MSIP), initiated the Convergence Research Centre (CRC) project, a cross-disciplinary research
project that connects the arts, design, and science to prepare for future sustainable energy. Solving
the water scarcity problem is one of several seven-year research projects. The collaboration team
comprised two design researchers, one philosopher, seven different disciplinary scientists (e.g., water,
climate change, and urban environment), and industry partners (e.g., different groups of natural artists,
digital artists, graphic designers, and engineers). The team is planning to build a temporary research
lab to research these issues at the UNIST (Ulsan National Institute of Science and Technology) in the
Republic of Korea. The research lab building will be two stories high and approximately 99 m2.

3. Waterless Toilet

A family of four uses an average of 225 L of water per day. This represents 27% of household
water consumption [5]. Domestic houses use 65.9% of total water [6] and represent one of the main
causes of contaminated water in Korea. To remove phosphorus, water scientists from the Department
of Urban and Environmental Science initiated a waterless toilet project.

The conventional sanitation system, the flush toilet, has improved public health and protected
humans from waterborne diseases. The “drop-and-discharge” approach is a convenient and
comfortable solution for disposing human excreta because it rapidly removes hazardous and
unpleasant matter from households [7]. However, the complete disconnect between people and
their excreta causes environmental problems. People discharge their excreta unconsciously, meaning
that our environment has been forced to receive the massive flow of contaminants. In particular,
algal blooming and red-tide problems occur in many countries, even developed countries with
well-established wastewater treatment systems. Waterless toilets that dispose of excreta in a sanitary
way could reduce the high level of clean water usage. Returning sanitized dried feces to the land may
also improve the soil environment. Thus, a waterless toilet team—one of the CRC project teams—has
begun to investigate alternative toilet systems. The team has explored ways to develop a prototype to
examine the effectiveness of eliminating phosphorus from the fuzzy front end (FFE) stage, which is
considered the earliest stage of the new product development process [8].

A prototype can be a tool for solution generation or evaluation, as well as a vehicle for team
collaboration [9,10]. Supporting explorations that allow users to innovate new patterns of use in the
field and over lengthy periods may provide designers insights into the domestication of radically new
concepts [11].
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4. User-Centered Research Approach

4.1. The FFE Process

This project is characterized by a radical technology push, such that engineers in the field
develop a set of research routines based on their beliefs about what is feasible or worth trying [12–14].
However, according to NESTA [15], so-called “front-end” research into technological development,
market trends, and consumer needs are now staples in design industry operations. Numerous studies
identify communication as critically important because this phase allows for modifications, reorientations,
and radical changes in new product planning [16]. FFE is the least expensive stage of a project [16].
This collaboration team, therefore, communicated once every two or three weeks regarding how a
prototype, by developing technology to remove phosphorous from a waterless toilet, should be designed.
In order to clarify the product’s concept during the FFE stage, which is known to be complicated
(most companies fail to have clear product definitions [17]), we reviewed the literature on new product
development (NPD) during the FFE stage. Based on a theory of marketing, operation management,
and engineering design, Krishnan and Ulrich define product development as “the transformation of
a market opportunity and a set of assumptions about product technology into a product available
for sale” [18]. Similarly, Ulrich and Eppinger define product development as “the set of activities
beginning with the perception of a market opportunity and ending in the production, sales, and delivery
of a product” [19]. A successful product may be viewed as a solution to customers’ demands [20].
In order to design elegant and efficient solutions to customers’ needs, two different types of information
must be combined: “need information” (what users need) and “solution information” (how products
are built) [20]. The National Endowment for Science and Technology and the Arts (NESTA) has
proposed that researching people’s needs, tastes, and preferences is critical for shaping new products and
services [15]. However, though consumer needs should be the focal point of any design process, many
organizations neglect them [21]. As a result, many design processes fail to reach their target consumers
or end users [22,23]. In addition, due to the rapidity of modern technological development, many users
find it difficult to directly specify their needs regarding a particular product, service, or experience [24,25].
For this reason, Borja de Mozota recommends employing user-centered and informed design research
methods to support the development of products and services from the beginning so not to fail to find
out what users need [26].

To design something that is meaningful for users, it is important to understand users’ experiences,
perceptions, and ways of making sense of things [27]. Having a thorough understanding of one’s
target users and their needs is necessary to be successful. Mossberg found that the growth of industry
through customer experience is reflected in new patterns of consumption, new demands, and new
technology [28]. He insisted that a customer’s experience is a blend of many elements that have come
together to involve consumers emotionally, physically, intellectually, and spiritually in an ethnographic
approach. Similarly, Pine and Gilmore propose that combining NPD with customer experience
creates more profit than applying NPD on its own because, in the combined approach, every touch
point with the customer serves as a market opportunity [29]. Several successful organizations that
regard customer experience as an aspect of economic value have been evaluated [30]. These companies
position experience as a planned journey with multiple touch points, such that the packaged experience
defines the characteristics of a product, service, or brand [31]. Taking the above into consideration,
we aimed to identify and learn about community members who would be potential future users
of our waterless toilet. Specifically, we followed a reflective problem-solving approach [32] to
design prototyping. Figure 1 presents how user-centered research influenced the design of our
waterless toilet.
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Figure 1. Co-designing a waterless toilet using the fuzzy front end (FFE) process.

4.1.1. Phase 1: Focus Group Interviews

We conducted focus group interviews to investigate user perceptions and understandings of the
water scarcity problem and a waterless prototype.

Sampling Criteria

The study aimed to understand the people in the UNIST campus community where the
test-bed research lab will be built. A total of 54 participants (15 females and 39 males)—all of
whom had used public toilets and toilets in their homes and who would be potential users of
the waterless toilet prototype—were involved in the focus group interviews. There were nine
groups, each of which comprised six UNIST undergraduate students majoring in different areas
of engineering (e.g., life science, chemical engineering, physics, computer engineering, electronic
engineering, mechanical engineering, and engineering management).

Process

To ensure that all of the key issues were covered, semi-structured interview questions were used.
The participants were asked about (1) their awareness of water scarcity in Korea, (2) their previous
experiences attempting to save water, (3) how they could be motivated to save water, (4) their
perceptions of a waterless toilet, and (5) their dream toilet. They were also asked to share their
thoughts and ideas about how to save water. All interviews were audio-recorded and recorded via
memo form that I used in collecting and writing about my observations, which were later analyzed
using thematic analysis.

Results

Though the participants in each group had different majors, all shared common ideas and
perceptions about each question. The thematic analysis revealed three themes: a disbelief about water
scarcity, a motivation to save water, and an experience requirement for the waterless toilet.

(1) Disbelief about water scarcity: Everyone had heard that the Republic of Korea lacked water
since they were children. However, most did not think that this was true, since the water
quality in Korea is good and since they could access sufficient water to meet their needs anytime
and anywhere. One individual thought that the push to save water (i.e., the many water-saving
media campaigns) was propaganda. Only a few people had actually tried to save water through
such methods as “using a cup to brush their teeth,” “filling a water basin to wash their faces,” or,
in the case of one individual, “putting a plastic bottle in the toilet water tank to flush less water.”

(2) Motivation for saving water: Most participants said that they had not attempted to try to
save water because they did not believe that the Republic of Korea was truly suffering from
water scarcity. The participants had no direct experiences of water scarcity, and most mentioned
that, since their water bills were not expensive, they were not aware of how much water they
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used each day. They were from a demographic that was less likely to experience shortage or
poor quality of water. As possible motivators to save water, the participants recommended water
usage indicators or visual indicators of water consumption. They also suggested that more media
exposure would be helpful in raising awareness of water scarcity. Lastly, they commented that
financial losses would motivate them to save water. Some participants wanted tax deductions for
saving water.

(3) Experience requirement for the waterless toilet: This theme emerged from the two questions
about the participants’ perceptions about a waterless toilet and their dream toilets. None of
the participants had previously thought about their dream toilet. However, they said that
they wanted a new toilet based on their public and private toilet experiences: visual cleanness,
sanitariness (including automatic cleaning around the inside of the bowl), automatic flushing
after usage, no bad odor, soundproofing within a public toilet, and a comfortably warm seat cover.
Since the participants had not previously considered the water scarcity problem, they explained
ways in which they would improve the current style of toilet. They also said that they would try a
waterless toilet if they came across it in a public restroom. Most asked for simple visual guidance
on how to use a waterless toilet, which is designed to suck up feces like a “vacuum cleaner” and
send it directly to the energy production system. It requires about half liters of water, which is
significantly less than what a regular toilet consumes.

The results of the focus group interviews revealed that, although people had heard of the water
scarcity problem, they had never before tried to save water because they could always access water
easily and at their convenience. A design activity exposes new issues and information needs as the work
progresses [33,34]. The aim of designing the waterless toilet prototype was to improve the situation
water scarcity; however, if the community is not aware that there is a genuine water scarcity problem,
they are less likely to accept a waterless toilet. Therefore, since the participants required a realistic
experience to motivate them to save water, we chose to design not only a waterless toilet but also an
experiential visual guideline that indicates the water scarcity problem. Moreover, the engineering team
decided to remove all negative odors from the toilet. This decision was based on the user-centered
approach and was considered a sociable design, or a design “for the benefit of the people who use
it, taking into account their true needs and wants” (Norman 2010, 130). Thus, the co-design of the
waterless toilet, which was led by a technology push, was divided into two projects to meet the needs
of the people in the community who would become the future users of the toilet and participants in
solving the water scarcity problem.

4.1.2. Phase 2: Case Studies for Service Design Guideline

The aim of case studies is to study good practices of visual and experiential designs capable of
leading and increasing civic engagement and awareness of the need to save energy.

Criteria

In order to identify case studies capable of meeting the experiential aims of civic engagement
by providing realistic visual experiences, we contacted the Korea Institute of Design Promotion
(KIDP), a non-profit organization for design support under the Ministry of Trade, Industry and Energy.
Though there is no service design related to water scarcity, the design policy experts and staff of
the KIDP recommended three service design cases for the public sector in Korea, all involving the
design and management of public campaigns to reduce energy bills and raise awareness of the need
to save energy. These studies explored (1) which visual elements were strategically designed to lead
or motivate civic engagement to reduce energy usage and (2) which approaches and principles were
applied to the design experience to increase people’s engagement.

(1) Redesigning an apartment energy bill (http://www.slideshare.net/sdnight/ss-30524771).
This case concerned one of the first service designs for a utility service in Korea. It was conducted
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on an apartment town comprising 600 apartments in Bangbae Dong, Seoul, and its results were
highly effective, reducing the total energy bills by 10%. Many redesigning projects graphically
change a certain part of an energy bill; however, in this case, the designers and design researchers
reduced the energy bill based on in-depth interviews with the community. This case study
prompted other apartment towns to accept similar guidelines.

(2) National Health Insurance Service (http://www.slideshare.net/usableweb/ss-16567992?related=1).
This case involved redesigning a health check-up chart for the National Health Insurance Service
at Ilsan, Myungji Hospital. The chart had been criticized for being difficult to read by people who
were not medical doctors from specific areas. In other words, doctors in one medical center often
struggled to understand examinations conducted in other medical centers. The redesigned check-up
chart received a 95% satisfaction rating.

(3) Changwon National Industrial complex. As foreign labor for industrial complexes has increased,
many industrial safety accidents have occurred. To reduce safety accidents, which can also
waste energy resources (e.g., in cases of hydrofluoric acid leaks), a user-centered approach
was employed. The service design involved changing signage and installing pictograms for
international laborers. This case was published online (http://economy.hankooki.com/lpage/
industry/201504/e20150406173204120170.htm).

Process

Secondary data of visual campaign were collected through online case design websites (www.
designdb.com) and suggested website addresses. Thematic analysis was used to identify each case’s key
characteristics in relation to creating civic engagement experiences, reducing energy usage, and motivating
people to do things they had not done before.

Case Study Results

Though all three cases were different, they shared similar characteristics in that all employed a
user-centered approach to encourage people to reduce their energy usage or do things in which they
had not previously been involved. Two themes emerged.

(1) Easy readability. Most people were interested in their health conditions or how much they were
charged on their utility bill. However, previous bills had been designed with small font sizes and
logos or advertisements. Based on user interviews, both bills were redesigned to use larger fonts
and exclude or deemphasize less important information.

(2) Vivid color for nudging. Both the apartment bill case and the industrial complex case used a
vivid red color for warnings. If an individual used more energy than that used by the average
household nationwide, he or she received a red-colored bill that was visible to every neighbor.
If an individual used less energy than the national average, he or she received a green-colored bill.
Average utility usage generated a yellow-colored bill. Being able to compare their consumption
with that of their neighbors motivated many users to reduce their consumption. Similarly, in the
case of the national industrial complex, toxic pipelines were colored red to alert international
laborers who did not know Koreans to be cautious. This step reduced workplace accidents.
In short, using a vivid color and improving readability increased competitiveness among residents
and safety among laborers.

4.2. Influence of User Research on the Waterless Toilet Design

These case studies made it clear that a user research approach reveals opportunities to improve
civic engagement. Mayhew and Bias indicated that such an approach supports higher returns in terms
of increased product value [35]. The case study participants actively participated to reduce utility bills
and safety accidents. They seemed to be tuned into the effort to overcome problems caused by a lack
of staff [36]. Moreover, Boyle and Harris indicated that collaborating with users could guarantee that
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services meet their requirements. Thus, user research supports better outcomes and encourages active
user engagement in self-help and positive behavioral change, thus avoiding possible challenges in
the future.

In order to engage with people in the community (a research test bed at UNIST), we used
focus group interviews to determine community members’ needs for realistic experiences related
to water scarcity and for vivid visual representations to notify/warn about utility usage, health
insurance check-ups, and safety cautions. To raise awareness about water scarcity in the community,
the collaboration teams recommended encouraging people to visit the research lab to examine the
waterless toilet prototype. Ramaswamy and Gouillart indicated that the participatory approach could
improve stakeholder engagement, and could lead to higher productivity, higher creativity, and lower
costs and risks [37]. Thus, the researchers created a visual board as a service design, which served as a
channel for experience prototyping [38]. After the prototype at the research lab was developed and
designed, this visual board was used to support community members in discussing their experiences
and perceptions on water scarcity. As the community members visited the lab, it was possible to
monitor their different behaviors in a real context using several variations of observation-based
ethnographic field methods [39]. It was also possible to involve the users in designing and delivering
services to achieve the full benefits of co-creation [39].

5. Prototyping: Waterless Toilet Design

In designing the toilet, we focused on three factors: the sanitization function, an ergonomic
posture, and cozy aesthetics.

Sanitization Function

First, from the focus group interview, we drew the conclusion that people want a clean
toilet experience. Thus, we designed the prototype for sanitization (sterilization) and cleanliness.
We installed ultraviolet (UV) lights on the cover so that the toilet looks sanitizable. These UV lights also
disinfect and sterilize the surface of the seat and the bowl of the toilet (Figure 2). Additionally, since the
word “toilette” means “dressing room” in French, the seat cover was designed to resemble a dressing
room vanity chair, which was intended to make people feel warm. The toilet hip area was designed
with enough space for anyone to sit comfortably. Ultimately, the toilet was designed to provide not
only a clean experience, but also a restful one.

Figure 2. Prototype of the waterless toilet.

Ergonomic Posture

Second, the toilet was designed in an ergonomic manner to support proper posture for defecating.
The seat can be adjusted (raised or lowered) to an appropriate angle to fully relax the muscle around
the colon and support quick and easy defecation. Once a user sits down on the toilet, the back side
of seat tilts slightly, raising the user’s knees. This encourages users to maintain an optimal posture
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for relaxing the muscle around the colon. The concept for this posture came from the Paimio Chair,
designed by Alvar Aalto (Figure 3) for patients in a tuberculosis sanatorium in Finland. When the
patient sits down and leans on the chair, the patient’s posture changes the angle of the chair, helping
the patient breathe better and comfortably arranging his or her body organs.

Figure 3. The Paimio Chair designed by Alvar Aalto in Finland.

The waterless toilet is also designed ergonomically with respect to the angle of the sitting posture.
Although the tilted seat relaxes the muscle around the colon, it also makes it difficult for users to
stand up (compared to the upright posture of a traditional toilet). Though this may not pose a
significant problem for young and healthy people, it could encumber older, disabled, or injured people.
Therefore, we installed a spring under the back side of the seat that users can activate by pushing
back slightly when they need to stand up. Figures 4 and 5 present suboptimal and optimal posture
angles defecation.

Figure 4. Working process of the seat of the waterless toilet prototype.
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Figure 5. The proper posture and angle to relax a human’s intestines.

Cozy Aesthetics

Thirdly, the appearance of the toilet prototype was inspired by the white porcelain of the
Yi Dynasty (Korean imperial household, called the Joseon household) (Figure 6).

Figure 6. Korean Yi Dynasty porcelain.

Toilet shapes have not changed very much since their first development in the 16th century.
However, this new type of toilet offers several improvements. First, unlike a traditional toilet, which has
a tapered bowl shape to support a suction mechanism located at its bottom back side, our proposed
toilet does not require centrifugal force or a vacuum system to suction the feces. Therefore, the waterless
toilet can be slimmer or wider. We chose a shape that was cozy and familiar. Second, the white porcelain
of the Yi Dynasty suggests familiar characteristics of interior objects that already play a role in our
everyday lives. Figure 6 presents the aesthetics of the waterless toilet. Users think this is a great idea
that has Korean tradition and culture embedded in it.

6. Conclusion

This article describes the FFE process of designing a waterless toilet to combat the problem
of water scarcity in the Republic of Korea. The waterless toilet prototype was co-designed based
on user perceptions, a technology push, and the use of a radical technology to remove phosphorus
from toilets. Through focus group interviews, we identified several key factors regarding water scarcity
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and users’ perceptions of a waterless toilet: (1) disbelief concerning the state of water scarcity in Korea,
(2) a motivation to save water, and (3) experience requirements concerning the waterless toilet.

We observed that people in Korea generally do not seriously consider Korea’s water
scarcity problem. However, if they experience water scarcity visually and realistically, they may
be more likely to try to save water. We also found that people want a toilet to be sanitary, odorless,
clean, and comfortable. These findings helped to reveal what users want and need to improve their
toilet experience, and they guided the direction of the prototype development to be more user-oriented
and less rushed (i.e., due to the technology push).

Based on our user research, we designed our waterless toilet focusing on three main factors:
a sanitization function, an ergonomic posture, and cozy aesthetics. First, based on the focus group
interview, we concluded that people want a clean toilet experience. The prototype was therefore
designed with UV lights on its cover for sanitization (sterilization) and cleanliness. Second, the toilet
was designed in an ergonomic manner to allow people to sit in a posture appropriate for defecating.
Specifically, the seat can be lowered and adjusted to the optimal angle to relax the muscle around
the colon. Thirdly, the appearance of the toilet prototype was inspired by the white porcelain of the
Yi Dynasty and includes familiar characteristics of interior elements and everyday objects.

The researchers’ user-centered and community-focused approach helped this collaborative
research project gain new information for further improvements. The approach used in this study can
be employed as a guideline for researching and solving other public problems. Engaging people
in the community supports the identification of both current and future public problems.
Furthermore, responding to potential users’ opinions, recommendations, and insights encourages
positive participation and thus a better public environment. Further studies evaluating the waterless
toilet prototype with the aid of community members are needed to improve the toilet experience and
to increase awareness of the current situation of water scarcity in Korea.
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Abstract: An optimal design model for residential photovoltaic (PV) systems in South Korea was
proposed. In the optimization formulation, the objective function is composed of three costs,
including the monthly electricity bill, the PV system construction cost (including the government’s
subsidy), and the PV system maintenance cost. Here, because the monthly electricity bill is not
differentiable (it is a stepped piecewise linear function), it cannot be solved by using traditional
gradient-based approaches. For details considering the residential electric consumption in a typical
Korean household, consumption was broken down into four types (year-round electric appliances,
seasonal electric appliances, lighting appliances, and stand-by power). For details considering the
degree of PV generation, a monthly generation dataset with different PV tilt angles was analyzed.
The optimal design model was able to obtain a global design solution (PV tilt angle and PV size)
without being trapped in local optima. We hope that this kind of practical approach will be more
frequently applied to real-world designs in residential PV systems in South Korea and other countries.

Keywords: optimal design; photovoltaic system; renewables; residential building; South Korea

1. Introduction

South Korea is in the world’s top 10 energy-consuming countries, and it heavily depends on
imports of fossil fuels (natural gas, coal, and oil) [1–3]. Due to recent public awareness regarding
the issue of polluted air, pressure to reduce its dependency on fossil fuels has increased. In addition,
the Fukushima disaster that occurred in Japan has caused the present government to support the
nuclear phase-out policy.

Therefore, various renewable energies (photovoltaics (PV), wind, geothermal, hydro, biomass,
fuel cells, etc.) have been currently developed, which also helps in the country’s pledge at the 2015
Paris Climate Conference to cut its carbon emissions by 37% below the business-as-usual (BAU) level
by 2030.

In addition, the Korean government has recently declared a national project aiming for power
generation by renewable energies to account for 20% of the total generation output by 2030 (85,905 GWh
(13.6%) by 2025 and 134,136 GWh (20%) by 2030) [4]. This project especially focuses on PV and wind
energies (more than 75% with respect to the generation capacity, and more than 50% with respect to the
generation amount). The Korean government plans to provide urban-type self-sufficient PV systems
to 760,000 residential houses by 2022, and 1,560,000 houses by 2030 [5].

To this end, as one of practical efforts, Korean government already ruled that 5% of total
construction cost should be invested in renewable energy system for large public buildings (total floor
area is greater than or equal to 3000 m2), and it also subsidizes 60% of the construction cost if private
residential buildings install PV renewable systems [6].

Appl. Sci. 2019, 9, 1138; doi:10.3390/app9061138 www.mdpi.com/journal/applsci
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Korean government also plans to promote rural-area PV systems using low-interest loans and
higher-weighted RECs (Renewable Energy Certificate). The REC is a market-tradable and non-tangible
instrument that certifies that the owner possesses one megawatt-hour (MWh) of electricity generated
from any renewable energy resource [7]. RPS (Renewable Portfolio Standard) required for large power
producers (≥500 MW) also works well after FIT (Feed-In Tariff) system ends. In order to enhance the
social receptivity to PV systems, the Korean government has approved private enterprisers, to gather
individual private investors, to join in PV development projects.

The objective of this study is to propose an optimal model for residential PV system design. In this
model, the construction and management costs will be minimized, while considering various practical
design factors such as PV generation amounts with different tilt angles, the Korean progressive electric
rate, the unit cost of a PV panel, the interest rate, the project period, the electrical usage of general
electric appliances, and seasonal appliances, lighting appliances, and stand-by power.

The rest of this paper is organized as follows. The optimal design model for the residential PV
system is proposed in Section 2. Residential electricity demand is broken down in detail, and the
monthly electrical generation amounts with varying tilt angles are proposed in the form of polynomial
functions in Section 3. The optimal design solution is obtained by using an evolutionary algorithm,
and compared with that from previous gradient-based methods in Section 4. Finally, in Section 5,
we conclude our paper with some future directions.

2. Optimization Formulation

The objective function to be minimized in this residential PV design optimization is the total
cost (CT), which consists of the electric bill from grid (CElectric), the PV-related construction cost (CCst),
and the PV-related maintenance cost (CMtn), as shown in Equation (1) [6]:

MinimizeCT = CElectric + CCst + CMtn (1)

where the annual electric bill (CElectric) is the sum of the monthly bills, and each monthly bill (Cm
Eelctric) is

calculated based on the monthly grid-supplied amount (Dm
Electric − PVm

Electric) when monthly residential
demand (Dm

Electric) is greater than the monthly PV generation amount (PVm
Electric), as in Equation (2):

CElectric =
12

∑
m=1

Cm
Electric(Dm

Electric − PVm
Electric) (2)

For the monthly bill (Cm
Electric), Korea adopts a six-stage progressive electric rate system,

which charges a higher rate for higher electricity usage, as shown in Table 1.

Table 1. Korean progressive electric rate (US$1 ≈ 1100 KRW).

Range Base Rate (KRW) Progressive Rate (KRW/kWh)

Up to 100 kWh 370 55.1
101~200 kWh 820 113.8
201~300 kWh 1430 168.3
301~400 kWh 3420 248.6
401~500 kWh 6410 366.4

More than 500 kWh 11,750 643.9

For example, if one household consumes 50 kWh for a certain month, the monthly electric bill
will be 3125 KRW (=370 + 50 × 55.1); if it consumes 150 kWh, the monthly electric bill will be 12,020
KRW (=820 + 100 × 55.1 + 50 × 113.8). Thus, if we draw a monthly electric bill from 0 to 600 kWh,
we obtain a stepped piecewise linear function, as shown in Figure 1.
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Figure 1. The six-stage progressive electric rate in Korea.

For the PV-related construction cost (CCst), in order to fairly consider this one-time cost alongside
other annual costs (Cm

Electric and CMtn), a capital recovery factor [8], which is the ratio of a constant
annual return amount to the initial construction cost (CIcc) for a given length of time, is introduced as
in Equation (3):

CCst =
r(1 + r)n

(1 + r)n − 1
CIcc (3)

where r is the interest rate (6.5% in this study) and n is number of system operation years (or the
number of annual returns received; 25 years in this study).

The decision variables in this residential PV design optimization are the size of the PV panel
(or module; SPV) and the tilt angle of the PV panel (APV ; horizontal line is 0◦). These two decision
variables have value ranges as constraints:

0 ≤ SPV ≤ 3(kW) (4)

15◦ ≤ APV ≤ 60◦ (5)

3. Application of the Residential PV System

The above formulated PV design model is assumed to be applied to a typical Korean
residential building. For a typical Korean residential building, the monthly demand (Dm

Electric) can
be assessed in four groups of consumption (general electric appliances, seasonal electric appliances,
lighting appliances, and stand-by power) [6].

The first group of consumption occurs in general (year-round) electric appliances such as the
television, refrigerator, and washing machine, as shown in Table 2. For example, a typical Korean
residential building has two TV sets, which consume 270 W (=135 W × 2) over 6.9 hr per day,
and 28 days per month, based on a statistical survey. Interestingly, a Korean house also possesses
a special refrigerator which preserves only Kimchi, because it is an essential dish for every meal in
Korean daily life.
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Table 2. Power consumption of general electrical appliances.

Appliance
Power

Consumption (W)
Daily Usage
Hours (hr)

Monthly Usage
Days (days)

Two TV sets 270 6.9 28.0
Refrigerator 67 24.0 30.0

Refrigerator for Kimchi 30 24.0 30.0
Washing Machine 515 1.5 17.5
Vacuum Cleaner 899.1 0.6 21.6

Personal Computer 168 4.2 24.4
Microwave 1010.2 0.4 14.9

Audio System 40 3.0 8.5

The second group of consumption occurs with seasonal electric appliances, such as the electric
fan, air conditioner, humidifier, and electric blanket, as shown in Tables 3 and 4. For example, a typical
Korean residential building has one air conditioner, which consumes 1725 W over 4.65 hr per day.
However, this seasonal appliance is utilized only during the summer season (13 days for June, 15 days
for July, and 27 days for August).

Table 3. Power consumption of seasonal electrical appliances.

Appliance
Power

Consumption (W)
Daily Usage
Hours (hr)

Yearly Usage
Days (days)

Electric Fan 60 7.20 95
Air Conditioner 1725 4.65 55

Humidifier 99 5.12 126
Electric Blanket 230 5.42 146

Table 4. Monthly usage of seasonal electrical appliances.

Appliance
Days of Use in Each Month

1 2 3 4 5 6 7 8 9 10 11 12

Electric Fan 0 0 0 0 14 16 23 25 16 0 0 0
Air Conditioner 0 0 0 0 0 13 15 27 0 0 0 0

Humidifier 23 21 17 0 0 0 0 0 0 17 23 24
Electric Blanket 27 25 20 0 0 0 0 0 0 20 24 27

The third group of consumption occurs with lighting appliances, such as fluorescent, incandescent,
and halogen lights, as shown in Table 5. For example, a typical Korean residential building has one
stand-alone (stabilizer-included) fluorescent lamp, which consumes 25.86 W over 7.9 hr per day.

Table 5. Power consumption of lighting appliances.

Appliance Power Consumption (W) Daily Usage Hours (hr)

Fluorescent Tube (20 W) 20 7.9
Fluorescent Tube (32 W) 32.09 7.9
Fluorescent Tube (40 W) 40.18 7.9
Fluorescent (Compact) 37.90 8.1
Fluorescent (Circular) 39.85 5.6

Fluorescent (Stand-Alone) 25.86 7.9
Incandescent 71.48 1.7

Halogen 94.17 1.3

The final group of consumption occurs with stand-by power from various appliances, as shown
in Table 6. Normally it accounts for approximately 10% of total household power consumption.
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Table 6. Consumption amount of stand-by power.

Appliance Average Stand-By Power (W) Daily Stand-By Power Amount (Wh)

Two TV sets 8.6 147.1
Audio System 9.1 191.1

DVD 12.2 269.6
Microwave 2.8 66.2

Air Conditioner 2.8 54.2
Personal Computer 3.2 63.4
Computer Monitor 2.6 51.5

If we aggregate the above-mentioned four types of consumption, we can obtain a monthly power
consumption graph, as shown in Figure 2. Here, it should be noted that a consumption amount of
2.2 kWh/day for any additional appliance was added to each monthly amount.

Figure 2. Monthly power consumption for a typical Korean house.

So far, the monthly power consumption of a typical Korean house has been assessed based on
four different types of consumption. Now let us assess the monthly power generation amount from
the PV system (PVm

Electric).
The monthly PV generation amount is affected by two major decision variables (PV angle, APV ,

and PV size, SPV). The first affecting factor is the tilted angle of the PV panel, as shown in Figure 3.
As seen in the figure, the lowest angle (15◦) generates the highest amount in June, while the highest
angle (60◦) generates the highest amount in December. The highest amounts in March and September
occur in the middle.
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Figure 3. Monthly photovoltaics (PV) generation amounts with different tilt angles.

For this study, in order to estimate the energy production of the residential PV system, the PVWatts
calculator [9], which was developed by the National Renewable Energy Laboratory (NREL) in the
U.S. Department of Energy, was utilized. After inputting various PV system specifications such as
the DC system size (unit size (1 kW) in this study), array type (fixed in this study), array azimuth
(180◦ (full south) in this study), system losses (14% in this study), inverter efficiency (96% in this study),
and PV tilt angle (APV) into the software, we could obtain an estimation of the month-average
solar radiation (kWh/m2/day), and the monthly unit-size PV generation amount (kWh) for a
specific location.

For the specific location, this study selected Seoul, the capital city of South Korea. However,
PVWatts provided the PV generation data of Incheon, as the nearest location from Seoul (24 miles west
from the center of Seoul), whose latitude is 37.48◦ N and longitude is 126.55◦ E, as shown in Figure 4.
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Figure 4. Location of the solar data source (Incheon) from Google Maps.

The influencing factor, PV size (SPV), can be multiplied by the unit-size generation amount
(kWh/kW) at a certain PV angle (APV), to calculate the monthly PV generation amount (PVm

Electric).
The PV-related construction cost (CCst) in Equation (1) is the function of PV size (SPV). The original

PV construction cost is 7,210,000 KRW/kW in this study. However, after considering the Korean
government’s subsidy (60% of the original cost = 4,326,000 KRW/kW) and the building materials
cost savings ($462,500/kW), the PV-related construction cost (CCst) becomes 2,421,500 KRW/kW
(=7,210,000 − 4,326,000 − 462,500) multiplied by the PV size (SPV).

The PV-related annual maintenance cost (CMtn) in Equation (1) is 12,105.7 KRW/kW (0.5% unit
CCst) multiplied by the PV size (SPV).

4. Computational Results

The residential PV design model is optimized with various practical data, as proposed in the
above sections. Figures 5 and 6 show the total PV design cost, as specified in Equation (1), with different
PV sizes (0 ≤ SPV ≤ 3 kW, by 0.2 kW) and tilt angles (15◦ ≤ APV ≤ 60◦, by 2.5◦). In this resolution,
639,919 KRW, with a PV size of 1.2 kW and a PV tilt angle of 27.5◦ is the minimal design solution for
the system.

When we narrowed down the PV size (0.95 ≤ SPV ≤ 1.3 kW) and the tilt angle (26.4◦ ≤ APV ≤
28.6◦), and then divided them into finer intervals (0.05 kW for the PV size and 0.1◦ for the tilt angle),
Figures 7 and 8 were obtained. At this resolution, we obtained a better solution (639,901 KRW with PV
size of 1.2 kW and PV tilt angle of 28.3◦~28.4◦) than that with coarse resolution (639,919 KRW with PV
size of 1.2 kW and PV tilt angle of 27.5◦).
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In order to find a global optimal solution, we applied a genetic algorithm [10] as a global search
meta-heuristic algorithm [11] to this PV design problem. When this meta-heuristic optimization
algorithm was applied, we obtained an even better solution (639,824 KRW) at different solution spot
(a PV size of 1.1904 kW and a PV tilt angle of 26.7013◦) than those at the previous two resolutions.
This phenomenon means that there exist local optimal solutions within the solution space.

Here, it should be noted that this PV design problem cannot be solved by using calculus-based
approaches, because the monthly electric bill, as a part of the objective function, possesses stepped
piecewise linearity, as shown in Figure 1. At certain stepped points such as 100, 200, 300, 400,
and 500 kW, this cost function is not differentiable. Although a previous research [6] tackled this
problem with a gradient-based approach, named SQP (Sequential Quadratic Programming), it had to
sacrifice the accuracy of the objective function by smoothing out this step function with polynomial
curve fitting.

In order to compare our approach by using a genetic algorithm with the old approach, using SQP,
we first performed a polynomial regression based on the electrical rate data in Table 1, and obtained
the following second-order polynomial function:

Cm
Electric = 0.5632x2 − 76.207x + 7612.3withR2 = 0.9947 (6)

Then, based on Equation (6), the SQP optimization was performed, obtaining an optimal cost
of 617,529 KRW, with a PV size of 1.3935 and a PV tilt angle of 29.7229◦. It appears that the solution
(617,529 KRW) from SQP was better than that (639,824 KRW) of our approach. However, when we
verified the SQP solution with a real cost table (Table 1), we obtained 644,252 KRW, which is worse
than our solution.

5. Conclusions

This study proposes a design optimization model for the residential PV systems in South Korea,
where the objective function to be minimized consists of three costs, such as the monthly electric bill,
the PV-related construction costs, and the PV-related maintenance cost. Here, the monthly electric bill
has six ranges in the form of a stepped piecewise linear function. The PV-related construction costs
also include the government’s subsidy and the building-material cost savings. The initial construction
costs, and the annually occurring maintenance costs are fairly compared by introducing the capital
recovery factor.

Regarding residential electrical consumption, four consumption types, such as year-round electric
appliances, seasonal electric appliances, lighting appliances, and stand-by power, were considered.
Also, regarding residential PV generation, the monthly generation amount was calculated by
considering different solar altitude angles.

While local optimal solutions, this model could find the global optimal solution by using a genetic
algorithm. We hope that this optimization model will be practically used in residential PV system
designs in South Korea.

For future study, we plan to construct more detailed PV design optimization models by
considering discrete PV size variables [12–14], ESS (energy storage systems) [15,16], AC–DC
conversion [17], and more energy-efficient lighting devices (light-emitting diodes). Normally, the size
of PV is discrete, because a PV system consists of an integer number of panels. Thus, we would like
to consider this discrete nature of the PV size after gathering sufficient data in the future. In order to
efficiently utilize surplus energy from the PV system, we may install an ESS and optimally schedule
it [15].

The climate change cast over in Korea has made its summers hotter than before, which has
led to more energy consumption in the summer months, and higher energy bills. Thus, the Korean
government is about to reform the multi-stage progressive electric rate, in order for lower-income
groups to be able to afford to pay it. Once all-new data, including billing, panel capacity and costs,
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ESS capacity & costs, etc., are obtained, we will correspondingly construct a more detailed and
up-to-date model design.
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Abstract: Since the importance and effects of national energy policies, plans, and roadmaps were
presented in South Korea, the role of renewable energy resources has received great attention.
Moreover, as there is significant reasoning for reducing and minimizing nuclear and fossil fuel
usage in South Korean national energy plans, several academic scholars and implementers have
expended significant effort to present the potential and feasibility of renewable energy resources in
South Korea. This study contributes to these efforts by presenting potential sustainable configurations
of renewable energy production facilities for a public building in South Korea. Based on economic,
environmental, and technical information as well as the presented simulation results, it proposes
an environmentally friendly renewable energy production facility configuration that consists of
photovoltaic arrays, battery units, and a converter. Subsidies for installing and renovating such
facilities are also considered. The potential configuration indicates $0.464 as the cost of energy, 100%
of which is renewable. Potential limitations and future research areas are suggested based on the
results of these simulations.

Keywords: eco-friendly; renewable energy; energy subsidies; SEMS; South Korea

1. Introduction

After the peaceful turnover of political power in 2017, the new South Korean government is
attempting to reform national energy policies and plans. During this reform process, the government
is aiming to phase out the usage of nuclear energy. One of the major decisions undertaken in this
regard was the suspension of the construction of the fifth and sixth nuclear reactors in Kori when the
construction process was 28.8% complete [1]. Although construction resumed when the government
was implored to do so by a jury of 471 randomly selected citizens, the government decided that no
new nuclear power plants in South Korea should be constructed [2].

Therefore, exploring, adopting, and using new energy resources is one of the most important
research areas for establishing national energy policies and plans. As nuclear energy constitutes
approximately 12% of South Korea’s national energy supply system, alternative energy resources
could be unpalatable or infeasible [3]. Moreover, because of the Paris Agreement, which requires
South Korea to reduce its large greenhouse gas emissions, increasing the use of fossil fuels would also
be infeasible [4].

Accordingly, the South Korean government is aiming to implement renewable energy resources.
Approximately 4.6% of primary energy in South Korea was provided by renewable energy production
facilities in 2015, with an annual growth rate of 15.2% [3]. Moreover, South Korea’s energy dependence
on foreign countries is very high, and compared with other countries, oil price fluctuations have
a greater effect on the South Korean economy [5]. Thus, ensuring reliable energy production and
securing stable energy resources are important.
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The South Korean government has pursued the expansion and distribution of renewable energy
production facilities to achieve its goal that, by 2035, 11% of primary energy in South Korea should be
generated from renewable energy resources. To achieve this goal, the government established The fourth
basic plans for the technology development, usage, and distribution of new and renewable energy, with detailed
programs for promoting each energy source [6]. Based on these promotion programs, the duty ratio
of the renewable portfolio standards was revised and enhanced. All public buildings with a certain
total floor area that are planned to be constructed, reconstructed, or enlarged should have at least 21%
of their energy supplied by renewable resources [7]. Therefore, both central and local South Korean
governments urge public organizations and institutions to include electricity and energy production
facilities that use renewable resources. For this reason, several studies have attempted to investigate
the feasibility of implementing renewable energy production facilities in diverse public buildings,
including a public university, local government office, and multi-purpose public buildings [8].

Considering this background, this paper presents a case study for the economic and environmental
feasibility of renewable energy production systems in a public education building in South Korea.
After careful simulation, a potential configuration of a renewable energy production system for the
building is suggested.

Review of Prior Feasibility Studies in South Korea

Several studies have attempted to investigate the feasibility of renewable-oriented power
generation facilities in South Korea. Table 1 summarizes the key prior studies. As presented in
Table 1, the majority of prior studies have focused on specific regions such as certain islands or areas.
This means that only a few studies have explored the sustainable cases of renewable energy facilities
for public buildings in South Korea.

Table 1. Summary of prior feasibility studies of renewable energy facilities conducted in South Korea
(W: Wind turbines, P: photovoltaic (PV) arrays, D: Diesel generators, B: Battery units, C: Converters,
K: Kerosene generators).

Target Location Suggested Configurations
Cost of Energy

Sources
($ per kWh)

Jeju (island) W-P-D-B-C systems 0.174 [9]
Busan Asiad Main Stadium (sports complexes) W-P-D-B-C systems 0.491 [10]

Hongdo (island) K-W-D-B-C systems 0.303 [11]
Jeju World Cup Venue (sports complexes) W-P-B-C systems 0.405 [12]

Gadeokdo (island) W-P-B-C systems 0.326 [13]
Semiconductor facilities (industrial facilities) P-B-C systems 0.668 [14]
Kyung-Hee University (education facilities) W-P-B-C systems 0.509 [15]

Geojedo (island) W-P-B-C systems 0.472 [16]
Gasado (island) W-P-B-C systems 1.284 [17]

2. Case Study: Research Background

2.1. Location and Facilities

This study focused on an elementary school located in southeastern South Korea. To investigate
the economic and environmental feasibility of potential renewable energy production facility
configurations for school buildings, this study selected Samrangjin Elementary School in Miryang (SESM),
which has smart meter facilities to record the school’s hourly electricity usage. The location of this
school is 35◦23′44.76′′ N and 128◦50′15.89′′ E, and it has approximately 100 students and 40 members
of staff. The school has four buildings: the main education building, education support building,
warehouse, and kindergarten building. Figure 1 presents the location and an overview of SESM in
South Korea.
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Figure 1. The location of SESM in South Korea.

2.2. Energy Load Information

SESM’s energy system mainly uses electricity provided by the national grid. In 2016, SESM used
99,263 kWh. The SESM electricity load shows a scaled annual average electricity level of 223 kWh/d
with a load factor of 0.464.

2.3. Renewable Energy Resources

This study uses the solar resource data provided by the National Aeronautics and Space
Administration (NASA). Table 2 summarizes the monthly baseline data. Annual average solar daily
radiation is 4.259 kWh/m2/d, with a solar clearness index of 0.514. The wind resource information of
SESM is collected and provided by the Korea Meteorological Administration. Figure 2 summarizes the
monthly wind speed.

Table 2. Monthly solar resource information for SESM.

Month Solar Clearness Index Solar Daily Radiation (kWh/m2/d)

January 0.528 2.646
February 0.513 3.255

March 0.504 4.120
April 0.547 5.428
May 0.522 5.793
June 0.498 5.744
July 0.479 5.404

August 0.499 5.159
September 0.496 4.339

October 0.539 3.706
November 0.556 2.950
December 0.547 2.515
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Figure 2. Average wind speeds at SESM.

3. Simulation Parameters

3.1. Annual Real Interest Rate

To present precise simulation results, the actual South Korean interest rate is computed and used
in the simulations [18,19]. Based on a report by the Bank of Korea, an annual interest rate of 3.51%
is used.

3.2. Evaluation Criteria

To explore the results of the simulation, the suggested sustainable configurations are ordered by
two economic outputs: the cost of energy (COE) and net present cost (NPC). The COE is defined as
the mean cost of generating 1 kWh electricity by the suggested configuration, while the NPC is defined as
the total cost of installing, utilizing, replacing, and performing the functions of the suggested configuration
throughout the project [15]. In addition, the project lifespan used by this study is 25 years.

4. Renewable Electricity Production Systems

To introduce the configurations of the sustainable renewable energy production system,
the economic information of each component that can be used in the configurations should be
investigated. Based on detailed economic information about the components from previous studies,
Table 3 summarizes the specific economic information about the components employed in the
simulations presented here. In addition, the standard electricity price, which is introduced by KEPCO,
is used in the grid connection.
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Table 3. Economic information about the components (* The supporting policies and plans by the
South Korean government are applied).

Component Size Cost Information
Lifetime
(Years)

Considered
Capacity

Others

PV array 1.0 kW

$1500 and 750 * (Capital),
$1500 and 750 * (Replacement),
$25 per year
(Operation & management)

20 0−600 kW Derating factor: 80%
reflectance: 20%

Wind turbine 1 unit

$1960 and 980 * (Capital),
$1960 and 980 * (Replacement),
$30 per year
(Operation & management)

20 0−2 units Model: Generic 1 kW turbine
Hub height: 25 m

Battery (S6CS25P) 1 unit

$1229 (Capital),
$1229 (Replacement),
$10 per year
(Operation & management)

− 0−300 units

Nominal capacity:
1156 Ah (6.94 kWh)
Lifetime throughput: 9645 kWh
Nominal voltage: 6 V

Converter 1.0 kW

$1000 (Capital),
$1000 (Replacement),
$10 per year
(Operation & management)

15 0−400 kW 90% efficiency

5. Results

The sustainable configuration, which contains PV panels, battery units, and a converter,
is proposed based on the simulation results (Table 4). Table 5 summarizes the total and annual costs of
the proposed configuration. The suggested configuration for providing reliable and sustainable energy
services to SESM includes 500 kW-capacity PV arrays, a 247 kW-capacity converter, and 202 battery
units (Table 4).

Table 4. Summary of the suggested configuration from the simulation results for SEMS.

Components Index Components Index

PV array 500 kW-capacity Wind turbine 0 unit
Battery units 202 units Converter 247 kW-capacity

Initial capital cost $870,258 Operating cost −$14,965 per year
Total net present cost $623,617 Cost of energy $0.464 per kWh
Renewable fraction 1.00

Table 5. Costs of the suggested energy system configuration for SEMS.

Cost Category Component ($) Capital ($) Replacement ($) O&M ($) Salvage ($) Total ($)

Total NPC ($)

PV array 375,000 188,462 206,019 −119,010 650,471
Grid connection − − −885,431 − −885,431

Battery units 248,258 273,020 33,293 −96,296 458,275
Converter 247,000 147,432 40,709 −34,839 400,302

System 870,258 608,914 −605,410 −250,145 623,617

Annual cost ($ per year)

PV array 22,753 11,435 12,500 −7221 39,467
Grid connection − − −53,723 − −53,723

Battery units 15,063 16,565 2020 −5843 27,805
Converter 14,986 8945 2470 −2114 24,288

System 52,802 36,945 −36,733 −15,177 37,837

The estimated net present and annual costs are $623,617 and $37,837, respectively. The computed
COE is $0.464 per kWh. Table 6 provides the annual electricity production. All the energy provided by
the suggested system originates from renewable sources. As shown in Table 6, approximately 14% of
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the electricity produced by the suggested system fulfils the electricity demand of SEMS (AC primary
load), while 86% is sold through the grid connection.

Table 6. Annual electricity consumption and production of the suggested configuration.

Load
Consumption

Fraction
Component

Production Fraction
(kWh Per year) (kWh Per year)

AC primary load 81,330 0.14 PV array 705,751 1.00
Grid sales 488,388 0.86 Grid purchases 0 0

Total 569,718 1.00 Total 705,751 1.00

Altering the current grid connection to the suggested configuration is expected to reduce
annual emissions of carbon dioxide, sulfur dioxide, and nitrogen oxide by 308,661 kg, 1338 kg,
and 654 kg, respectively.

6. Discussion and Conclusions

To develop more sustainable and eco-friendly energy plans in South Korea, the government
intends to distribute renewable energy generation facilities to public buildings and organizations.
Considering this trend, this study introduces a potential sustainable renewable energy generation
facility configuration to fulfil the electricity demand of SEMS using local, natural resources.
To evaluate the suggested configurations of the simulations, both the COE and the NPC are computed
and employed.

The suggested configuration achieves 100% renewable energy, with a COE of $0.464. Although
the COE of this configuration is higher than the current price of the South Korean grid connection [20],
the suggested configuration can be applied to SEMS, a public education building in South Korea, as an
on-site test. In addition, the simulation results also indicate that subsidies are an important issue in
distributing and maintaining renewable energy production facilities [21].

As using renewable energy production facilities significantly reduces greenhouse gas emissions,
the South Korean government and associated industries should distribute renewable energy production
facilities [22]. According to the Paris Agreement, which introduces a mandatory level of greenhouse
gas emissions for 195 nations, the South Korean government should also attempt to distribute more
sustainable energy production facilities within its electricity system [23].

Although both economic and environmental information, which can be applied to the potential
configuration of SEMS, was investigated considering subsidies for renewable energy production
facilities in South Korea, this study has several limitations. First, the economic aspects of the certified
reduction in greenhouse gas emissions were not considered. This can produce better economic results
on utilizing renewable energy resources than the simulation results [24]. Second, economic theories in
the renewable energy industry were not considered in the simulations. Several studies have already
indicated that various economic theories can be applied and used in the renewable energy industry and
market [25,26]. Therefore, future research should aim to eliminate the limitations of the current study.
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