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Preface to ”Numerical Modeling in Civil and Mining

Geotechnical Engineering”

Performing numerical modeling has become a routine task for academic researchers and

consulting engineers in civil and mining engineering. Despite its great popularity and wide use

in geotechnical engineering, one cannot hide the fact that a large portion of people who perform

numerical modeling do not believe in their own numerical results—a phenomenon particular to

geotechnical engineering. The crisis of confidence in numerical modeling in geotechnical engineering

can be partly explained by the instability and unreliability of numerical results, the heterogeneity

of field materials in space, and the unreliability or unrepresentativeness of experimental results. In

the purpose of raising people’s awareness on this critical issue and promoting people’s confidence in

the numerical modeling applied in civil and mining geotechnical engineering, this Special Issue (SI)

was launched and paper invitations were sent to leading scholars in civil and mining geotechnical

engineering. Fourteen articles were published not only for their originality and novelty but also

for their details in numerical and/or physical models. These articles reflect the state-of-the-art of

numerical modeling applied in geotechnical engineering and exhibit the useful process of numerical

and physical modeling. The success of this SI would be impossible without the reviewers’ significant

efforts and contributions and the timely and constant support provided by the staff of the editorial

office of Processes. The authors’ efforts in accounting for the reviewers’ comments and the academic

editors’ requirements of corrections equally deserve to be acknowledged.

Li Li

Editor
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Editorial

Special Issue on Numerical Modeling in Civil and Mining
Geotechnical Engineering

Li Li

Research Institute on Mines and Environment (RIME UQAT-Polytechnique), Department of Civil,
Geological and Mining Engineering, École Polytechnique de Montréal, C.P. 6079 Succursale Centre-Ville,
Montréal, QC H3C 3A7, Canada; li.li@polymtl.ca

Numerical modeling is a widely used method in geotechnical engineering to under-
stand the interactive responses of infrastructures with soils or/and rocks in both civil and
mining engineering. Nowadays, computers are more and more powerful and commer-
cialized software has become more and more easy to use because of graphic interfaces to
facilitate the input and output parameters of numerical models. Numerical modeling has
become much simpler and easier than it was decades ago. For some, numerical modeling
can be carried out by anyone, including bachelor students. Ironically, the author’s personal
surveys indicate that 90% of the people who perform numerical modeling do not believe in
their own numerical results. In addition, some believe that numerical modeling can only
be used to provide qualitative information, such as a general idea or trend. This is another
form of distrust in numerical modeling. How can we explain the crisis of confidence in
numerical modeling, a phenomenon particular to geotechnical engineering?

Compared to other fields such as structural and mechanical engineering, one of the
particularities of geotechnical engineering is the need to consider the ground. This is also
one of the common points between civil geotechnical engineering and mining geotechnical
engineering. Normally, the earth should be taken into account in numerical models of
geotechnical engineering. However, the full consideration of the earth would result in an
immense numerical model, requiring huge computing resource to simulate the earth. For
most problems in geotechnical engineering, this is neither feasible nor necessary because the
time and cost of calculations would be extremely high, and the uncertainties associated with
the internal structures and properties of the earth could render the numerical results highly
uncertain and even false. An alternative approach is to consider the studied structures with
a semi-infinite space, as if the earth was considered as somehow flat without limit. This is
not entirely false because the studied structures in civil engineering and mining engineering
are for most cases very small compared to the size of the earth. It is, however, another
source of problems in numerical modeling in civil and mining geotechnical engineering.

As most of the commonly used software in geotechnical engineering is based on con-
tinuum mechanics, discretization and meshing are necessary to represent the geometries of
the ground and studied structures. Considering the whole semi-infinite space is impossible
for most geotechnical engineering software developed on the finite element method or
finite difference method. Cuts have to be made through the semi-infinite space to generate
virtual boundaries, which, along with the ground surface and studied structure surfaces,
constitute the domain of the numerical model. Boundary conditions are usually well-
known along the ground surface and studied structure surfaces, and unknown along the
virtual boundaries. A common method is to apply the initial in situ conditions (i.e., before
any constructions or excavations) of the semi-infinite space along the virtual boundaries.
The validity or representativeness of this hypothesis depends on the distances between
the studied structures and the virtual boundaries. If the distances and the domain of the
numerical model are too small, the virtual boundaries may fall within the influenced zones
of the construction or excavation of the studied structures. Applying the initial in situ
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conditions of the semi-infinite space along the virtual boundaries is not representative of
the field conditions. The constructed numerical model simulates a problem or situation
different from the original one. The numerical results could be inaccurate and even false.
If the distances between the virtual boundaries and studied structures and the domain of
the numerical model are too large, the time of calculations could become uselessly long.
Optimization of the domain is necessary to minimize the time of calculations and ensure
stable and reliable numerical results. This is only possible through sensitivity analysis of the
domain by considering a domain as small as possible to minimize the time of calculations,
but large enough to ensure stable and reliable numerical results. The ensuing domain is
called the optimal domain of the numerical model.

Another aspect affecting the time of calculations and quality of numerical results is
the mesh sizes of the numerical model. Similar to the determination of the optimal domain,
sensitivity analysis of mesh sizes is necessary in order to obtain the optimal meshes, which
should be as coarse as possible to minimize the time of calculations, but fine enough to
ensure stable and reliable numerical results.

Unstable and unreliable numerical results can result from a domain which is not large
enough and/or meshes which are not fine enough. A good practice for minimizing the time
of calculations and ensuring stable and reliable numerical results is to perform sensitivity
analyses of the domain and meshes to obtain an optimal numerical model with an optimal
domain and an optimal mesh. An example of this practice can be seen through the article
of Zeng et al. [1], who present the validation of a newly implemented numerical model
against analytical solutions. The method of obtaining stable and reliable numerical results
of stresses in a backfilled stope through sensitivity analyses of the domain and meshes is
also illustrated. When time is involved in numerical models, sensitivity analysis of time
steps should be performed to obtain the optimal time step, which should be as large as
possible to minimize the time of calculations, but small enough to ensure stable and reliable
numerical results.

Normally, numerical results tend to become stable as long as the meshes of the nu-
merical model are fine enough. It is, however, not always the case, especially when the
default values of the controlling parameters given by commercialized software are used.
The numerical results may become unstable, and the trend can even become irregular as the
meshes of the numerical model are too fine. This is due to the fact that the default values of
the controlling parameters given by commercialized software are valid for most of simple
cases. When the number or/and size of the studied structures are large, accumulated errors
associated with the approximation of numerical calculations could become large. The
problem can be amplified by using meshes which are too fine. It is important to perform
sensitivity analyses of all the controlling parameters. Examples can be found in Zhai [2]
by increasing the number of iteration steps with FLAC3D [3], or in Jaouhar [4] through a
reduction in the error tolerance with SIGMA/W [5].

In contrast to a belief that numerical modeling can be performed by anyone, the author
believes that numerical modeling can only be performed by a qualified person. A minimum
of training is necessary. The validation or verification of the used numerical code against
closed-form (analytical) solutions should be the first step in the training. This is necessary
for any new user, firstly to verify if the numerical code contains any errors or limitations,
and secondly to verify if the new user can correctly use the numerical code to produce
meaningful numerical results. It is very important for the trainee to understand that the
most important aspects of the validation or verification step are the procedure of diverse
sensitivity analyses, through which stable and reliable numerical results can be obtained. It
is also very important for the trainee to apply the procedure of sensitivity analyses in all
the numerical modeling with any specific projects.

A quite common and poor practice is to use an extremely large domain and very fine
meshes through the whole domain during the step of validation or verification against a
closed-form (analytical) solution. As the structure of closed-form solutions is usually simple
and small, the time of calculation is not a problem. The trainee could quickly complete
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the validation step, but gains little knowledge on the limitation of the numerical models
and on how to obtain stable and reliable numerical results. During the step of numerical
modeling with a specific project, the number and size of studied structures become large.
The power and availability of computing resources along with the time of calculations then
become prevailing concerns, neglecting to examine whether the domain is large enough
and whether the meshes are fine enough. The numerical model can be too small in domain
and/or too coarse in meshes, resulting in unstable and unreliable numerical results. This is
an importance source feeding people’s distrust in numerical modeling in civil and mining
geotechnical engineering.

Despite the importance of the step of validation or verification against closed-form
(analytical) solutions, some people believe that this step is unnecessary, arguing that the
numerical code employed is very popular and widely used. If one recognizes the fact
that a good car tested by many people is not equivalent to a good driving by anyone, one
would understand that a widely used numerical code does not automatically result in good
numerical modeling by any new users. Subsequently, any new users must pass the step of
validation, through which the new users can learn how to use the software, verify if the
numerical code contains any errors and limitations, and learn how to obtain stable and
reliable numerical results through the diverse sensitivity analyses.

Over the years, numerical codes based on the distinct element method or mesh-free
methods are becoming more and more popular in geotechnical engineering to simulate
the behavior of granular or fluid materials. While the domain and meshes are critical
concerns of numerical modeling with numerical codes based on continuum mechanics,
they are not applicable to numerical modeling with numerical codes based on distinct
element method or mesh-free methods. However, the representativeness of the particles
in numerical models based on the distinct element method and the density of nodes in
numerical models based on the mesh-free methods become critical. How to obtain stable
and reliable numerical results is still a critical concern. Again, their sensitivity analyses
along with the sensitivity analyses of controlling parameters are necessary to obtain an
optimal numerical model and ensure stable and reliable numerical results.

Another point of view quite common in geotechnical engineering is the need for
validation of numerical models by experimental results. The numerical results are even
considered unreliable and useless if there is no validation by experimental results. This
point of view neglects the fact that experimental results can also involve numerous un-
certainties and even errors due to human errors, instrumentation inaccuracy and flaws in
testing norms [6,7]. A long discussion on the stability and reliability of experimental results
is beyond the scope of this Special Issue (SI), but it is not uncommon to see geotechnical
tests realized without calibrating all the testing instrumentation before and/or after the
tests. This is particularly true in field measurements. The obtained experimental results
can contain high uncertainties or even errors. In many cases, people make use of their own
experimental results or published data to calibrate their numerical model by adjusting some
model parameters to obtain good agreements between the numerical and experimental
results. The ensued good agreement is usually called a “validation” of the numerical model
or “prediction” of the experimental results. In the author’s point of view, this process of
calibration is neither a validation of the numerical model nor a prediction of the experi-
mental results. If the experimental results are erroneous, it would be odd to conclude that
the numerical model is validated by erroneous data and the numerical model successfully
predicts wrong experimental results. If the experimental results are reliable, the process of
calibration can then be considered as a test of the power or applicability of the numerical
model. The numerical model along with the measured and calibrated model parameters
can then be called “calibrated numerical model” [8–10]. The predictability of the calibrated
numerical model needs to be verified against additional experimental data that are not
used in the process of calibration.

The above-mentioned aspects are not the only sources feeding people’s distrust in
numerical modeling in geotechnical engineering. There exist other sources, such as the
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heterogeneity of material in space and poor investigation of sites. The reliability of numeri-
cal modeling diminishes as the reliability and representativeness of measured parameters
decrease. This is, however, a problem of site investigation and parameter measurements,
not a problem of numerical modeling. Here we understand that the reliability of a system
needs the reliability of every element which constitutes the system.

Aiming to increase people’s confidence in numerical modeling in civil and mining
geotechnical engineering, the author accepted the journal invitation to host this SI. The
collected articles not only present original and novel contributions to civil and mining
geotechnical engineering, but also include sufficient details in order for readers to be able
to reproduce the published results of the physical and numerical models. Comparisons
between numerical and experimental results were encouraged, but not considered as
mandatory. Emphasis was placed on the validation or verification of the used numerical
model, including domain and mesh sensitivity analyses of numerical models as long as
they are applicable.

Upon our invitations, more than 27 articles were submitted in this SI. A few had been
rejected without being sent to the process of review as their contents were beyond the scope
of this SI. Thirteen articles were rejected after evaluation by either academic editors or
reviewers, while fourteen articles were published based on the positive recommendations of
at least two reviewers for each article and the positive recommendations of academic editors.
The SI contains seven articles in civil engineering [11–17] and seven articles in mining
engineering [1,8,18–22]. Each of the published papers has its own merits and limitations
(very normal in research). As the guest editor of this SI, the author hopes the readers enjoy
the reading of all the 14 published articles. Any comments, suggestions and criticisms are
welcome either in form of discussion articles or in form of personal communications.

The author takes this opportunity to thank Jim Wang, SI Managing Editor of MDPI,
for his invitation and constant assistance from the beginning to the end of this SI. The
SI would have been impossible without the efforts and significant contributions of the
reviewers. Many thanks to Dr. Nevena Blagojev, Cady Chang, Susan Ji, Andjela Markovic,
Dr. Iulian Patrascu, Amelia Qie, Melinda Simon-Varhelyi, Alfreda Song, Rich Tan, Frida
Wang, Hana Wang, Frida Wang, Celine Xiao, Henry Zhang, Ella Zhang, Eileen Zhang, and
Nan Zhang (I hope I didn’t forget anyone; otherwise, please accept my apology) for their
timely assistance. The author appreciates the efforts of academic editors Drs. Haiping
Zhu, Blaž Likozar, Farhad Ein-Mozaffarie, Avelino Núñez-Delgado, and Orlando Vaselli.
Prof. Giancarlo Cravotto, the Editor-in-Chief of Processes, is acknowledged for his official
invitation to host this Special Issue and for his supports.
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Abstract: Ballast fouling is a major factor that contributes to the reduction of shear strength of railway
ballast, which can further affect the stability of railway supporting structure. The major sources of
ballast fouling include infiltration of foreign fines into the ballast material and ballast degradation
induced by train movement on the supported tracks. In this paper, a discrete element model is
developed and used to simulate the shear stress–strain response of fouled ballast assembly subjected
to direct shear loading. A simplified computational approach is then proposed to model the induced
ballast fouling and capture the mechanical response of the ballast at various levels of contamination.
The approach is based on the assumption that fine particles comprising the fouling material will not
only change the interparticle friction angle, but also the contact stiffness between the ballast particles.
Therefore, both the interparticle friction coefficient and effective modulus are adjusted based on a
fouled ballast model that is validated using experimental results. The effect of ballast degradation
is also investigated by gradually changing the particle size distribution of the ballast assembly in
the discrete element model to account for the increased range of particle sizes. Using the developed
model, the effect of ballast degradation on the shear strength is then evaluated. Conclusions are
made to highlight the suitability of these approximate approaches in efficiently modeling ballast
assemblies under shear loading conditions.

Keywords: railway ballast fouling; ballast degradation; micro-mechanical parameters; shear strength

1. Introduction

Ballast is an essential structural component in most railway foundation systems. The
primary function of the ballast layer is to resist the applied wheel loads from railway
equipment through the tracks and to spread them uniformly to the underlying foundation
material. Therefore, the mechanical behavior of the ballast is important for the stability
and functionality of railway equipment. Voids usually exist within fresh, uniformly graded
coarse aggregates that form a ballast layer. As ballast ages, such voids are filled with fine
material, which is regarded as ballast fouling [1]. The major sources of ballast fouling
include: (1) infiltration of foreign fine material, and (2) mechanical degradation due to the
particle breakage [2,3]. Ballast fouling can cause unfavorable effects, most notably, shear
strength reduction that further impacts the performance of the railway system [4].

The discrete element method (DEM) developed by Cundall and Strack [5] has been
used to investigate the mechanical behavior of fresh ballast [6–10], as well as fouled
ballast [3,4]. In previous studies, ballast fouling induced by infiltration of foreign fine
material was simulated using two approaches. In the first approach, small particles
are explicitly modeled and injected into the ballast assembly [3,11,12]. This approach is
computationally demanding due to the fine particle sizes and the significant increase in the
number of particles [5,7]. The second approach relies on reducing the ballast particle surface
friction angle without injection of new fine particles [4]. In this case, the computational time
is significantly reduced, and the influence of fine particles is reflected as lubricant between
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the ballast particles, thus affecting the interparticle friction angle [3,4]. The limitation of this
approach is that the calibration process can be complex [11] and it is sometimes difficult to
replicate the exact response [4].

Mechanical degradation, a major source of ballast fouling, produces approximately
75% of the fouling material under normal operating conditions [13]. In other studies [7,14],
ballast degradation was simulated using breakable particles subjected to dynamic loading.
As ballast degradation takes place, particle size distribution (PSD) changes from uniform
to a broader grading [15,16]. The degraded ballast assembly is represented in DEM anal-
ysis by reducing the size of particles using either 2D or 3D models. Experimental and
numerical investigations [3,14,15,17] that examined the effect of ballast degradation on the
material shear strength revealed results that can differ from those obtained numerically.
It is, therefore, necessary to further explore the numerical approaches to come up with a
simplified method that would allow for the effect of ballast degradation to be investigated.

In this study, a discrete element model is developed using Particle Flow Code software
in three dimensions (PFC3D) [18] to simulate the shear stress–strain behavior of conven-
tional ballast material assembly under direct shear condition. A simplified computational
approach is proposed to simulate foreign-material-induced ballast fouling. It captures
the mechanical behavior of the ballast at various levels of void contamination using the
so-called void contamination index (VCI). Model results are validated with experimental
data under similar loading and boundary conditions. Empirical relationships between
VCI and micro-mechanical parameters (effective modulus E* and interparticle friction
coefficient μ) are developed to efficiently determine the required E* and μ for a given VCI
ratio. The degraded particle assembly is tested using direct shear tests to obtain the shear
strength properties. The impacts of degradation on the mechanical behavior of the ballast
are discussed.

2. Modeling Ballast Particles

Modeling irregularly shaped particles in a discrete element model can realistically
reflect the mechanical interaction between ballast particles, as it allows for sufficient
interlocking to develop and minimizes excessive rolling [19]. Particle shape characteristics
(i.e., angularity and flakiness) are known to affect the shear stress–strain behavior of ballast
assembly [20–22]. In this study, a sample of railway ballast is obtained from Quebec,
Canada, from which nine particles are randomly selected to represent typical particle size
and shapes. The Bubble-Pack algorithm built in PFC3D is used to generate the irregular-
shaped particle clumps based on the scanned three-dimensional ballast contours [23,24]. A
clump is defined as a group of spheres of different sizes clustered into one unbreakable
particle that acts like a single ballast particle in the DEM model [25].

Two parameters (ϕ and ρ) are usually specified in the Bubble-Pack algorithm to control
the co-ordinates and the size of the spheres within the clump. The angle ϕ represents the
maximum intersection angle between two pebbles, whereas ρ is the ratio of the smallest to
the largest sphere size. The effect of varying ϕ and ρ on the shapes of the generated clumps
is shown in Figure 1. As can be seen, increasing the interaction angle, ϕ, results in a much
smoother clump surface, whereas decreasing the size ratio of the spheres, ρ, value results
in a finer clump shape.
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Figure 1. Clumps created using different sphere size ratios (ρ) and interaction angles (ϕ).

Normally, a large number of spheres is required for the algorithm to generate a realistic
clump shape. However, the computational cost will proportionally increase. A balance
is, therefore, needed between the number of particles required to sufficiently simulate
the various ballast shapes and the cost of the analysis. In this study, the nine irregular-
shaped clumps shown in Figure 2 are generated using several spherical particles that range
between 10 and 16. These shapes approximately represent, to a large extent, the overall
geometry of the investigated ballast particles and, at the same time, resulted in significant
cost saving to the computation process.

 
Figure 2. Irregular-shaped particles used in this study and their corresponding parameters.

3. Contact Model

The linear contact model (LCM) has been shown by researchers to be efficient in
describing ballast interaction under different loading conditions [3,6,7,10,26]. The LCM,
described in Figure 3, is usually used in discrete element analysis to represent particle–
particle contact (PPC), as well as particle–wall contact (PWC).
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(a) (b) (c) 

Figure 3. Geometric parameters and rheological components of the linear contact model. (a) Particle–particle contact;
(b) particle–wall contact; (c) rheological model.

The micro-mechanical parameters that need to be defined in PFC3D include the
effective modulus E* and the normal-to-shear stiffness ratio k*. These parameters are
related to the normal and shear stiffness of the LCM as follows:

kn =
πR2E∗

L
(1)

ks =
kn

k∗ (2)

R =

{
min(R1, R2) PPC

R1, PWC
(3)

L =

{
R1 + R2, PPC

R1, PWC
(4)

where kn is the contact stiffness in the normal direction and ks is the contact stiffness
in the tangential direction. R and L are geometry parameters of the contact described
in Figure 3a,b. The contact stiffnesses are automatically scaled based on the individual
particle size and the specified E* and k* values. Hence, the mechanical behavior of particle
assemblies is associated with the elastic modulus and the Poisson’s ratio at the macroscopic
level [6].

The interparticle friction coefficient μ is a local contact surface property that controls
the slip behavior between particles. Slip would occur when the contact shear force (Fs

i ) is
greater than the shear resistance. The shear resistance in the LCM is defined as:

Fs
max = μ|Fn

i | (5)

where Fs
max is the shear resistance and Fn

i is the normal contact force. A higher interparticle
friction coefficient μ implies higher shear resistance and, hence, higher resistance to shear
slip. This means that the overall stiffness and shear strength of the ballast assembly will
increase [27].

Particle kinematic is calculated iteratively in the discrete element model for each time-
step. The time-step should not generally exceed a critical value to ensure that disturbance
only propagates from the particle to its immediate neighboring particle [28]. The critical
time-step, Δt, used in PFC3D is determined using Equation (6) below:

Δt =
√

m
K

(6)

where m is the smallest particle mass and K is the contact spring stiffness [29]. The critical
time-step generally increases with the increase in particle sizes or the decrease in contact
stiffness.
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4. Model Setup and Calculation Procedure

Indraratna et al. [30] conducted a series of direct shear tests to examine the mechanical
behavior of ballast fouled by coal dust at different contamination levels. The experiments
were performed using a shear box measuring 300 mm × 300 mm × 195 mm. In this study,
the direct shear tests are numerically simulated considering the dimensions and boundary
conditions used in the experiments.

The numerical model used to simulate the direct shear test with the ballast assembly
generated, using the irregular particle shapes presented earlier, is shown in Figure 4. The
linear contact model is used to represent the contacts between particles, as well as between
particles and the walls of the box, in both the normal and tangential directions. A total
number of 8424 particles (density = 2700 kg/m3) are randomly generated within the shear
box. Typical ballast gradation, in practice, ranges from a maximum of 50–76 mm to a
minimum of 12–20 mm, depending on the type of rail. However, in the experimental
work of Indraratna et al. [30], the particle size ranges from 1.5 mm to 40 mm, as shown
in Figure 5. Therefore, downscaling was deemed necessary to fit the PFC model with
the experimental results by Indraratna et al. [30]. Considering that computing time is
exponentially proportional with smaller particle size, it is impossible to replicate the
lower limit of 1.5 mm in Figure 5. Therefore, it was rationalized that downscaling would
apply to the 3

4 inch sieve (19 mm) representing 0–10% ballast by weight in practice. This
resulted in a particle size distribution that ranges from 7.5 to 40 mm. This is in line with
the discrete element modeling by Indraratna et al. [3] for the same ballast sample. The
randomly oriented particles are then cycled to satisfy the required porosity and to reach an
equilibrium state inside the box. The porosity of the ballast assembly after initial packing
reached 0.45, which is consistent with that reported in the experiment.

Figure 4. Direct shear box and ballast assembly in PFC3D.
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Figure 5. Particle size distribution used in the experiments (adapted from [30]).

After the system has reached equilibrium, normal stress is applied at the top and
bottom of the assembly (see Figure 6a) and kept constant by adjusting the velocity of the
top and bottom plates, utilizing the servo-control feature in PFC. The lower section of the
box is then moved horizontally under a constant rate to apply the shear force on the ballast
assembly [31]. A slow rate of shearing of 0.4 mm/s is used throughout the analysis. This
rate was chosen by comparing the shear stress–strain results for different shear rates (from
0.04 mm/s to 40 mm/s) to avoid unduly sample disturbance during shear [3,27,32] and to
save on computational time. At 40 mm shear displacement, the assembly would reach a
maximum shear strain of about εs = 13.3%.

 
(a) (b) 

Figure 6. Schematic of the forces acting on the direct shear box in (a) 2D and (b) 3D.

The forces acting on the shear box are shown in Figure 6b. The normal force (FN)
acting on the shear plane is equal to the normal load applied to the assembly, whereas the
shear force (FS) is equal to the sum of the horizontal forces in the upper section that can be
calculated as follows.

Fs = Fn1 + Fn2 + Fs1 + Fs2 + Fs3 (7)

where Fn1 and Fn2 are the normal forces acting on the left and right walls of the box, Fs1 is
the shear force on the top plate, and Fs2 and Fs3 are the shear forces on the front and back
walls, as shown in Figure 6b. The normal and shear stresses σn and σs acting on the shear
plane are calculated using Equations (8) and (9) below:
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σn =
FN

D(B − vt)
(8)

σs =
FS

D(B − vt)
(9)

where D and B are the length and width of the shear box (see Figure 4). The lower section
moves at a constant rate v, which means that, after a time t has elapsed, the shear area
would be D(B − vt).

5. Modeling Fresh Ballast Assembly

The discrete element model is first validated using the results of the direct shear
tests performed on fresh ballast under three different normal pressures, namely, 27 kPa,
51 kPa, and 75 kPa. To choose a suitable interparticle friction coefficient (μ) for the modeled
material, sensitivity analysis was performed by modeling the shear stress–strain response
under applied normal stress of 51 kPa. This is achieved by incrementally increasing μ value
in five stages, 0.1, 1.1, 2.1, 3.1, and 4.1, respectively. Results showed that an interparticle
friction coefficient of 2.1 or less could not capture the strain-softening behavior of the
material. Some improvement is found when μ increased from 3.1 to 4.1. A value of 4.1 is,
therefore, used in this study. The micro-mechanical parameters used in model validation
are summarized in Table 1. The modeling results are presented in Figure 7, along with the
experimental data.

Table 1. Micro-mechanical parameters for fresh ballast assembly.

Parameters
Value

PPC 1 PWC 1

Effective modulus, E* (Pa) 1.8 × 107 3.6 × 107

Stiffness ratio, k* 1.0 1.0
Interparticle friction coefficient, μ 4.1 0.0

1 PPC—particle to particle contact; PWC—particle to wall contact.

Figure 7. Shear behavior of fresh ballast under different confining pressures.
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The trends of the computed responses are found to be in general agreement with the
laboratory test results. It can also be seen that the DEM simulation is able to reproduce, to
a large extent, the strain-softening behavior of the ballast material under applied normal
stresses of 27 kPa and 51 kPa. Under normal stress of 75 kPa, however, the discrete element
model overestimated the shear strength at shear strain of more than 7%. This may be
attributed to possible ballast particle breakage in the shear box during the experiment
under high normal stress (75 kPa). As particle breakage is not explicitly modeled in this
study, the model may not capture the contribution of particle breakage to the softening
response of the assembly [16,31].

In general, it can be concluded that the developed model performed reasonably well
in capturing the overall shear stress–strain behavior of fresh ballast assembly under the
investigated range of normal stresses. It is worth noting that, for typical 20 to 30-ton axle
loads, the confining pressure within the ballast layer is usually in the range of 10–40 kPa
and rarely exceeds 60 kPa [33].

6. Modeling Fouled Ballast Assembly

Ballast fouling resulting from mixing with fine material is first simulated under
different VCI ratios. Instead of explicitly introducing discrete fine particles into the matrix
of the ballast, fouled ballast is simulated in the following section by incrementally reducing
the micro-mechanical parameters (E* and μ) used in the fresh ballast model. By doing
so, the number of particles in the discrete element model remains the same. Empirical
relations are developed and used to determine the values of the reduced E* and μ for a
given VCI ratio. The shear strength envelopes for various VCI ratios are obtained using
hyperbolic and power relationships based on the numerical results. Finally, ballast fouling
due to degradation or particle breakage is also examined.

7. Modeling Fouled Ballast due to Particle Infiltration

The approach adopted in modeling fouled ballast due to the intrusion of foreign
material into the ballast assembly is illustrated in Figure 8. Figure 8a shows that intro-
ducing external fines results in the interparticle force, F, changing to F′, and the friction
angle between particles ∅ changing to ∅

′. In addition, as shown in Figure 8b, the in-
terparticle contact stiffness, k1 of fresh ballast changed to a lower stiffness, k2. With this
modeling approach, the interparticle friction coefficient μ and effective modulus E* are also
reduced [34].

 
Fresh ballast Fouled ballast 

(a) 

Figure 8. Cont.
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Fresh ballast, inter-particle contact stiffness K1 Fouled ballast, inter-particle contact stiffness K2 

(b) 

Figure 8. Adopted method for simulating fouled ballast; (a) changes to the interparticle friction
coefficient due to the presence of fines; (b) changes to interparticle contact stiffness due to the presence
of fines.

Void contamination index (VCI) represents the percentage of the voids within the
fresh ballast assembly that is occupied by fouling material [35]. It is expressed as:

VCI =
1 + e f

eb
× Gs·b

Gs· f
× Mf

Mb
× 100 (10)

where e f is the void ratio of the fouling material; eb is the void ratio of the fresh ballast; Gs·b
is the specific gravity of the ballast; Gs· f is the specific gravity of the fouling material; Mf is
the dry mass of the fouling material; and Mb is the dry mass of the fresh ballast. VCI can
be used to effectively represent the level of the foreign material in the ballast.

Figure 9 compares the shear response of fouled ballast, calculated using the proposed
model, and the experimental data for three different VCI ratios, 20%, 40%, and 95%,
respectively. The effective modulus E* and the interparticle friction coefficient μ for each
VCI ratio are summarized in Table 2. The figures show typical strain-softening responses
for the three investigated VCI ratios, which are reasonably captured by the model. The
maximum shear stress values were found to slightly decrease with the increase in VCI ratio.
For the investigated range of confining stress, the shear stress–strain model reasonably
predicted the shear response of the fouled ballast assembly. In addition, the adopted
approach used to model the different VCI levels by reducing the effective modulus E*
and the interparticle friction coefficient μ seem to be efficient and save about 40% of the
computational time.

 
(a) (b) 

Figure 9. Cont.
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(c) 

Figure 9. Shear response of fouled ballast for (a) VCI = 20%; (b) VCI = 40%; (c) VCI = 90%.

Table 2. Micro-mechanical parameters for fouled ballast assembly.

Parameters Type of Contact
VCI

20% 40% 95%

Effective modulus, E* (Pa) PPC 1 5.5 × 106 5.25 × 106 5.0 × 106

PWC 1 1.1 × 107 1.05 × 107 1.0 × 107

Interparticle friction
coefficient, μ

PPC 1 3.85 3.55 2.05
PWC 1 0.0 0.0 0.0

1 PPC—particle to particle contact; PWC—particle to wall contact; k* set as 1.0.

8. Estimating the Micro-Properties and Shear Strength of Fouled Ballast

Empirical correlations between the VCI and the micro-properties of the ballast assem-
bly E* and μ can be obtained by plotting the relationships depicted in Figure 10a.
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Figure 10. Cont.
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Figure 10. Changes in the micro-properties of the fouled ballast with the increase in VCI ratio:
(a) change in effective modulus; (b) change in inter-particle friction coefficient.

The relationship between VCI and effective modulus is approximated using a power
fit described by Equation (11). The effective modulus rapidly decreased from 18 Pa to
about 5.5 Pa with the increase in VCI from 0% (fresh ballast) to about 20%. Little change in
effective modulus was found for VCI of more than 20%.

E∗ = 4.894e6VCI−0.1411 (11)

The relationship between VCI and interparticle friction coefficient is characterized by
a linear decrease with the increase in VCI, as shown in Figure 10b. The relationship can be
described by Equation (12) below.

μ = −2.218VCI + 4.247 (12)

These relationships are useful for estimating the micro-parameters E* and μ of a
fouled ballast for a given VCI ratio. To validate these two expressions, a series of discrete
element analyses was performed and used to calculate E*, μ values for a given VCI ratio
and compare the results with experimental data. The results are presented in Figure 11 for
a range of applied normal stresses. For VCI = 70%, the estimated E*, μ using the above
expressions are found to be 5.15 MPa and 2.7, respectively. By inspecting the 45◦ line in
Figure 11, the calculated strength was found to be in good agreement with the experimental
data, which confirms the validity of the above expressions under direct shear conditions.
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Figure 11. Comparison between measured and calculated shear strength result for VCI 70%.

Figure 12 shows the shear strength envelopes generated using the power-fitting
expressions for different VCI ratios. In addition, both the experimental and numerical data
are also presented. The power equations used to calculate the shear strength in each case
are given below:

τf = 4.427σn
0.7692 Fresh ballast (13)

τf = 2.762σn
0.8429 VCI = 20% (14)

τf = 2.335σn
0.8592 VCI = 40% (15)

τf = 2.304σn
0.8540 VCI = 70% (16)

τf = 2.283σn
0.8471 VCI = 95% (17)

where the shear and normal stresses, τf and σn, in the above equations are expressed in kPa.

Figure 12. Normal stress versus shear strength results for different VCI ratios.
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These envelopes suggest that the ballast shear strength is proportional to the applied
normal stress and inversely proportional to the VCI ratio. For normal stress of 51 kPa,
increasing VCI from 0% (fresh ballast) to 20% resulted in a significant decrease in the shear
strength from about 90 kPa to about 75 kPa. An additional increase in VCI from 20% to 40%
resulted in a moderate change in shear strength from 75 kPa to about 65 kPa. A further
increase in VCI to more than 40% did not cause significant change in the shear strength of
the fouled ballast.

The normalized shear strength of the fouled ballast can be related to VCI ratios and is
determined using the hyperbolic relationship below [11]:

(τp)Fouled ballast
σn

=
(τp)Fresh ballast

σn
− VCI

a × VCI + b
(18)

where (τp)Fouled ballast is the shear strength of fouled ballast sample, (τp)Fresh ballast is the
shear strength of fresh ballast sample, and a and b are hyperbolic constants that depend on
the normal stress level. The linear relationship between the reduction in shear strength and
VCI ratio can be obtained by rearranging Equation (18) as follows:

VCI·σn

(τp)Fresh ballast − (τp)Fouled ballast
= a × VCI + b (19)

The hyperbolic constants a and b are determined using linear regression, as illustrated
in Figure 13, which are based on Equation (19). This expression is useful in estimating the
shear strength reduction for a given VCI ratio.

Figure 13. Hyperbolic constants a and b used to calculate the reduction in shear strength due to
particle VCI.

9. Modeling the Effects of Ballast Degradation on Shear Strength

Ballast degradation generally causes the initial particle size distribution (PSD) to
gradually shift to a degraded PSD with a wider range of particle sizes. The degree of ballast
degradation is usually measured using the breakage (B) index [36], which is defined as the
ratio between (i) the area between the fresh and degraded PSDs; and (ii) the area of the
cumulative PSD. To simulate ballast degradation at different fine levels, the particle sizes
are incrementally reduced, as summarized in Table 3. “It should be noted that this is an
entirely different method from the one previously presented to simulate ballast fouling
caused by foreign material injection whereby the microparameter properties were gradually
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decreased to simulate fouling. Therefore, in this section, a constant set of microparameters
representing fresh ballast deemed sufficient.” The ballast samples are sheared under normal
stress of 51 kPa, and the corresponding shear strengths are determined.

Table 3. Particle size distributions of the 12 gradations.

Gradation B (%) Cu DM D60 D50 D30 D10 Dm Porosity Co-Ordination No.

1 0.00 1.16 37.50 34.85 34.19 32.83 30.00 27.00 0.3872 3.3292
2 2.82 1.20 37.50 33.68 32.72 30.83 28.00 20.00 0.3780 3.5312
3 5.85 1.37 37.50 32.79 31.62 28.92 24.00 18.00 0.3624 3.2272
4 8.12 1.45 37.50 31.91 30.51 27.50 22.00 16.00 0.3585 3.0328
5 10.01 1.57 37.50 31.32 29.78 26.42 20.00 14.50 0.3600 2.9357
6 11.79 1.66 37.50 30.74 29.04 25.42 18.50 13.00 0.3472 2.7009
7 14.27 1.93 37.50 30.42 28.65 23.67 15.75 12.50 0.3326 2.8360
8 16.55 2.10 37.50 30.08 28.23 22.27 14.31 10.00 0.3498 2.1972
9 18.97 2.37 37.50 29.64 27.67 20.97 12.50 9.00 0.3220 2.1343

10 22.46 2.63 37.50 28.98 26.85 17.79 11.00 8.50 0.3131 2.0202
11 26.37 2.91 37.50 28.30 26.00 16.94 9.71 4.50 0.2897 1.7487
12 28.72 3.12 37.50 28.11 25.36 15.58 9.00 4.00 0.3050 1.5823

Note: B: breakage index (%); Cu: coefficient of uniformity, determined by: Cu = D60/D10. DM: maximum ballast size used in this study; Dm:
minimum ballast size used in this study; D10, D30, D50, D60: diameters in millimeters at which 10%, 30%, 50%, and 60% by weight of ballast
passes through the sieve.

The shear strength results corresponding to different ballast degradation levels are
plotted in Figure 14a, along with the best fit line. The shear strength is found to gradually
decrease from 140 kPa to about 80 kPa as the breakage index increased from 0% to 20%. No
significant change in shear strength occurs as a result of further increase in the breakage
index. Figure 14b shows the change in co-ordination number with the increase in the
breakage index. The co-ordination number was found to decrease to about half of its value
when the breakage index reached 30%. Similarly, the porosity of the ballast assembly (seen
in Figure 14c) was found to decrease from about 0.39 to about 0.29 as the breakage index
increased from 0% to about 30%.
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Figure 14. Relationships between breakage index and: (a) shear strength; (b) co-ordination number;
(c) porosity.

10. Conclusions

In this study, the shear stress–strain behavior of both fresh and fouled ballast sub-
jected to direct shear loading is investigated using the discrete element method. Simplified
models that account for the intrusion of fine material and particle degradation are pro-
posed. Empirical relationships between the micro-mechanical parameters and the void
contamination index (VCI) are presented to help calculate the parameters needed for the
analysis. The results are validated by comparing the numerical results with published
experimental data. Shear strength envelopes for different levels of VCI are generated to
examine the relation between the shear strength of the fouled ballast assembly and the VCI
values. Increasing the range of particle size distribution is adopted as a tool to simulate the
effect of ballast degradation on the shear strength of the assembly.

The analysis shows that reducing the effective modulus and interparticle friction
coefficient can be used to numerically represent the condition where fine particles intrude
fresh ballast. The modeling results were found to produce shear stress–strain responses
that are consistent with the experimental data.

Finally, it is evident from the reported results that both infiltration of fines and particle
degradation can negatively impact the shear strength of the ballast. That said, particle
degradation alone is found to have significant effects on the strength of the ballast assembly
that are comparable to those of fine particle infiltration.

It should be noted that, while the findings of this study are specific to the particle
shapes and sizes investigated, the methodology presented herein to examine the influence
of ballast fouling should be equally applicable to other ballast particle configurations.
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Abstract: This study investigated the long-term effect of horizontal Ground-Source Heat Exchangers
(GSHEs) on mitigating permafrost thaw settlement. In the conceptual system, a fan coil was used
to chill the recirculating fluid in the linear High-Density Polyethylene (HDPE) ground loop system.
A fully coupled thermo-hydro-mechanical finite element framework was employed to analyze
multiphysics processes involved in the thaw settlement phenomenon. To investigate the sustainability
of the system, a period of 50 years was simulated. Two operational modes were defined: one without
and the other with HDPE. Different heat carrier velocities and inlet temperatures, and heat exchanger
depths were examined to explore their effects on the thaw settlement rate. It was concluded that the
proposed system can effectively alleviate the predicted permafrost thaw settlement over the study
period. Moreover, the heat carrier temperature was found to have a prominent impact on the thaw
settlement rate amongst other parameters.

Keywords: geothermal heat exchangers; permafrost; thaw settlement; sustainability

1. Introduction

Permafrost is ground (solid, sediment, rock) that remains frozen for at least two
consecutive years [1]. Over the last 30 years, the mean annual temperature in the Arctic
has risen at a rate of 0.54 ◦C per decade, a triple increase compared to the global average
temperature [2]. This rapid increase in air temperature is leading the permafrost to thaw at
an unprecedented rate. Permafrost thaw settlement as a consequence of climate change
causes considerable damages to the northern infrastructures. Therefore, the assessment of
permafrost thaw settlement is of paramount importance in investigating the resiliency of
northern infrastructures and selecting the most sustainable mitigation strategies.

Permafrost thaw settlement involves heat and mass transfer, pore water pressure
dissipation, deformation, and strength evolution. It is indeed a complex multiphysics pro-
cess involving thermal (T), hydraulic (H), and mechanical (M) analyses, which is hereafter
referred to as thermo-hydro-mechanical (THM) analysis [3]. The first complete thaw consol-
idation theory was introduced and developed by Morgenstern and Nixon [4], where they
formulated the settlement based on the small-strain consolidation theory. However, the
proposed model cannot be applied to an ice-rich permafrost where the soil undergoes large
strain settlements [5]. Foriero and Ladanyi [6] overcame this shortcoming by developing a
large-strain consolidation theory which allows finite strains and considers the variation of
hydraulic conductivity and compressibility during the consolidation process.

Besides the effort in modelling the permafrost thaw settlement process, numerous
climate change adaptation strategies and mitigation solutions have been developed in
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the last few decades. These techniques are generally classified into three main groups:
(i) limiting the heat transfer from the atmosphere into permafrost (e.g., providing shades,
vegetation, etc.), (ii) extracting heat to cool down permafrost, and (iii) reinforcing the
infrastructure against settlement [7]. Among a wide range of permafrost stabilization
methods, thermosiphons have been most widely used due to their simple structure, high
efficiency, and low fabrication costs [8]. This technology comes under the second category
that aims to extract heat out the system and lessen the temperature of degrading permafrost.
Chen et al. [9] studied the effect of thermosiphons on reducing thaw settlement of an
embankment built on a sandy permafrost. They found that the thermosiphon performance
in mitigating thaw settlement highly depends on the mean annual air temperature.

Ground-Source Heat Exchangers (GSHEs) with a similar function of heat extrac-
tion to thermosiphons have been traditionally used for heat energy supply and the heat-
ing/cooling demand of buildings. However, their effects on permafrost stabilization have
rarely been studied. Fontaine et al. [10] presented a new analytical model to study the
effect of a spiral-shaped horizontal ground heat exchanger on permafrost stabilization.
However, their model overestimated the summer ground temperature and thaw depth.
Only a short-term (5 years) analysis was carried out and the long-term performance of the
GSHE system was not investigated.

In this paper, the effectiveness of a horizontal GSHE system as a long-term and
sustainable solution for permafrost stabilization was evaluated. The study site was located
in a wastewater lagoon facility in Ross River, Yukon, Canada, where the huge heat leakage
from the wastewater was expected to induce permafrost degradation and significant
thaw settlement. The proposed system consisted of a horizontal closed-loop system
that circulates an anti-freeze coolant to cool down the ground and mitigate the thawing
permafrost beneath the base of the lagoon.

2. Materials and Methods

2.1. Study Area

This research was carried out on a freeze-back system at the Ross River’s wastewater
lagoon in a permafrost rich area, Yukon, Canada (Figure 1a). The Ross River community
(61◦32′, 132◦35′) is located within the zone of extensive discontinuous and mostly warm
permafrost. The present wastewater lagoon for the community is located to the west of
the community, approximately 700 m south of the Pelly River. The lagoon system was
constructed in fall 2017 and consisted of two cells—a primary cell and a secondary cell
with the base dimensions of 75 m × 15 m and 75 m × 35 m, respectively, to provide
continuous treatment efficiency and ensure no raw, untreated influent discharges. The
lagoon base was placed 3 m below the original ground level through excavation, and the
maximum lagoon depth was 3 m, as well. The wastewater lagoon system was designed
for the wastewater production per capita of 110 L/day/person, the annual wastewater
production of 17,000 m3/year, and 10-month storage volume of 14,000 m3/year [11].
The 3 m depth of excavation for the construction of the wastewater lagoon exposed the
underlying permafrost to a downward heat flux from the lagoon base. The lagoon heat
regime comes from the solar radiation into the wastewater in the lagoon, leading the lagoon
to maintain a temperature above the freezing temperature all year round. Lagoon operation
will also impede seasonal freeze back within the active layer in the winter.

A geotechnical investigation [12] reported that the site stratigraphy consists of approx-
imately 2 to 3 m of sandy gravel overlying a 3.2 to 4 m thick clayey silt layer. Ice lensing
with a maximum thickness of 20 mm had been detected within the clayey silt. According
to the field observation from the two boreholes of BH18-05 and BH18-06 (Figure 1b), the
average permafrost layer started at 8 m below the original ground level and 5 m below the
lagoon base, extending to 22 m in depth (Figure 1c). The investigation also reported that
the water content was 8% and 30% in the sandy gravel and clayey silt layer, respectively.
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Figure 1. (a) Ross River, Yukon, (b) site plan of the Ross River wastewater lagoon and the borehole
locations, and (c) site stratigraphy, elevation level from average sea level and permafrost table [8].

2.2. Specification and Conceptual Model of the Proposed GSHE System

The studied GSHE system consisted of horizontal HDPE pipes, each 50 mm in diam-
eter and 45 and 70 m long, which were horizontally placed 2 m away and 1.5 m below
the lagoon’s base (4.5 m from the original ground level) under the primary and secondary
cells, respectively (Figure 2a). Using the symmetry in the layout of the HDPE pipes, only
one repeated block of the soil domain with five embedded heat exchangers (Figure 2b) was
considered to decrease the computational time [13]. The coolant fluid was a 30% ethanol-
water blend with a velocity and inlet temperature of 0.4 m/s and −5 ◦C, respectively.
Different pipe burial depths, heat exchanger velocities, and temperatures were modelled
to understand their effects on the efficiency of system. For this purpose, 3 different pipe
depths (1.5, 2.5, and 3.5 m), 3 heat exchanger inlet velocities (0.2, 0.4, and 0.6 m/s) and
4 heat exchanger inlet temperatures (−1, −5, −10, and −15 ◦C) were tested. Due to the
considerable lagoon heat flux and significant permafrost thaw rate, the GSHE system
operated year round. Although the extracted geothermal heat can be pumped to nearby
buildings, the heat recovery from the Ross River Lagoon was not used for residential or
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industrial buildings as they were not located within close distance to the lagoon. According
to the field observation from BH18-05, the initial soil temperature (2019) was rather stable
in permafrost at −0.2 ◦C and gradually increased in the shallower areas, reaching 8 ◦C at
the ground surface.

 
(a) 

 
(b) 

(c) 
Figure 2. (a) The whole domain, (b) the repeated block of porous matrix and the embedded GSHEs, and (c) model
thermal boundaries.

The top boundary of the domain was in contact with the surrounding air and the
lagoon base. Because of the exposure to the ambient air, a forced convective heat flux (qa)
was applied to the parts of the top boundary exposed to the air. The boundary condition at
the interface between the lagoon base and the soil was also defined by a convective heat
flux (ql) [14]. The lagoon temperature varies with a rather sinusoidal pattern, starting from
4 ◦C in mid-winter to 20 ◦C in mid-summer [11].

In addition, a constant upward heat flux (qb) was assigned to the bottom of the domain
to represent the geothermal heat flux that exists at the site. The sides of the domain were
defined as adiabatic boundaries as shown in Figure 2c.

Mechanical boundary condition consisted of an overburden pressure equivalent to the
weight of the wastewater under the lagoon’s full operational mode, applied on the lagoon’s
bottoms and walls. To model the elastoplastic soil behavior, the initial stress was defined as
the sum of the overburden pressure and the soil total stress (multiplied by lateral pressure
coefficient at rest (k0) for the initial stress in the X-direction). The bottom of the domain
was set to the fixed support and the domain’s sides were defined as roller support with a
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degree of freedom in the vertical direction. Darcy’s law was utilized to model the hydraulic
boundaries and initial conditions. The bottom and sides of the domain were defined as
no-flow boundaries and an initial hydrostatic pressure was assigned to the entire domain.

A series of 2D multiphysics finite element (FE) simulations of a GSHE system, includ-
ing thermal analyses of heat exchangers and the THM process in foundation permafrost,
was conducted in COMSOL Multiphysics v5.4 (COMSOL INC, Stockholm, Södermanland
and Uppland, Sweden). Thaw settlement and possible frost heave (due to the seasonal
freezing) were calculated based on a THM model which accounts for the evolution of
strength, porosity, hydraulic conductivity, and pore water pressure during the freeze–thaw
cycles. To eliminate unwanted effects of boundaries on the analysis and avoid erroneous
results, different distances from the outermost dike edge, including 10, 20, and 30 m, and
from the permafrost bottom level, including 0, 10 m, and 20 m, were examined (Figure 3).
The thermal analysis showed that the model with a 20 m horizontal distance from the
outermost dike edge and 0 m vertical distance from the permafrost bottom level resulted in
consistent results in the permafrost temperature distribution even if larger distances were
selected. The study period was 50 years, starting from 2019 and ending in 2069, with 15-day
time intervals. To study the remedial effect of the proposed GSHE system in reducing thaw
settlement, two scenarios were introduced: one without GHSEs and the other with GSHEs,
and the results were compared.

   

10 m horizontal 20 m horizontal 30 m horizontal 

   
0 m vertical 10 m vertical 20 m vertical 

Figure 3. Model different dimensions from the outermost dike edges and the permafrost bottom level.

2.3. Governing Equations

The thaw settlement phenomenon consists of different physics interacting with each
other, including: (1) the porous nature of soil and its temperature-dependent physical
and mechanical properties, (2) heat transfer mechanism in porous soil, (3) mechanical
behavior of the thawing soil, and (4) heat and mass transfer mechanism of the pore fluid.
To study the effectiveness of the GSHE on limiting the thaw settlement, the pipe flow and
heat exchange (through its walls) must be coupled with the above-mentioned physics.
Described in the following subsection.

2.3.1. Heat Transfer within Degrading Permafrost during Freeze–Thaw Cycle
Conductive Heat Transfer Considering Pore Water Phase Change

The transient heat conduction in the soil by considering the latent heat of pore water
can be described as [13]:

Capp
∂T
∂t

+∇·q = Q (1)

where T (K) is the soil temperature, Q (W/m3) is the heat source/sink, ∇ =
(

∂
∂x , ∂

∂y , ∂
∂z

)
is

the gradient operator, t (s) is time, and q (W/m2) is the conductive heat flux defined by
Fourier’s law:

q = λ∇T (2)
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where (W/(m. K)) is the thermal conductivity of the saturated frozen medium. The term
C_app is defined as the apparent heat capacity (J/(kg. K)), expressed as:

Capp =
1
ρ

(
ρphCph − L f ρi

∂θi
∂t

)
(3)

where L f (kJ/kg) is the latent heat per unit mass of water, ρ (m/kg3) is the bulk density
of the porous medium, ρi (m/kg3) is the density of ice, and θi is the volumetric fraction
of ice in pores. The term ρphCph (J/(m3. K)) denotes the volumetric heat capacity of the
soil mixture which can be calculated by the sum of the volumetric heat capacity of each
constituent of the saturated freezing medium (solid skeleton, water, and ice) multiplied by
its volumetric fraction (θ) as follows:

ρphCph = ρsCsθs + ρwCwθw + ρiCiθi (4)

where s, w, and i denote solid skeleton, water, and ice, respectively. Similarly, thermal
conductivity (λ) and the bulk density (ρ) of the saturated frozen soil mixture can be defined
as Equations (5) and (6), respectively:

λ = ρsθsλs + ρwθwλw + ρiθiλi (5)

ρ = ρsθs + ρwθw + ρiθi (6)

where ρs, ρw, and ρi and λs, λw, and λi are are the density and thermal conductivity of soil,
water, and ice, respectively.

2.3.2. Mechanical Behavior of the Soil during Freeze–Thaw Cycles
Kinematic Formulation

The linearized form of Green–Lagrange strain tensor (εij) for infinitesimal deforma-
tions is formulated as:

εij =
1
2
(
ui,j + uj,i

)
(7)

in which ui and uj are the displacement vector in the i and j direction, respectively.

Constitutive Model

The effective stress is defined as the difference between the total stress (σ′
ij) and the

pore water pressure (u):
σ′

ij = σij − αuδij (8)

where α is the Biot coefficient.
The effective stress is averaged over the solid mineral particles and ice. The equation

of equilibrium is formulated as:
σji,j + Fi = 0 (9)

where Fi is the body force.
The mass conservation principle is:

∂θw

∂t
+

ρi
ρw

∂θi
∂t

+∇qw +
∂εv

∂t
= 0 (10)

where εv is the volumetric strain and qw is water flux governed by Darcy’s law.
Pore ice ratio (eip) as a key parameter in describing the behavior of the frozen soil [3]

is introduced as:
eip =

Vi
Vs

(11)
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in which Vi and Vs are the pore ice and soil skeleton volume, respectively. Moreover, to
describe the volumetric changes of the soil, specific volume is defined as follows:

υ =
V
Vs

= 1 + e (12)

where, υ is the total volume of the soil and e is the void ratio. The mean effective stress (p′)
is defined as:

p′ = 1
3

σ′
kk k = 1, 2, 3 (13)

where σ′
kk is the principal stresses of the effective stress tensor.

The changes in the void ratio (and thus specific volume) versus effective stress is
non-linear over the range of stresses in practice [5,14]. Experimental studies demonstrated
that this behavior can truly be captured by a semi-logarithm relationship, formulated as
follows [5]:

υ = υ0 − λ′ ln
p′

pr (14)

where υ0 is the specific volume at the reference pressure pr (MPa) and λ′ is the slope of the
normally consolidation line (NCL) for unfrozen soil. The elastic changes of the specific
volume in the unloading-reloading line (URL) is:

dυe = −κ
dp′

p′ (15)

where k is the slope of URL.
The increase in the soil strength is a function of pore ice ratio (eip). The subsequent

relationships for the slope of NCL and URL for frozen soil are:

λ′
f = λ′ exp(−α1eip) (16)

κ f = κ exp(−α2eip) (17)

where α1 and α2 are the soil constants [3]. Slopes λ′ and k for the unfrozen soil and λ′
f and

k f for the frozen soil can be obtained from isotropic compression tests in a triaxial apparatus.

The pre-consolidation pressure increases during freezing process and reaches p f
0 for

frozen soil which can be obtained from the following equation:

P f
0

pr = exp

(
βeip

λ′
f − κ f

)(
p0

pr

)(
λ′−κ f

λ′ f −κ f
)

(18)

where β is a function of pr which can be obtained from isotropic compression test in a
triaxial apparatus.

Non-Isothermal Heat Transfer from Pipe Flow

In order to couple the heat transfer in a solid with the heat transfer from the pipe flow,
the following differential energy equation must be satisfied [15]:

ρACapp
∂T
∂t

+ ρ f ACp f v∇T = ΔAλ f∇T +
ρ

2dh
|v|3 + Qwall (19)

where A is pipe cross section area (m2), Cp f (J/kg. K) is the heat capacity of the fluid at
constant pressure, v (m/s), T (K), and λ f (W/(m·K)) are the fluid velocity, temperature,
and thermal conductivity, and dh (m) is the hydraulic diameter. The term Qwall (W/m3) is
the external heat source/sink term through the pipe wall.
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Convective Heat Flux

To model the seasonal temperature variation on the soil temperature, the below
convective heat flux was assigned to the area of the top domain boundary with a contact to
the ambient air:

Heat Flux : qt(t) = hconv(a)(Ta(t)− Ts(t)) (20)

where hconv(a) (W/m2◦C) is the convection heat transfer coefficient for the domain area
exposed to the ambient air. Ts (◦C) is the ground surface temperature (calculated in
each time step) and Ta (◦C) is the air temperature at the ground surface. The boundary
conditions at the interface between the lagoon base and the ground surface are also defined
by a convective heat flux, formulated as follows:

Heat Flux : ql(t) = hconv(l)(Tl(t)− Ts(t)) (21)

where Tl (◦C) is the lagoon temperature and hconv(l) is the lagoon heat transfer coefficient.
The wastewater lagoon bottom and walls are made of concrete. Since the value of the
heat transfer coefficient for the concrete between wastewater and soil does not exist in the
literature, in this study this value was quantified numerically using finite element analysis.
The result of the stationary heat transfer analysis yielded 4.0 and 5.0 (W/m2◦C), for the
heat transfer coefficient of the inclined sides and horizontal bottom boundary, respectively.

2.4. Numerical Modeling
2.4.1. Soil Properties

Since no geotechnical laboratory tests had been conducted to determine the in situ soil
properties of the site, the average values for clay/sandy soils [16] were considered, as given
in Table 1. Other parameters including water, ice, and coolant fluid thermal properties
were taken from previous studies [3,16]. The required parameters for modelling the heat
transfer in a porous matrix and non-isothermal pipe flow are given in Table 2. In addition,
the associated parameters of the thaw settlement for clayey soil are as follows: λ′ = 0.35,
k = 0.07, p0 = 650 MPa, α1 = 0.4, α2 = 1.8, pr = 0.1 MPa, and β = 0.18 [3].

Table 1. Properties of the soils and fluids [16].

Material
Thermal Conductivity

(W/(m. K))
Mass Heat Capacity

(J/kg. K)
Density
(kg/m3)

Sandy Gravel 2.3 1255 2300
Clayey Silt 1.25 942 1900

Water 0.56 4188 1000
Ice 2.2 2093 917

Coolant 0.41 4250 955

Table 2. Properties of the soils and fluids [3,17].

Property Value

Latent heat of water (Lf) (kJ/kg) 334
Phase change temperature (Tpc) (◦C) 0

Upward heat flux (W/m2) 0.075
HDPE pipe wall thickness (mm) 2

HDPE pipe wall thermal conductivity (W/(m. K)) 0.46

2.4.2. Mesh Sensitivity Analysis

The triangular Lagrange finite elements were applied for the heat transfer, non-
isothermal pipe models and solid mechanics [18]. The mesh consistency testing showed
that the nodal distance associated with “extra fine” mesh in COMSOL Multiphysics re-
sulted in consistent results in the maximum temperature and surface thaw settlement even
if a smaller nodal distance was selected (Figure 4). Moreover, “extremely fine” meshing
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was assigned to the area close to the lagoon base and GSHEs to increase the precision in
the analysis (Figure 5).

Figure 4. The influence of mesh sizes on (a) temperature of permafrost top surface and (b) lagoon thaw settlement.

Figure 5. Mesh distribution.

2.5. Model Validation

A laboratory test conducted by Wang et al. [19] on the settlement of the sandy clay,
similar to Ross River soil stratigraphy, was used to verify the results of the numerical
simulation. In this experiment, a cylindrical sandy clay sample with 100 mm diameter and
112.8 mm height was tested with a dry density of 1400 kg/m3 and 20.9% water content.
The initial temperature of the sample was set to −1 ◦C and a simplified thermal boundary
was defined on the top boundary as:

Ttop(
◦C) = 5.0 sin(1.047t + 1.57) (22)

where t (h) is time. In addition, a constant temperature of 1 ◦C was applied on the bottom
boundary. The study period was 100 h with 30-min time intervals. Further information
regarding the material, hydraulic, and mechanical properties of the tested frozen soil can
be found in [19].

In a similar manner to the above laboratory experiment, a finite element simulation
was carried out. The experimental and numerical results of the thaw settlement at the top
domain and the temperature variation of a point at the depth of 6 cm, both located on the
centerline, are plotted in Figure 6.

The maximum difference in the vertical thaw settlement between the experimental
measurement and numerical results (Figure 6a) was 2.68 mm, which accounts for 2.68%
of the initial height of the sample. In addition, the final settlement value (8 mm) was
consistent in both numerical analysis and the lab test. The maximum difference in the
temperature of the selected point was 0.54 ◦C after the 45th hour (Figure 6b). Given the
marginal difference between the experimental measurement and the numerical model,
a satisfactory level of accuracy was obtained. Therefore, the same numerical modelling
procedure was implemented for estimating the long-term thaw settlement under the Ross
River wastewater lagoon. The soil properties, model geometry, thermal boundaries, and
study time were adjusted accordingly.
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(a) (b) 

Figure 6. (a) Thaw settlement and (b) temperature variation of numerical results versus experimental results of [18].

3. Results and Discussion

3.1. Thaw Settlement Due to the Lagoon Heat Flux and Climatic Conditions without Embedded
GHSE System

First, the temperature variation of different points at three depths were studied to
investigate the thaw settlement. These three points were chosen at the depth of −5 (point C),
−12 (point D), and −18 m (point E), which were representative of the top, middle, and
bottom of the permafrost, respectively (Figure 7). The 50-year temperature variation of
the selected points (Figure 8a) indicates that Point C, D, and E reached the above-freezing
temperature after 1, 10, and 7 years, respectively. Thaw at point E took place earlier than
point D due to the upward geothermal heat flux which existed at the model bottom.

 
Figure 7. Point locations.

 

(a) (b) 

Figure 8. (a) Temperature variation and (b) thaw settlement without embedded GSHE system.

Thaw settlement at the lagoon elevation and the embankment was studied comparing
points A and B, respectively (Figure 8b). Uneven settlement is one of the main contributing
factors in damaging the functionality of the wastewater lagoon. The results indicate that
the thaw settlement under the wastewater lagoon was initiated immediately after the
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lagoon operation due to its heat leakage and reached 69 cm in 2034, a year in which all
permafrost thawed.

The permafrost thaw settlement of the embankment gradually increased over the
50-year study time. Unlike the permafrost underneath the lagoon which would disappear
by 2031, permafrost under the embankment thawed at a slower rate and some permafrost
existed even after 50 years. The maximum embankment settlement was 6 cm in 2069, which
was 63 cm less than that of lagoon at the end of the 50-year study period. The maximum
difference in the settlement under the lagoon and the embankment was 66 cm in 2039.
However, the difference in the thaw settlement of the lagoon and embankment decreased
over time.

3.2. Effect of Horizontal GSHE System on Permafrost Preservation

The horizontal HDPE heat exchangers were embedded within the domain to see the
effect of GSHEs on the thaw settlement. Temperature variation of the three points illustrate
that the GSHEs can considerably reduce the permafrost temperature at different points
(Figure 9a). Using horizontal GSHEs maintained the temperature of points C and D in
the freezing range throughout the 50-year study time. However, the temperature of point
E (the furthest point to the pipes) rose to above zero by 2021 and it took the freezing
effect of the pipes 2 years to neutralize the upward geothermal heat flux from the model
bottom. As a result, by 2021 the lagoon and embankment underwent 2.4 and 4.4 cm thaw
settlement, respectively, a 96% and 28% reduction in the maximum settlement compared
to the case when no GSHE was used. The maximum difference in the thaw settlement
between the lagoon and embankment also decreased by 97%. It should be noted that the
thaw settlement of the embankment was greater than the lagoon due to being away from
the GSHEs. Following that, the freezing effect of the pipes induced some level of heave
in both lagoon and embankment. The heave in the lagoon was 0.8 cm by 2037, followed
by a growth to a maximum of 1.3 cm by 2069 due to the combined effect of the lagoon
temperature and GSHEs. The heave in the embankment surface was 2.3 cm and stayed
almost constant with the exception of some fluctuations in 2041 and 2058. The induced
heave compensated for the thaw settlement to some extent, resulting in the net settlement
reaching 1.3 and 2.6 cm in the lagoon and embankment, respectively.

Figure 9. (a) Temperature variation and (b) thaw settlement in the presence of the embedded GSHE system.

3.3. Effect of Operational Parameters of the Horizontal GSHE System on the Heat Extraction
Power and Thaw Settlement

Analyzing different operational parameters given in Table 3 proved that these parame-
ters have a significant impact on the heat extraction power and permafrost thaw settlement.
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Table 3. The effect of operational parameters on the heat extraction power permafrost thaw settle-
ment.

Operational Parameter Value
Heat Extraction

1 (MW·h)

Final Thaw Settlement (cm)

Lagoon Embankment

Fluid Temperature (◦C)

−1 328 5.1 7.4
−5 573 2.2 2.4
−10 954 −0.5 (Heave) 3.5
−15 1339 −1.9 (Heave) 2.3

Fluid Velocity (m/s)
0.2 547 2.5 28.9
0.4 573 2.2 2.4
0.6 565 2.4 9.8

Burial Depth (m)
1.5 573 2.2 2.4
2.5 387 2.1 16.3
3.5 336 2.2 10.9

1 Heat extraction power of a set of GSHP (one below the primary and one below the secondary cell) in their
50-year lifetime.

As expected, the heat extraction power increased when lower fluid inlet temperatures
were used. Based on Equation (2), larger temperature gradient between the fluid coolant
and the surrounding soil leads to higher heat transfer quantities. Conversely, the fastest
coolant did not contribute to the highest heat extraction power and 1.4% decrease was
observed when the fluid inlet velocity changed from 0.4 to 0.6 m/s. Similar to the inlet tem-
perature, changing the burial depth resulted in significant variation of the heat extraction
power and compared to 1.5 m burial depth, 32% and 41% reduction was observed with 2.5
and 3.5 m pipe burial depths. Deeper operational pipes were further from the lagoon heat
flux and therefore they were exposed to smaller temperature gradient.

With regard to settlement, using a −5 ◦C coolant instead of −1 ◦C reduced the lagoon
thaw settlement by 57%. Similarly, the embankment settlement decreased from 7.4 to
2.4 cm, and the maximum difference in the lagoon and embankment declined by 91%.
Colder fluids with a temperature of −10 and −15 ◦C resulted in larger heave in the lagoon
bottom which could initiate cracks in the wastewater facility. In the embankment, using
−10 ◦C fluid temperature increased the settlement by 1.1 cm compared to −5 ◦C fluid. The
smallest embankment settlement occurred when −15 ◦C fluid temperature was used. In
light of the above, a heat carrier temperature of −5 ◦C provided the best results.

Changing the heat carrier inlet velocity from 0.4 to 0.2 m/s and from 0.4 to 0.6 m/s
resulted in 0.3 and 0.2 cm increase in the final thaw settlement of the lagoon, respectively.
Greater differences emerged in the embankment thaw settlement, where changing the
fluid inlet velocity from 0.4 to 0.2 m/s resulted in a roughly 12-fold increase in the thaw
settlement. Changing this parameter to 0.6 m/s resulted in a fourfold increase in the thaw
settlement. A faster heat carrier passes the domain in a shorter time, so it loses the cold
much less. Therefore, the passing fluid stays cold enough along the system to freeze back
the permafrost. However, when this parameter reaches a certain value, no improvement
is achieved as the friction forces produce thermal energy in the pipes. Therefore, 0.4 m/s
fluid velocity was the optimum value for permafrost stabilization in this research.

Pipe burial depth variation only caused marginal differences in the lagoon thaw
settlement. The embankment thaw settlement, on the other hand, increased to 16.3 cm
with GSHE located at the depth of 2.5 m. Burial depth of 3.5 m caused an 8.5 cm growth
in the embankment thaw settlement, a smaller increase compared to 2.5 m burial depth.
While the deeper pipes can still maintain the soil below the lagoon frozen, their influence
becomes trivial for the areas underlying the embankment as they go deeper.

It can be concluded that no predictable relationship exists between the increas-
ing/decreasing GSHE operational parameters and the GSHE performance. In other words,
the optimum value for each operational parameter should be investigated separately and
through trial and error. These optimum values can also vary from project to project, de-
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pending upon soil thermal, hydraulic, and mechanical properties, as well as permafrost
depth and temperature.

4. Conclusions

This research investigated the long-term performance of the horizontal GSHE sys-
tem and the effect of some of its operational parameters on mitigating permafrost thaw
settlement. The study site was Ross River, Yukon, Canada, where the huge heat leakage
in a conventional lagoon was expected to induce permafrost degradation and significant
thaw settlement. The results indicated that the entire permafrost would thaw after twelve
years under the climatic and lagoon heat fluxes. The thaw rate was more significant under
the lagoon in the long term, resulting in an uneven settlement in the subsurface. Using
the GSHE system proved to efficiently maintain the permafrost temperature within the
freezing temperature and significantly reduce the thaw settlement in both lagoon and
embankment. GSHE operational parameters marginally differentiated the final lagoon
settlement value. However, these parameters contributed to resulting in more notable
changes in the embankment final settlement. Heat extraction power is greatly affected due
to the changes in the fluid inlet temperature and the pipe burial depth. It should be noted
that the relationship between increasing/decreasing the operational parameters and the
heat extraction power/final thaw settlement cannot be predicted without analyzing them
and the optimum values of these parameters should be found through trial and error.
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Abstract: Before the excavation of underground engineering, joints, fissures, and voids already exist
in the rock—that is, there are defects in the rock. Due to the existence of these defects, the rock
produces plastic deformation, which can lead to incompatible deformation. Therefore, the classic
continuum theory cannot accurately describe the deformation of the rock. In this paper, a relationship
between the strain tensor and metric tensor was studied by analyzing the three states of elastic
plastic deformation, and the elasto-plastic incompatible model was built. Additionally, the stress
and deformation of a thick-walled cylinder under hydrostatic pressure was investigated by using a
finite element program written in the FORTRAN language. The results show that the plastic strain
is associated with not only deviator stress but also the distribution of defects (represented by the
incompatible parameter R). With the value of R increasing, the defects in the rock increased, but the
elastic plastic stiffness matrix decreased. Thus, as more rock enters the plastic state, the deformation
of the surrounding rock is enlarged.

Keywords: incompatibility; rock; plastic deformation; finite element

1. Introduction

The size and shape of an object will change under external forces, namely the defor-
mation of objects. After the external force is removed, the part of the deformation that
has disappeared is called elastic deformation, and the remaining deformation is plastic
deformation. The important characteristic of elastic deformation is reversibility—that is,
deformation occurs after the force is applied and disappears after the force is removed. This
indicates that the elastic deformation is determined by the binding force between atoms. If
an external force overcomes the gravitational pull between the atoms and pulls them apart,
the object will break, and its strength is called breaking strength. The actual object contains
defects such as dislocations and disclinations; with a small elastic deformation, the stress is
capable of activating the dislocation and making it move, resulting in plastic deformation.
For brittle materials, as they are more sensitive to stress concentration, when the stress is
slightly higher, the concentrated stress can lead to the movement and proliferation of these
defects, resulting in incompatible deformation. Therefore, the classical continuum theory
is not suitable for analyzing the defected rocks, and the incompatible deformation theory
can be used.

The incompatible deformation theory originates from the defect theory and has been
studied by many researchers [1–3]. Kondo first introduced differential geometry into
the defect theory. He established the relationship between the dislocation theory and
non-Riemannian geometry [4]. Later on, Anthony pointed out the relationship between
differential geometry and disclinations [5]. Then, Kroner completed the underlying theory
for defects and differential geometry including dislocations and extra-matter [6]. These
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Processes 2021, 9, 2215

investigations were conducted to establish a relation between the parameters of non-
Euclidean geometry and the elastic strain, bend-twist, and quasi-plastic strain of the
defect theory [7]. M.A. Guzev first introduced the incompatible deformation theory to
geotechnical engineering and assumed that the deformed body is in a Riemannian space.
The curvature tensor R is not zero, so it is treated as an independent thermodynamic
variable. As a result, a Riemann continuous model is established by using unbalanced
thermodynamics. The stress distribution of a deep circle tunnel under plane strain was
analyzed [8–13]. Zhou Xiaoping and Qian Qihu considered the impact of damage on a rock,
described the damage degree of surrounding rocks in a deep circular tunnel according to the
damage variables defined by the energy equivalence of damage mechanics, and analyzed
the relationship between the damage of a deep rock and zonal fracture [14–16]. From the
perspective of differential geometry, these existing models in geotechnical engineering
all assumed that the undeformed body is in a three-dimensional Euclidean space, or the
deformed body is a manifold. However, there are defects such as joints and cracks in the
rock before excavation; therefore, the initial configuration should also be regarded as a
manifold. In this paper, three configurations are constructed to describe the elastoplastic
deformation of rocks in differential geometry, and the relationship between the strain
tensor and interior metric tensor is established. Accordingly, an elastoplastic incompatible
model is constructed. Finally, the elastoplastic finite element program is written in the
FORTRAN language, and the stress and deformation of a circular tunnel under hydrostatic
pressure is also analyzed.

2. The Incompatible Plastic Deformation Theory of Rocks

For rocks with elastoplastic deformation, we need to analyze three configurations. As
shown in Figure 1 below, in the initial configuration Ω0, the rock is undeformed, and X, the
micro element at any point, is denoted as dX. The deformed rock is the current configuration
Ω, which has undergone much plastic deformation. The micro element at any point, namely
x of the deformed rock, is denoted as dx. In addition, the intermediate configuration Ω* is
also introduced. The intermediate configuration is assumed to be obtained from the initial
configuration through pure plastic deformation or from the current configuration through
the process of elastic unloading, where the micro element at any point ζ is denoted as dζ.

Figure 1. Three configurations of plasticity deformation.

A point X on Ω0 is mapped to a point ζ on the intermediate configuration Ω* under
the mapping χp:

χp : X → ζ (1)

Due to the presence of these defects, the initial configuration is a material of mani-
fold. In local coordinates, the neighborhood of point X has coordinates (X1, . . . , X3); the
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neighborhood of point ζ has coordinates (ζ1, . . . , ζn); χp is a continuous mapping; and the
transformation matrix between X and ζ is ∂ζ/∂X.

In differential geometry, χp is an immersion mapping of manifold M to manifold L,
and the intermediate configuration is assumed to be a Riemannian manifold with a metric
structure of a symmetric nonsingular covariant tensor field of the second order. In an
analysis of local properties, it can be considered that M is embedded in L, inducing the
push from the tangent space:

χ
p
∗ : η I(X)∂I → η I(X)Aα

I ∂α = ηα∂α (2)

A metric is defined in a Riemannian manifold as

ds2∗ = gαβdζαdζβ (3)

The metric tensor field gαβ on L is dragged back to the metric field GIJ on M by

ds2∗ = gαβ Aα
I Aβ

J dXIdXJ = GI JdXIdXJ (4)

The metric tensor g of manifold L is determined by the distribution of rock defects and
the degree of plastic deformation, while the metric tensor G of manifold M is determined
by the distribution of these rock defects.

The element dX at a point X in the initial configuration can be related to the element
dζ at a point ζ in the intermediate configuration through nonholonomic transformation:

dζ = AdX (5)

A is the nonholonomic coefficient. The components satisfy

dζα = Aα
I dXI , eα = Aα

I eI (6)

Point ζ on Ω* is mapped to point x on Ω under mapping χe:

χe : ζ → x (7)

There is a tangent mapping at ζ:

ψ∗ : Tζ(Ω∗) → Tx(Ω) (8)

The local coordinate of point ζ is (ζ1, . . . , ζn), the corresponding coordinate of point x
is (x1, . . . , x3), χe is a continuous mapping, and the transformation matrix between ζ and
x is ∂x/∂ζ. The metric tensor of the current configuration N is determined by the metric
tensor G of the intermediate configuration and the elastic deformation εe.

Because the elastic deformation is reversible, we have

dx = Fdζ (9)

F is the deformation gradient, and its components satisfy

dxi = Fi
αdζα, ei = Fα

i eα (10)

The deformation of rocks can be considered as occurrences in a three-dimensional
Euclidean space in a small range. The total deformation from the initial configuration to
the current configuration is

χ = χe·χp (11)

Since the rock is in a three-dimensional Euclidean space before and after the deforma-
tion, the total deformation is compatible, so χ is bijective, and according to the composite
mapping theorem, if χp is injective, then χe is surjective.
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The initial configuration is in a three-dimensional Euclidean space, and the length
square of the element at point X is

ds2
0 = δI JdXI XJ (12)

The intermediate configuration is a Riemannian manifold, whose element length
squared is

ds2∗ = gαβdζαdζβ = gαβ Aα
I Aβ

J dXIdXJ (13)

The current configuration is also in a three-dimensional Euclidean space, and its
element length squared is

ds2 = δijdxidxj = δijFi
I Fj

J dXIdXJ = FK
I FK

J dXIdXJ (14)

Therefore, the change in the squared length of the element from the intermediate
configuration to the current configuration is

ds2 − ds2∗ = (FK
I FK

J − gI J)dXIdXJ = 2εe
I JdXIdXJ (15)

where εe
I J is the elastic strain tensor. If we substitute the displacement equation into

Equation (15), we will have

εe
I J =

1
2 (FK

I FK
J − gI J) =

1
2 [(δkI +

∂uk
∂xI

)(δkI +
∂uk
∂xJ

)− gI J ]

= 1
2 [δI J +

∂uI
∂xJ

+
∂uJ
∂xI

+ ∂uk
∂xI

∂uk
∂xJ

− gI J ]

= 1
2 (

∂uI
∂xJ

+
∂uJ
∂xI

+ ∂uk
∂xI

∂uk
∂xJ

) + 1
2 (δI J − gI J)

(16)

where εIJ is the strain tensor in classic elasticity strain. When the deformation of the rock is
small, the quadratic term in the above equation can be ignored, i.e.,

εe
I J = ε I J +

1
2
(δI J − gI J) (17)

The last two terms of Equation (17) are incompatible deformation terms—that is,
the existence of plastic deformation makes the elastic deformation itself uncoordinated.
Generally, the local coordinate basis {EI} of the initial configuration is different from the
local coordinate basis {ei} of the current configuration. When the incremental deformation is
small, the same coordinate basis vector {EI} = {ei} can be selected. Then, the above equation
can be written as

εe
ij = εij +

1
2

δij − 1
2

gij (18)

3. Stress-Strain Relationship of the Incompatible Plastic Deformation

In the present section, we consider a Stress-Strain relationship of the incompatible
plastic deformation. A number of variables and symbols are listed as follows:

1. The total strain tensor εij;
2. The elastic strain tensor εe

ij;

3. The plastic strain tensor ε
p
ij;

4. The internal metric tensor gij;
5. The elastic stiffness tensor Cijkl;
6. The elastic stress tensor σij;
7. The plastic multiplier dλ;
8. The plastic potential w;
9. The yield function F;
10. The flow vector a;
11. The hardening parameter κ;
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12. The usual matrix of elastic constants D;
13. The incompatible parameter R;
14. The elastic-plastic stiffness matrix Dep;
15. The three principal stresses σ1, σ2, σ3;
16. The three principal deviatoric stresses σ′

1, σ′
2, σ′

3;
17. The three stress invariants J1, J2, J3;
18. The three invariants of deviatoric stress J′1, J′2, J′3;
19. The internal friction angle φ;
20. The cohesion c.

After the rock enters the state of plastic deformation, the strain at any point is com-
posed of elastic strain and plastic strain. When the external load has a small increment,
the total strain also has a small increment. The total strain increment consists of an elastic
strain increment and a plastic strain increment, namely

dεij = dεe
ij + dε

p
ij (19)

By substituting Equation (18) into Equation (19), we will obtain

dεe
ij = dεij +

1
2

dδij − 1
2

dgij − dε
p
ij = dεij − 1

2
dgij − dε

p
ij (20)

The relationship between the elastic stress increment and strain increment can be
determined by Hooke’s law as

dσij = Cijkldεe
kl (21)

where Cijkl is the elastic stiffness tensor. Since the plastic strain can be obtained through the
flow law, the Stress-Strain relationship for ideal elastoplastic materials can be expressed as

dσij = Cijkl

(
dεij − dλ

∂w
∂σkl

− 1
2

dgkl

)
(22)

where dλ is an undetermined nonnegative scalar termed the plastic multiplier. During the
plastic deformation, the stress point stays on the yield surface, and this supplementary
condition is called the consistency condition, which is expressed by the following formula as

dF =
∂F
∂σ

dσ +
∂F
∂κ

dκ = aTdσ − Adλ = 0 (23)

with the definitions of

aT =
∂F
∂σ

=

[
∂F
∂σx

,
∂F
∂σy

,
∂F
∂σz

,
∂F

∂τyz
,

∂F
∂τzx

,
∂F

∂τxy

]
(24)

A = − 1
dλ

∂F
∂κ

dκ (25)

The vector a is termed the flow vector. Equation (22) can be immediately rewritten as

(1 − R)dε = [D]−1dσ + dλ
∂F
∂σ

(26)

where D is the usual matrix of elastic constants. Setting dgkl/dεkl = 2 R, according to
Equation (18), we can obtain

R =
dgkl
dεkl

= 1 − dεe
kl

dεkl
= 1 − E

Ee
(27)
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where Ee is the elastic modulus of an intact rock, and E is the elastic modulus of a rock
with defects. The parameter R reflects the influence of microscopic defects on macroscopic
deformation of the rock.

Premultiplying both sides of Equation (26) by using dT
D = aT D and eliminating aTdσ

by the use of Equation (23), we can obtain

dλ =
(1 − R)

A + aT Da
aTdDdε (28)

Substituting Equation (28) into Equation (26) we can obtain the complete incompatible
elastic-plastic incremental Stress-Strain relation as

dσ = Depdε (29)

where

Dep = (1 − R)(D − dDdT
D

A + dTa
); dD = Da (30)

For numerical computation, it is convenient to write the yield function in terms of
stress invariants. The advantage is that it permits the computer coding of yield function
and the flow rule in a general form [17]. The principal deviatoric stresses σ′

1, σ′
2, σ′

3 are
given as the roots of the cubic equation [18]

t3 − J′2t − J′3 = 0 (31)

Noting the trigonometric identity

sin3 θ − 3
4

sin θ +
1
4

sin 3θ = 0 (32)

and setting t = rsinθ and substituting into Equation (31), we can obtain

sin3 θ − J′2
r2 sin θ − J′3

r3 = 0 (33)

Comparing Equation (32) and Equation (33), we can obtain

r =
2√
3
(J′2)

1
2 (34)

sin 3θ = − J′3
r3 = −3

√
3

2
J′3

(J′2)
3/2 (35)

By noting the cyclic nature of sin (θ + 2 nπ), we have immediately made the three
possible values of sinθ which define the three principal stresses. The deviatoric principal
stresses are given by t = rsinθ upon substitution of the three values of sinθ in turn. Substi-
tuting for r from Equation (34) and adding the mean hydrostatic stress component give the
total principal stresses as

⎧⎨
⎩

σ1
σ2
σ3

⎫⎬
⎭ =

2√
3
(J′2)

1
2

⎧⎨
⎩

sin(θ + 2π
3 )

sin θ

sin(θ + 4
3 π)

⎫⎬
⎭+

J1

3

⎧⎨
⎩

1
1
1

⎫⎬
⎭ (36)

with σ1 > σ2 > σ3. For geomaterials, they typically have a frictional strength and different
strengths in tension and in compression, so we can choose the Mohr–Coulomb yield
criterion and write it in terms of J1, J2, and θ as

1
3

J1 sin φ + (J′2)
1
2 (cos θ − 1√

3
sin θ sin φ) = c cos φ (37)
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In order to calculate the Dep matrix in (30), we need to express vector a in a form
suitable for numerical computation as

aT =
∂F
∂σ

=
∂F
∂J2

∂J2

∂σ
+

∂F

∂
(

J′2
)1/2

∂(J′2)
1/2

∂σ
+

∂F
∂θ

∂θ

∂σ
(38)

Differentiating Equation (35), we can obtain

∂θ

∂σ
=

−√
3

2 cos 3θ

[
1(

J′2
)3/2

∂J3

∂σ
− ∂J3(

J′2
)2

(J′2)
1/2

∂σ

]
(39)

Substituting Equation (38) in Equation (37) and using Equation (35), we can write a as

a = C1a1 + C2a2 + C3a3 (40)

where
aT

1 =
∂J1

∂σ
= {1, 1, 1, 0, 0, 0} (41)

aT
2 =

∂(J′2)
1/2

∂σ
=

1

2
(

J′2
)1/2

{
sx, sy, sz, 2τyz, 2τzx, 2τxy

}
(42)

aT
3 =

∂J3

∂σ
=

{
(sysz − τ2

yz +
J′2
3 ), (sxsz − τ2

xz +
J′2
3 ), (sxsy − τ2

xy +
J′2
3 ),

2(τzxτxy − sxτyz), 2(τyzτxy − syτzx), 2(τyzτzx − szτxy)

}
(43)

and
C1 =

∂F
∂J1

(44)

C2 =
∂F

∂(J′2)
1/2 − tan 3θ

(J′2)
1/2

∂F
∂θ

(45)

C3 =
−√

3
2 cos 3θ

1

(J′2)
3/2

∂F
∂θ

(46)

The C1, C2, and C3 are the constants related to the yield surface. The tunnel excavated
in underground engineering can be regarded as a problem of two-dimensional plane
strain. According to the Mohr-Coulomb yield criterion, the equation from Equation (40) to
Equation (46) can be written as

aT
1 = {1, 1, 0, 1} (47)

aT
2 =

1

2
(

J′2
)1/2

{
sx, sy, 2τxy, sz

}
(48)

aT
3 =

∂J3

∂σ
=

{
(sysz +

J′2
3
), (sxsz +

J′2
3
), 2szτxy, (sxsy +

J′2
3
),
}

(49)

and
C1 =

1
3

sin φ (50)

C2 = cos θ
[
(1 + tan θ tan 3θ) + sin φ(tan 3θ − tan θ)/

√
3
]

(51)

C3 =

√
3 sin θ + cos θ sin φ

2J′2 cos 3θ
(52)

4. Numerical Analysis

The FORTRAN language was used to write the elastic-plastic finite element program
for the problem of two-dimensional plane strain. The parameters are listed as follows. It is
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assumed that the rock satisfies the associated flow rule, which is the Mohr–Coulomb yield
criterion: the material constants include a Young’s modulus E = 21 GPa, a Poisson’s ratio
v = 0.3, an internal friction angle φ = 30◦, and a cohesion c = 5.85 MPa. The problem chosen
is a thick-walled cylinder subjected to the external pressure P, with plane strain conditions
assumed in the axial direction. Axisymmetry normally only requires analyzing a segment
of the cylinder. For example, a 90◦ segment (see Figure 2) is used here to take advantage of
the symmetry conditions along the x and y axes.

 

Figure 2. Different mesh divisions for the problem.

Before analyzing the problem, a sensitivity analysis of mesh is necessary. A number of
different mesh divisions are shown in Figure 2, where an eight-node quadrangle element
was chosen.

Referring to Figure 3, it can be seen that the results of meshes are quite reasonable
since the results of radial stress and tangential stress are coincident with the results in the
theoretical curve.

  

(a) (b) 

Figure 3. The distribution of radial stress and tangential stress in the thick cylinder; (a) Radial stress distribution under
P = 14 MPa; (b) Tangential stress distribution under P = 14 MPa.
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Thus, mesh(c) will be used because of the higher accuracy and relatively small amount
of computation involved. After having decided on the element type and mesh division, it
is now possible to prepare the data before putting them into the program. Such data are
extracted directly from the drawing of the structure (see Figure 4) in which all information
concerns nodes and element numbers, and load and boundary conditions are available.

Figure 4. Details of the example problem.

When the surrounding rock is intact, or with no defects, the distribution of stress is
shown in Figure 5 below. When the pressure level of the surrounding rock is at 10 MPa, the
surrounding rock is in an elastic state, and the distribution of hoop stress and radial stress
is completely consistent with the elastic solution. With the increase in the surrounding rock
stress, when the pressure of the surrounding rock is at 12 MPa, the plastic state appears
0.5 m closer to the inside of the tunnel, and the hoop stress increases first and decreases
with the radius. The rock to the left of the peak point is in a plastic state, while the rock to
the right of the peak point is in an elastic state. As the pressure of the surrounding rock
continues to increase (14 MPa, 16 MPa, 18 MPa), the plastic zone of the surrounding rock
also expands, and the radius of the plastic zone can be 3.35 m, 4.25 m, and 5.25 m. When
the pressure of the surrounding rock reaches 19.4 MPa, all rocks in the region come to a
plastic state.

When the surrounding rock is a defect mass, the stiffness of the surrounding rock
decreases due to the existence of the defect, per se, and the changes are shown in Figure 6
below. When R = 0, the rock has no defects, and the surrounding rock reaches a plastic
state at 19.4 MPa. When R = 0.2, the surrounding rock reaches the plastic state at 19.2 MPa,
indicating that the existence of defects reduces the stiffness of the surrounding rock, but
the defects have little influence on the stress of the surrounding rock. When R = 0.4, the
surrounding rock reaches a plastic state at 17.4 MPa, and the influence of the defects of the
surrounding rock stress is further increased. When R = 0.5, the defects have a significant
effect on the surrounding rock, and the surrounding rock reaches plasticity at 12.8 MPa.

Due to the existence of defects, the stiffness of the surrounding rock decreases, and the
deformation increases. The variation rule of deformation with incompatible parameters
when the stress of the surrounding rock is at 19 MPa is assessed, as shown in Figure 7
below. When R increases from 0.1 to 0.3, the displacement of the surrounding rock in-
creases linearly; when R reaches 0.4, the displacement increases more greatly than what it
was before.
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 5. The distribution of radial stress and tangential stress varies with the confining pressure; (a) P = 10 MPa;
(b) P = 12 MPa; (c) P = 14 MPa; (d) P = 16 MPa; (e) P = 18 MPa; (f) P = 19.4 MPa.
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R  
Figure 6. Variation in the confining pressure with incompatible parameter R when the rock reaches
plasticity.

 R  
(a) (b) 

Figure 7. Variation in the deformation of the surrounding rock with incompatible parameters; (a) displacement of the
surrounding rock; (b) displacement of the cylinder surface.

5. Conclusions

(1) The existence of defects is the cause of incompatible deformation, and plastic defor-
mation is the result of incompatible deformation as well. Although the deformed
object has undergone much plastic deformation, it still exists in a three-dimensional
Euclidean space, so the rock before and after the deformation is in a Euler space. The
incompatible plastic deformation leads to the incompatible elastic deformation, while
the total deformation can be coordinated.

(2) When the deformation of the rock is small, the deformed and undeformed body can
use the same coordinate base vector, and assuming the rock is an ideal plastic material,
we can obtain the incremental plastic Stress-Strain relationship of the rock. The plastic
strain increment is not only associated with the deviatoric stress state but also with the
defect distribution. This distribution can be expressed as an incompatible parameter
R. The larger the value of R is, the more defects there are in the rock and the smaller
the elastic-plastic stiffness matrix will be.

(3) The excavation of a deep underground tunnel can be regarded as a problem of two-
dimensional plane strain. An elastic-plastic finite element program is written in the
FORTRAN language to analyze circular tunnels under hydrostatic pressure. As the
existence of defects decreases the stiffness of the surrounding rock, the larger the

49



Processes 2021, 9, 2215

value of parameter R is, the faster the rock enters the plastic state and the larger the
deformation of the surrounding rock will be.
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Abstract: The full-scale static pile loading test is without question the most reliable methodology for
estimating the ultimate capacity of large diameter bored piles (LDBP). However, in most cases, the
obtained load-settlement curves from LDBP loading tests tend to increase without reaching the failure
point or an asymptote. Loading an LDBP until reaching apparent failure is seldom practical because
of the significant amount of settlement usually required for the full shaft and base mobilizations.
With that in mind, the supervised learning algorithm requires a huge labeled data set to train the
machine properly, which makes it ideal for sensitivity analysis, forecasting, and predictions, among
other unsupervised algorithms. However, providing such a huge dataset of LDBP loaded to failure
tests might be very complicated. In this paper, a novel practice has been proposed to establish a
labeled dataset needed to train supervised machine learning algorithms on accurately predicting
the ultimate capacity of an LDBP. A comprehensive numerical parametric study was carried out to
investigate the effect of both pile geometrical and soil geotechnical parameters on both the ultimate
capacity and settlement of an LDBP. This study was based on field measurements of loaded to failure
LDBP tests. Results of the 29 applied models were compared with the calibrated model results,
and the variation in LDBP behavior due to change in any of the hyperparameters was discussed.
Accordingly, three primary characteristics were identified to diagnose the failure of LDBPs. Those
characteristics were utilized to establish a decision tree of a supervised machine learning algorithm
that can be used to predict the ultimate capacity of an LDBP.

Keywords: large diameter bored pile; hyperparameters; supervised machine learning; finite element
method; parametric study; load transfer; failure mechanism

1. Introduction

The design of foundations has to satisfy two principal necessities [1]. First, complete
failure of the foundation must be prevented with a sufficient margin of safety. Usually,
the safety factor is assumed in practice to obtain the maximum safe foundation load (load-
based design approach). Second, the relative and total settlements of the foundation must
be kept within limits that the superstructure can tolerate. Therefore, the settlement of
the foundation under the working load has to be estimated to ascertain its effect on the
superstructure (settlement-based design approach). Traditionally, both load and settle-
ment control approaches are usually applied separately in the design process. However,
Ref. [2] stated that the allowable load on the pile foundation should be obtained through a
combined approach considering both soil resistance and its settlement inseparably acting
together and each influencing the value of the other.

Processes 2021, 9, 1411. https://doi.org/10.3390/pr9081411 https://www.mdpi.com/journal/processes51
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Significant contributions have been proposed to develop a settlement-based design
approach for large diameter bored piles (LDBP) alongside the conventional capacity-based
design approaches. Despite that, several studies [3–6] reported that most of the available
methods for forecasting either the bearing capacity or the load-settlement behavior of
LDBP invariably are associated with various degrees of uncertainty resulting from several
factors. The mechanisms of pile foundations and pile–soil interaction are ambiguous,
complex, and not yet entirely understood [7–10]. Additionally, several factors influence the
pile settlement in a semi-infinite mass and a finite layer, as indicated by [11], i.e., the pile
length to diameter ratio, Poisson’s ratio, and others. Based on results of numerical analyses
studies, it was argued by [12] that the skin friction and end bearing load-transfer responses
of large diameter bored piles may invariably depend on the pile shaft length to diameter
ratio (l/d), the relative strength and stiffness of the existing soils along the pile shaft and
in the vicinity of the pile base, also the applied load level, and the accomplished amount
of pile settlement. Those conclusions pinpoint that pile proportional and geometrical
parameters (length and diameter) have a significant effect not only on pile settlement but
also on the ultimate capacity of the pile, i.e., the portion of the load carried by end bearing
resistance may be somewhat dominant in the cases of either an embedded short pile in a
predominately homogeneous granular soil or an embedded long pile in a stronger/stiffer
layer overlain by a weaker/soft layer. Incidentally, Ref. [12] proposed an l/d limit of “10”
to distinguish between short and long piles.

Consequently, by necessity, many of the available methods have been mainly based on
simplifications and assumptions [13]. This has led to limited success in terms of providing
consistent and accurate predictions (Refs. [8,14–17]). Therefore, the in-situ pile loading
test has been commonly accepted as the method providing accurate bearing capacity and
settlement predictions. For design purposes, the full load–settlement response of the pile
has to be well predicted and simulated; the designer can thus decide the ultimate load and
comply with the serviceability requirement. Based on that, the loading test has been widely
recommended by several international design standards (e.g., Refs. [18,19] and others).

Fellenius [20] defined the ultimate pile capacity at failure state, based on the pile load
settlement performance as the load at which a considerable increase in the pile settlement
occurs under a sustained or slight increase in the applied load. However, in most cases,
load-settlement curves obtained from full-scale load tests conducted on large diameter
bored piles tend to increase without reaching the failure point or an asymptote. Despite the
reliability, loading of this class of piles (large diameter bored piles) until reaching apparent
failure is seldom practical. An enormous amount of pile settlement is usually compulsory
to achieve full friction and bearing mobilization [21–24]. Therefore, several extrapolation
techniques, such as [25,26], among others, were developed to interpret the pile failure
load (ultimate pile capacity) using the pile loading test data. Most of those methods are
associated with several degrees of uncertainty as they were developed using the results
of different cases of pile loading tests with a variety of pile geometries and geological
conditions, and hence occasionally, any two give the same failure load (Refs. [5,15,27]).
Despite that, these methods are widely accepted in many international design codes (e.g.,
Refs. [18,19]) to predict the ultimate capacity of large diameter bored piles if the in-situ
loading test measurements do not indicate an apparent failure point.

Several international codes (e.g., Refs. [18,19,28]) suggest settlement-based failure
methods for estimation of the ultimate capacity of large diameter bored piles in caseit
is impossible to perform pile loading tests at the design phase. In addition, various
correlations have been proposed in several pile design codes to predict the bearing capacity
of large diameter bored piles based on the results of in-situ soil tests such as the Standard
Penetration Test (SPT) and the Cone Penetration Test (CPT). However, most of the available
forecasting methods either for the bearing capacity or the load-settlement behavior of large
diameter bored piles in clay soils are deterministic in the sense that average/representative
values of the soil properties incorporated along the affected zone of soil by the pile load are
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used. However, these pile design methods neglected the potentially existing variation of the
in-situ soil properties along the pile shaft (inherent vertical soil variability) (Refs. [5,29–32]).

With that in mind, the load transfer method is generally a simple analytical procedure
that can be applied in many complex situations, such as variation in the sections along a pile
shaft and an inhomogeneous layered soil system. Therefore, there is still a need to develop
a theoretically sound method that predicts a reliable value for the ultimate capacity of
large diameter bored piles (LDBP). However, with the new technologies available recently,
such as neural networks, artificial intelligence, and machine learning, the influence of
both soil resistance and its settlement can be more accurately considered inseparably,
acting together and each influencing the value of the other. Nevertheless, the machine
should first learn the effect of each parameter influencing the pile behavior. Therefore, each
influencing factor should be investigated individually to be used in the machine learning
process [33–37]. The parameters whose values are used to control the learning process are
called hyperparameters.

Supervised and unsupervised machine learning are the two basic approaches of
artificial intelligence (AI) and machine learning. The main distinction between the two
approaches is the use of labeled datasets [34,37]. Supervised learning uses labeled input
and output data, while an unsupervised learning algorithm does not. These datasets are
designed to train or supervise algorithms into classifying data or predicting outcomes
accurately. Using labeled inputs and outputs, the model can measure its accuracy and learn
over time. On the other hand, unsupervised learning uses machine learning algorithms to
analyze and cluster unlabeled data sets. These algorithms discover hidden patterns in data
without the need for human intervention. Thus, supervised learning models are ideal for
sensitivity analysis, forecasting, and predictions, among others. Despite that, they require
a huge data set to train the machine properly and obtain accurate results [34]. With that in
mind, it is hard to have a huge data set for loading tests for the pile cases, especially for
LDBP that rarely reach failure.

Certainly, the full-scale static pile loading test is the most reliable methodology for
estimating the ultimate capacity of large diameter bored piles (LDBP). That is why several
international geotechnical codes and foundation design standards (e.g., Refs. [18,19,28])
recommend this method to study and investigate the load transfer and failure mechanisms
of this class of piles. However, in most cases, the obtained load-settlement curves from
such tests conducted on LDBP tend to increase without reaching the failure point or an
asymptote. Loading LDBP until they reach apparent failure is seldom practical because
of the significant amount of pile settlement that is usually required to fully mobilize the
pile shaft and reach the ultimate base resistances [21–27]. Huge test loads and hence high-
capacity reaction systems should be used to accomplish the required enormous settlements.
Thus, the targeted failure load may not always be practical to achieve, as reported in many
case studies [21–27].

In this paper, a novel practice is proposed to establish a labeled dataset needed to
train a supervised learning algorithm on accurately predicting the ultimate capacity of the
LDBP. A comprehensive parametric study is carried out to investigate the effect of both pile
geometrical and soil geotechnical parameters on both the ultimate capacity and settlement
of LDBP installed in clayey soils. The procedure followed in this parametric study aims to
explore the characteristic effect of each factor affecting the behavior of LDBP by comparing
results of the numerical models with the measurements of a well-documented loaded to
failure pile load test and assess the variation in both pile settlement and ultimate capacity
due to change in either pile geometrical or soil geotechnical factors included in this study.
Results of this parametric study are utilized to develop the decision tree needed to train
supervised machine learning algorithms.

2. The Reference Case Study

A full-scale and well-instrumented load test was carried out by [38] at the location of
Alzey bridge (Germany) to investigate the behavior of a large diameter bored pile (LDBP).
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The instrumentation utilized in the LDBP loading test is described in Figure 1a. The length
and diameter of the investigated pile were 9.50 m and 1.30 m, respectively. This LDBP
was installed in overconsolidated stiff clay soil and subjected to axial loading cycles until
achieving failure, as shown in Figure 1b. Test setup and the soil characteristics at the site
location are also given in Figure 1b.

Figure 1. Large diameter bored pile loading to failure test (modified from [38]). (a) Measuring devices and instrumentation.
(b) Test arrangement and typical soil profile with mechanical properties. (c) Field measurements of the loading test.

The main measurements of the well-instrumented load test are shown in Figure 1c.
As shown, the significant increase in the measured settlement indicated apparent failure at
the end of this test when the last load increment was applied on the pile head. More details
of the loading test are available in [38].

3. The Reference Numerical Calibration Study

A numerical study has been carried out to simulate the response of the LDBP of the
Alzey bridge case history [39]. Figure 2a shows the numerical model established to simulate
the drained condition of overconsolidated (OC) stiff clay soil. The micro-fissures associated
with the OC stiff clay are the main reason behind using the drained condition. These
micro-fissures usually provide avenues for local drainage; soil along fissures has softened
(increased water content) and is softer than intact material (more comprehensive discussion
for using the drained condition with OC stiff clay is provided in [39]). Three constitutive soil
models have been utilized to simulate the drained condition of the overconsolidated (OC)
stiff clay soil. It was found that for this case history, the modified Mohr-Coulomb (MMC)
constitutive model was superior to Mohr-Coulomb (MC) and the soft soil (SS) model in
the simulation of the soil behavior [40,41]. The secant stiffness non-linear convergence
method has been utilized to provide numerical stability required for the software solver
to obtain convergence at substantial strain results (at failure). In addition, the sensitivity
analyses performed also highlighted the significant effects of the mesh size and geometric
dimensions on the analysis results. Results of this calibration study showed that excellent
agreement was obtained between finite element results and the in-situ measurements of
both the pile load settlement and load transfer relationships, as presented in Figure 2b,c.
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Figure 2. Numerical model established to simulate the response of the LDBP of the Alzey bridge case history (after [39]).
(a) Details of boundary conditions. (b) Deformed shape of the finite element mesh (MMC) under the failure load. (c) Com-
parison between field measurements and the numerical results (after [39]).

Based on the numerical calibration analysis performed, the finite element method
was capable of predicting not only the working capacity but also the ultimate capacity of
the large diameter bored piles (LDBP). Moreover, the large induced pile settlement at the
failure state could be determined. The procedures that followed to calibrate the numerical
models are available in [39].

4. Methodology of the Parametric Study

Factors affecting the response of large diameter bored piles in clayey soils are classified
in this study into two main categories (Figure 3). The procedure followed in this parametric
study aims to explore the characteristic effect of each geometrical or geotechnical factor
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affecting the behavior of LDBP. Therefore, a particular sequence will be followed in this
study; each factor is explored separately. Measurements of the reference case are used
to assess the variation in both pile settlement and ultimate capacity due to change in the
factor under investigation, and the influences of the other parameters are filtered out at
this step. In this way, it is possible to examine the specific effect of each factor.

Figure 3. Factors affecting the behavior of large diameter bored pile in cohesive soil.

The first category (A) includes pile geometrical parameters (pile diameter D and pile
length L). The effect of these parameters on the response of large diameter bored piles
is assessed by implementing different values for pile diameter and length in the finite
element analyses. At the same time, soil properties are kept with the same values adopted
in the reference calibrated model [39] without any change to reveal the variance in pile
behavior due to the change in either pile diameter or length. Because the pile’s diameter
is the pivotal parameter in this study, nine numerical models for piles with equal lengths
and different diameters are established to reveal the change in ultimate bearing resistance
under the pile base during the failure. In contrast, only three finite element pile models
with equal diameters and various lengths ranging from double to triple the original pile
case’s length are established to investigate skin friction changes.

On the other hand, the second category (B) involves the cohesive soil geotechnical
parameters: effective cohesion c’, effective friction angle Ø’, lateral earth pressure coeffi-
cient K0, soil Young’s modulus E, and dilatancy angle Ψ. The effect of each of these soil
parameters on the response of LDBP in clayey soil will be individually evaluated by con-
sidering different values for each factor and assessing the change in the obtained ultimate
pile capacity. Worth noting in this category, pile geometry parameters are kept with the
same values adopted in the reference study [39]. Seventeen (17) new numerical analytical
trials are performed for this purpose and compared with the calibrated model results.

4.1. Adopted Parameters in the Numerical Models

Modified Mohr-Coulomb (MMC) constitutive model has been used to define the
drained condition of the homogenous overconsolidated stiff clay soil in all of the twenty-
nine established numerical models for both categories A and B. The adopted parameters
in each numerical model included in this study are summarized in Table 1. It is funda-
mental to note that the overconsolidation ratio (OCR) was set at a constant value of 2.0
for all cases [38], and its effect was not considered a variable in the parametric analyses.
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Additionally, the adopted values for shear strength parameters were selected to cover the
different OC stiff clay soil classes in various drained conditions.

Table 1. The adopted geometrical and geotechnical parameters in the parametric study.

Pile Structural Parameters Overconsolidated Stiff Clay Soil Parameters

Model No D L Eelastic μ Gc
γunsat\

γsat
ν C Ø Eref

50 = Eref
oed Eref

ur K0 ψ R

Units m m kN/m2 - kN/m3 kN/m3 - kN/m2 o kN/m2 kN/m2 - o -
1 (The Calibrated

Model) 1.3 9.5 24,248,711 0.2 24 20 0.3 20 22.5 45,000 90,000 0.8 0.1 1

2 0.4 9.5 24,248,711 0.2 24 20 0.3 20 22.5 45,000 90,000 0.8 0.1 1

3 0.5 9.5 24,248,711 0.2 24 20 0.3 20 22.5 45,000 90,000 0.8 0.1 1

4 0.6 9.5 24,248,711 0.2 24 20 0.3 20 22.5 45,000 90,000 0.8 0.1 1

5 0.7 9.5 24,248,711 0.2 24 20 0.3 20 22.5 45,000 90,000 0.8 0.1 1

6 0.8 9.5 24,248,711 0.2 24 20 0.3 20 22.5 45,000 90,000 0.8 0.1 1

7 1 9.5 24,248,711 0.2 24 20 0.3 20 22.5 45,000 90,000 0.8 0.1 1

8 1.2 9.5 24,248,711 0.2 24 20 0.3 20 22.5 45,000 90,000 0.8 0.1 1

9 1.5 9.5 24,248,711 0.2 24 20 0.3 20 22.5 45,000 90,000 0.8 0.1 1
10 2.0 9.5 24,248,711 0.2 24 20 0.3 20 22.5 45,000 90,000 0.8 0.1 1
11 1.3 13 24,248,711 0.2 24 20 0.3 20 22.5 45,000 90,000 0.8 0.1 1

12 1.3 19 24,248,711 0.2 24 20 0.3 20 22.5 45,000 90,000 0.8 0.1 1
13 1.3 26 24,248,711 0.2 24 20 0.3 20 22.5 45,000 90,000 0.8 0.1 1
14 1.3 9.5 24,248,711 0.2 24 20 0.3 20 22.5 20,000 40,000 0.8 0.1 1

15 1.3 9.5 24,248,711 0.2 24 20 0.3 20 22.5 30,000 60,000 0.8 0.1 1

16 1.3 9.5 24,248,711 0.2 24 20 0.3 20 22.5 60,000 120,000 0.8 0.1 1
17 1.3 9.5 24,248,711 0.2 24 20 0.3 20 22.5 80,000 160,000 0.8 0.1 1
18 1.3 9.5 24,248,711 0.2 24 20 0.3 20 10 45,000 90,000 0.8 0.1 1

19 1.3 9.5 24,248,711 0.2 24 20 0.3 20 15 45,000 90,000 0.8 0.1 1
20 1.3 9.5 24,248,711 0.2 24 20 0.3 20 30 45,000 90,000 0.8 0.1 1
21 1.3 9.5 24,248,711 0.2 24 20 0.3 5 22.5 45,000 90,000 0.8 0.1 1

22 1.3 9.5 24,248,711 0.2 24 20 0.3 10 22.5 45,000 90,000 0.8 0.1 1

23 1.3 9.5 24,248,711 0.2 24 20 0.3 30 22.5 45,000 90,000 0.8 0.1 1

24 1.3 9.5 24,248,711 0.2 24 20 0.3 50 22.5 45000 90,000 0.8 0.1 1
25 1.3 9.5 24,248,711 0.2 24 20 0.3 100 22.5 45,000 90,000 0.8 0.1 1
26 1.3 9.5 24,248,711 0.2 24 20 0.3 20 22.5 45,000 90,000 0.43 0.1 1

27 1.3 9.5 24,248,711 0.2 24 20 0.3 20 22.5 45,000 90,000 0.62 0.1 1

28 1.3 9.5 24,248,711 0.2 24 20 0.3 20 22.5 45,000 90,000 0.8 1.0 1

29 1.3 9.5 24,248,711 0.2 24 20 0.3 20 22.5 45,000 90,000 0.8 3.0 1
30 1.3 9.5 24,248,711 0.2 24 20 0.3 20 22.5 45,000 90,000 0.8 5.0 1

D: pile diameter. L: pile length. Eelastic: Young’s modulus of Pile material. μ: pile Poisson’s ratio. Ø’: soil effective friction angle. c’:
soil effective cohesion. v: soil Poisson’s ratio. K0: lateral earth pressure coefficient.t ψ: dilatancy angle. Ere f

50 : secant stiffness in the

standard drained triaxial test. Ere f
oed: tangential stiffness in oedometer test loading. Ere f

ur : elastic modulus at unloading. R: interface strength
reduction factor.

4.2. Numerical Modeling and Sensitivity

The 29 numerical models of this study were established using MIDAS GTS NX finite
element package. For category A, it was essential to perform sensitivity analysis to unify
the effect of mesh size on the examined finite element models. This sensitivity study has
been performed with the same procedure presented in the numerical reference study [39].
Results of these analytical trials showed that a fine mesh should be utilized to represent
the pile element with a size that enables having at least two or three mesh elements in
the vicinity of the pile base. This is important for bearing resistance results to eliminate
the effect of mesh dependence at the level of the pile base [40]. Further, the boundary
locations should be far away from the pile element for enough distance, not less than
15 times pile diameter (15D) in width, and at least 4 times the pile length (4L) in depth.
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These dimensions should be considered to ensure that the locations of boundaries do not
affect the analysis zone.

Based on the results of sensitivity analyses performed, 12 two-dimensional axisym-
metric models are established to investigate the effect of the pile geometrical parameters.
Nine of them are prepared to simulate 10 separate single piles with equal lengths of 9.50 m
and different diameters of; 0.40 m, 0.50 m, 0.60 m, 0.70 m, 0.80 m, 1.0 m, 1.20 m, 1.50 m,
and 2.0 m. The other three numerical models are established to simulate three single piles
with equal diameters of 1.30 m and different lengths of 13.0 m, 19.0 m, and 26.00 m. The
12 models’ results were compared with the reference case study (1.3 m diameter and 9.50 m
length) to assess the change in pile behavior due to change either in pile diameter or length.

In contrast, for category B, pile geometrical dimensions are taken with the same values
of the reference case study, and the soil properties are changed according to the factor
considered for evaluation in each section. The effect of the soil geotechnical parameters
is investigated through 17 numerical models, and no change in the pile geometry is
considered for this part of the study. Thus, the same mesh size and geometry dimensions
adopted previously in the reference calibrated model have also been adopted to investigate
the effect of category B parameters on pile response. According to [39], the positions
of the model boundaries did not affect the analysis results of stresses and displacement
around the pile when a numerical model height of 40 m and width of 20 m was adopted.
Furthermore, the pile was represented by a very fine mesh with a mesh size of 0.216 m
(quadratic 8-node elements). Additionally, with the same mesh size, a fine soil mesh media
was established around and below the pile element. Gradually, soil mesh size was increased
to be 1.0 m at the boundary locations.

According to the calibration study [39], very good agreements were obtained between
field measurements of the Alzey bridge case study and the results of the numerical analyses,
even at the failure state, when an interface strength reduction factor (R) of 1.0 was adopted
in the analyses. Consequently, the same value of the reduction factor was utilized in the 29
parametric models.

4.3. Stages of Analysis

Similarly to the analytical procedure utilized in the numerical calibration study, the
analysis sequence followed in this parametric study consists of three stages of analysis. The
first stage represents the initial stresses of the soil due to the overburden effect. This stage
is essential to simulate the initial condition of the soil before installing the pile. The second
stage started by changing the pile volume to concrete material instead of soil material to
represent the pile installation phase. It is worth noting that a rigid interface element has
been used in the second stage to provide the required numerical stability at this stage, as
it is rigidly connecting the paired nodes of soil and pile to avoid singularity. In the third
stage, the rigid interface has been replaced with the frictional interface, and the uniform
load is applied to the pile head using incremental load steps (250 kN per load increment).
The applied load in each case is defined with a value greater than the estimated value of
ultimate pile capacity (using [42]) for each of the 30 pile cases to allow the numerical solver
to achieve the failure according to the adopted convergence criteria.

4.4. Load Transfer Mechanism and Failure Criteria

The maximum load where convergence can be achieved in the numerical analysis is
considered as the failure load. Failure is also indicated by the apparent large settlement
that is expected to be induced under the application of the ultimate load. The pile load
transfer mechanism is investigated by determining the pile stress in the vicinity of the
pile base and multiplying it by the cross-sectional area of each pile case to obtain the pile
bearing resistance at each load increment. Thus, pile friction resistance can be calculated
by deducting the obtained pile bearing load from the total applied load at each loading
increment. Then, the relations between pile load settlement, pile friction, and bearing
capacities at each loading increment can be plotted. In contrast, the formation sequence,
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shape, and size of the formed plastic bulb at the failure status are explored at the obtained
ultimate load of each pile model.

5. Analysis Results and Discussion

5.1. Large Diameter Bored Pile Load-Settlement Relationship

For pile geometrical parameters (category A), load-settlement results of the nine
numerical pile models with different diameters and equal length (9.50 m) are presented
in Figure 4a. Additionally, the results of the three numerical equal-diameter (1.30 m) pile
models with different lengths are shown in Figure 4b. Those results were compared with
the load–settlement relationship of the calibrated model (Figure 1) to assess the change in
pile load settlement performance due to variation in either pile diameter D or pile length L.

Figure 4a,b highlight the effect of pile diameter and length on the ultimate pile capacity
and the induced settlement at failure. Hence, the ultimate capacity increases with increases
in pile diameter and length. Consequently, the induced settlement at the failure state is
also increased. A significant increase in pile settlement is also observed at the last load
increment in the results of the 12 finite element models (category A), as the induced pile
settlement at the last load increment (failure load) ranged from about one and a half to
more than two times the obtained settlement value at the pre-last loading increment.

Similarly, Figure 4c–e highlights that ultimate pile capacity is increased, and conse-
quently, the induced settlement at failure is also increased with increases of the following
soil geotechnical parameters from category B: clay effective cohesion (c’), effective friction
angle (Ø’), and soil dilatancy angle (Ψ). Conversely, the induced pile settlement at failure is
decreased with increases in the lateral earth pressure coefficient (K0), despite the observed
increase in ultimate pile capacity, as shown in Figure 4f. This is attributed to the confine-
ment of the surrounding soil due to stress increases according to lateral earth pressure
coefficient increases. Conversely, the increase in soil Young’s modulus (E) also caused a
decrease in the induced pile settlement at failure, but without any observed change in
ultimate pile capacity, as shown in Figure 4g.

5.2. Pile Load Transfer Mechanism

Based on the methodology explained before in Section 4, the ultimate total, bearing,
and friction capacities are determined for each of the 29 numerical models performed
in this study. The effect of each factor, either from category A or B, on the ultimate pile
capacity is given in Figure 5a–g. Figure 5a–g highlights that the three ultimate capacities
(total, bearing, and friction) are increasing with increases in pile diameter (D), length
(L), effective clay cohesion (c’), effective friction angle (Ø’), and soil dilatancy angle (Ψ).
However, Figure 5e reveals that the lateral earth pressure coefficient significantly affects the
pile friction resistance; however, it has almost no effect on the ultimate bearing capacity. In
contrast, Figure 5f indicates that soil Young’s modulus has almost no effect on the ultimate
friction, bearing, and total capacities of the large diameter bored pile. However, it has a
major impact on the settlement of large diameter bored pile, especially at the failure state
(see Figure 4g).
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Figure 4. Effect of the pile geometrical and soil geotechnical parameters on the load settlement relationship. (a) Pile diameter
(D). (b) Pile length (L). (c) Effective cohesion (c’). (d) Effective friction angle (Ø’). (e) Dilatancy angle (Ψ). (f) Lateral earth
pressure coefficient (k0). (g) Young’s modulus (Es).
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Figure 5. Variation of the ultimate bearing (Qb), friction (Qf), and total capacities (Qt) with the different parameters. (a) Pile
diameter (D). (b) Pile length (L). (c) Soil effective cohesion (c’). (d) Effective friction angle (Ø’). (e) Lateral earth pressure
coefficient (K0). (f) Young’s modulus (Es). (g) Soil dilatancy (Ψ).
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In the same line, percentages of load transferred by bearing and by friction are cal-
culated relative to total obtained ultimate capacity (QB/QT and QF/QT) for each of the
29 numerical models, and the variations of those percentages with each factor in both
categories are given in Figure 6a–f.

Figure 6. Variation of (QB/QT) and (QF/QT) with different parameters. (a) Pile diameter (D). (b) Pile length (L). (c) Effective
cohesion (c’). (d) Effective friction angle (Ø’). (e) Lateral earth pressure coefficient (k0) (f) Dilatancy angle (Ψ).

It can be seen from Figure 6a that the percentage of load transferred by bearing
(QB/QT) increases from 10% to about 50%, with pile diameter increases from 0.40 m to
2.0 m. Conversely, the percentage of load transferred by friction decreased from about 90%
for a pile with a diameter of 0.40 m to 47.3% for a pile with a diameter of 2.0 m.

It was also observed that the applied load was predominantly transferred by friction
for the first nine cases (from 0.4 to 1.50 m in diameter). Especially in small diameter piles,
the percentage of the load transferred by friction ranged from 90% (0.40 m small diameter
pile) to 81% (0.60 m small diameter pile). An observed decrease in the percentage of the
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load transferred by friction was noted after the pile diameter increase from 0.5 m to 0.6 m,
as the Qf/QT decreased by about 10%.

For large-diameter piles (with diameters greater than 0.60 m), the load transferred
by friction linearly decreased from 79% (a pile diameter of 0.70 m) to 58% (at a pile
diameter of 1.50 m) with pile diameter increases. Thus, the total load friction and bearing
percentages became nearly equal (52.6%:47.3%) in the last case (pile with 2.0 m diameter).
These percentages indicate an apparent difference between the behavior of large and small
diameter bored piles.

Figure 6b demonstrates that the applied load was predominantly transferred by
friction (Qf) for the four cases with different lengths. The percentage of load transferred by
bearing decreases from about 40% to about 20% with pile length increases. Consequently,
the percentage Qf/QT is increased from about 60% (pile with length 9.50 m) to about 80%
in the last case with the pile of 26 m length.

In summary, the percentages presented in Figure 6a,b indicate that the rate of load
transferred by friction increases with increases in pile length. In contrast, this percentage
(load transferred by friction) decreases with increases in pile diameter.

The effects from the category B parameters of effective clay cohesion (c’), effective
friction angle (Ø’), lateral earth pressure coefficient (K), soil Young’s modulus (E), and soil
dilatancy angle (Ψ) on the percentage of load transferred by bearing or friction are given in
Figure 6c–f.

It can be seen from Figure 6c that the percentage of load transferred by bearing (48%)
nearly equals the percentage of load transferred by friction (52%) for a small value of soil
cohesion of 5 kN/m2. The percentage QF/QT increased from about 52% (5 kN/m2) to
near 63% for the case with an effective cohesion of 30 kN/m2. For the last three cases with
effective cohesion higher than 20 kN/m2, the ratio between the load transferred by bearing
and by friction of the total ultimate load tended to be constant (37% and 63%, respectively).
Those percentages indicate that effective soil cohesion has the same impact on both bearing
and friction pile resistances at the ultimate state.

Figure 6d demonstrates that the percentage of load transferred by friction decreases
from about 70% (Ø’ = 10◦) to about 53% in the fourth case with an effective friction angle
of 30◦. In addition, the percentage QB/QT (47%) nearly equals the percentage of load
transferred by friction (53%) in the last case with a friction angle of 30◦. An observed
increase is noticed in the percentage of load transferred by bearing with effective friction
angle increases, as it increases from about 30% at an effective friction angle of 10◦ to about
47% at an effective friction angle of 30◦. These percentages indicate that effective soil
friction angle has a significant effect on the percentage of the load transferred by bearing,
which is expected because of the related increase in soil bearing capacity with the increase
in effective friction angle. Of note, in these trial analyses, the same value for the lateral
earth pressure coefficient (K0) was adopted for all four of the cases with different effective
friction angles.

It can be seen from Figure 6e that the percentage of load transferred by friction
increased from about 52% at ko of 0.43 to about 62% in the third case with lateral earth
pressure coefficient of 0.8; also, the percentage of load transferred by bearing (48%) nearly
equals the percentage of load transferred by friction (52%) in the first case with ko of 0.43.
These percentages indicate that the soil lateral earth pressure coefficient has a significant
effect on the percentage of the load transferred by friction, which is attributed to the related
increase in soil shear strength with increases in k0. On the other hand, Figure 6f highlights
that the percentage of load transferred by friction and by bearing is almost unaffected by
the change in dilatancy angle value, as about 63% of the applied load is carried by friction,
and about 37% is transferred with bearing, in the four cases with different dilatancy angles.

In the next two sections, the results of the numerical models of this parametric study
will be used to assess the calculated ultimate capacity of the LDBP using two different
methods of both capacity-based and settlement-based design approaches. According to
the available data in a field study [38], the Meyerhof 1976 capacity-based method [42] and
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Egyptian code settlement-based design (ECP 202/4) [19] approaches were chosen for this
evaluation because other methods, such as AASHTO LRFD [28], require soil testing results
such as SPT or CPT test results that were not provided in the field study.

5.3. Average Ultimate Bearing Stress

Results of the numerical models are used to explore the effect of several geometrical
and geotechnical parameters on the bearing stress below the pile base at the failure state.
Pile diameter (D), length (L), clay effective cohesion (c’), and soil effective friction angle
(Ø’) are the selected parameters to represent the two categories (A and B) in this evaluation.
Numerical results are compared with estimated values of bearing stress using the chosen
settlement-based design method of [19], as given in Figure 7a–d.

Figure 7. Influence in bearing stress with various parameters. (a) Pile diameter (D). (b) Pile length (L). (c) Effective cohesion
(c’). (d) Effective friction angle (Ø’).

As shown in Figure 7a the almost equal value of bearing stress (about 600 kN/m2)
can be seen for piles with small diameters of 0.40 m and 0.50 m. A significant increase
in bearing stress value was observed in the case of a pile with a diameter of 0.60 m, as
the bearing stress increases to about 800 kN/m2, which is about 33% greater than the
obtained bearing stress at 0.4 and 0.5 m pile diameters. Further, almost the same value of
bearing stress was obtained below the bases of piles with diameters of 0.6, 0.7, 0.8, and
1.0 m. Bearing stress increases again with pile diameter increases for piles with diameters
greater than 1.0 m, to achieve its maximum value of 1050 kN/m2 below the 2.0 m diameter
pile base.

It can be seen from Figure 7b that the bearing stress increases with increases in pile
length, which is expected at the drained condition because of the increase in vertical soil

64



Processes 2021, 9, 1411

stress at the pile base level. The bearing stress increases from 920 kN/m2 below the base
of the pile with length 9.50 m, to nearly two times this value with a length of 26.0 m
(1985 kN/m2).

On the other hand, Figure 7c presents the obtained bearing stress values below the pile
bases of the six finite element models with different soil effective cohesion values (category
B). It can be seen from this Figure that the bearing stress increases with increases in soil
effective cohesion. The bearing stress increases from about 800 kN/m2 in the first case with
an effective cohesion of 5 kN/m2, to about three times that value (2113 kN/m2) for the case
with effective cohesion of 100 kN/m2. Similarly, Figure 7d shows an increase in bearing
stress due to the increase in soil effective friction angle.

Although the results of the numerical models showed that the ultimate bearing stress
is influenced by the pile diameter, pile length, soil effective cohesion, and soil effective
friction angle, the bearing stress estimated by the settlement-based method (ECP 202/4) is
independent of pile diameter, pile length, and soil effective cohesion. Most of the available
settlement-based methods depend on settlement-based criteria to estimate the ultimate
bearing resistance of the pile at a particular settlement value. Those methods generally
defined the nominal ultimate pile capacity (Qtu) using different percentages of the pile
head settlement to diameter ratio (s/d), such as 10%, according to ECP 202/4 [19].

5.4. Average Ultimate Unit Skin Friction

The effects of pile diameter (D), length (L), clay effective cohesion (c’), and soil effective
friction angle (Ø’) on the soil unit skin friction are investigated using the results of the
numerical models. The obtained numerical results are compared with the calculated values
of the interface shear strength (according to Mohr-Coulomb failure criteria (σh tan Øi + ci)),
to ensure that full mobilization has been achieved in each case.

As shown in Figure 8a–d, all numerical models reached the full friction mobilization.
With that in mind, numerical results of the soil unit skin friction are also utilized to assess
the ones determined using the chosen capacity-based method [42].

Figure 8. Variation of the average unit skin friction with various parameters. (a) Pile diameter (D). (b) Pile length (L). (c) Soil
effective cohesion (c’). (d) Soil effective friction angle (Ø’).
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As demonstrated in Figure 8a, the obtained results for the average unit skin friction of
the 10 pile cases with different diameters are almost equal. This indicates that the unit skin
friction is not affected by the pile diameter (D). In contrast, Figure 8b highlights that the
unit skin friction of the four pile cases with different lengths increases with increases in pile
length. This is attributed to the increase in vertical stress due to the increase in overburden
pressure at the pile base level. Additionally, Figure 8c,d highlights that the obtained average
unit skin friction results increase with the increase in effective soil cohesion and effective
friction angle.

On the other hand, the calculated soil skin friction values using the capacity-based
method [42] are close to the numerical results, except for the three cases with different
lengths (Figure 8b) and the last two cases with greater friction angles (Figure 8d). The
difference between the numerical results and those obtained using the Meyerhof formula
ranges from 10% to 21%. However, the Meyerhof method underestimated the unit skin
friction of all cases. Of note, the capacity-based method takes the effect of pile diameter
(D), length (L), clay effective cohesion (c’), and soil effective friction angle (Ø’) into account,
in contrast to the settlement-based methods that ignore the effect of several influencing
factors, as presented in Section 4.3.

5.5. Size of Plastic Bulb below Pile Base

Figure 9a–d presents the shape of the formed plastic bulbs obtained from numerical
analyses at the last load increment (failure load) for different pile model cases with various
geometrical and geotechnical parameters. Plastic points are generally formed when the
transferred stress achieves a value that almost equals the soil shear strength (according
to Mohr-Coulomb’s theory of rupture). Hence, the yielding occurs, and plastic strains
are induced. The zone at which the plastic points are concentrated under the pile base
is hereafter referred to as the plastic bulb. These plastic bulbs have been measured in
diameter and length to assess the effect of each parameter considered in this study on the
failure mechanism of large diameter bored piles.

Because the pile diameter is the main governing factor in this comparison, it was
essential to investigate the differences between large and small diameter piles in terms
of the size of the end bearing plastic bulb that formed under the pile base in the failure
state. Figure 9a presents the change in width and length in the formed plastic bulb with
pile diameter change. As shown, the plastic bulb is obviously increased in size and height
with increases in pile diameter. The diameter of the plastic bulb (Dp) under the base of
the first pile case with a diameter of 0.40 m is 2.14 m (~5D), and the greatest size of the
plastic bulb is at 7.08 m (3.54D) when pile diameter increases to 2.00 m. The length of the
plastic bulb below the pile bases (Lp) also increased with pile diameter increases, to about
5.14 m (~2.5D) below the 2.00 m diameter pile base. Of note, in the 10 cases with different
diameters, the length of the plastic bulb below the pile base is nearly two and a half times
the pile diameter.

In contrast, as shown in Figure 9b, plastic bulbs of almost identical diameter are
obtained in all cases of piles with equal diameters and different lengths. A minor increase
is observed with pile length increases. For the pile with a length of 9.50 m, the plastic
bulb diameter measured at 3.68 times pile diameter and slightly increased to 4.05 D for
the fourth case of the pile with a length of 26.0 m. Furthermore, the length of the plastic
bulb slightly increased below the pile base from three times pile diameter at the pile with a
length of 9.50 m to almost 3.10 of pile diameter at the pile with a length of 26.0 m.
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Figure 9. Influence in the formed plastic bulbs due to changes in different parameters. (a) Pile diameter (D). (b) Pile length
(L). (c) Soil effective cohesion (c’). (d) Soil effective friction angle (Ø’).

Figure 9c indicates that the size of the formed plastic bulb is affected by effective
soil cohesion. The formed plastic bulb increases in width and length as the soil effective
cohesion increases, i.e., the plastic blub radius (rp) is measured as 2.66 m (~4D) in the first
case (c’ = 10 kN/m2) and increases to 3.6 m (5.54D) for the last case (c’ = 100 kN/m2).
The height of the plastic bulb below the pile base ranges from 3.11 to 3.62 times the pile
diameter. Similarly, as presented in Figure 9d, the plastic bulb also increased in size and
length with soil effective friction angle increases.
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6. Observations of the Ultimate Capacity of the Large Diameter Bored Piles

Based on the results of the numerical models investigated within this parametric study,
it was noted that full friction mobilization occurs when the transferred shear stresses from
the shaft interface achieve a value that almost equals the soil shear strength (according to
Mohr-Coulomb theory of rupture). This may be described as the beginning of the failure
stage, as in this phase, the pile friction resistance tends to be constant or slightly decreases
(See Figure 1). The full friction mobilization was also indicated in the numerical models
by the formed plastic points that extended above the pile base along an interface length
of more than three times the pile diameter (3D). Additionally, in many cases, the plastic
points extended above the base to fully cover the whole length of the pile shaft interface.

After full mobilization, the pile friction resistance tends to be constant (inactive
constant friction situation). However, the pile is still able to sustain higher applied loads
safely through its bearing resistance. The applied load is predominantly transferred by
bearing within the failure stage. Consequently, the transferred high bearing stresses at the
pile base level resulted in a significant increase in both the size and length of the formed
plastic bulb below the pile base. Finally, the transferred bearing stress value will achieve
the value of the soil’s ultimate soil bearing capacity. In this situation, the pile will transition
from the inactive constant friction situation into the sliding friction situation, and apparent
failure will be observed through the large induced pile settlement at the end of this stage.
Hence, the applied load at which the failure is achieved could be described as the ultimate
load of the large diameter bored pile.

Results of the numerical model simulation indicate that the induced settlement at
the failure state (Sf) ranges from 1.5 to more than 2 times the obtained settlement (Sf-1) at
the pre-last load increment (90% of the ultimate load), as shown in the results summary
presented in Figure 10.

Figure 10. The ratio between the induced settlement at the failure load (Sf) and the settlement (Sf-1)
under the load before the last load increment (0.9Qult).

To investigate the size and length of the end bearing plastic bulb at the failure stage,
the ratio (Dp/D) between the plastic bulb diameter (Dp) and pile diameter (D) is calculated
for (19) sample models with different pile proportions and soil properties as shown in
Figure 11. In addition, the ratios (Lp/D) between the length of plastic bulb below the base
level (Lp) to the pile diameter are obtained for the 19 models and shown in the same Figure.
Results of the numerical models indicate that the plastic bulb diameter (Dp) ranges from 3
to 6 times the pile diameter (D). Moreover, the plastic bulb length (Lp) ranges from 2 to
4 times the pile diameter (D). These percentages are used to diagnose the expected plastic
zone around the base of LDBP, as shown in Figure 12. Significant plastic deformations are
highly expected to be induced in this area, which may cause the arching phenomenon that
leads to the failure state and sudden excessive settlement of LDBP.
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Figure 11. Relation between pile diameter and length and diameter of the formed plastic bulb below
the pile base at the failure state.

Figure 12. Schematic diagram showing the formed plastic bulb’s predicted size and the induced
settlement at the failure state of large diameter bored piles.

7. Application of the Study

Based on the results of the numerical parametric study performed, the failure of
LDBP can be diagnosed by the ratio between the induced settlement at the failure load
(Sf) and the settlement (Sf-1) at the pre-last load increment (90% of the ultimate load).
Moreover, it can be identified through the size and height of the plastic bulb formed around
and below the base of LDBP at the failure state, as explained in the previous section. In
addition, the achievement of full friction mobilization can be ensured using Mohr-Coulomb
failure criteria (σh tan Øi + ci). Thus, those three characteristics can be used to formulate a
supervised machine learning algorithm. With that in mind, the parametric study results
can extend the measurements of only one loaded to failure LDBP (Alzey case history) to
provide the supervised algorithm with a data set for 29 cases with various pile geometrical
and soil geotechnical parameters.

Figure 13 presents the decision tree that can be used to train the machine learning
algorithm using the field measurements of the loading test and the parametric study results.
The primary input in the tree will be the site investigation data needed to estimate the
soil parameters, in addition to the pile geometry and field measurements of the available
loading test. In the first layer of analysis, the algorithm should estimate both the ultimate
pile capacity and settlement behavior. Secondly (layer 2), the estimated results shall be
compared with the field measurements (layer 3) to assess the accuracy of the calculations.
If the accuracy of the results exceeds the 95% benchmark (layer 4), the algorithm can
open the data set of the parametric data set (Layer 5) and start performing the same
procedure (forward process). In case the accuracy is below the benchmark, the algorithm
shall re-analyze the data until hitting the benchmark (backward process).
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Figure 13. The suggested decision tree of a supervised machine learning algorithm for predicting the ultimate capacity
of LDBP.

Consequently, the algorithm can be trained using the loading test measurements and
the supervised data set of the parametric models. Thus, the algorithm will be ready to start
the prediction process for different cases after achieving the targeted accuracy benchmark
for all cases provided in the data set.

8. Conclusions

In this study, 29 numerical models were established to investigate the effect of different
geometrical and geotechnical parameters on the response of large diameter bored piles in
clayey soils by comparing their results with the results of the calibrated model of the Alzey
Bridge case study. The following conclusions are drawn:

(1) The ultimate capacity of large diameter bored pile is increased with increases in each:
pile diameter (D), pile length (L), effective soil cohesion (c’), and soil effective friction
angle (Ø’). Consequently, the induced settlement at failure is also increased with the
increase in any of these parameters.

(2) The initial stress coefficient has a minor effect on the results up to the working loads.
However, the lateral earth pressure coefficient substantially affects both the ultimate
capacity and the induced settlement at the failure state. Although the ultimate capacity
increases with increases in the soil lateral earth pressure coefficient (k0), the settlement
of a large diameter bored pile at failure decreases with increases in the lateral earth
pressure coefficient.

(3) Soil Young’s modulus (E) does not affect the ultimate pile capacity. However, the
settlement of a large diameter bored pile at failure is decreased with increases in
this parameter.

(4) The average ultimate unit skin friction is not affected by pile diameter change. In
contrast, it increases with each increase in pile length, effective soil cohesion, soil
lateral earth pressure coefficient, or soil effective friction angle.
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(5) The calculated average soil skin friction values using the Meyerhof (1976) capacity-
based method are consistent with the numerical results of models with different
geometrical and geotechnical parameters. However, Meyerhof’s method underesti-
mated the soil unit skin friction, with differences ranging from 10% to 21%.

(6) The ultimate bearing stress below the large diameter pile base is affected by pile
diameter, pile length, soil effective cohesion, soil lateral earth pressure coefficient, and
soil effective friction angle increases. However, several settlement-based methods
proposed by different codes and design standards suggest constant bearing stress at a
particular settlement value (i.e., 5% D) irrespective of pile geometry and without any
discrimination for any class of the cohesive soils.

(7) The Meyerhof (1976) capacity-based method is generally a simple analytical proce-
dure, taking the effect of pile diameter (D), length (L), clay effective cohesion (c’),
soil lateral earth pressure coefficient (k0), and soil effective friction angle (Ø’) into
account, so that it can be applied in many complex situations, such as variation in the
sections along a pile shaft and an inhomogeneous layered soil system. Dissimilarly,
settlement-based methods ignore the effect of several influencing factors.

(8) In the failure phase, the pile load transferred by friction tends to be constant or slightly
decreased, and the applied load is predominantly transferred by bearing. Apparent
failure is often observed through the large induced pile settlement at the end of this
stage. The induced settlement at the failure state (Sf) is equal to or greater than
1.5 times the obtained settlement at 90% of the ultimate load.

(9) At the failure load, the formed plastic bulb vertically extends to distances of more
than 3 times the pile diameter (3D) above the pile base and 2 to 4 times (2–4D) the
pile diameter below the pile base. Additionally, the diameter of the formed plastic
bulb ranges from 3 to 6 times the pile diameter (3–6D) at failure state.

(10) Results of the 29 numerical models applied in this parametric study can be used to
develop a new theoretical method that predicts a more reliable value for the ultimate
capacity of a large diameter bored pile installed in overconsolidated stiff clay soil.
Moreover, the proposed decision tree can be typically utilized for several machine
learning-supervised algorithms for different types and classes of soil.
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Abstract: In this paper, a simple precomputing procedure is proposed to improve the numerical
performance of the technological application of critical state soil models. In these models, if associated
plasticity is assumed, the normalization of the stress space allows both the yield surface and the plastic
components of the elastoplastic matrix to be defined as a function of a single variable. This approach
facilitates their parameterization and precomputation, preventing the repetition of calculations when
the boundary value problems appear at the yield surface with the calculation of plastic strain. To
illustrate the scope of the procedure, its application on a modified Cam Clay model is analysed, which
shows that the method allows a significant reduction of about 50% (as compared with the conventional
explicit integration algorithm) in the computational time without reducing the precision. Although
it is intended for critical state models in soils, the approach can be applied to other materials and
types of constitutive models provided that parameterization is possible. It is therefore a methodology
of practical interest, especially when a large volume of calculations is required, for example when
studying large-scale engineering systems, performing sensitivity analysis, or solving optimization
problems.

Keywords: plasticity; critical state soil model; modified Cam Clay model; model normalization; pre-
computation

1. Introduction

Simulation of soil yield processes is often computationally expensive, especially
when analysing active clays such as MX-80 bentonite [1], FEBEX bentonite [2], or GMZ
bentonite [3]. These materials, which usually have a high smectite content, when hydrated
unconfined from partially saturated conditions, can undergo deformations of 500%. Under
confined conditions, they can lead to swelling pressures approaching 10 MPa. This makes
the simulation of their hydromechanical behaviour always computationally demanding,
particularly when simulating complex domains or when simulations have to be repeated
a large number of times. Even considering the development experienced in recent years
by microelectronic technology, which has allowed the multi-core and many-core hybrid
heterogeneous parallel computing platform to facilitate a very important advance in
computing power, the efficiency of the calculation algorithm continues to be a key issue
in the application of massive calculation processes. This is shown, for example, in [4]
where the application of the Generalized Likelihood Uncertainty Estimation method in
the probabilistic estimation of parameters in hydrology is analysed. In the field of soil
mechanics, the improvement of computational performance is especially important in
design or parameter identification processes, where the computational time can determine
the viability of the study [5].

In some constitutive models, such as the critical state soil models, both the stress
space [6] and the plastic terms Dp of the elastoplastic matrix Dep [7–9] can be normalized.
Thus, different stress states are associated with the same point of the normalized yield
surface and with the same Dp. The result could be that when solving boundary value
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problems, for a nonnegligible number of times, the calculations associated with the plastic
behaviour of the same point (or in the vicinity of the same point) of the normalized stress
space are repeated. It is therefore interesting to precompute Dp for a grid of normalised
stresses and to interpolate any value within the points of that grid when solving boundary
value problems.

This approach is the resolution strategy proposed in the present work. In the following
sections, the normalisation of the yield surface and Dp is first described. Then, the CPU
time savings that the precomputation entails are evaluated. Later, the criteria are defined to
ensure that the proposed method does not compromise the quality of the simulation, and
finally, an inspection exercise is performed to evaluate its performance in solving boundary
problems.

2. Theoretical Background

In addition to saturated conditions, this paper also assumes axisymmetric conditions.
These hypotheses do not reduce the scope of the proposed formulation and yet allow it
to be explained more clearly. Furthermore, in line with this quest for clarity, the modified
Cam Clay model (MCCm) [6] is adopted as the reference critical state soil model. In this
way, the complexity of the constitutive formulation is reduced to a minimum, and the
present work is focused on the description of the proposed calculation method. However,
the widespread use of the MCCm in computational geotechnics [10–12] means that the
methodology presented here is not trivial.

Usually, the yield surface f of the MCCm is formulated as

f ≡
( q

M

)2 − p(pO − p) = 0, (1)

where q is the von Mises deviatoric stress, M is the slope of the critical state line, and the
isotropic preconsolidation pressure pO is the hardening parameter. This parameter is a
good normalisation parameter since by introducing the dimensionless stresses P = p/pO
and Q = q/pO, f projects onto F (Figure 1), as defined by the expression

F ≡
(

Q
M

)2
− P(1 − P) = 0. (2)

Figure 1. Projection of the different yield surfaces f i on the normalized yield surface F.

All the points (p,q)i located on the same axis η, although they are associated with a
different hardening parameters pOi, define the same dimensionless stress (P,Q) (Figure 1).
Moreover, in all of them, the vector n, normal to f, given by the expression

n =

(
∂ f
∂p

,
∂ f
∂q

)
=

(
2p − pO,

2q
M2

)
= pO

(
2P − 1,

2Q
M2

)
= pO N (3)
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has the same direction of N, with its modulus varying according to the pO factor. Therefore,
assuming an associated plasticity model, the plastic terms of the elastoplastic matrix will
be the same for all yield stresses which project onto the same dimensionless stress. Indeed,
if the elastoplastic matrix Dep defines the increase in the effective stress dσ associated with
an increase in the strain dε (the Voigt notation is used for both stress and strain tensors),
then we have

dσ = Dep · dε (4)

If the consistency equation is applied to the definition of the yield surface f and both
the flow rule and the hardening law are considered, then Dep can be expressed as (see, for
example, [13,14])

Dep = De ·

⎛
⎜⎝I −

(
∂ f
∂σ

)t · ∂ f
∂σ · De

∂ f
∂σ · De·

(
∂ f
∂σ

)t − ∂ f
∂x · ∂x

∂εp ·
(

∂ f
∂σ

)t

⎞
⎟⎠ = De · (I − Dp) (5)

where De is the elastic strain matrix, I is the identity matrix with the dimension of De,
the symbol (·)t indicates the transpose operator, and x defines the vector of hardening
parameters. As noted, in the MCCm, x is equal to the scalar pO. Its value is usually defined
in critical state models by the hardening law

dpO =
1 + e
λ − κ

pO dε
p
V (6)

where λ is the slope of the virgin compression line of the soil, and dεV
p is the volumetric

plastic strain. For the axisymmetric conditions adopted, where dε = (dεV, dε S) in which dε

S is the deviatoric strain, Dp can be calculated as

Dp =

⎛
⎝ (2p − pO)

2 (2p − pO)
2q
M2 fν

(2p − pO)
2q
M2

(
2q
M2

)2
fν

⎞
⎠

(2p − pO)
2 + fν

(
2q
M2

)2
+ κ

λ−κ pO(p − pO)
(7)

where fν is a function of Poisson’s ratio given by

fν =
9(1 − 2ν)

2(1 + ν)
(8)

Dividing by (pO)2 results in the dimensionless expression

Dp =

⎛
⎝ (2P − 1)2 (2P − 1) 2Q

M2 fν

(2P − 1) 2Q
M2

(
2Q
M2

)2
fν

⎞
⎠

(2P − 1)2 + fν

(
2Q
M2

)2
+ κ

λ−κ (2P − 1)
(9)

Additionally, De is defined as

De =

(
K 0
0 3G

)
(10)

where K is the bulk modulus
K =

1 + e
κ

p (11)

and G is the shear modulus

G =
3(1 − 2ν)

2(1 + ν)
K (12)
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These moduli depend on the void ratio and are updated as the soil is loaded and
deformed. Therefore, the elastic stiffness matrix depends on the strain path followed, as
well as the preconsolidation stress, which must be updated according to Equation (6) from
the volumetric plastic strain. However, Equation (9) shows that Dp depends on P and Q
only. Actually, it depends on only one parameter, since both P and Q are on the surface
F = 0 (Figure 1), which, like Dp, can be parametrised by the angle θ shown in Figure 2.
Furthermore, in this figure, it is proposed to select N equispaced points (with an Δθ angle
between them) at F = 0, calculating Dp

i for each of them. Subsequently, when solving a
boundary value problem, the value of Dp is approximated by the interpolation Dp* for
angle values between two previously calculated values

Dp∗(θ) = (θi+1 − θ)

(θi+1 − θi)
Dp

i +
(θ − θi)

(θi+1 − θi)
Dp

i+1 , θi ≤ θ < θi+1 (13)

obtaining Dep* by
Dep∗(θ) = De · (I − Dp∗(θ)) (14)

 
(a) (b) 

Figure 2. (a) Discretization of the dimensionless yield surface as a function of the angle θ, including the position of the
tension line. (b) Diagram of the interpolation strategy. Note that for simplicity, the interpolation of the plastic matrices is
represented in one-dimensional space.

The calculation procedure proposed in this work is based on precomputing the vector
of matrices {Dp

1, Dp
2, . . . , Dp

N}, thus avoiding repeating the calculation of Dp during the
resolution of the boundary value problems.

3. Evaluation of the Precomputation Efficiency

The efficiency of the proposed procedure depends on the cost of calculating Dp. If
this cost is not an important part of the total cost of the calculation process, the perfor-
mance associated with using Dp* might not be of interest. Figure 3a summarises the
process followed to solve a computational step when integrating the constitutive model.
Table 1 lists the number of operations associated with the calculation of De and Dp. Al-
though these numbers can vary depending on the way in which the algorithm is pro-
grammed, the changes are not significant in terms of the relative computational cost of
each magnitude. Using the results of the benchmark defined in Appendix A (where it is
indicated that the estimated cost of each multiplication is equivalent to 1.101 sums, with
the cost of division being 3.698 sums), the costs shown in the last column of Table 1 were
obtained. While it is advisable to be cautious about the reliability in absolute terms of the
representativeness of these numbers, they do characterise the weight that each calculation
carries in relative terms. Figure 3b shows the strategy followed when applying the precom-
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putational procedure. As noted, De must be calculated as in the conventional method. In
addition, interpolation of the Dp

i matrices must be made to obtain Dp* by performing the
operations indicated in Table 1. Using again the values of Appendix A, the computational
cost of Table 1 is obtained, which is approximately 42% of the cost of calculating Dp. The
computational time savings are remarkable, and the application of the approach proposed
here is therefore of interest.

 

  
(a) (b) 

Figure 3. Integration of a computational step using (a) a conventional explicit algorithm and (b) the precomputational
approach.

Table 1. Equivalent sum costs of the main stages that conform to a conventional explicit integration
algorithm and an algorithm with the proposed procedure.

Stage Sums Multiplications Divisions Computational Cost

De matrix, CDe 3 6 2 17
Dp matrix, CDp 8 25 9 69

Dp* matrix, CDp* 4 16 2 29

4. Precomputation Density

To define the precomputation strategy, the minimum number of points N to be taken
at F = 0 must be determined in such a way that the accuracy of the calculation when
using Dp* is comparable to the accuracy obtained when calculating Dp. To accomplish this
goal, a set of constant strain rate paths with a final strain of 20% and with different ratios
between volumetric and shear strains, as in Figure 4, were inspected. In all of these inspec-
tion exercises, initial spherical conditions were assumed with an effective mean stress of
p = pO/2 = 200 kPa. The analysis was performed for the three soils, namely Weald clay,
Klein Belt Ton, and kaolin, which are characterised in Table 2. The differences between
their properties make the conclusions reached not limited to a particular material.
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Figure 4. Strain paths εα as a function of the angle α considered to define the number of N subdivi-
sions of the yield surface.

Table 2. Parameters used to characterise the behaviour of the clays assumed in the models (adapted
from Schofield and Wroth [15]).

Parameter Symbol Weald Clay Klein Belt Ton Kaolin

Slope of the critical state line in the
p − q effective stress space M 0.95 0.845 1.02

Slope of the virgin compression line
in the ln p − e space λ 0.093 0.356 0.260

Slope of the unloading–reloading
line in the ln p − e space κ 0.035 0.184 0.050

Void ratio at p = 1 kPa e1 1.088 3.677 2.764
Poisson’s ratio ν 0.3 0.3 0.3

Liquid limit (%) LL 43 127 74
Plastic limit (%) PL 18 36 42

Plasticity index (%) PI 25 91 32

As a reference, all paths were simulated using an explicit Euler integration method.
An intensive substepping process was applied, i.e., the number of calculation steps was
divided into smaller substeps successively until the solution differed from the previous so-
lution by only the sixth significant digit, which is a strategy similar to that used by Sołowski
and Gallipoli [16]. These results were compared with the precomputed–interpolated solu-
tion using the same number of substeps during the explicit integration.

For each path, for each value of α in Figure 4, the number of points N to be computed
on the yield surface was determined in such a way that the normalised root-mean-square
deviation between the stress solution obtained by explicit Euler integration and the solution
reached by calculation with the precomputation–interpolation procedure was less than
100, 10−1, 10−2, 10−3, and 10−4. Figure 5 shows the values of N obtained for each of these
tolerances and for each value of α.

It is important to note that, as illustrated in Figure 6, when imposing a total strain of
20%, in all cases, a significant yield was attained. In other words, trajectories that were
highly sensitive to the quality of the precomputation results were analysed.

In all paths, as the tolerance decreased, N increased. This trend can be clearly seen in
Figure 7, where for each tolerance value, the maximum value of N obtained for any α was
plotted. The behaviour of N was well defined and not erratic; additionally, Figure 7 can be used
to define the number of points N to be taken to avoid exceeding a certain value of tolerance.
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(a) (b) (c) 

Figure 5. Minimum number N of subdivisions of the yield surface necessary to ensure a certain level of relative tolerance
for each of the α strain paths defined in Figure 4 for (a) Weald clay, (b) Klein Belt Ton, and (c) kaolin.

  

(a) (b) (c) 

Figure 6. Ratio of elastic and plastic strain increments for the α paths defined in Figure 4 with respect to the number of
computational steps for (a) Weald clay, (b) Klein Belt Ton, and (c) kaolin.

   

(a) (b) (c) 

Figure 7. Fitting of the minimum number N of subdivisions of the yield surface is necessary to ensure a certain level of
relative tolerance for any stress–strain path for (a) Weald Clay, (b) Klein Belt Ton and (c) Kaolin.

81



Processes 2021, 9, 2142

5. An Inspection on Solving Boundary Value Problems

Although the comparison in Table 1 highlights the interest of the precomputational
approach, it does not illustrate its scope clearly enough, because it is associated with the
simulation of individual stress–strain paths. Considering a finite element model in which
conventionally the stresses are a state function, those paths would illustrate the behaviour
of a single Gaussian point. It is reasonable to question what will happen when, in a real
problem, the number of Gaussian points is in the hundreds or thousands.

It is not easy to answer this question. Savings will depend on the structure of the
finite element code used and the calculation and information management strategies im-
plemented. Each code will have a different response. However, in general, it is reasonable
to assume that if NGP is the number of Gaussian points considered in the mesh, the cost of
a conventional explicit integration, χC, can be estimated as

χC = NGP
(
ηΔεe CDe + ηΔεep

(
CDe + CDp

))
(15)

where the computational costs of De and Dp, and CDe and CDp have been defined (as
well as the computational cost of Dp* and CDp*) in Table 1, and for the total number of
computational time steps needed to solve the boundary problem, ηΔεe defines the weighted
value of the elastic increments, and ηΔεep defines one of the elastoplastic increments. In
turn, the cost of the precomputation–interpolation strategy, χPI, is estimated as

χPI = NGP
(
ηΔεe∗ CDe + ηΔεep∗

(
CDe + CDp∗

))
(16)

where ηΔεe* and ηΔεep* are the values analogous to ηΔεe and ηΔεep, respectively, when the
integration of the constitutive model is done using the precomputation and interpolation
procedure. Their values can, in principle, be different. However, since the discretization
of the yield surface is proposed with a very demanding tolerance (10−4 in the analyses
performed above), it is to be expected that ηΔεe* ≈ ηΔεe and ηΔεep* ≈ ηΔεep. In this
case, ρ, the ratio between the cost of a traditional explicit integration and the cost of the
precomputation–interpolation strategy, is given by the expression

ρ =
χPI

χC
=

ηΔεe CDe + ηΔεep
(
CDe + CDp∗

)
ηΔεe CDe + ηΔεep

(
CDe + CDp

) =
1 +

ηΔεep
ηΔεe

(
1 +

CDp∗
CDe

)
1 +

ηΔεep
ηΔεe

(
1 +

CDp
CDe

) (17)

The relative cost is independent of the mesh size. Furthermore, it is necessary to add
to the computational costs considered in Equations (15) and (16) the costs associated with
the generation of the database {Dp

1, Dp
2, . . . , Dp

N}. Consequently, it is to be expected that
if the mesh is small, the relative importance of the precomputation cost is not negligible.
However, the proposed methodology is oriented to large-scale computation, and thus it is
a consistent estimator of the efficiency, and for a large computational volume, as shown
in Equation (17), it is independent of the mesh size. The ratio η = ηΔεep/ηΔεe expresses
the relative importance of the computation of plastic steps in a problem. As expected,
given that the precomputation is aimed at optimizing the calculation of the plastic steps,
its efficiency is conditioned by the relevance of the plastic strains over the elastic strains, in
other words, by the value of η. Using the values of CDe, CDp, and CDp* from Table 1, the
change in ρ with respect to η was plotted and is shown in Figure 8. If η = 0, when the yield
is not reached, precomputation is not applied. Only elastic steps are calculated, and both
methods are equal (ρ = 1). However, as seen at the end of Section 3, as soon as some plastic
steps are required, the precomputation is more efficient (ρ < 1). The larger the volume of
the calculation of the plastic steps, the higher the efficiency. When the entire calculation is
in the plastic regime (i.e., in normally consolidated conditions), the efficiency tends to a
maximum value of 54%.
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Figure 8. Dependence of ρ (ratio between the cost of a traditional explicit integration and the cost of
the precomputation–interpolation strategy) on the value of η (relative importance of the computation
of the plastic steps over the elastic steps).

6. Conclusions

A methodology was presented to parameterise, precompute, and approximate the
plastic behaviour of a soil by interpolation. The procedure can be applied to materials
whose constitutive models allow the parametrisation and subsequent normalisation of
their yield surface as well as the plastic components of the elastoplastic matrix. In this
work, the modified Cam Clay model was used as a reference model. After describing the
precomputation and interpolation procedure, the efficiency of the method was evaluated
by estimating the computational cost of one computational step. Then, a criterion was
defined to determine the density of the precomputed database so that the quality of the
approximations obtained with the proposed method is like that of solutions based on
conventional explicit integration methods. Finally, an inspection was conducted to assess
the efficiency of the proposed method in the solution of boundary value problems. It was
concluded that the proposed method can reduce the computational burden to as much as
54% of the conventional cost, a significant savings when solving problems in technological
applications. This finding is of particular interest in the case of modelling large-scale
engineering systems, in sensitivity analysis, or in solving optimisation problems, where a
large volume of calculations is required.
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Appendix A. Characteristics of Computers

To obtain a reasonable estimation of the computational cost of the operations (multi-
plications and divisions) indicated in Table 1, a benchmark was conducted for each type of
operation with six computers (see Table A1) in such a way that the cost of the operation
was converted into equivalent sums. Calculation loops were performed until the CPU
time was stationary in relation to a similar addition loop for each computer and for both
multiplication and division. Thus, calculating the average of the results obtained with the
computers used, the cost of multiplication was estimated to be equivalent to 1.101 sums,
and the cost of the division was equal to 3.698 sums.

Table A1. Characteristics of the computers used in the benchmarks to quantify the different compu-
tational costs.

Computer Model Processor RAM Architecture

1 DELL Inspiron
17 5000 Series

Intel® Core™ i7-4510U CPU
@ 2.00 GHz

8.0 GB 64-bits

2 HP EliteBook
8560w

Intel® Core™ i5-2540 M CPU
@ 2.60 GHz

16.0 GB 64-bits

3 DELL Optiplex
745

Intel® Core™ 2 CPU 6400
2.13 GHz

3.0 GB 32-bits

4 DELL Inspiron
One

Pentium® Dual-Core CPU
E5400 @ 2.70 GHz

4.0 GB 64-bits

5
HP EliteBook

Folio
9470 m

Intel® Core™ i5-3427U CPU
@ 1.80 GHz

12.0 GB 64-bits

6 HP Z840
Workstation

Intel® Xeon® CPUE5-2620 v3
@ 2.40 GHz

32.0 GB 64-bits
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Abstract: Pore water pressure changes due to soil-atmospheric boundary interaction can significantly
influence soil behaviour and can negatively affect the safety and stability of geotechnical structures.
For example, prolonged rainfall events can lead to increased pore water pressure and lower strength;
repeated cycles of pore water pressure changes can lead to degradation of strength. These effects
are likely to become more severe in the future due to climate change in many parts of the world. To
analyse the behaviour of soil subjected to atmospheric boundary interactions, several parameters
are needed, and hydraulic conductivity is one of the more important and is difficult to determine.
Hydraulic conductivity deduced from laboratory tests are often different from those from the field
tests, sometimes by orders of magnitude. The problem becomes even more complicated when the
soil state is unsaturated, where the hydraulic conductivity varies with the soil’s state of saturation. In
this paper, a relatively simple alternative approach is presented for the estimation of the hydraulic
conductivity of unsaturated soils. The method involved a systematic re-analysis of observed pore
water pressure response in the field. Using a finite element software, the soil-atmospheric boundary
interaction and related saturated/unsaturated seepage of an instrumented slope have been anal-
ysed, and results are compared with field measurements. The numerical model could capture the
development of suction, positive pore water pressure and changes in water content with reasonable
accuracy and demonstrated the usefulness of the hydraulic conductivity estimation method discussed
in this paper.

Keywords: pore water pressure; hydraulic conductivity; alternative method; numerical analyses;
unsaturated soil

1. Introduction

In many parts of the world, the frequency of extreme weather events has increased
due to climate change. January 2019 was the hottest month on the record in Australia [1];
the period of May–July 2007 was the wettest in 250 years and caused extensive flooding in
many parts of the UK [2]. Singapore recorded its wettest (since the record began in 1869)
December in 2006 [3]. In 2011, Thailand was struck by monsoon and tropical cyclone rains
from July to October, causing extreme flooding in the city of Bangkok. More extreme climate
scenarios are predicted in Australia, the UK and many other parts of the world [4–9].

Climate change is having an impact on the transportation infrastructure in countries
like the UK [10]. More than 160 slope failures were reported during the winter of 2000/2001
by the UK rail and road authority [11,12]. In many cases, meteorologically induced pore
water pressure and strain softening resulting from pore water pressure cycling have been
responsible for the failure of geotechnical structures [13–15].

The changes in pore water pressure in soils are often driven by meteorological pa-
rameters, vegetation and groundwater hydrology. For more economical and sustainable
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design and maintenance of geotechnical structures, it is important to understand the me-
chanics/processes that may affect their behaviour under the current and possible future
climate scenarios.

Several past fields and laboratory studies have investigated the effect of atmospheric
boundaries on the behaviour of infrastructure slopes [9,16–20]. Among the numerical
studies on soil-slope systems, Briggs et al. [21], using a one-dimensional VADOSE/W [22]
model, investigated the generation of pore water pressure in a railway embankment;
Tsaparas et al. [23] modelled infiltration and compared with field observations of a sloping
site in Singapore; Karthikeyan et al. [24] presented estimation of pore water pressure using
software called SEEP/W [25] even though there was lack of agreement between the field
measurements and model calculations. Rouainia et al. [26] investigated meteorologically
induced pore water pressure generation and its effect on slope stability using a coupling
of SHETRAN and FLAC-TP flow and showed the capabilities of sophisticated numerical
modelling approaches. However, the complexity involved in their analyses was high and
needed assumptions on several modelling parameters, which can be difficult to deduce
using an objective approach.

One of the more important input parameters required for analysing the interaction
between soil and the atmospheric boundary is the hydraulic conductivity (K) of soil. For
a particular void ratio, K for saturated soils (Ksat) can be treated as a constant. However,
the same does not apply to the case of K for unsaturated soils (Kunsat). It changes with
soil suction even if the void ratio remains the same. The soil suction, on the other hand,
is dependent on the soil’s degree of saturation. Direct measurement of K will involve
measurement of water flow. However, as soon as some flow has occurred, the water
content will change, which will lead to a change in suction and eventually the Kunsat. Due
to this, it is extremely difficult to measure Kunsat for soils. Several methods have been
proposed in the literature to capture the suction-Kunsat correlation [27–29] and commonly,
Kunsat is expressed as a function of Ksat and soil suction. For example, Van-Genuchten [27]
proposed the following equation,

Kunsat = Ksat

[
1 − (a′ Ψ)n−1(1 + (a′Ψ)n)−m

]2

(
1 + (a′Ψ)n) m

2
(1)

where a′, n and m are curve fitting parameters and Ψ is the matric suction. In essence, with a
reasonable estimation of the soil–water characteristics curve (SWCC) and Ksat, Equation (1)
can be used to estimate the Kunsat.

A challenge in using Equation (1), often overlooked, is the estimation of Ksat. Several
field tests (e.g., single or double ring infiltrometer, disc permeameter, Guelph permeameter,
bailout test) and laboratory tests (e.g., Rowe cell, constant/falling head tests, Oedometer
tests, triaxial hydraulic conductivity tests) have been developed and routinely conducted
to deduce Ksat. However, Ksat deduced from a different field or laboratory tests can be very
different, which is partly due to the underlying assumptions involved in those methods.
Discrepancies of several orders of magnitude are not uncommon [9]. The field tests are
often believed to yield more representative Ksat values compared to the laboratory tests.
However, Ksat values deduced from field tests can also be affected by the presence of hidden
cracks or fissures in the soil, local heterogeneity and the presence of higher hydraulic
conductivity layers, which may not be detected during the field investigation. Thus, the
conventional methods of deducing Ksat can have a low degree of reliability. For example,
in the study site involved in this investigation (discussed in the next section), more than
100 times difference in Ksat values from different tests were observed. This makes it very
difficult, and in some cases, impossible to objectively decide what value of Ksat to be used
in a particular analysis [30]. The engineer is often forced to use either an average value
or make a subjective judgement which can be influenced by the engineer’s experience
with similar sites or the lack of it. For a seepage analysis involving unsaturated soil, the
problem becomes even more complex due to the dependency of Kunsat on the soil’s degree
of saturation.
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This paper discusses a simple and objective approach for estimating Kunsat using a
correlation similar to one presented in Eq. [1]. The method involves a systematic back-
analysis of field observations to deduce Kunsat as a function of Ksat. The method of estimation
of Ksat was originally proposed by Lo et al. [31] to estimate Ksat for prefabricated vertical
drain improved soils. Ksat, in their case, was estimated by systematically analysing field
settlement data. It allowed them to avoid explicit modelling of the smear zone and reduced
Ksat due to smearing in that area which is often very difficult to determine due to limited
time and budget associated with field investigation of a practical project. The effectiveness
of the method in different problem domains has been demonstrated in the literature by
Karim [32], Karim et al. [33], Manivannan et al. [34], Karim et al. [35] and Lo et al. [36].
The approach has been modified in this paper for analyses in the unsaturated domain, i.e.,
to estimate Kunsat. The effectiveness of the method has been put to the test by modelling
a well-instrumented research site located in Southern England [20]. A selected period
of monitoring data (from 1 January 2006 to 31 December 2008—a total of 3 years) have
been used. A finite element software SEEP/W (version 2021.4) [37] has been used for
this purpose.

In the next section, the research site is discussed in terms of its construction, geotechni-
cal properties, instrumentation and monitoring details. Different aspects of the numerical
analyses, including the mesh or geometry chosen, boundary conditions and other input
parameters, are discussed in the next section. Subsequent sections discuss the results and
conclusions drawn from this paper.

2. Newbury Cutting—The Research Site

The research site discussed in this paper, hereafter referred to as Newbury cutting, is
located near A34 Newbury bypass in Southern England. The location of the site is presented
in Figure 1. The site was extensively instrumented and monitored. Details of the site instru-
mentation, monitoring, geology and weather data can be found in Smethurst et al. [20] and
Smethurst et al. [19]. For the sake of completeness, a brief description is presented here.

Map data ©2019 Google

Figure 1. Location map of Newbury cutting with an arrow pointing to the site location [38].
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The instrumented section of the cut slope was 8 m high and 28 m in length along the
sloping direction, as presented in Figure 2. The slope was excavated in 1997. The site soil
consists of stiff grey London clay of about 20 m thickness and its properties have been
found to vary in the vertical and horizontal directions. The top 2.5 m of the slope, below the
original ground level, was extensively weathered and hereafter referred to as weathered
London clay. The presence of several bands of silty clay up to 50 mm thick and large flints
was also detected during the site investigation. After the cutting was excavated, a 0.4 m
layer of topsoil was placed over the cut surface to facilitate the planting of vegetation. To
facilitate quick drainage, a fin drain was also installed near the toe of the slope.

A

C
B

D
8m

Weathered London Clay

Instrumentation lines

Slope angle
~16o

Grey London ClayGravel drain 17.5 m

2.5 m

5m 6.5m 6m 6m 5.5m 3m 3m
Figure 2. A cross-section of the Newbury cutting (dimensions after Smethurst et al. [20]).

A series of field and laboratory tests were conducted by Smethurst et al. [20] to deduce
different soil parameters for the research site. The tests included Atterberg limit tests,
triaxial (saturated) hydraulic conductivity test, dry unit weight test and field saturated
hydraulic conductivity test using the bail-out method. The deduced Ksat, unit weight,
and plasticity indices of the site soil are summarised in Table 1. It is to be noted that
a large number of laboratory tests on undisturbed samples along with bailout tests (in
the field from hand augured boreholes of up to 3 m deep) were used to deduce the Ksat
values. 1 to 3 orders of magnitude differences between deduced Ksat values were reported
by Smethurst et al. [20]. It was believed to be due to anisotropy and soil fabric, including
silt partings and cracks and fissures.

The relationship between the soil water content and suction (also known as soil
water characteristics curve—SWCC) for London clay was reported by Croney [39] and is
presented in Figure 3 and can be assumed to be representative of the site soil [9]. It is to be
noted that Croney [39] presented SWCC for both drying and wetting stages for London
clay. As SEEP/W [37] does not allow the use of multiple SWCCs and also considering the
difficulties associated with generating consistent wetting SWCC, the drying curve was used
for this analysis. It is expected that if the wetting SWCC was used, the observed pore water
pressure response would be different as Kunsat is a function of Ksat and SWCC. Change in
one may require adjustment in the other parameter. However, its significance was outside
the scope of this study.
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Table 1. Hydraulic conductivity, unit weight and plasticity index of grey and weathered London
Clay at the Newbury test site (after Smethurst et al. [20]).

Property
Grey London Clay Weathered London Clay

Range Average Range Average

Ksat from triaxial hydraulic
conductivity test (m/day) 3.37 × 10−6–5.7 × 10−5 1.99 × 10−5 4.32 × 10−5–1.38 × 10−4 7.52 × 10−5

Ksat from borehole bailout tests
(m/day) 1.99 × 10−4–3.8 × 10−4 3.2 × 10−4 3.11 × 10−3–4.32 × 10−3 3.72 × 10−3

Dry unit weight (kN/m3) 13.2–15.2 14.6 13.2–16.2 16.0

Plasticity index (%) 32.5–36.4 34.8 31.7 * 31.7 *

* one out of five of weathered London Clay samples showed plasticity.
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Figure 3. Transformed SWCCs for the Newbury cutting soil.

Moreover, it should be noted that SEEP/W [37] and most other numerical software
use SWCC in terms of volumetric water content and the curves presented by Croney [39]
were in terms of gravimetric water content. The gravimetric values were converted into
volumetric values using the following relationship (Equation (2)) and the transformed
SWCCs are presented in Figure 3.

wvol = wgr ×
γdry

γw
(2)

where wvol is the volumetric water content, wgr is the gravimetric water content, γdry and γw
are the dry unit weight of soil and unit weight of water, respectively. The average values for
γdry for the two different soil layers were used for the calculations, as presented in Table 1.

The vegetation on the slope was predominantly rough grass and herbs with some
small shrubs (0.5 m < tall). The grass and herbs were mowed periodically until October
2002 to help the development of shrubs planted on the slope. Several grown-up Beech, Oak
and Silver birch trees were located near the top of the slope.

Instrumentation was done to monitor moisture content (TDR moisture probes), suc-
tion (standard water-filled tensiometers and equitensiometer), positive water pressure
(piezometers), and water table location (dipping boreholes) at depths between 0.3 and
3.5 m. The instruments were installed in four groups, namely, cluster A (near the crest) to D
(near the toe). A weather station was also installed at the site. A 350 mm deep interceptor
drain was installed on the slope face (across the slope face) to capture surface runoff and
interflow. The site was monitored from October 2002.
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Figures 4 and 5 present average daily rainfall and runoff recorded (respectively) for
the 3 years duration under consideration in this study. Other recorded meteorological
parameters for the duration, i.e., average daily temperature, average daily wind speed (2 m
above ground surface) and average daily humidity, are presented in Appendix A. These
data will later be used in calculations.
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Figure 4. Measured daily rainfall at Newbury cutting.
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Figure 5. Measured daily runoff at Newbury cutting.
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3. Numerical Analyses

SEEP/W [37] is a finite element software that allows analysis of groundwater seepage
and pore water pressure distribution within porous media such as soil in both saturated
and unsaturated states. The types of analyses can range from saturated steady-state
problems to complex saturated/unsaturated time-dependent (transient) problems. The
pore water pressure distribution from such analyses could be used as an input for other
stress or stability analyses to assess the serviceability and ultimate limit state behaviour of
the slopes.

The software requires SWCC and soil hydraulic conductivity function (i.e., variation of
K with soil suction) as inputs for material definition. The effect of climate variables on the
problem can be modelled using an equivalent hydrological boundary condition (explained
later). Different modelling aspects of the problem are discussed in the next few sections.

3.1. Model Geometry

The discretised geometry used for the analysis is presented in Figure 6. To minimise the
effect of imposed boundary conditions on the analysis results, the geometry was extended
by 20 m towards the right and by 15 m towards the left. Several trials were run to ensure
the effect of boundary and mesh size was minimum or insignificant to the observed results.
Details of the trials are presented in Appendix B. A global mesh size of 0.8 m was used in the
analysis. Except for the surface layer, the geometry was discretised using an automatically
generated unstructured mesh using triangular and quadrilateral elements. The elements
close to the boundary (to a depth greater than the maximum depth of measurement during
field investigation) were then refined to half the global element size. The surface layer
was discretised using quadrilateral elements. Quadrilateral elements have been shown
to perform better in such scenarios as the gradients of primary unknowns are steeper in
the direction normal to the surface [37]. The nodal convergence was checked. A total of
4200 nodes and 3965 elements (4-nodded quadrilateral and 3-nodded triangular) were used
to discretise the geometry.
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Figure 6. Discretised geometry was used for the SEEP/W analysis (dimensions are in m).

The soil in the slope had two distinct subdivisions, namely, weathered London clay
and grey London clay layers. They were modelled using different materials. Because of the
presence of plant roots and other organic matters, the K of the top surface of the soil slope
was higher than the layers below. Separate surface layers (of 0.4 m thickness with element
thickness of 0.1 m) using different material models were added to the geometry to account
for these differences (i.e., surface layers corresponding to weathered London clay and grey
London clay layers). The pore water pressure and other variables usually change rapidly
close to the exposed soil surface, i.e., in the surface layer.
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3.2. Material Models

SEEP/W [37] allows the soil to be modelled as saturated only or as a combination of sat-
urated and unsaturated soil states. All four soil materials (i.e., grey and weathered London
clay and their respective surface layers) were modelled using the saturated/unsaturated
option. This way, the soil could stay in a saturated or unsaturated state during an analysis
or change state depending on the analyses conditions. The SWCCs for the weathered and
grey London clay have been discussed above. The SWCC for the surface layers was kept
similar to the layers below. There were no specific K data available for the surface layers.
The Ksat values for the soils were assumed as 10 times the values of the layers below [40].

3.3. Calculation for Input Hydrological Boundary Condition

The water balance equation [41] was used for the calculation of input hydrological
boundary conditions to represent the effect of the atmospheric boundary (e.g., rainfall,
solar radiation, humidity, wind speed) and vegetation as below,

∑ R − RO − ET − S + RE = 0 (3)

where R is the rainfall, RO is the runoff, ET is the evapotranspiration, S is the change
in stored water within the soil, and RE is the net recharge from surrounding soils. If we
consider inflow and outflow for soil mass from the surrounding soil is equal, i.e., RE = 0, we
can say S is equal to the magnitude of water percolating into the soil, net surface infiltration
(NSF) through the surface boundary. Thus we can rewrite Equation (3) as below,

∑ R − RO − ET = NSF (4)

The measured daily rainfall and runoff and calculated ET data were used for this
purpose. To estimate ET, a reference ET was calculated first using the Penman-Monteith
equation as below [42],

ETr =
0.408Δ(Rn − G) + γ 900

T+273 u2(es − ea)

Δ + γ(1 + 0.34u2)
(5)

where ETr is the reference evapotranspiration calculated in a 1-day time step, Δ is the
slope of saturation vapour curve, Rn is the net radiation flux in MJ/m2/day, G is the soil
heat flux density in MJ/m2/day, γ is the Psychrometric constant in kPa/◦C, T is the mean
temperature in ◦C 2 m above the ground level, u2 is the wind speed in m/s at 2 m above
the ground, and (es − ea) is the saturation vapour pressure deficit in kPa.

The Penman–Monteith equation [42] parameters presented in Table 2, along with the
weather data presented in Appendix A have been used. Once the daily ETr was calculated,
ET was deduced using the following equation,

ET = ETr for 0 ≤ SMD ≤ RAW
ET = ETr × TAW−SMD

TAW−RAW for SMD ≥ RAW
(6)

where SMD is the soil moisture deficit, RAW is readily available water, and TAW is the
total available water. Calculated ET values are presented in Figure 7 and calculated daily
NSF values are presented in Figure 8. NSF values represent the infiltration of water into the
soil due to rainfall and also the removal of water due to evapotranspiration. NSF can be of
either positive or negative magnitude. A positive value will indicate water is infiltrating
into the ground and the rainfall is dominating the process. A negative value, on the other
hand, will indicate water is leaving the soil due to evapotranspiration. The calculated
NSF values were used as an input hydrological boundary condition for this analysis and
represented the effect of climate and vegetation on the problem. It is to be noted that while
using eq [3] to estimate NSF, the value of runoff needs to be known. However, it may not
be a readily available measurement. In the absence of measured runoff values, a process
outlined in Appendix C can be used to estimate runoff and thus NSF. Similar approaches
have been used in the literature [9,43,44].
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Table 2. Parameters used for the calculation of evapotranspiration.

Parameter Value

Psychrometric constant (kPa/◦C) 0.000665 × atm. pressure

Solar constant 0.082

Latitude (rad) 0.895877505

Albido or canopy reflection coefficient 0.23

Stefan–Boltzman constant (Mj/K4/M2/day) 4.903 × 10−9

Elevation above sea level (m) 105

 

Figure 7. Calculated ET for Newbury cutting.
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Figure 8. Net surface flux data for Newbury cutting.

It is to be noted that the use of a 1-day time step means everything occurring within a
particular 24 h period is averaged out over that period and the effect of a shorter duration
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event may not be captured very accurately. It is possible to conduct a similar analysis
with smaller time steps (e.g., hourly) if hourly measurements of all related parameters
were available.

3.4. Other Boundary Conditions

The left, right and the bottom boundary of the problem was modelled as impermeable
(no flow). Part of the ground surface with road surfacing was modelled as impermeable as
well. The mesh and geometry sensitivity analyses show that the choice of these boundary
conditions was appropriate. The fin drain installed near the toe of the slope was not mod-
elled explicitly. Rather its effect was modelled using a zero pore water pressure boundary.
A flux boundary condition was applied at the ground surface, as discussed earlier.

3.5. Initial Condition

The initial pore water pressure condition in the model was established using an initial
water table. An educated guess was made by analysing the piezometer pore water pressure
data on the date 1 January 2006. This might have some effect on the predicted pore water
pressure profile, and to the author’s understanding, a more complicated seepage analysis
could be conducted to establish the initial pore water pressure profile. However, as will be
shown later, the effect of assuming an initial water table gets diminished as the analysis
progresses and somewhat becomes irrelevant beyond a few months of analysis, even when
a very crude guess is made.

3.6. Estimation of K

For modelling unsaturated soils, SEEP/W [37] allows the choice of different functions
that deduces Kunsat by relating soil suction to Ksat. A user can choose from available
functions such as Fredlund et al. [29], Green and Corey [28] and Van-Genuchten [27]. In
this investigation, the Van-Genuchten [27] function (Equation (1)) was used. Estimating an
appropriate value for Ksat was a challenge as large (more than 100 times) differences were
observed for values from different tests. As indicated earlier, in such scenarios, one has a
choice of using an average value or using subjective judgment.

An alternative approach was used to estimate a representative Ksat value in this study.
The first year of field-measured pore water pressure data was back analysed. Few trial
analyses were conducted with Ksat being systematically varied until the best match was
found. The field average Ksat as presented in Table 1, was used as the first trial value.
SWCC and other parameters in the study remained unchanged (e.g., the ratio between
Ksat in surface layers and the underlying layers). The best match Ksat values were then
used to analyse the problem further. Piezometer readings from two different depths at two
locations, A and C (see Figures 2 and 6), were used.

In principle, this process is not very different from conventional techniques (especially
field tests) used to deduce Ksat. Interpretation of many of the field tests also involves several
assumptions and back-fitting of field observations. For example, in a Guelph permeameter
test, the flow of water into the soil is observed, and collected data are interpreted using
saturated-unsaturated flow theories to estimate Ksat.

Figure 9 presents the effect of using different K values on the pore water pressure
profile for location C at 2.5 m depth. Three different analyses are presented here, i.e.,
analysis using the field average Ksat, analysis using the best match Ksat and analysis using
three times the best match Ksat. The figures show that Ksat may play a significant role in
such pore water pressure analyses. The best match Ksat values for the weathered London
clay and grey London clay were 0.015 m/d and 0.0025 m/d, respectively—approximately
four and eight times their respective field average values. Plots at other locations are not
presented here due to space limitations.
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Figure 9. Different trial Ksat values and related pore water pressure at Section C 2.5 m depth from
the surface.

4. Results

The analyses were run from 1 Jan 2006 to 31 December 2008, a total duration of 3 years,
including the first year used for the estimation of Ksat. The results are discussed below.

Figure 10a,b show the field measured and calculated pore water pressure from two
analyses (i.e., one using matched K and the other using average field value) at 1.5 and 2.5 m
depths from the surface at instrumented section A and Figure 11a,b presents the same for
location C. At location A, both analyses captured the negative pore-water pressure peaks
with reasonable accuracy. Both analyses (using matched and field K) overestimated the
magnitude of positive pore water pressure throughout the measurement period. At location
C, the qualitative trend (peaks and troughs) was much better captured in the matched K
analysis and the use of average field K in the analyses led to a significant underestimation
of negative pore water pressure developed during the period of June-July of 2006. The
number of peaks and troughs in the field measured values were better captured by using
matched K in the analyses. The average K analysis trend was relatively smoother and often
did not capture the smaller peaks and troughs in the trend (short duration events). Overall,
the use of matched K improves the accuracy of the calculation.

The near-surface soil suctions were recorded by standard water-filled tensiometers
at different depths (0.3, 0.6 and 0.9 m from the surface at locations A and C). Figure 12a,b
present the measured suction and estimated responses from the numerical analyses (both
using field average K and matched K) at 0.6 m depth at instrumented locations A and C,
respectively. At location A the suction magnitude was underestimated between June and
July 2007 and overestimated at other times by both analyses. The difference between the
calculations from the two analyses was very small. At location C, the suction response was
significantly overestimated by both analyses. The overestimation was slightly higher for
the case of the field K analysis. The qualitative trend was reasonably well captured by both
analyses with reasonable accuracy.

Figure 13 presents the measured and calculated volumetric water content variation
with time. At location C, both analyses calculated volumetric water content with reasonable
accuracy; however, at location A, both analyses significantly underestimated the changes
in water content with time. This difference is likely to be due to local heterogeneity of the
soil and the SWCC used in the analyses is unable to represent its behaviour. It is to be
noted that in a saturated/unsaturated seepage analysis, the hydraulic conductivity and
SWCC both affect the changes in water content (as Kunsat is a function of soil suction) and
consequently developed pore water pressure. Estimating the Kunsat based on observation of
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pore water pressure response has allowed prediction of the same with greater accuracy. It is
to be noted that the estimation of Kunsat could also be achieved by comparing the predicted
and field observed water content data, and in such a case, it is expected that the prediction
of water content could have improved accuracy. It is envisaged that with a better estimation
of SWCC for different materials used in the simulation, a better estimation of water content
could be achieved.

The interaction between soil, vegetation and the atmospheric boundary is complex
and can be influenced by a number of variables. This paper presents a simplified process to
model the interaction to capture the related changes in water pressure and soil water content
and outlines an objective approach to estimate one of the most important parameters in
seepage analyses (i.e., hydraulic conductivity). The simplification and assumptions include,

• the use of an SWCC from literature for a similar soil (not based on soil tested on this
particular site)

• the use of the drying curve for representing both wetting and drying behaviour
• the assumption of uniform soil properties within different soil layers even though the

site investigation revealed the grey London clay to be variable along with the vertical
and horizontal directions.
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Figure 10. Field measured and calculated pore water pressure at (a) 1.5 m and (b) 2.5 m depths in
section A.
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Figure 11. Field measured and calculated pore water pressure at (a) 1.5 m depth and (b) 2.5 m depth
at section C.

 

(a)

(b)

Figure 12. Measured and calculated soil suction at 0.3 m depth (a) at section A and (b) at section C.
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Figure 13. Measured and calculated volumetric water content 0.6 m depth (a) at location A and (b) at
location C.

Despite these simplifications, the analyses presented here could capture the qualitative
trend and quantitative changes in pore water pressure and water content with reasonable
accuracy. The difference between the field averaged value of Ksat and matched Ksat was
four to eight times. It is to be noted that standard laboratory or field tests for hydraulic
conductivity often produce estimates that can be 100 or even 1000 times different from
each other. Furthermore, the calculation here was found to be significantly less sensitive
to Ksat compared to seepage or consolidation analyses in saturated soils. Due to this, the
differences between the field average K analysis and matched K analysis were close to each
other on many occasions, even though the matched K analysis showed a relatively better
overall prediction for water pressure and water content. In other situations where more
variability exists, the situation may be significantly different, and the use of field average K
may produce far inferior predictions.

5. Discussion and Conclusions

A set of numerical analyses has been discussed in this paper. The analysis has been
carried out with a finite element software SEEP/W [37]. All the inputs to the model have
been determined from laboratory/field test results except for the hydraulic conductivity
of the soil, which is likely to be affected by the presence of fissures or cracks in the soil
and may not be captured by standard field or laboratory tests. An alternative approach
is outlined here for the estimation of the hydraulic conductivity. Surface infiltration was

100



Processes 2022, 10, 1306

used in the model as an input boundary condition and was calculated using the surface
water balance equation. The results show that using the approach, it is possible to capture
the seasonal, climate-induced pore water pressure variation in slopes, and the discussed
method for estimation of hydraulic conductivity can be a useful tool for seepage analyses
in unsaturated soils.
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Appendix A

Figures A1–A3 showing recorded daily temperature, wind speed and relative humidity
at Newbury cutting
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Figure A1. Average daily temperature at Newbury cutting.
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Figure A2. Average daily wind speed 2 m above the ground level at Newbury cutting.
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Figure A3. Average daily humidity at Newbury cutting.

Appendix B

To investigate the sensitivity of mesh size and the effect of imposed boundary con-
ditions, additional analyses were conducted. Results from analysis based on mesh and
geometry presented in Figure 6 were used as a benchmark and deviation from those results
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due to changes in the mesh and geometry condition was observed. For comparison, the
analyses are named GM1—original analyses reported in this paper; GM2—analyses with
the same geometry as GM1 but without mesh refinement (element size of 0.8 m except
for the surface layers where the element thickness was 0.1 m) and GM3- with reduced
depth and length of the geometry and 0.4 m global element size with a surface layer having
0.1 m element thicknesses). The mesh and geometries are shown in Figures A4 and A5,
and calculated pore water pressure/suction are compared for location C at three different
depths in Figure A6.

As can be seen in Figure A6, there were only very small differences between calculated
responses from all the additional analyses. So the mesh size and the boundary could be
treated as the reason for the problem being solved and the mesh and geometry combination
GM1 was used for all the analyses to remove any concern of numerical ill-conditioning or
boundary effect on results.
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Figure A4. Geometry and mesh used for sensitivity analysis GM2.
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Figure A5. Geometry and mesh used for sensitivity analysis GM3.
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Figure A6. suction/pore water pressure response at instrumentation line C at (a) 0.3 m depth, (b) 1 m
depth and (c) 2 m depth.
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Appendix C

In many cases, the measured runoff data is not available. In such a case, a two-tank
soil water storage model (SWSM) [9,43,45] can be used for the estimation of runoff. The
model calculates how much water from a particular intensity of rainfall infiltrates the soil
based on the available storage capacity and hydraulic conductivity of the soil. The amount
of water that cannot infiltrate is treated as RO. That means, even if the soil has enough
storage capacity, if the rainfall intensity is more than the soil’s capacity to allow water in
(hydraulic conductivity), the excess water will flow as runoff. In this case, both pore water
pressure and runoff are a function of K and an iterative process as outlined below will be
necessary to estimate K and thus NSF.

1. The first step in the process is to make an initial estimation of Ksat. It is difficult to
objectively estimate a value for Ksat as the numbers can be scattered over a large range.
A field average can be a good starting point.

2. Following this, RO can be estimated using the two-tank SWSM model and the first
estimate of daily NSF can be calculated.

3. The deduced NSF can then be used as an input boundary condition in a first trial
numerical analysis. Pore water pressure distribution from the simulation can then be
compared with the field measured values.

4. In the next step, Ksat values can be systematically varied and step 1 to 3 repeated until
a good match between the observed and calculated pore water pressures can be found.
For every chosen Ksat, the calculation for surface RO and NSF needs repeating.
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Abstract: The numerical analysis of many geotechnical problems involves a high number of structural
elements, leading to extensive modelling and computational effort. Due to its exceptional ability to
circumvent these obstacles, the embedded beam element (EB), though originally intended for the
modelling of micropiles, has become increasingly popular in computational geotechnics. Recent
research effort has paved the way to the embedded beam element with interaction surface (EB-I),
an extension of the EB. The EB-I renders soil–structure interaction along an interaction surface
rather than the centreline, making it theoretically applicable to any engineering application where
beam-type elements interact with solid elements. At present, in-depth knowledge about relative
merits, compared to the EB, is still in demand. Subsequently, numerical analysis are carried out using
both embedded beam formulations to model deep foundation elements. The credibility of predicted
results is assessed based on a comprehensive comparison with the well-established standard FE
approach. In all cases considered, the EB-I proves clearly superior in terms of mesh sensitivity,
mobilization of skin-resistance, and predicted soil displacements. Special care must be taken when
using embedded beam formulations for the modelling of composite structures.

Keywords: embedded beam elements; finite element; mesh sensitivity; soil-structure interaction;
deep foundation; 3D modelling

1. Introduction

The dimensioning of deep foundation elements, such as single piles, pile groups, and
piled rafts represents a standard task in geotechnical engineering. Broadly, the behaviour of
these structural elements is characterized by two complex effects: (1) non-linear behaviour
of the soil surrounding the piles and (2) separation between soil and pile as a result of
large inertial forces, generated in the soil, around the pile heads [1]. In order to account
for the extended-continuum nature of the embedding soil around piles, the finite element
method (FEM), amongst other numerical techniques, has evolved as a widely accepted tool
in academia and practice [2,3].

In this context, deep foundation elements are frequently considered as combinations of
solid elements, conforming to linear elastic material of the pile, and zero-thickness interface
elements allowing for realistic soil-structure interaction (SSI), including possible occurrence
of detachment or interface sliding between pile and soil [4–7]. The so-called standard FE
approach (SFEA) represents a very good approximation of related physical problems, espe-
cially regarding the simulation of ideal non-displacement piles experiencing subordinate
installation effects (in the literature, they are also referred to as “wished-in-place” piles or
drilled shafts [8,9]); thus, the SFEA is commonly used as a numerical benchmark solution
to assess the credibility of novel pile formulations [10,11]. Nonetheless, the SFEA has
deficiencies concerning the analysis of large-scale geotechnical entities comprising a high
number of piles [12]. Most significantly, the SFEA requires the application of considerably
small elements, implicitly induced by the slenderness inherent to piles; as a consequence,
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the number of degrees of freedom (DOFs) increases disproportionately, resulting in com-
putational costs that must be regarded as unbearable for most practical purposes [13]. In
addition, the SFEA requires an a priori consideration of the orientation and location of
the piles during the geometrical setup-up of the model, which makes design optimization
cumbersome in engineering practice [14].

To overcome these limitations, Sadek and Shahrour [15] proposed the so-called em-
bedded beam (EB) formulation, which was further enhanced through the contributions of
Engin et al. [16], as well as Tschuchnigg and Schweiger [12]; in more recent publications, the
EB is also referred to as embedded pile [13,17]. In its actual configuration, EBs constitute
line elements composed of beams and non-linear embedded interface elements, allowing
for relative beam-soil displacements. Unlike the SFEA, the EB formulation defines piles
independent from the solid mesh connectivity; consequently, EBs do not influence the
spatial discretization of the soil domain, leading to a significant decrease in DOFs close
to the thin geometrical entities, higher calculation efficiency, and lower modelling effort
compared to the SFEA. In addition, the EB simplifies the structural analysis with respect to
the evaluation of stress resultants [13].

Since the EB modelling technique considers SSI along the centreline only, it was
originally intended for the analysis of axially-loaded small diameter piles installed in
vertical direction [18]. Due to its deficiency to capture the effect of pile installation in the
surrounding soil, it is further recommended to apply the EB framework for the modelling
of piles undergoing inconsiderable installation effects, such as non-displacement piles
or, more specifically, piles which are constructed using casings [12]. Applications of EBs
are reported for single piles under compression [19] and tension [20], pile rows [21], pile
groups [22,23], rigid inclusions [24], connected [25–29] and disconnected piled rafts [13].
Despite aforementioned recommendations regarding its field of application, and due
to its exceptional ability to simplify the modelling process, EBs were found eligible for
the modelling of almost any type of geotechnical reinforcement interacting with solid
elements: Abbas et al. investigated both the lateral load behaviour [30] and the uplift load-
carrying mechanism [31] of inclined micropiles modelled by means of EBs. El-Sherbiny
et al. [32] applied EBs to study the ability of jet-grout columns to stabilize berms in soft
soil formations. EBs found also use in the modelling of piles subjected to different modes
of loading, namely lateral [33], passive [34,35], and dynamic loading [36]. More recently,
use cases suggest the incorporation of EBs to capture the response of tension members,
including tunnel front fiberglass reinforcements [37], rock bolts [38], ground anchors [39],
and soil nails [40].

However, as relevant as it is poorly considered, the existing EB formulation suffers
from severe limitations compared to the SFEA. Most significantly, this modelling approach
introduces a mechanical incompatibility, resulting in stress singularities near the pile
base [41]. This effect is mesh-dependent and becomes more determinant with increasing
mesh refinement in the vicinity of an EB; accordingly, EBs require the employment of
sufficiently coarse mesh discretizations in order to accurately predict their system response.
Otherwise, increasing the mesh coarseness of the solid domain gives rise to inaccurate
solutions and inconvenient convergence to the sought exact solution [13]; from a practical
point of view, this may lead to an underestimation of foundation settlements. Hence,
engineering judgment, in conjunction with mesh studies, are in demand to evaluate reliable
mesh discretizations. Another important limiting factor concerns the SSI principle: as the
latter is established along the centreline rather than the physical circumference, EBs cannot
distinguish between lateral shear and normal stress components acting on the interface,
which are therefore unlimited [18]. In this way, lateral plasticity is solely controlled by the
evolution of failure points in the surrounding soil; this obstacle may give rise to inaccurate
predictions in the case of complex loading situations [42].

To solve aforementioned problems, Turello et al. [41,43] developed the so-called
embedded beam with interaction surface (EB-I). The novelty of this approach concerned
the integration of an explicit interaction surface to the existing EB formulation, which allows
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the spread of non-linear SSI effects over the physical skin, instead of over the centreline. In
this way, spurious stress singularities induced by the line element are markedly reduced.
More recently, the improved embedded beam framework was further generalized in order
to allow for inclined pile configurations as well as non-circular cross-section shapes [10,42].
Aforementioned publications found that the EB-I poses a significant enhancement, in terms
of mesh sensitivity and global pile response, in comparison with the original EB. However,
it should be noted that these papers were primarily devoted to the theoretical presentation
of the EB-I concept, hence little attention was paid to its validation. For example, Turello
et al. [44] investigated its ability to resemble pile group members considering linear elastic
soil conditions, which must be regarded as considerable simplification with respect to the
mechanical soil behaviour. Moreover, Smulders et al. [42] evaluated the EB-I performance
solely based on the load-settlement behaviour of single piles, which is mainly controlled
by the stiffness of the surrounding soil [11].

The present paper aims at assessing the relative merits of the improved embedded
beam formulation, compared to the existing one, in more detail. To this end, the remainder
of this paper is organized as follows: Section 2 reconsiders the theoretical framework
of both embedded beam formulations and highlights important differences. Section 3
presents the numerical modelling approach applied in the numerical studies. Section 4
investigates the credibility of results computed with both embedded beam formulations
based on a single-pile engineering case. In view of their intended use (i.e., to capture the
behaviour of SFEA piles; see [11]), the performance of both embedded beam formulations
is analysed based on a comparison with the results obtained using the SFEA, which serves
as a benchmark model for numerical validation [45]. In this context, it is noted that the
(numerical) validation approach applied differs from the traditional validation strategy [46],
which generally uses experimental data as a benchmark. To the authors’ knowledge, the
underlying studies represent the first attempt to compare the structural performance of
embedded beam formulations with respect to the mobilization of skin tractions, load
separation between pile shaft and pile base, as well as displacements induced in the
surrounding soil. In Section 5, both embedded beam models are utilized to approximate
deep foundation elements of a recently constructed railway station, but emphasis is given
to practical implications. Section 6 closes with the main conclusions of this work. In
the course of this document, boldface uppercase and lowercase letters denote vectors or
matrices, respectively. Italic element symbols are defined in the list of symbols.

2. Background

2.1. Embedded Beam Formulation

EBs combine the efficient use of defining beam elements independent of the solid mesh
connectivity, with slip between the structural element and the solid mesh defined along the
element axis. Over the last decade, many commercial software codes have incorporated an
EB-type element; see Table 1. Though the latter differs in terms of element type name and
recommended application, the working principle is broadly the same.
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Table 1. Overview of EB-type elements employed in numerical software codes.

Numerical Code
(Version)

Simulation Method

Diana 3D
(V10.4) [47]

FEM

ZSoil 3D
(V20.07) [48]

FEM

RS3
(V4.014) [49]

FEM

FLAC 3D
(V7.0) [50]

FDM

PLAXIS 3D
(V21.00) [51]

FEM

EB-type name Pile foundations Composite
element

Embedded
element

Pile structural
element

Embedded
beam element

Soil-structure interaction Line interface along shaft, point interface at base

Skin resistance in axial direction Soil-dependent or pre-defined traction (kN/m)

Base resistance in axial direction Pre-defined force (kN)

Application Piles, ground
anchors

Piles, soil nails,
fixed end
anchors

Piles, forepoles,
beams

Structural
support

members

Piles, rockbolts,
anchors

From a numerical point of view, EBs implemented in Plaxis 3D represent composite
structural elements comprising three components:

1. Three-noded beam element with quadratic interpolation scheme and six DOFs (i.e.,
three translational DOFs, ux, uy, uz; three rotational DOFs, ϕx, ϕy, ϕz). As Timo-
shenko’s theory is adopted, shear deformations are explicitly taken into account. In
order to improve the numerical stability in case of particularly fine mesh discretiza-
tions, an elastic zone is automatically generated in the surrounding soil. In this zone,
all Gaussian points of the solid mesh are forced to remain elastic. As the zone size is
controlled by the pile radius, the geometrical properties of the beam element influence
the stress state in the surrounding soil [16].

2. Three-noded line interfaces with the quadratic interpolation scheme and three pairs
of nodes instead of single nodes, one belonging to the beam and one to the solid
element in which the beam is located. This component accounts for the SSI along the
shaft based on a material law that links the skin traction vector tskin

EB (kN/m) to the
relative displacement vector urel (m):

urel = ub − us = Nb·ab − Ns·as (1)

tskin
EB = De·urel (2)

where ub and us (m) denote the beam and solid displacement vector, while matrices
Nb and Ns represent the interpolation matrix, including standard Lagrangian element
functions of the corresponding beam and solid elements. The elastic constitutive
matrix De (kN/m2) is composed of the embedded interface stiffnesses in normal and
tangential directions. Unlike the beam component, interface stiffness matrices are
evaluated employing the Newton–Cotes integration scheme, hence element function
values at the nodes are either one or zero. While skin traction components in radial
direction are defined as unlimited, peak values in axial direction taxial,max (kN/m)
may be linked to the actual soil stress state using a Coulomb criterion:

taxial, max ≤
(

c′ − σ
avg′
n · tan ϕ′

)
·2·π·R (3)

where c′ (kPa) and ϕ′ (◦) represent the effective soil strength parameters, σ
avg′
n (kPa)

the averaged effective normal stress along the line interface and R (m) the radius.
3. Point interface with one integration point at the beam end. In its initial configuration,

the latter coincides with a solid node. Similar to the line interface, SSI effects obey a
material law defined in terms of urel (m) and the embedded foot interface stiffness
Kbase (kN/m) in an axial direction. On the contrary, the ultimate tip force is limited
through a user-defined tip force Fmax (kN), hence independent of the surrounding
soil. Tensile stresses are internally suppressed through a tension cut-off criterion.
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For details concerning virtual work considerations and the iteration procedure, the
interested reader can refer to [47–51].

2.2. Improved Embedded Beam Formulation with Interaction Surface

To the best of found knowledge, the EB-I is yet to feature in commercial software codes.
However, recent developments have been tested and incorporated in Plaxis 3D [18,42].
In order to get a better understanding of the enhancements compared to the EB, a few
remarks on the implementation are noteworthy:

• Unlike EBs, which consider shaft SSI effects along the beam axis, the EB-I spreads the
shaft resistance over a number of integration points located at the physical interac-
tion surface; the same applies for SSI at the base, where the resistance is distributed
over several points at the base, instead of a single point. In this way, singular stress
concentrations, leading to local accumulations of plastic behaviour and large displace-
ments along the axis, are avoided. In analogy to the EB, the skin traction vector tskin

EB−I
(kN/m2) is expressed in terms of the relative displacement vector at the interaction
surface urel (m) and the elastic stiffness matrix De (kN/m3):

urel = ub − us = H·ab − Ns·as (4)

tskin
EB−I =

De

2πR
·urel (5)

where ub (m) denotes the mapped beam displacement at the interaction surface
expressed in terms of the mapping matrix H and beam nodal DOFs ab. us (m) is the
solid displacement vector at the interaction surface obtained by means of interpolation,
within solid elements, located at the interaction surface. The latter is calculated based
on vector as containing solid nodal DOFs and the interpolation matrix Ns including
standard Lagrangian element functions of the corresponding solid elements. R (m)
represents the beam radius and De (kN/m2) represents the elastic stiffness matrix
containing the interface stiffnesses. Since each interface element no longer poses a
line, but a surface, the latter is divided by the shaft circumference. A similar approach
is applied to resemble SSI at the base.

• In contrast to EBs, EB-Is are able to distinguish between two shear stress directions
perpendicular to the beam axis. This allows them to enrich the slip criterion such that
it accounts for any possible direction of slip failure occurring at the interaction surface:

τmax =
√

τ2
s + τ2

t ≤ c′ − σ′
n· tan ϕ′ (6)

where τmax (kN/m2) is the max. local shear stress, controlled by the (perpendicularly
oriented) local shear stress components τs and τt (kN/m2) acting on the interaction
surface. σ′

n (kN/m2) denotes the actual normal stress developing in the surrounding
soil, c′ (kN/m2) and ϕ′ (◦) the effective soil strength parameters. Accordingly, the
intrinsic slip criterion is not restricted to the axial direction, as is the case for the EB.

• Depending on the discretization and the number of integration points at the interaction
surface, the EB-I connects multiple continuum elements to one beam element. From a
numerical point of view, the embedded beam stiffness is spread over a higher number
of nodes, leading to relative merits in terms of global stiffness matrix conditioning
(i.e., smaller difference between max. and min. diagonal terms). As a consequence,
the robustness of the numerical procedure is improved compared to the EB.

For the sake of clarity, Figure 1 compares the global response of a vertically loaded
single pile, modelled by means of both embedded beam formulations, namely the existing
embedded beam (EB) and the improved embedded beam with interaction surface (EB-I).
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Figure 1. Global response of an axially loaded pile, considered by means of different modelling approaches: (a) embedded
beam (EB); (b) embedded beam with interaction surface (EB-I). In both cases, the mobilization of skin tractions is primarily
controlled by the relative displacement vector urel (“spring”) and the slip criterion (“friction element”).

3. Finite Element Modelling

3.1. Investigated Scenario and Model Description

Although single piles are rarely constructed in isolation, it is useful to consider their
analysis for the numerical validation of new pile modelling methods [4]. Accordingly, the
Alzey Bridge pile load test [52] serves as a reference scenario to compare the performance of
the EB with the EB-I. The test program was originally intended to optimize the foundation
design of a highway bridge in slightly overconsolidated Frankfurt clay. Recently, it has
gained increasing popularity for the performance assessment of novel pile formulations;
for example, see [16,42].

The numerical simulations, carried out in the present study, consider different pile
modelling approaches and mesh discretizations. All simulations are carried out with Plaxis
3D [51]. For the sake of numerical consistency, in terms of solid element type and domain
dimensions, all results are obtained using full 3D models, instead of axisymmetric 2D
models or reduced 3D models for the SFEA. In view of the number of elements and DOFs
required to discretize the domain, this allows for a direct comparison between SFEA and
EB/EB-I models. Following the results of trial simulations, the model domain has been
defined such that boundary effects are reduced to an acceptable limit; see Appendix A.
Consequently, the model dimensions Bm = Lm/Dm are set to 26/19 m, which is equal to
20 and 2 times the pile diameter and length, respectively; see Figure 2a. With regard to
the boundary conditions, conventional kinematic conditions are considered: a fully fixed
support, with blocking of the displacements in all directions, at the lower horizontal model
boundary and a horizontally fixed support with freedom of vertical displacements along
lateral model boundaries. Moreover, mesh sensitivity analyses, concerning the (numerical)
benchmark solution, ensure that the reference model is stable and reliable; see Appendix B.
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Figure 2. (a) Model geometry, boundary conditions, and (b) characteristic load-displacement regions
after [53].

Regardless of the pile modelling approach, the majority of the performed finite ele-
ment analyses (FEA) consist of five phases. All simulations start with the definition of the
initial conditions, where the initial stress field is generated by means of the K0 procedure;
this is reasonable given a horizontal ground surface and homogeneous soil. The next phase
concerns the pile installation; depending on the considered pile configuration, this includes
the assignment of hardened concrete properties and the activation of interface elements
between the pile and the surrounding soil (SFEA), or the activation of the respective embed-
ded beam element (EB, EB-I). Hence, the piles are assumed to be homogenous in strength,
stiffness, and weight, thereby ignoring effects of improper concreting [6]. According to
the reference scenario, the soil around the pile is assumed to be in its initial state, which
may be regarded as reasonable for non-displacement piles, where installation effects are of
subordinate importance with respect to the pile behaviour [8]. Unless otherwise stated, the
pile is finally subjected to displacement-driven head-down loading.

In the course of the evaluation of results, the mesh size effect on derived quantities (for
example, the mobilization of skin and base resistance) is compared at different displacement
levels. To satisfy practical relations on the one hand, and reduce bias on the other hand,
the prescribed displacements are specified beforehand, following the L1-L2 method [53];
see Figure 2b.

Assuming drained conditions, the following prescribed displacements are determined
as a function of the pile diameter DPile:

• uL1 = uPile/DPile = 0.34%, approximating the end of the initial linear region [54].
• uL2 = uPile/DPile = 4%, indicating the initiation of the final linear region [55].
• uult = uPile/DPile = 10%, complying with the ultimate pile resistance defined in [56].

As shown in Figure 2b, uL1 and uL2 correspond to the pile head displacement uPile at
the end of the initial linear region, as well as at the initiation of the final linear region. uult
marks the pile head displacement at the end of loading.

3.2. Pile Modelling Approach

As suggested by [10,38,41], the numerical behaviour of embedded beam formulations
is numerically validated against SFEA results (i.e., full 3D FE model). In the latter case,
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the swept meshing technique [57] is applied to discretize the domain with 84,148 10-
noded tetrahedral elements. In this way, the solid elements representing the SFEA pile
are discretized with a structured swept mesh, allowing for both a faster mesh generation
process, as well as a considerable mesh size reduction compared to the default solid mesh.

In order to minimize the interpolation error associated with the mesh discretization of
the model, the mesh is refined inside the pile structure, and within a zone of 3·DPile below
the tip and beside the shaft, respectively; see Figure 3. To address possible occurrence of
relative displacements and plastic slip parallel to the soil-structure contacts, standard zero-
thickness interface elements are considered at soil-structure contacts [58,59]. The interface
elements are extended beyond the physical pile boundary in order to reduce the effect of
singular plasticity points developing close to the pile edge [11,60]. The interface strength is
specified with a Coulomb criterion that limits the max. shear stress τ max (kN/m2) by

τ max =
(
c′ − σ′

n· tan ϕ′)·Rinter (7)

where σ′
n (kN/m2), ϕ′ (◦), and c′ (kN/m2) are the effective interface normal stress, interface

friction angle, and interface cohesion. In accordance with recommendations given in [61],
an interface reduction factor Rinter = 0.9 is adopted in the analyses, which represents a
typical value to account for SSI between concrete piles and fine grained soils.

Figure 3. (a) 3D view of global SFEA mesh; (b) cross-sectional view of SFEA mesh detail.

Contrary to SFEA interfaces, embedded interface elements are not explicitly modelled,
but they are internally defined after the global mesh discretization; thus, assigning interface
parameters reduces the definition of the ultimate skin and base resistance. For the sake of
numerical consistency, the skin resistance is defined as layer-dependent (i.e., dependent
of the stress state in the surrounding soil; see Equation (3)). In this way, the embedded
interface elements are defined similarly to the interface elements used in the SFEA [12]. In
an attempt to capture the SFEA pile capacity with sufficient accuracy, the base resistance
is limited by the SFEA normal force developing at the pile base after the final loading
step. The mesh sensitivity of both embedded beam formulations is investigated with
five different mesh refinements, which are referred to as very fine, fine, medium, coarse,
and very coarse (Figure 4). The model boundary conditions are specified equal to the
SFEA case.
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Figure 4. Mesh discretizations considered for EB/EB-I models.

It is noted that both embedded beam formulations are analysed with the same mesh
discretizations and considerably less DOFs compared to the SFEA. Since beam elements are
superimposed on the solid domain, and therefore overlap the soil, the beam unit weight
represents a delta unit weight to the surrounding soil [11]. Noteworthy, this differs from
previous interpretations of the embedded beam unit weight documented in [27,30,31,62],
where the unit weight is assigned with the actual unit weight of the volume pile; as a
consequence, this approach leads to an overestimation of the soil-structure unit weight.
To realistically approximate the kinematics at the pile head, the uppermost connection
point is considered as free to move and rotate, relative to the surrounding soil. Additional
modelling parameters summarized in Table 2 are taken from [16] and resemble on-site
conditions as described in [52].

Table 2. Overview of pile parameters applied in the Alzey Bridge model.

Parameter Symbol Unit SFEA EB/EB-I 1

Pile Interface Pile Interface

Unit weight γ kN/m3 25.0 5.0
Young’s modulus E GPa 10.0 10.0

Poisson’s ratio ν - 0.2
Pile diameter D m 1.3 1.3

Pile length L m 9.5 9.5
Base resistance Fmax kN 2300.0

Interface reduction factor Rinter - 0.9 0.9
Effective friction angle ϕ′ deg 20.0 20.0

Effective cohesion c′ kN/m2 20.0 20.0
1 Calibrated numerical model documented in [18].

3.3. Constitutive Model and Parameter Determination

Regardless of the pile modelling approach, the use of a proper constitutive model
is crucial to cover the complex stress-strain behaviour of soils. Specific to this study, this
includes a realistic evolution of potential slip planes along the pile-soil contacts, which is
fundamental in the analysis of the pile behaviour. Since piles may undergo a wide range
of deformations, leading to considerable strains in the soil, the constitutive model should
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also be capable of effectively simulating the shear modulus degradation with the evolution
of shear strain [63]. Lastly, the constitutive model is supposed to account for the stress
dependency of soil stiffness in order to capture the gradual mobilization of skin friction
with sufficient accuracy [11].

Concerning these critical modelling aspects, the Hardening Soil Small (HSS) with non-
associated flow rule and small-strain stiffness overlay [64], an extension of the Hardening
Soil (HS) model [65], is used in this study. While HS parameters and drainage conditions are
adopted from [16], HSS-specific model parameters, namely the threshold shear strain for
stiffness degradation, γ0.7, and the initial shear modulus, G0, are defined using empirical
correlations documented in [66] and [67], respectively. The groundwater table is located
3.5 m below ground surface. Soil parameters adopted in the analyses are listed in Table 3.

Table 3. Overview of soil parameters applied in Alzey Bridge model.

Parameter Symbol Unit Value

Drainage conditions - - drained
Depth of groundwater table - m 3.5

Unit weight γsat,γunsat kN/m3 20.0
Reference deviatoric hardening modulus at pref Ere f

50 kN/m2 45,000
Reference oedometer stiffness at pref Ere f

oed
kN/m2 27,150

Reference un-/reloading stiffness at pref Ere f
ur kN/m2 90,000

Power index m - 1.0
Isotropic Poisson’s ratio ν′ur - 0.2
Effective friction angle ϕ′ deg 20.0

Effective cohesion c′ kN/m2 20.0
Pre-overburden pressure POP kN/m2 50.0

Reference pressure pre f kN/m2 100.0
Initial shear modulus at pref Gre f

0 kN/m2 116,000
Threshold shear strain γ0.7 - 0.00015

4. Numerical Validation

A series of finite element analyses has been performed to assess the performance of the
improved embedded beam with interaction surface. Therefore, the latter is compared to the
existing embedded beam formulation, as well as the SFEA, which serves as the benchmark.
The simulations focus on two specific points: mesh sensitivity studies and displacements
induced in the surrounding soil. In addition, practical implications are drawn based on
the results.

4.1. Influence of Mesh Size on Global Pile Behaviour

The most critical issue in the design of pile supported structures is a reliable predic-
tion of the pile behaviour, in terms of bearing capacity and settlement, under working
load conditions [68]. Consequently, the first series of calculations has been performed to
investigate the mesh size effect on the mobilization of compressive pile resistance Rc (kN).

As it can be observed in Figure 5, all pile models show a similar behaviour in the first
stage of loading, regardless of spatial discretization level and pile modelling approach.
However, as the load increases beyond 2000 kN, the results reveal considerable limitations
of the EB, including a significant scatter of results and overestimation of bearing capacity,
compared to the reference solution. Although it is generally known that coarser meshes
yield a stiffer pile response, the wide scatter of load-displacement curves must be regarded
as considerable obstacles to produce consistent results. In contrast, a more realistic pile
response is obtained when employing the EB-I, thereby transforming the pile-soil line in-
terface to an explicit interaction surface. Up to a relative displacement of 2%, the mobilized
pile resistance magnitudes are almost independent of the domain discretization. Even at
higher displacement levels, the mesh size effect remains insignificant compared to the EB.
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Figure 5. Influence of spatial discretization on mobilization of compressive pile resistance.

In view of the load-displacement behaviour, the EB-I gives a softer global response
compared to the EB after reaching the ultimate skin resistance, which is mainly attributed
to the different mobilization of base resistance Rb (kN); see Figure 6. The base–resistance
curves, deduced from both embedded beam formulations, may be well approximated
through bi-linear functions bounded by the max. base resistance Fmax, which is a direct
input to the analysis. However, the EB shows considerably steeper gradients in comparison
with the EB-I, which is a direct consequence of the modified embedded base interface
stiffness considered in the actual EB-I configuration. As a by-product, EB-I curves are in
remarkable agreement with the reference solution. Moreover, the results confirm that the
EB-I is less mesh-size dependent; for example, at a relative displacement of 2%, the range
of Rc-values obtained with the EB-I (<100 kN) is considerably smaller when compared
with the EB (>1000 kN). Nevertheless, both formulations have deficiencies regarding the
initial mobilization of base resistance in the first part of loading (see Figure 6); in all
cases considered, the base resistance is considerably underestimated and shows a lower
mobilization rate compared to the SFEA. This must be regarded as a considerable limitation
of the actual embedded beam configurations.

Figure 6. Influence of spatial discretization on the mobilization of base resistance.

Figure 7 provides more insight into the effect of different mesh discretizations on
the mobilization of Rc at different pile displacement levels, namely uL1, uL2, and uult; see
Figure 2b. The obtained Rc-values are normalized with respect to the benchmark solution:

Rc,norm =
Rc,EB|EB−I

Rc,SFEA
·100 % (8)
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where Rc,norm (%) is the normalized compressive pile resistance. Rc,EB|EB−I (kN) and
Rc,SFEA (kN) represent the mobilized compressive pile resistance, either obtained with the
EB, EB-I, or SFEA at a given pile head displacement. To quantify the refinement level of
the considered mesh, independent of the model dimensions, the results are plotted versus
the average element size Lavg (m), which is internally controlled by the mesh coarseness
factor and the model dimensions [57].

Figure 7. Influence of spatial discretization on the mobilization of pile resistance at different displacement levels, namely
(a) uL1, (b) uL2, (c) urel .

In compliance with the previous results, the EB-I achieves a satisfactory agreement
with the reference solution, with the max. deviation being as little as 12%. On the contrary,
Rc-magnitudes obtained with the EB are highly mesh-dependent. In all cases considered,
the EB yields the highest Rc-values. In particular, for coarse mesh discretizations, the
benchmark value is considerably overestimated with a peak deviation of 58%.

In order to describe the mesh size effect by means of a quantitative measure, the mesh
dependency ratio MDR is introduced:

MDR =
Rc,max

Rc,min
≥ 1.0 (9)

where Rc,max and Rc,min (kN) represent the max. and min. compressive pile resistance
values obtained at a given pile head displacement, either using the EB or the EB-I. Obviously,
a MDR of 1.0 indicates mesh-independency, even though the results may differ from the
reference solution. As expected, MDR-values listed in Table 4 are remarkably smaller
for the EB-I, thus underlining that the EB-I is clearly superior in the elimination of the
mesh-size effect for all cases considered. For example, at the pile head displacement of uL1,
the MDR reduces to 1.02 for the EB-I; at the other extreme, the MDR gives 1.22 for the EB.

Table 4. Summary of pile resistance values obtained at different displacement levels.

Mesh Configuration
Lavg EB EB-I

Unit
m Rc, uL1 Rc, uL2 Rc, uult Rc, uL1 Rc, uL2 Rc, uult

Very coarse 4.15 2355 4642 4667 1867 3284 3855 kN
Coarse 3.44 2363 4386 4385 1877 3208 3876 kN

Medium 2.48 2045 4224 4208 1887 3017 3863 kN
Fine 1.81 1974 3723 3975 1891 3283 3916 kN

Very Fine 1.32 1940 3603 4228 1906 3071 3796 kN

MDR 1.22 1.29 1.17 1.02 1.09 1.03 -
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4.2. Influence of Mesh Size on Pile Load Transfer Mechanism

A realistic representation of the load sharing between pile shaft and pile base is critical
in the analysis of geotechnical structures, including deep foundation elements. For example,
Zhou et al. [69] have reported that the development of differential settlements, developing
between the pile and surrounding soil, is more pronounced for end-bearing piles, in
comparison with floating piles. In addition, the load-carrying mechanism influences the
development of skin tractions along the pile length, hence, this is of paramount importance
in the analysis of composite foundations such as piled rafts [70]. As discussed in Section 1,
these structures are often modelled using EB, although the load transfer mechanism has
been rarely validated in literature.

To close this knowledge gap, a closer inspection of the load separation is given in
Figure 8, where relative pile head displacements are plotted versus skin resistance ratios
(i.e., percentage of total load resisted by skin friction). This approach is often utilized to
characterize the load-bearing behaviour of piles, whereas admissible values range from 0%
(end-bearing pile) to 100% (floating pile). In all cases considered, the results infer that the
skin resistance ratio decreases with increasing pile displacement, albeit underestimated, at
around 20%, in the initial stage of loading. While all curves obtained with the EB-I converge
to the reference solution at approximately 40%, the EB indicates mesh sensitive values that
vary within higher bounds. This observation complies with previous findings concerning
Rc [42]; as the ultimate base resistance is limited by Fmax, the scatter of magnitudes must be
caused by an overestimation of the skin resistance. This tendency, in turn, is presumably
triggered by singular skin traction values developing near the pile base, which are likely to
occur due to a combination of very high stress gradients in the soil elements around the pile
base and constitutive models concerning stress-dependent soil stiffness; a comprehensive
discussion on this limitation inherent to EBs is provided in [11].

Figure 8. Influence of spatial discretization on load separation plotted by means of skin resistance ratio.

4.3. Influence of Mesh Size on Pile Stiffness Coefficient

In traditional serviceability analysis of pile-plate systems, SSI effects are numerically
considered as spring constants acting on bending plates [56]. In this context, the pile
stiffness coefficient ks (MN/m), representing the pile stiffness, is expressed by the formula:

ks =
Rc,i

ui
(10)

where Rc,i (kN) is the compressive pile resistance, mobilized at the pile head displacement
ui (mm). The current engineering approach assumes ks from the secant on the resistance-
settlement curve of pile load tests working in the initial linear region, commonly adopting
empirical data with respect to allowable settlements [69]. Following engineering practice,
ks is calculated as the slope of the secant line connecting the origin to the curve at uL2; see
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Figure 3b. Figure 9a presents ks-values as a function of Lavg; in analogy to Equation (8),
derived quantities are normalized with respect to the benchmark solution. As one can
observe, all EB-I results are in remarkable agreement with the benchmark solution; on the
contrary, the EB overestimates ks up to 26%. With regard to the mesh dependency ratio,
the EB-I yields values that are too small to warrant differentiation, while the EB, again,
indicates a notable mesh sensitivity; see Figure 9b. From a practical point of view, the EB-I
increases the confidence with which ks may be estimated by reducing the influence of the
mesh size.

Figure 9. Mesh size effect on (a) normalized pile stiffness factor and (b) respective mesh dependency ratio.

4.4. Influence of Mesh Size on Mobilization of Skin Traction

Many researchers have focused on the evaluation of normal forces to study the load-
transfer mechanism of EB along the pile length (for example, see [13,24,37]). Skin traction
profiles, in contrast, have received only subordinate attention. The underlying cause
becomes apparent from Figure 10, which compares both approaches at typical working
load conditions. Regardless of the pile modelling approach, the normal force distribution
indicates a smooth distribution of skin tractions along the pile length. In comparison with
the reference solution, increasing deviations towards the pile base are attributed to the
spurious mobilization of base resistance, which is underestimated with the EB and EB-I in
the initial stage of loading; see Section 4.1.

In contrast, the EB yields numerical oscillations in the predicted skin traction response
for all mesh discretizations considered, even though the mean values are almost identical
to the benchmark results. To explain the origin for this abnormality, the following points
deserve attention:

• EB results of the beam and the line interface are presented at the nodes [71]. Therefore,
the normal forces are internally extrapolated from Gaussian beam stress points to
the node of interest, leading to smooth profiles. In contrast, Equation (2) is used
to work out nodal skin tractions, which are consequently a function of the relative
displacement vector field and the embedded stiffness matrix. An additional parametric
study (not shown) has revealed that skin traction oscillations also occur with linear
elastic soil behaviour, ensuring identical (stress-independent) embedded stiffness
values along the pile length. Consequently, the apparent reasoning of the oscillations
must be attributed to the relative displacement vector field, which is interpolated
using displacement vector fields of different continuity at the element boundaries (C0
for soil displacements; C1 for beam displacements).

• The spurious tendency to produce oscillations is amplified by high stress and strain
gradients, predominantly occurring at the EB axis. Since the EB-I evaluates the relative
displacements at multiple points over the real pile perimeter, instead of one point
located at the pile axis, local effects are significantly reduced. As a consequence, skin
traction profiles are considerably smoothened.
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• Oscillations of integration point stresses, observed with the SFEA, are caused by steep
stress gradients at the pile ends. This was already explained in [58].

In view of skin traction analysis, previous observations demonstrate that the EB-I
poses a significant enhancement compared to the EB, as it significantly reduces numerical
inconsistencies leading to unrealistic oscillations in skin traction.

Figure 10. Influence of mesh size on development of skin traction and normal force distribution in an axial direction at a
vertical load of 1500 kN: (a) EB, (b) EB-I.

4.5. Displacements Induced in Surronding Soil

In design situations, where the cost-effectiveness of pile caps are of primary interest,
pile spacings should be kept as close as possible [68]. The optimal pile layout, however,
should also ensure the effectiveness of resisting piles, which is primarily achieved through
sufficiently large pile spacings [72]. The assessment of optimal pile spacings may be
based on the evaluation of settlement profiles at different pile depths [52]. Moreover,
mixed foundations, involving deep foundation elements, must satisfy serviceability limits,
defined in terms of admissible differential settlements [73]. In any of these cases, it is
important to realistically capture spatial soil displacements induced by external loads. An
insight into the predicted displacement behaviour can be gained by looking at Figure 11,
where the final distribution of soil settlements, induced by a vertical load of 1500 kN, are
illustrated. At a first glance, it can be observed that:

• Except for the displacement field in close proximity to the pile base, all calculations
yield similar results within the soil domain (i.e., zone Ω1).

• Apparently, the pile domain (i.e., zone Ω2) experiences settlement concentrations,
which are particularly pronounced for the EB. This is a direct consequence of the
SSI considered along a line, thereby introducing high displacement gradients in a
radial direction. In contrast, the EB-I finds homogenous displacement regions of lower
magnitude enclosed by the explicit interaction surface; although vertical displacements
are slightly underestimated compared to the SFEA, the EB-I is obviously superior to
the EB with regard to the prediction of the general deformation pattern inside Ω2.

A closer inspection of the settlement profiles, at different pile depths, reveals the
apparent origin of previous observations (see Figure 12): With the SFEA, an explicit
interface (i.e., series of linked pairs of nodes) is inserted at the physical pile-soil contact. This
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interface fulfils the role of a kinematic discontinuity, capable of accounting for extremely
high strain gradients [74]. Concerning both embedded beam formulations, the fallacy
to account for the displacement jump at the pile skin becomes obvious. This is due to
the implicit nature of the embedded interface, where displacement jumps are internally
considered to describe the nodal connectivity of beam and soil nodes, but do not evolve in
the physical mesh.

Figure 11. Settlement contour plots at a vertical load of 1500 kN: (a) SFEA, (b) EB, (c) EB-I. The latter models are obtained
with the fine mesh configuration. The real pile skin is indicated by dashed lines.

Figure 12. (a) Settlement profiles and (b) vertical settlements at the pile axis, obtained with a vertical load of 1500 kN at
different pile depths.
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From an engineering perspective, the settlement curves evolving outside the pile
domain vary within acceptable bounds; at a distance greater than two times the pile
diameter, the settlement profiles of all pile modelling approaches practically coincide. On
the contrary, increasing deviations are observed towards the pile axis. While the EB tends
to overestimate the settlements, the EB-I gives lower values. In all cases considered, peak
deviations are observed at the lowermost settlement profile (EB: −54%, EB-I: 54%). Further
improvements of the spatial deformation behaviour are mainly related to the stiffness
definition of the embedded interface, which is at the forefront of ongoing research.

5. Case Study

As part of the restructuring of the Vienna rail node, Tschuchnigg [11] has described
the application of 3D finite element simulations to the foundation design of central station
“Wien Mitte”; see Figure 13. Due to serviceability requirements, critical zones of the
existing slab are supported by jet-grout columns to satisfy serviceability criterions, mainly
concerning differential settlements.

Figure 13. Project overview “Wien Mitte”.

The performance of previously described embedded beam formulations is assessed by
performing the same numerical simulations. In absence of measurement data, the results
are, again, numerically validated against a full 3D representation of the problem including
SFEA, which is widely recognized as convenient for the numerical analysis of similar
problems; for example, see [75,76]. By taking advantage of the symmetry, the model size is
defined as 50 × 4 × 48 m; see Figure 14a. The soil layering is similar to the real project. The
raft of the simplified model is supported by nine jet-grout columns, which are symmetri-
cally arranged on the foundation axis; see Figure 14b. SSI between soil and raft boundaries
are addressed by means of zero-thickness interface elements [58,59] (not shown). The base
model boundary condition is defined as fully fixed, whereas the vertical boundaries are set
to allow vertical movement of soil layers (i.e., roller supports). Depending on the column
modelling approach, the domain is discretized with 102,811 (SFEA) and 41,205 (EB, EB-I)
10-noded tetrahedral elements with quadratic element function.

Table 5 gives the HSS soil parameters adopted in the analyses; in analogy to Section 3.3,
HSS-specific soil parameters are obtained using profound empirical correlations [66,67].
Additional material parameters related to the column-raft system, as well as the calculation
phase sequence, are described in [11].
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Figure 14. Description of the FE analysis model “Wien Mitte”: (a) Model configuration and (b) side/3D view of
pile-raft system.

Table 5. Overview of HSS soil parameters used in the analyses (Wien Mitte).

Parameter Symbol Unit Gravel
Sandy

Silt I|II
Sand Stiff Silt

Depth of groundwater table - m 6.0 - - -
Layer thickness t m 8.0 3.0|11.0 14.0|2.0 10.0

Unit weight γsat, γunsat kN/m3 21.5|21.0 20.0 21.0|20.0 20.0
Reference deviatoric hardening modulus at pref Ere f

50 kN/m2 40,000 20,000 25,000 30,000
Reference oedometer stiffness at pref Ere f

oed
kN/m2 40,000 20,000 25,000 30,000

Reference un-/reloading stiffness at pref Ere f
ur kN/m2 120,000 50,000 62,500 90,000

Power index m - 0.0 0.8 0.65 0.6
Isotropic Poisson’s ratio ν′ur - 0.2 0.2 0.2 0.2
Effective friction angle ϕ′ deg 35.0 27.5 32.5 27.5

Effective cohesion c′ kN/m2 0.1 20.0|30.0 5.0 30.0
Ultimate dilatancy angle Ψ deg 5.0 0.0 2.5 0.0
Pre-overburden pressure POP kN/m2 600 600 600 600

Reference pressure pre f kN/m2 100 100 100 100
Initial shear modulus at pref Gre f

0 kN/m2 138,000 81,000 93,000 116,000
Threshold shear strain γ0.7 - 0.00015 0.00015 0.00015 0.00015

Figure 15a compares the load-settlement curves, obtained with the embedded beam
models, against the benchmark solution. It is interesting to note that settlements occurring
at the central point (see Figure 14) are practically coincident (<1 mm) up to an applied load
of around 40%. Beyond this value, one can observe slightly higher settlements for both
embedded beam models, presumably due to lower base resistance mobilization rates in
the initial stage of loading; see Section 4.1. The settlement profiles, illustrated in Figure 15b,
indicate that this tendency is further amplified towards edge columns 8 and 9, which are
exposed to a higher surface load. At final load, corresponding edge settlements are 35 mm
(SFEA), 41 mm (EB), and 42 mm (EB-I).

Figure 16a indicates the displacements of the foundation at the final loading stage.
Following the definition documented in [73], the displacements along the foundation axis
are expressed as the tangent rotation θ (i.e., negative when the tangent of successive nodes
points downwards). Again, almost identical results are calculated for both embedded beam
formulations. Ignoring the presence of successive peak values, the derived foundation
movements appear to be in reasonable agreement with the reference solution. Successive
peak values, however, are an important aspect in structural analysis (especially for the
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design of the raft) and thus, require discussion. In the simulations, all column-raft contacts
are imposed with a rigid connection. While the reference solution spreads the column-raft
interaction over multiple nodes, both embedded beam formulations consider the column-
raft connection at one node only. As the raft is discretized with solid elements occupying
no rotational DOFs, the connection type reduces to a hinge for single-node connections,
which has a remarkable influence on the magnitude of the tangent rotation developing in
direction of the foundation axis.

Figure 15. (a) Central point settlement plotted as a function of total load applied and (b) settlement curve along the
foundation axis at final load, obtained with SFEA, EB, and EB-I.

Figure 16. (a) Foundation movement at peak load and (b) schematic illustration of deformation patterns obtained with
different column modelling approaches.

Figure 16b illustrates the observed deformation patterns schematically. In the reference
model, the tangent rotation achieves max. values outside the column-raft contacts, indicat-
ing offsets between the columns. Since the tangent rotations are purely negative in sign, the
tangent between successive nodes (in direction of the axial coordinate) points strictly down-
wards. In contrast, tangent rotation peak values evolve at the column-raft contacts with
the EB and EB-I. In addition, the tangent rotations vary in sign at the column-raft contacts,
indicating relatively high curvatures. Taking into account the bending moment–curvature
relationship, this is likely to result in the spurious prediction of internal forces and an
inconvenient raft design. To circumvent these obstacles, a more realistic representation of
foundation movement could be realized by using alternative modelling techniques such
as the hybrid modelling approach described by Lődör and Balázs [24], where embedded
beams are circumscribed by volume elements at connection areas.
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The last section is devoted to examining the load sharing between members of the
composite geotechnical structure. In this context, the column raft coefficient αcr at different
loading stages is calculated as:

αcr =
∑ Rcolumn

Rtotal
(11)

where ∑ Rcolumn (kN) defines the sum of loads carried by the columns and Rtotal (kN)
the total load applied. Figure 17a depicts αcr as a function of relative load applied. All
models show higher αcr-values with increasing load level, indicating that additional load
portions are predominantly carried by the columns. On the one hand, both embedded
beam formulations show almost identical results and converge to αcr = 0.46 after the final
stage of loading. On the other hand, deviations compared to the benchmark are striking
(αcr = 0.71) and require discussion.

Figure 17. (a) Column raft coefficient and (b) normal force distribution developing along column 5,
plotted as a function of total load applied.

To study the load transfer characteristics in more detail, Figure 17b shows the normal
force distribution along (central) column 5. Obviously, arising differences with regard to
αcr can be attributed to a combination of remaining issues associated with both embedded
beam configurations, namely:

• At load levels, fairly below the ultimate skin resistance, the load carried by the base
resistance is significantly underestimated; see Section 4.1. As a consequence, the
general column response is too soft.

• The single-node connection causes a combination of unrealistic settlement concentra-
tions and spurious stress path evolutions in the vicinity of column-raft contacts. As
a result, column 5 experiences negative skin friction along the upper portion of the
shaft (normal force increases up to a depth of around 1.0 m), instead of a direct pile
head load. As a consequence, lower αcr-values are obtained.

More research, with the aim of analysing complex boundary value problems, is part
of ongoing research.
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6. Discussion and Conclusions

Two different embedded beam formulations for finite element modelling of deep foun-
dation elements have been extensively compared in terms of geotechnical and structural
performance, namely the embedded beam element (EB) and the recently developed em-
bedded beam element with interaction surface (EB-I). Derived quantities are numerically
validated against the widely accepted standard FE approach (SFEA), a full 3D representa-
tion of respective structures. To the authors’ knowledge, this work poses the first attempt
to assess the suitability of the EB-I for practical use. In this respect, a number of critical
aspects have been tackled, such as load sharing between base and shaft, evolution of soil
displacements in the surrounding soil, and mobilization of skin resistance. In this context,
particular emphasis has been given to the influence of the mesh sensitivity of results. The
following conclusions are drawn from the FEA of deep foundation elements:

• In the initial phase of loading, both embedded beam formulations yield load-displacement
responses which are in remarkable agreement with the SFEA. At load levels beyond the
shaft capacity, load-displacement curves obtained with the EB are considerably mesh
sensitive, whereas the pile behaves stiffer with increasing mesh-coarseness. The EB-I,
in contrast, reduces the mesh size effect tremendously. Moreover, the EB-I achieves a
satisfactory agreement with the SFEA.

• Concerning the predicted pile capacity, the EB produces a wide scatter of results which
must be regarded as unsatisfactory. This shortcoming is effectively eliminated by
the EB-I; in all cases considered, the pile capacity varies, within acceptable bounds,
slightly higher than the SFEA target value. Reducing the mesh size effect also allows
engineers to deduce pile stiffness coefficients with more confidence.

• At typical working load conditions, skin traction profiles obtained with both embed-
ded beam formulations fit SFEA results qualitatively well. However, the EB produces
numerical oscillations about the mean that are significantly reduced with the EB-I.

• Although both embedded beam formulations appear to capture the evolution of
spatial soil displacements with sufficient accuracy, major differences occur inside the
pile domain. While the EB calculates the highest soil displacement at the pile axis, the
EB-I computes almost constant displacement profiles within the pile boundaries, as is
the case with the SFEA. However, reproducing displacement jumps at the pile skin
lies beyond the capabilities of the actual EB-I configuration.

• When modelling deep foundation elements of composite structures, by means of
embedded beams, the connection of the individual structures needs to be considered
carefully: specifically, if embedded beams are imposed with a rigid connection. Oth-
erwise, the prediction of structural forces, shaft-base load sharing, and differential
settlements may lack physical meaning.

Considering the above findings, the EB-I proves superior to the EB. Nevertheless,
several limitation of the current version have been observed which require further research
effort. This includes the development of a generally applicable concept capable of pre-
dicting SSI effects at the base with sufficient accuracy; in addition, guidelines concerning
the definition of the ultimate base resistance are still in demand. Further, future studies
should explore whether the elastic zone approach is still required with the EB-I. In the
course of this paper, the application of EB-Is was limited to axial loading cases, neglecting
passive, as well as lateral, loading; therefore, future studies should focus on more complex
loading situations, whereas the credibility of results should be carefully validated using
measurement data. Research to resolve remaining issues is ongoing with promising results
so far.
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Abbreviations

ux,uy,uz Translational DOFs
ϕx,ϕy,ϕz Rotational DOFs
tskin

EB|EB − I Skin traction vector
urel Relative displacement vector
ub, us Beam (b) and soil (s) displacement vector
Nb, Ns Beam (b) and (s) soil interpolation matrix
De Elastic stiffness matrix of interface
taxial,max Ultimate shear traction at line interface
c′, ϕ′ Effective shear strength parameters
σ

avg′
n , σ′

n Effective normal stress at interface
R, D Pile radius (R) and diameter (D)
Kbase Interface stiffness at base
Fmax Ultimate base resistance
H Interpolation matrix for interaction surface
ab, ab Nodal beam (b) and soil (s) DOFs
uL1, uL2, uult Empirical pile head displacements
τmax, τs, τt (Max.) shear stress (component) at interface
Rinter Interface reduction factor
Rc,norm, Rc (Normalized) compressive pile resistance
Rc,min, Rc,max Min./max. compressive pile resistance
Rb, Rs Base (b) and skin (s) resistance
Lavg Average element size
MDR Mesh dependency ratio
ks Pile stiffness coefficient
Ω1 Soil domain
Ω2 Column domain
θ Tangent rotation
Rcolumn Load carried by columns
Rtotal Total load applied
αcr Column raft coefficient

Appendix A

For the investigation of boundary effects, it is proposed to use the stiffness multiplier
Gm (i.e., state parameter of the HSS model) [77]:

Gm =
G

Gur
≥ 0.8

G0

Gur
(A1)

in the outermost stress points (i.e., at kinematically constrained model boundaries). In
Equation (A1), G denotes the elastic tangent shear modulus, G0 the initial shear modulus,
and Gur the unloading-reloading shear modulus. In this respect, Figure A1 shows the
Gm-contour plot obtained with the SFEA, which is considered as a benchmark model in
Section 4. The minimum Gm-value (at the kinematically constrained model boundaries) at
the end of loading is 2.7, which satisfies the criterion specified in Equation (A1). Hence, it
can be concluded that the application domain is large enough in both the horizontal and
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vertical directions to avoid any boundary cut-off effects (or at least that such effects are
reduced to an acceptable limit). The same conclusion holds for all FE models where the
piles are idealised with EBs/EB-Is (minimum Gm-value = 2.7, not shown).

Figure A1. Alzey Bridge pile load test: factorized increase in unloading/reloading stiffness at the end of loading (SFEA).

Appendix B

Mesh sensitivity analyses have been conducted to ensure that acknowledged er-
rors [46], associated with the discretization of the single pile domain, are (practically)
eliminated for the benchmark model employed in Section 4. Figure A2 illustrates the mesh
discretizations considered. Based on the mesh associated with the benchmark model (i.e.,
Mesh 1), the solid elements are systematically refined towards the pile axis for Mesh 2 and
Mesh 3.

In the present case, compressive pile resistance magnitudes, mobilized at characteristic
pile head displacements, are used to demonstrate the suitability of the mesh employed
with the benchmark model; see also Figure 2b. As shown in Figure A3, the load settlement
curves almost coincide for all investigated mesh discretizations. In comparison with the
benchmark model, the max. relative difference in compressive pile resistance is observed
at the end of loading, where Mesh 3 gives a slightly lower magnitude (−0.8%).

The results clearly demonstrate that the discretization of the benchmark model is
sufficiently fine to approximate the boundary value problem with high accuracy, which
allows the FE model to be used as a reference model to numerically validate both embedded
beam formulations in Section 4.

Figure A2. Alzey Bridge pile load test: 3D view of mesh discretizations considered in mesh sensitivity analyses (SFEA).
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Figure A3. Alzey Bridge pile load test: influence of spatial discretization on (a) vertical pile head settlements at the pile axis
and (b) mobilization of compressive pile resistance at different pile head settlements.
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Abstract: The multiaxial Mises-Schleicher and Drucker-Prager unified (MSDPu) criterion has been
shown to exhibit several specific features compared to other yield and failure criteria, including a
nonlinear mean stress dependency, influence of the Lode angle, use of independent uniaxial compres-
sive and tensile strength values and absence of an apex (singularity) on the envelope surface in the
negative stress quadrant. However, MSDPu has been seldom used in practice to solve geotechnical
and geomechanical engineering problems mainly because it had not yet been fully implemented
into three-dimensional (3D) numerical codes. To fill this gap, a 3D elastoplastic MSDPu formulation
is developed and implemented into FLAC3D. The proposed MSDPu elastic-perfectly plastic (EPP)
constitutive model is then validated against existing analytical solutions developed for calculating the
stress and displacement distributions around cylindrical openings. The FLAC3D MSDPu-EPP model
is then applied to evaluate the vertical and horizontal stress distributions in a three-dimensional ver-
tical backfilled stope. The numerical results obtained with the MSDPu-EPP model are compared with
those obtained with the Mohr-Coulomb EPP model, to highlight key features of the new formulation.

Keywords: 3D nonlinear yield criterion; elastoplastic model; numerical modeling; circular opening;
backfill; FLAC3D

1. Introduction

Elastoplastic constitutive models are widely used in geotechnical engineering to assess
the mechanical response of geomaterials. The elastoplastic framework typically involves
a yield criterion, a flow rule (with a plastic potential) and, in some cases, a hardening
or softening function. Over the years, many elastoplastic constitutive models have been
proposed and applied to analyze the complex mechanical responses of rocks and soils; the
main ones are included in state-of-the-art review publications [1–9].

Elastic-perfectly plastic (EPP) models, with a fixed yield surface, are probably the most
often used in practice to solve engineering problems involving geomaterials, due in a large
part to their relative simplicity and ease of application. Several EPP models with different
plastic (yield) criteria, such as Mohr-Coulomb (MC), Drucker-Prager (DP) and Hoek-Brown
(HB), have already been built in commercial codes and applied in geotechnical engineering.
In these models, the plastic criterion F is used to determine the limit of the stress state
associated with plastic behavior. Criterion F also defines the plastic potential Q when
an associated flow rule is used, while it can serve as a basis for Q ( �=F) in the case of a
non-associated flow rule [9,10].

In addition to those mentioned above, a large number (>100) of failure and yield crite-
ria have been proposed over the years [11–14], each having its advantages and limitations.
The most commonly used criteria for soil and rock, MC and HB, are generally expressed
with only two principal stresses and thus neglect the effect of the intermediate principal
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stress. A few well-known 3D criteria (e.g., DP) simplify the effect of the stress geometry by
neglecting the influence of the Lode angle (defined below). The open surface defined by
function F in the principal stress space along the hydrostatic axis is another limitation of
many existing criteria, which cannot describe the volumetric yield behavior of geomaterials
under high mean stresses [14–16].

Initially proposed for intact rocks [17,18] and later modified and extended for vari-
ous geomaterials including rock and rock mass, concrete and mine backfill [19–22], the
multiaxial Mises-Schleicher and Drucker-Prager unified (MSDPu) criterion takes into ac-
count the effect of the three principal stresses, with a nonlinear (rounded) surface on
the negative side of the mean stress axis and a cap on the positive (compressive) side.
The MSDPu criterion exhibits four essential characteristics to define yielding or failure of
cohesive/cemented geomaterials:

(i) a nonlinear mean stress dependency;
(ii) influence of the Lode angle to distinguish triaxial compression and extension behavior;
(iii) independence of the uniaxial compressive and tensile strengths;
(iv) absence of an apex (singularity) on the surface in the negative stress quadrant.

Additional features of MSDPu will be presented in the next section, after recalling the
criterion basic formulation. Its applicability to describe the failure and yielding of a large
variety of materials has been demonstrated by Aubertin et al. [20,21], Li et al. [14,22,23]
and Aubertin and Li [12].

Despite its advantageous features, the practical use of the MSDPu criterion has been
limited because it was only partially implemented in a numerical code. The implementation
has been done within the 2D finite difference code FLAC through its user-defined model
option with an external language, called “FISH” [24]. The ensuing FLAC2D MSDPu-EPP
model can be used to analyze geotechnical problems under plane strain conditions only.
Some of the key features and advantages of MSDPu thus cannot be exploited, particularly
when facing three-dimensional problems. In addition, the implementation of the MSDPu-
EPP model in FLAC2D (presented by Li et al. [24]) was based on an associated flow rule,
which tends to overestimate the volumetric strains of geomaterial (and the related mean
stresses). Moreover, the implementation of user-defined models in FLAC with the “FISH”
language is no longer recommended by Itasca [25]. There is thus a need to implement a
more complete 3D version of the MSDPu-EPP model, with a non-associated flow rule, in
FLAC3D, a commercial code widely applied for the solution of three-dimensional problems
in geotechnical engineering [26–30].

In this paper, the three-dimensional MSDPu-EPP model is formulated in terms of stress
and strain increments, following the guidelines provided by Itasca [26] as well as Desai and
Siwardane [1] and Chen and Baladi [2]. Its implementation in FLAC3D is done through its
user-defined model option with the programing language C++. The model is then compiled
into a DLL (dynamic link library) module that can be loaded and run as a built-in plug-in
of FLAC3D. The FLAC3D MSDPu-EPP model is partially validated against some existing
analytical solutions developed for evaluating the stresses and displacements distributions
around cylindrical openings in plane strain. The new 3D model is applied to evaluate the
vertical and horizontal stress distributions in three-dimensional backfilled stopes, which
are compared to those obtained with the commonly used Mohr-Coulomb EPP (MC-EPP)
model. The results comparison highlights some of the new model’s distinctive features
such as a better fit to the yield (failure) surface for a wide range of geomaterials and a more
representative volumetric yield behavior at relatively high mean stress.

2. The MSDPu Nonlinear Multiaxial Criterion

The general form of a plastic (yield) criterion for isotropic materials can be expressed
in terms of commonly used stress invariants [1,31,32]:

F(I1, J2, J3) = const (1)
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where I1 is the is the first invariant of the stress tensor σij; J2 and J3 are respectively the
second and third invariants of the deviator stress tensor Sij = σij–pδij; δij is the Kronecker
delta (δij = 1 if i = j and δij = 0 if i �= j); the mean stress p is defined as follows:

p =
I1

3
(2)

The three invariants I1, J2 and J3 can be expressed using the general stress ten-
sor components [1,8], or in terms of the major (σ1), intermediate (σ2) and minor (σ3)
principal stresses:

I1 = σ1 + σ2 + σ3 (3)

J2 =
1
6

[
(σ1 − σ2)

2 + (σ2 − σ3)
2 + (σ3 − σ1)

2
]

(4)

J3 = (σ1 − p)(σ2 − p)(σ3 − p) (5)

The MSDPu criterion can then be written as

F = J2 − F2
0 F2

π = 0 (6)

where F0 is associated with the nonlinear surface for conventional triaxial compression
condition (σ1 > σ2 = σ3), while Fπ defines the surface in the π-plane. These two functions
are usually expressed as follows [21]:

F0 =
[
α2
(

I2
1 − 2a1 I1

)
+ a2

2 − a3〈I1 − Ic〉2
]1/2

(7)

Fπ =
b[

b2 + (1 − b2) sin2(45◦ − 1.5θ)
]1/2 (8)

The Macaulay brackets 〈x〉 (= (x + |x|)/2, where x is a variable) are used in Equation (7)
to avoid a negative term; α (taken from the DP criterion), a1 and a2 are material parameters
related to shear failure or yielding:

α =
2 sin φ√

3(3 − sin φ)
(9)

a1 =
C0 − T0

2
−

C2
0 −
(

T0
b

)2

6α2(C0 + T0)
(10)

a2 =

⎧⎨
⎩
⎡
⎣C0 +

(
T0
b2

)
3(C0 + T0)

− α2

⎤
⎦C0T0

⎫⎬
⎭

1/2

(11)

where φ is internal friction angle, C0 is uniaxial compressive strength (UCS), T0 is uniaxial
tensile strength (UTS, positive value) and b is a shape parameter defining the surface in the
π-plane. Material parameter a3 is related to the volumetric yield (cap) surface:

a3 =
α2(I2

1n − 2a1 I1n
)
+ a2

2

(I1n − Ic)
2 (12)

where Ic is the I1 value where the cap starts and I1n is I1 value where it intersects the
hydrostatic axis (σ1 = σ2 = σ3) in the principal stress space.

The Lode angle θ is defined as

θ =
1
3

sin−1 3
√

3J3

2
√

J3
2

,−30◦ ≤ θ ≤ 30◦ (13)
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From this definition, one can deduce θ = 30◦ for conventional triaxial (axisymmetric)
compression (CTC, with σ1 > σ2 = σ3) and θ = −30◦ for reduced triaxial (axisymmetric)
extension (RTE, with σ1 = σ2 > σ3). Under CTC testing conditions, θ = 30◦ and the commonly
defined deviatoric stress q = (3J2)1/2 = σ1 − σ3.

Figure 1 shows a typical representation of the MSDPu criterion in the I1–J2
1/2 plane

(Figure 1a) and π-plane (Figure 1b). In the I1–J2
1/2 plane, the MSDPu envelope can be

decomposed into two main parts. In the first part when I1 ≤ Ic, J2
1/2 increases nonlinearly

with I1. In the second part when I1 > Ic, the cap controls the yield surface and J2
1/2 tends

to decrease with an increasing I1. For dense geomaterials such as hard rocks, the values
of Ic and I1n can be very high so the cap can be neglected for most applications; this is
not the case however for porous materials such as soils, backfills and some weak rocks.
In the π-plane, the usual shape of the MSDPu envelope defined above by Equation (8)
depends on the value of parameter b. The typical value of b goes from 1 to about 0.7 and
the corresponding envelope evolves from a circle (for b = 1) to a rounded triangle (b < 1) in
the π-plane, as shown in Figure 1b.

Figure 1. MSDPu failure surface in the (a) I1–J2
1/2 plane and (b) π-plane (σ1 *, σ2 *, σ3 * are the

projections of the principal stress axes in the π-plane).

The main characteristics of the MSDPu criterion can be summarized as follows:

• At low mean stress, the criterion reduces to the Mises-Schleicher criterion (for b = 1).
As the mean stress increases, the MSDPu surface in the I1–J2

1/2 plane becomes linear
with a slope angle α (Figure 1a), similarly to the DP criterion (for b =1).

• The MSDPu surface has no sharp apex (corner) for negative I1 values. This curved
shape produces a natural tension cut-off that is physically and experimentally more
representative than many other criteria. It is also advantageous from a numerical
point of view because no extra algorithm operation is needed to handle the corner or
apex [2,33–35].

• The rounded surface depends on the Lode angle θ so it can take into account the effect
of the loading geometry in the π-plane (again without corners).

• The limiting pressures for the cap onset Ic and closure I1n can be determined explicitly
from experimental testing. The cap curvature can also be related to experimental data
and then used to define the volumetric strain (through the plastic potential Q).

• The criterion becomes insensitive to the mean stress when α = 0 or φ = 0◦; unconsolidated-
undrained (UU) conditions can thus be simulated.

• The criterion can be applied to a wide variety of geomaterials, from low porosity
rocks, to stiff soils and to high porosity materials (e.g., porous rocks, loose soils and
backfill); it has also been applied to other types of engineering materials such as metals
and ceramics.

Additional details can be found in Aubertin et al. [20,21], Aubertin and Li [12] and
Li et al. [23].
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3. Implementation of the Multiaxial MSDPu-EPP Model in FLAC3D

The constitutive model formulation in FLAC3D can be expressed in terms of the
principal stresses σ1, σ2, σ3 and the principal strains ε1, ε2, ε3, using procedures described
by Itasca [25]. The total strain increment Δεi can be divided into elastic Δεi

e and plastic Δεi
p

strain increments (with i = 1, 2, 3)

Δεi = Δεe
i + Δε

p
i (14)

The principal stress increments associated with the elastic strain increments can then
be expressed as follows:

Δσ1 = S1
(
Δεe

1, Δεe
2, Δεe

3
)
= β1Δεe

1 + β2
(
Δεe

2 + Δεe
3
)

Δσ2 = S2
(
Δεe

1, Δεe
2, Δεe

3
)
= β1Δεe

2 + β2
(
Δεe

1 + Δεe
3
)

Δσ3 = S3
(
Δεe

1, Δεe
2, Δεe

3
)
= β1Δεe

3 + β2
(
Δεe

1 + Δεe
2
) (15)

where S1, S2, S3 are linear functions for the Hooke’s law; β1 and β2 are material parameters
(constants) defined in terms of the isotropic shear modulus G and bulk modulus K,

β1 = K + 4
3 G

β2 = K − 2
3 G

(16)

The plastic strain increment is given by the flow rule

Δε
p
i = λ

∂Q
∂σi

(17)

where σi is the current stress state component (or initial stress state); λ is plastic coefficient;
Q is the plastic potential (function), defined as follows

Q = J2 − ξF2
0 F2

π (18)

where coefficient ξ serves to control the plastic deviatoric and volumetric strain components.
When ξ = 1, the plastic potential function is the same as the yield criterion (Q = F) so the
flow rule is associated. When ξ � 1 (very small value), the plastic potential leads to
quasi-isovolumetric plastic strains, typical of critical state [15,36].

Combining Equations (14) and (17) leads to

Δεe
i = Δεi − λ

∂Q
∂σi

(19)

Substituting Equation (19) into Equation (15) gives

Δσi = Si(Δε1, Δε2, Δε3)− λSi

(
∂Q
∂σ1

,
∂Q
∂σ2

,
∂Q
∂σ3

)
(20)

Under varying stress conditions, the new stress state σi
N corresponding to the total

strain increment Δεi is expressed by

σN
i = σi + Δσi (21)

In the user-defined model, the induced (postulated) elastic stresses σi
I are obtained

by adding a “trial” stress increment to the current (initial) stress state σi. The “trial” stress
increment is computed by using the incremental form of Hooke’s law and the total strain
increment Δεi. The induced elastic stresses σi

I can be expressed as follows:

σI
i = σi + Si(Δε1, Δε2, Δε3) (22)
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Substituting Equations (20) and (22) into Equation (21) leads to

σN
i = σI

i − λSi

(
∂Q
∂σ1

,
∂Q
∂σ2

,
∂Q
∂σ3

)
(23)

Equation (23) is called the plastic correction in FLAC3D.
The induced elastic stresses are initially taken as the new stress state and then adjusted

if required. When the new stress state is within the elastic domain (i.e., F < 0), the new
stress state is updated by directly using the incremental expression of Hooke’s law. When
the new stress state would lead to F > 0, the plastic coefficient λ is calculated from the
MSDPu yield criterion to bring the new stress state σi

N determined by Equation (23) on the
yield surface (F = 0), which results in

F
(

σN
1 , σN

2 , σN
3

)
= JN

2 −
(

FN
0

)2(
FN

π

)2
= 0 (24)

Substituting Equation (23) into Equation (24) gives the quadratic equation:

Aλ2 + Bλ + C = 0 (25)

The correct value of λ corresponds to the root with smaller absolute value of the
two obtained after solving Equation (25).

Since F0 includes two pieces and depends on the value of I1, the expressions of A, B
and C in Equation (25) depend on whether (or not) I1 ≤ Ic. Hereafter, their expressions
are introduced with “s” denoting a shear response (for I1 ≤ Ic) and “v” denoting the
contribution of a volumetric response related to the cap (I1 > Ic).

When I1 ≤ Ic, F0 becomes

Fs
0 =

[
α2
(

I2
1 − 2a1 I1

)
+ a2

2

]1/2
(26)

The corresponding plastic potential is then expressed as

Qs = J2 − ξ(Fs
0)

2F2
π (27)

The expressions for As, Bs and Cs are given in Appendix A.
When I1 > Ic, F0 is written as

Fv
0 =

[
α2
(

I2
1 − 2a1 I1

)
+ a2

2 − a3(I1 − Ic)
2
]1/2

(28)

and
Qv = J2 − ξ(Fv

0 )
2F2

π (29)

The expressions for Av, Bv and Cv are given in Appendix A.
To simplify the calculations of partial derivatives, variation of Lode angle θ is postu-

lated to have a negligible effect on Fπ to obtain the new (updated) stress state (from the
induced elastic stresses). This simplification leads to the following function in the π-plane:

FN
π ≈ FI

π =
b[

b2 + (1 − b2) sin2(45◦ − 1.5θ I)
]1/2 (30)

with

θN ≈ θ I =
1
3

sin−1 3
√

3J I
3

2
√(

J I
2
)3

(31)

The computational procedure of the MSDPu-EPP model in FLAC3D v6.0 (Itasca,
2017) starts with adding the stress components, which are computed from the incremental
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Hooke’s law by using the total strain increments to the current (initial) stress state σi and the
induced elastic stresses σi

I are obtained (Equation (22)). Then, the σi
I values are substituted

into the yield function F to determine if these are in the elastic domain (F < 0) or the plastic
domain (F ≥ 0). If in the elastic domain, the new (updated) stress state σi

N equals to σi
I. If

in the plastic domain, the new stress state σi
N is updated by applying the plastic correction

(Equation (23)) to σi
I. The “corrected” new principal stresses σ1

N, σ2
N and σ3

N can then
be used to update the stress tensor σij in the system of reference axes, assuming that the
principal directions have not been affected by the occurrence of a plastic correction.

Figure 2 shows the computational scheme for the implementation of the non-associated
MSDPu-EPP model in FLAC3D 6.0 [25]. As indicated above, FLAC3D v6.0 provides the
option to load and run user-written model in DLL (dynamic link library). The implementa-
tion of the MSDPu-EPP model was hence performed by creating a user-written DLL, which
was created by compiling a program written with C++ language in Visual Studio 2017.

Figure 2. Computational scheme for the implementation of the non-associated MSDPu-EPP model
in FLAC3D.

4. Validation of the FLAC3D MSDPu-EPP Model

After its implementation in FLAC3D, preliminary simulations with the user-defined
MSDPu-EPP model were conducted to verify that the formulation and code programming
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were correctly done and to validate (in part) the numerical results. The main results from
this assessment are summarized here.

The first validation is made against the analytical solution for the stresses around
a cylindrical opening in a MSDPu-EPP material developed by Li et al. [23] for the open
MSDPu surface (without cap) and the solution of Li and Aubertin [37] with the closed
MSDPu yield surface (with cap). It should be noted that the analytical solutions were
developed for a constant Lode angle θ = 0◦, even though the actual Lode angle tends to
vary slightly in the plastic region (between about −19◦ and −25◦) along radial coordinate r
around the cylindrical opening, while θ = 0◦ in the elastic region [23,37].

Figure 3a shows a cylindrical opening in an elastic-perfectly plastic material subjected
to a hydrostatic far-field stress P0; an internal pressure p0 is applied to the wall of the
cylindrical opening (in plane strain condition). In the figure, r0 is the radius of the opening,
R is the radius of the interface between the plastic and elastic regions, σr and σψ are the
radial and tangential stresses respectively and r and ψ are the corresponding cylindrical
coordinates. The calculations are made for r0 = 1 m, P0 = 30 MPa and p0 = 2 MPa. The
MSDPu-EPP model parameters are given in Table 1.

(a) (b)

Figure 3. (a) A cylindrical opening under far-field isotropic stresses outside and an internal pressure
applied to the inside wall, (b) a numerical model built with FLAC3D after taking advantage of the
symmetry along two axes.

Table 1. Parameters used for comparing the results obtained with the FLAC3D MSDPu-EPP model
and analytical solutions (taken from Li and Aubertin [37]).

Parameter G (GPa) K (GPa) C0 (MPa) T0 (MPa) φ (◦) Ic (MPa) a3

With cap 20 60 7 0.2 27 10 0.06
No cap 20 60 7 0.2 27 - 0

Figure 3b shows a numerical model with domain size d × d and the boundary condi-
tions. The model built with FLAC3D takes advantage of the quarter-symmetry geometry.
The analytical solutions were developed for a plane-strain condition, so the numerical
simulations are conducted in 2D even if the MSDPu-EPP model implemented in FLAC3D
is three-dimensional. A commonly used method to do that is to isolate a thin domain in the
direction perpendicular to the axis, with the displacements fixed in the direction parallel to
the opening axis but allowed in the directions perpendicular to the axis. The thickness t of
the modeling domain is taken as one-fifth of the cylinder radius, i.e., t = 0.2 m.
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A sensitivity analysis was conducted to obtain an optimal configuration of the nu-
merical model, which is based on an optimal domain size and optimal mesh. The optimal
domain corresponds to the smallest size of the model to minimize the time of calculation
and large enough to ensure stable and reliable numerical results. Similarly, an optimal mesh
size m is associated with the coarsest elements (blocs) to minimize the time of calculation,
with elements that are fine enough to ensure stable and reliable numerical results.

Figure 4 shows the variation of the radial displacements (Figure 4a) and stresses
(Figure 4b) at a reference point M (shown in Figure 2) as a function of the mesh size (for
domain size d = 10 m). In this figure, the mesh size is defined from the minimum size of
the first layer of the grid around the opening, which increases at a constant ratio from the
opening wall to the domain boundary (based on radial meshing; Itasca [25]). The results
shown in Figure 4 indicate that, for both versions of the MSDPu-EPP model (with and
without the cap), the numerical results tend to become stable once the mesh size is equal to
or smaller than 0.02 m. The optimal mesh size corresponds to m = 0.02 m.

Figure 4. Variation of the (a) radial displacements and (b) stresses at point M (see Figure 3b) as a
function of the mesh size (with d = 10 m), obtained from the MSDPu-EPP model with and without
the cap.

Figure 5 shows the variation of the radial displacements (Figure 5a) and stresses
(Figure 5b) as a function of the domain size (with m = 0.02 m). It can be seen that d = 10 m
is the smallest value, which remains large enough to ensure stable and reliable numerical
results. The optimal numerical model is then constructed with m = 0.02 m and d = 10 m,
which are used to conduct the numerical simulations.

Figure 5. Variation of the (a) radial displacements and (b) stresses at point M (see Figure 3b) as a
function of domain size (with m = 0.02 m) obtained from the MSDPu-EPP model with and without
the cap.

Figure 6 shows the radial (σr) and tangential (σψ) stress distributions obtained from
the numerical modeling and analytical solution for the cases of a closed MSDPu surface
(Figure 6a) and an open MSDPu surface (Figure 6b). The agreements between the numerical
and analytical results are excellent in all cases. Additional calculations were also made for
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other material parameters and loading conditions (results not shown here) to help assess the
validity of the MSDPu-EPP model and its numerical implementation in FLAC3D. The good
agreements obtained between the numerical and analytical results support the validation
and indicate that the analytical solutions developed by considering a constant Lode angle
provide a good approximation of the stress distribution around a cylindrical opening.

Figure 6. Distributions of the radial and tangential stresses, obtained from the numerical simulations
and analytical solutions developed by Li and Aubertin [37] (a) for a closed MSDPu surface (with cap)
and (b) for an open MSDPu surface (no cap).

The second component of this validation of the FLAC3D MSDPu-EPP model is per-
formed against the analytical solution of Salençon [38,39], developed for evaluating the
distribution of stresses and radial displacements around a cylindrical opening in a MC-EPP
material (considering an associated flow rule). Parameter ξ = 1 (associated flow rule) and
a3 = 0 (without cap) are thus taken for the FLAC3D MSDPu-EPP model. As the MSDPu is
nonlinear and MC is linear in the I1–J2

1/2 plane, the MC strength parameters φ and c were
chosen so the two yield surfaces would correlate to each other (as well as possible) in the
stress domain of interest around the cylindrical opening (for 50 MPa ≤ I1 ≤ 100 MPa in
this case). The resulting MC strength parameters are φ = 32◦ and c = 3.9 MPa for matching
the open MSDPu surface with the parameters given in Table 1. The two yield surfaces in
the I1–J2

1/2 plane (for θ = 0◦) are very close to each other for the stress states of interest,
as shown in Figure 7. A constant Lode angle θ = 0◦ is again considered an acceptable
approximation for the stresses around the cylindrical opening.

Figure 7. The open MSDPu yield surface (no cap) and corresponding Mohr-Coulomb surface in
I1–J2

1/2 plane (for θ = 0◦).

Figure 8 illustrates the distributions of the stresses (Figure 8a) and radial displacements
(Figure 8b), obtained from FLAC3D MSDPu-EPP model and calculated with the analytical
solutions of Salençon [38,39]. The good agreement between the two types of solutions
indicates that the FLAC3D MSDPu-EPP model correctly represents the problem at hand.
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This (partial) validation supports the use of the FLAC3D MSDPu-EPP model to analyze the
elastoplastic response of geomaterials around underground openings.

Figure 8. Distributions of the (a) stresses and (b) radial displacements, obtained from the numer-
ical simulation with FLAC3D MSDPu-EPP model and calculated with the analytical solutions of
Salençon [38,39].

5. Applications of the FLAC3D MSDPu-EPP Model

In order to further assess the features of the new FLAC3D MSDPu-EPP model, sim-
ulations are conducted to analyze the mechanical response of cemented backfill in a 3D
vertical mine stope.

Backfill is commonly used in underground mine excavations to ensure safe working
conditions and improve ore recovery. Underground backfilling is also gaining momentum
as a mine waste management approach [40]. Evaluating the stresses in backfilled stopes is
of great importance and interest for underground mine stability. Until recently however,
most of the numerical analyses were done under plane strain (2D) conditions. Only a
few investigations have included 3D numerical analyses with the Mohr-Coulomb EPP
model [27–29,41–43].

Figure 9 shows the conceptual model of a three-dimensional vertical mine stope in a
semi-infinite rock mass before (Figure 9a) and after (Figure 9b) the addition of backfill. This
stope is located at a depth of 500 m below the ground surface. It is excavated to a height of
45 m; the width is 6 m in the two horizontal directions (Figure 9a). After excavation, the
stope is filled by a cemented (cohesive) backfill to a final height of 44.5 m, leaving a void
space of 0.5 m at the top (Figure 9b). The stress distribution in the backfill and surround
rock mass then depends on the fill settlement under its own weight and interaction with
the rock walls. The stability of the rock walls of the empty stope is first evaluated using
both MSDPu-EPP and MC-EPP models, respectively.

Figure 10 shows the corresponding numerical model of the stope, built by FLAC3D
after excavation, before backfilling. Half of the stope is modelled to take advantage of the
symmetric geometry. As indicated in the figure, the boundary conditions applied to the
model domain are defined with a free surface on the top boundary and a fixed surface at the
base. The conditions imposed along the four external vertical surfaces allow displacements
within their respective plane, but not in the perpendicular direction. The rock mass is
considered homogeneous, isotropic and perfectly elastoplastic; it is characterized by the fol-
lowing properties: Er = 30 GPa (Young’s modulus), νr = 0.3 (Poisson’s ratio), γr = 27 kN/m3

(unit weight). These parameters are used for both of the MC-EPP (with a tension cut-off
at T0) and MSDPu-EPP models. The strength parameters are φ = 32◦, c = 3.9 MPa and
T0 = 0.2 MPa for the MC criterion and φ = 27◦, C0 = 7 MPa, T0 = 0.2 MPa and a3 = 0 for the
open MSDPu criterion. The rock mass is subjected to three-dimensional in-situ stresses, in-
cluding the vertical in-situ stress σv (z-direction) generated by the overburden (i.e., σv = γrh;
h is the depth below ground surface), maximum horizontal in-situ stress in the x-direction
σH taken as two times the vertical in-situ stress (i.e., σH = 2σz) and minimum horizontal
in-situ stress in the y-direction σh (varying values in the different simulations).
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(a) (b)

Figure 9. Conceptual model of a three-dimensional vertical stope in rock mass (a) before and (b) after
being backfilled.

Figure 10. A three-dimensional numerical model of the vertical stope in rock mass built by FLAC3D.

Sensitivity analyses are performed to ensure stable and reliable numerical results and
obtain optimal numerical model for each case. For a numerical model such as the one
shown in Figure 10, the sensitivity analysis gives the optimal mesh m and optimal domain
size d.

The procedure is illustrated in Figure 11, which shows the variation of vertical dis-
placement (z-direction) and horizontal stress σxx at a reference point N (at the center of
the stope base, see Figs. 9a and 10) as a function of the mesh size (with d = 500 m) for
simulations conducted with the MSDPu-EPP model, for an in-situ stress state σh = σH = 2σz.
The results indicate that stable numerical results are achieved with m = 0.5 m. Figure 12
shows the variation of the vertical displacement (z-direction) and σxx as a function of the
domain size (with m = 0.5 m). It is seen that the numerical results become stable when the
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domain size d is equal to or larger than 500 m. The results thus indicate that the optimal
numerical model has a mesh size of 0.5 m and a domain size of 500 m.

Figure 11. Variation of the (a) vertical displacement (z-direction) and (b) horizontal stress σxx at point
N (see Figures 9a and 10) as a function of the mesh size m (for d = 500 m).

Figure 12. Variation of the (a) vertical displacement (z-direction) and (b) horizontal stress σxx at point
N (see Figures 9a and 10) as a function of the domain size d (for m = 0.5 m).

Figure 13 shows the yielded areas around the stope along a vertical cross cut section
in the xz symmetric plane, obtained from the numerical simulations conducted with the
MSDPu-EPP and MC-EPP models, respectively. The results have been obtained for σh
equals to 1, 1.4 and 2 times σv, while σv and σH are kept unchanged. It can be seen that
the size of yielded area obtained with the MSDPu-EPP model significantly increases as
the intermediate in-situ stress σh increases from σv to 2σv, indicating that the intermediate
in-situ stress plays an important role in the response and stability of openings. With the
MC-EPP model however, the yielded area stays almost unchanged when σh increases from
σv to 2σv because the MC criterion is based on the 2D formulation and thus fails to consider
explicitly the effect of the intermediate principal stress in the 3D extension used in FLAC3D.
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Figure 13. Yielded areas around the stope along a vertical cross cut section in the xz symmetric plane,
obtained from the numerical simulations with the MSDPu-EPP and MC-EPP models, respectively,
considering (a) σh = σv, (b) σh = 1.4σv and (c) σh = 2σv.

Figure 14 shows the corresponding numerical model after the placement of backfill in
the stope, built with FLAC3D. As was the case for the numerical model shown in Figure 10,
half of the stope is modelled to take advantage of the symmetric geometry. The boundary
conditions are defined by a free top boundary surface, a fixed bottom boundary surface
and four vertical external surfaces whose displacements are allowed within their respective
plane, but not allowed in the direction perpendicular to that plane. The stope backfilling is
performed in multiple layers after the convergence of the rock walls has been completed.
The thickness of each layer is 5 m (except for the top layer having a thickness of 4.5 m).
A mesh size m of 0.5 m is used for the backfill; the domain size d = 500 m, determined
for the rock wall stability analysis shown in Figure 10, is also used here. As the backfill
is placed in the open stope after all the elastic and plastic strains have been released, the
mechanical response of the backfill is almost independent on the in-situ stresses and rock
model. The rock mass is thus considered homogeneous, isotropic and linearly elastic
(without yield), characterized by Er = 30 GPa, νr = 0.3 and γr = 27 kN/m3. The vertical
in-situ stress σv is generated by the overburden and the horizontal in-situ stress is isotropic,
with σh = σH = 2σz.

The stresses in the backfilled stope are evaluated using the MSDPu-EPP and MC-EPP
models. The weakly cemented backfill is characterized by Eb = 300 MPa (Young’s modulus),
νb = 0.327 (Poisson’s ratio), ρb = 1800 kg/m3 (density). The MSDPu criterion is defined by
φ = 30◦, C0 = 10 kPa, T0 = 0.2 kPa, b = 0.75, Ic = 100 kPa and a3 = 0.06. A value of ξ = 0.01
is used to express the plastic potential Q for the non-associated flow rule to represent the
quasi-isovolumetric plastic strain of the backfill following settlement and mobilization of
the frictional stress along the vertical walls. The MC yield parameters were selected so
the surface would be close to the MSDPu yield surface for comparative purposes of the
stresses obtained from numerical simulations; the corresponding MC strength parameters
are φ; = 31◦, c = 3.8 kPa and T0 = 0.2 kPa. A non-associated flow rule was imposed with
φd = 0◦ (dilation angle). It is noted that the values of the Poisson’s ratio νb and internal
friction angle φ are interrelated through νb = (1 − sinφ)/(2 − sinφ) to ensure a consistent
at-rest earth pressure coefficient K0 [28,29,44–46]. This results in a value of Poisson’s ratio
νb = (1 − sinφ) / (2 − sinφ) = (1 − sin31◦) / (2 − sin31◦) = 0.327 and a Jaky’s [47] earth
pressure coefficient at rest K0 = 1 − sinφ = 1 − sin31◦ = 0.485; the same value of K0 is
obtained from the equation based on Poisson’s ratio. The theoretical horizontal stress due
to the overburden can then be calculated as σxx = K0σzz.
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Figure 14. The numerical FLAC3D model of the three-dimensional vertical backfilled stope in an
elastic rock mass.

Figure 15 shows the vertical (σzz) and horizontal (σxx) stress distributions along the
centerline (CL) of the backfilled stope obtained with the two models. It is seen that the
general tendencies of the stress distributions obtained by numerical modeling with the
MSDPu-EPP model and MC-EPP model are similar. The vertical and horizontal stresses
follow the overburden stresses (marked as dashed lines in Figure 15) at shallow depth,
but the overburden stresses significantly exceed the stresses in the backfill deeper in the
opening due to the well-known arching effect associated with the frictional stress transfer
along the rock walls.

Figure 15. Stress distributions along the centerline (CL) of the backfilled stope with the MSDPu-EPP
model and the MC-EPP model obtained by FLAC3D for (a) vertical stress σzz and (b) horizontal
stress σxx.

The trends obtained here are consistent with those given by previous numerical simu-
lations and also by analytical solutions developed with the MC-EPP model [27,29,45,48,49].
The results shown here nonetheless indicate that the vertical and horizontal stresses ob-
tained by the MSDPu-EPP model are smaller than those obtained by the MC-EPP model,
due to the differences in the MSDPu and MC yield surfaces. Representative field exper-
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imental data are necessary to evaluate which one is more representative of the actual
stress state.

One of the specific features of the MSDPu-EPP model is the introduction of a cap
on the yield surface, which starts at the key parameter Ic (not included in other criteria
and models). As indicated above, the value of Ic controls the cap position on the yield
surface, which then departs from the (quasi) linear strength increase given by the most
other models. Additional simulations were conducted to investigate the effect of Ic on the
stress distributions in the backfilled stope. Three values (Ic = 20 kPa, 30 kPa, 100 kPa) were
used with the MSDPu-EPP model, while the other parameters were kept constant for all
cases (Eb = 300 MPa, νb = 0.327, ρb = 1800 kg/m3, φ = 30◦, C0 = 10 kPa, T0 = 0.2 kPa, b = 0.75,
a3 = 0.06 and ξ = 0.01).

Figure 16 shows the vertical (σzz) and horizontal (σxx) stress distributions along the
CL obtained for different Ic. The results indicate that the vertical and horizontal stresses
along the CL decrease with an increasing Ic, due to the higher shear strength (larger yield
surface) of the backfill. The results also indicate that the arching effect tends to become
more significant for stronger cemented (cohesive) backfill. These calculations highlight the
importance of including the effect of the cap through Ic, which is a unique characteristic of
the MSDPu-EPP model.

Figure 16. Stress distributions along the CL of the backfilled stope obtained from the numerical
simulation conducted with the MSDPu-EPP model by considering different Ic for (a) vertical stress
σzz and (b) horizontal stress σxx.

To further illustrate the features of the FLAC3D MSDPu-EPP model with associated and
non-associated flow rules, the stresses in the backfilled stope shown in Figures 9b and 14
are analyzed by considering ξ = 1 for associated flow rule.

Figure 17 shows the vertical (σzz) and horizontal (σxx) stress distributions along the
CL of the backfilled stope obtained by numerical modeling with the FLAC3D MSDPu-EPP
model by considering ξ = 1 (associated flow) and ξ = 0.01 (non-associated flow), respec-
tively. It can be seen that the vertical stress along the CL is much lower for the associated
flow rule than that for the non-associated flow rule (Figure 17a), due to the significant
volumetric strains (dilatancy) which tend to increase the arching effect. For the same
reason, the horizontal stresses along the CL for the associated flow rule significantly exceed
the overburden horizontal stress at shallow depth between around 0 to 5 m (Figure 17b).
Similar results have been shown by Li and Aubertin [27] with the MC-EPP model for 2D
backfilled stopes. Figure 18 shows the vertical stress distribution along the CL of the 3D
backfilled stope (Figures 9b and 14) obtained by numerical modeling with the MC-EPP
model by considering a non-associated (dilation angle φd = 0◦) and associated (φd = φ = 31◦)
flow rules. The results suggest once again that the numerical modeling with an associated
flow rule tends to lead an underestimation of the stresses in backfilled stopes.
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Figure 17. Stress distributions along the CL of the backfilled stope obtained from the numerical
simulation conducted with the MSDPu-EPP model by considering the non-associated (ξ = 0.01) and
associated (ξ = 1) flow rules for (a) vertical stress σzz and (b) horizontal stress σxx.

Figure 18. Vertical stress σzz distributions along the CL of the backfilled stope obtained from numeri-
cal simulation conducted with the MC-EPP model by considering the non-associated (dilation angle
φd = 0◦) and associated (φd = φ = 31◦) flow rules; other material parameters are φ = 31◦, c = 3.8 kPa
and T0 = 0.2 kPa.

6. Discussion

The non-associated MSDPu-EPP model recently implemented in FLAC3D is applied
here for the analysis of underground backfilled stopes, to illustrate some of the features of
this three-dimensional nonlinear model. The MSDPu criterion used here was previously
shown to capture the essential characteristics of yielding and failure of a large variety of
geomaterials, including soils, rocks and rockfills. The MSDPu-EPP model uses a closed
yield surface with a controllable cap at high mean stress. It employs a non-associated flow
rule to better describe the deviatoric and volumetric plastic strains. The availability of the
FLAC3D MSDPu-EPP model will favor its application to help solve various geotechnical
engineering problems such as those related to the behavior of slopes, tunnels, dams and
barricades in underground mines.

Despite the various advantages of the model, there are a few limitations with the
FLAC3D MSDPu-EPP model. For instance, the model has not yet been applied to cohesion-
less (granular) materials such as sand, rockfill, waste rock and uncemented backfill. This
can be done by expressing the MSDPu criterion with C0 = T0 = 0 in Equations (10) and (11),
which leads to a1 = a2 = 0. Equation (7) then becomes:

F0 =
[
α2 I2

1 − a3〈I1 − Ic〉2
]1/2

(32)
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This specific version of the criterion has not yet been validated in the context of the
FLAC3D MSDPu-EPP model.

Another limitation of the model, common to all perfectly plastic models, is the absence
of strain hardening and softening in the formulation. This is acceptable for many types of
application, but not for some specific ones [3,4,8]. Additional work is considered for an
evolving yield surface in the principal stress space with the MSDPu-EPP model.

Also, the model has not yet been validated for coupled problems involving pore water
pressures (particularly for transient conditions).

Despite such limitations, the FLAC3D MSDPu-EPP model offers a powerful alternative
to simulate the complex mechanical response of geomaterials as a built-in model in FLAC3D
(and other commercial codes).

7. Conclusions

The non-associated MSDPu elastic-perfectly plastic constitutive model (MSDPu-EPP
model) has been implemented in FLAC3D with a user-written DLL under the assistance of
the C++ plug-in option. The resulting FLAC3D MSDPu-EPP model is validated, in part, by
comparing simulation results with existing analytical solutions developed for evaluating the
stress and displacement distributions around cylindrical openings. The FLAC3D MSDPu-
EPP model is then used to analyze a specific three-dimensional geotechnical problem,
taking into account the nonlinear stress-strain behavior, yielding and volumetric strains
associated with the cap surface and considering an associated or non-associated flow rule.
Application of the FLAC3D MSDPu-EPP model is illustrated with simulations conducted
to analyze the stability of a 3D open stope and stress distribution in the backfilled stope.
The results were compared with those obtained with the commonly used Mohr-Coulomb
(MC-EPP) model. The numerical results obtained with the MSDPu-EPP model indicate that
the size of yielded area around the empty stope significantly increases as the intermediate
in-situ stress increases, indicating that the intermediate in-situ stress plays an important
role in the response and stability of openings. This effect is not as clearly perceived with the
MC-EPP model, however, as the simulated yielded area stays almost unchanged when the
intermediate in-situ stresses are increased, hence showing that this model largely neglects
this aspect. Other particular features of the FLAC3D MSDPu-EPP model related to the
closed yield envelope (with a cap) are shown with the stress analysis of backfilled stopes.
These results show that when a higher mean stress is necessary to reach backfill volumetric
yield surface, defined by the closed (cap) envelope, the backfill becomes stronger, leading
to more pronounced arching effect and smaller stresses in the backfilled stope. This is a
unique characteristic obtained with numerical simulations conducted with the FLAC3D
MSDPu-EPP model. It can thus be considered as a very useful numerical tool to analyze
and solve geotechnical engineering problems. Nevertheless, improvements are still being
considered for the model to minimize its limitations. For example, the model has not
yet been applied to cohesionless (granular) materials; strain hardening and softening are
not included in the formulation; the model has not been validated for couple problems
involving pore water pressures. Work is underway to address these specific issues.
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Appendix A. Expressions for AS, BS and CS

When I1 ≤ Ic, the expressions for A, B and C in Equation (25) are suffixed with a “s” to
denote a shear response and expressed as follows:
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Appendix B. Expressions for Av, Bv and Cv

When I1 > Ic, the expressions for A, B and C in Equation (25) are suffixed with a “v” to
denote volumetric response and expressed as follows:
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Notations:

The following symbols are used in the paper:

A, B, C coefficients of the quadratic equation for solving λ

As, Bs, Cs coefficients of the quadratic equation for solving λ (I1 ≤ Ic)
Av, Bv, Cv coefficients of the quadratic equation for solving λ (I1 > Ic)
a1, a2, a3, α material parameters for MSDPu criterion
b material parameter associated with shape function
c cohesion
C0 uniaxial compressive strength
d domain size
Er, Eb Young’s modulus for rock mass and backfill
F failure function or yield function
F0 function of mean stress dependence
Fs

0 , Fv
0 functions of mean stress dependence (I1 ≤ Ic and I1 > Ic)

FI
0 , FN

0
functions of mean stress dependence in terms of elastic guess and new
stress state

FsI
0 , FvI

0 functions of mean stress dependence in terms of elastic guess (I1 ≤ Ic and I1 > Ic)
Fπ shape function for π-plane
FI

π , FN
π shape functions in terms of elastic guess and new stress state

G shear modulus
h depth below ground surface
I1 first invariant of stress state
I1

I first invariant of stress state in terms of elastic guess
Ic I1 value where the cap starts

I1n
I1 value where the cap intersects the hydrostatic axis (σ1 = σ2 = σ3) in the
principal stress space

J2 second invariant of deviator stress
J2

I, J2
N second invariants of deviator stress in terms of elastic guess and new stress state

J3 third invariant of deviator stress
J3

I third invariant of deviator stress in terms of elastic guess
K bulk modulus
K0 at-rest earth pressure coefficient
M, N reference points
m mesh size
P0 hydrostatical far-field stress
p mean stress
p0 internal pressure in the cylindrical opening
Q plastic potential function
Qs, Qv plastic potential functions (I1 ≤ Ic and I1 > Ic)
R radius at the interface between plastic and elastic region
r, ψ cylindrical coordinates
r0 radius of the cylindrical opening
S1, S2, S3 linear functions for the Hooke’s law
Sij deviator stress tensor component
T0 uniaxial tensile strength
t domain thickness
ur radial displacement
β1, β2 elastic constants associated with K and G
ε1, ε2, ε3 principal strains
Δεi total principal strain increment
Δεi

e principal elastic strain increment
Δεi

p principal plastic strain increment
φ internal friction angle
φd dilation angle
λ plastic coefficient
νr, νb Poisson’s ratio for rock mass and backfill
θ Lode angle
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θ I , θN Lode angles in terms of elastic guess and new stress state
ρr, ρb density for rock mass and backfill
σ1, σ2, σ3 principal stresses
σ1

*, σ2
*, σ3

* projections of the principal stress axes in π-plane
σ1

I, σ2
I, σ3

I principal stresses in terms of elastic guess
σ1

N, σ2
N, σ3

N principal stresses in terms of new stress state
σH, σh Maximum and minimum horizontal in-situ stresses
σv vertical in-situ stress
σij stress tensor component
Δσi principal stress increment
σxx horizontal stress
σzz vertical stress
σr radial stress
σψ tangential stress
ξ coefficient in plastic potential for non-associated flow rule
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Abstract: This paper describes a case study of surface subsidence in the Hongling Lead-Zinc Mine.
Hongling Lead-Zinc Mine is located in Inner Mongolia, China, about 240 km away from the border
between China and Mongolia. There is a batch of outcrops of the near-surface thick steep-dip
metamorphic orebody. The large-scale surface subsidence induced by underground excavation
has brought some impact on the safety of herdsmen and their daily husbandry activities nearby.
The requirements of reclamation for subsidence areas in the relevant laws and regulations, raise
enormous pressure and risk on safe and economic operation. In this paper, a 3D numerical model of
this mine was built by 3DMine and FLAC3D to analyse the excavation procedure and mechanism.
The results of the simulation were in good agreement with the field subsidence data collected by
satellites and unmanned aerial vehicles from 2009 to 2019. The analysis showed that the current
mining method—an integrated underground method of stoping and caving—accelerated the surface
subsidence, and some measures of monitoring, controlling and management were expected to take
in order to improve economic and ecological benefits.

Keywords: near-surface thick deposit; surface subsidence; numerical simulation; unmanned aerial
survey; accurate model

1. Introduction

Mining subsidence is the continuous deformation, and discontinuous failure of strata
and surface by the destroy of in-situ stress field induced by the underground excavation [1].
The first acts and laws related to subsidence were published in Belgium between the fif-
teenth and sixteenth century [2]. Plenty of comprehensive researches on theory and control
technology of mining subsidence have been conducted in Soviet Union, Poland, Germany,
Australia, Britain, Canada, Japan and the United States, and there are a great number of
results and findings on the excavation under buildings, railway, water body and above
confined water [3–5]. In the long term, many scholars try to accurately calculate the subsi-
dence displacement induced by underground mining. In 1838, Doris first put forward the
“vertical line theory” of surface subsidence. Twenty years later, this theory was developed
into “normal line theory” by Gonot, which was revised by Dumon to the calculation model
of subsidence w = m × cosα [6]. In Germany, “bisection theory” and “natural slope theory”
were proposed by Jlcinsky (1876) and Oesterr (1882), respectively [7,8]. Besides these
theories, some other early studies including Fayol’s (1885) [9] “circular arch theory” and
Hausse’s (1885–1897) “bisection theory”, analyzed the relationship between deformation
and movement of overburden and surface subsidence, and established several geometric
theoretical models [10]. In 1903, Halban deduced that the surface strain is inversely pro-
portional to the radius of curvature [1]. Schimizx (1923), Keinhost (1925) and Bals (1932)
studied the area of mining subsidence and formed the concept of influence function [11]. In
1947, C. Γ. Aвepшин’s monograph “Strata Movement in Underground Coal Mining”, built
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the differential relationship between the vertical and horizontal directions of the surface
movement vector, pointed out that the subsidence section equation is in exponential form,
and introduced the famous theory that the horizontal movement is inversely proportional
to the ground tilt [12]. However, the theory complicated surface movement calculation
formulas were of difficulty to be applied to field analysis. J. Litwaniszyn applied discon-
tinuous medium mechanics to study the relation of strata and surface movement and
introduced the stochastic medium theory, which was later developed into the widely used
probability integral method [2,13,14]. Smolarski deduced the surface movement function
of a stochastic medium theory under the condition of inclined coal seam mining from
the viewpoint of medium symmetry [15]. Salamon combined the influence function with
continuum mechanics and applied the elastic theory to put forward the surface element
principle, which presented the foundation of boundary element method [16,17]. Berry
derived the surface movement and deformation formula in isotropic plane, transversely
isotropic plane and three-dimensional conditions based on elastic theory [18–21].

With the continuous and rapid development of computer and information technology,
a variety of numerical methods and artificial intelligence algorithms have been applied
to the study of surface subsidence [22–24]. The finite difference software—FLAC3D—
developed by Itasca Inc. is widely used for the analysis of mining induced surface sub-
sidence [25,26]. Due to the complexity of model built in FLAC3D, the combination of
SURPAC and FLAC3D is popular in building the numerical models of mines [27]. Addi-
tionally, 3DMine software can be used to establish the 3D geological model of orebody
which can be converted into the file containing blocky and nodes by Midas, and then the
Midas file can be imported into FLAC3D model through interface program [28,29]. In this
paper, the 3Dmine, Midas second method was used to build the 3D numerical model, and
the field mining procedure and sequence were simulated by FLAC3D, which is employed
to analyze the surface subsidence in Hongling Lead-Zinc Mine.

2. Motivation and the Study Objective

If the large-scale surface subsidence suddenly collapses in mine void, high ground
pressure can be induced and cause the permanent loss and dilution of ore, even the mine
is closed; strong airwave can form air blast to threaten the safety of deep underground
mining, more enlarge the scope of surface subsidence. The surface is grazed by nearby
herders. In order to ensure the safety of herdsmen and the normal operation of the mine, it
is necessary to study the mine collapse. Thus, it was of great importance for decreasing
the risk of large-scale collapse by analyzing and predicting the characteristics of surface
subsidence induced by underground mining.

3. Engineering Background

3.1. Geological Setting

Hongling Lead-Zinc Mine is located in Chifeng City (Figure 1), Inner Mongolia,
China, and 240 km south away from the border between China and Mongolia, with a
mining area of 3.394 km2. Hongling Lead-Zinc Mine is a skarn type polymetallic deposits
dominated by lead and zinc, at the north slope of the watershed in the southwest of Greater
Khingan, with the surface elevation between +976 m and +1220 m. Hongling Lead-Zinc
Mine has a production capacity of 5000 t/day. The surface boundary of deposit is in 17#
exploratory line, and its deep boundary of deposit is in 13# exploratory line divided by
the feldspar porphyry belt. The eastern side of the feldspar porphyry belt is named 1#
mineralization zone, and the deposit is divided two veins by invasive marble in the west
side of the feldspar porphyry belt, other northwestern deposit is called 2# mineralization
zone (Figure 2). The 1# mineralization zone is 1350 m long along the strike, with an average
width of 10 m, and its strikes 55–59◦ and has a NW dip of 65–85◦, and there is a batch of
outcrops vertical to the surface. The 2# mineralization zone is 975 m long along the strike,
with an average width of 7 m.
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Figure 1. The location of Hongling lead-zinc Mine.

Figure 2. The aerial view of Hongling Lead-Zinc Mine (taken in 2016).

As illustrated in the cross-section of 17# exploratory line (Figure 3), the mineralization
zone occurs in the skarn belt, and the bed rock is skarn with small horizontal thickness.
The lithological units of the mineralization zone include slate, marble and skarn. The
surrounding rock is the argillite, siltstone, metasandstone and marble. The red area shown
in Figure 3 is the ore body that will be mined. It is clear that mining activity starts at the
surface. The gravity anomaly map of Hongling Lead-Zinc Mine is shown in Figure 4.
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Figure 3. The cross-section of 17# exploring line.

Figure 4. The gravity anomaly map. 1—Loess sandy soil, 2—Acid lava, acid lithic crystalline
tuff, tuffaceous glutenite, etc. 3—Metamorphic acid tuff, tuffaceous conglomerate, glutenite, etc.
4—argillaceous slate intercalated with silty slate, marble, metamorphic sandstone, siltstone, etc.
5—Biotite granite, 6—Geological boundary, 7—Gravity contour, 8—Mine site.

3.2. Mining Method

The ore is mined depending on the thickness of the ore body. In the Hongling Lead-
zinc Mine, the room and pillar method has been adopted, and the typical design of mining
method is shown in Figure 5a. The level interval of this mine is 50 m, the height of one
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stope is 40 m with 10 m thickness crown pillar. The length of one stope can be determined
according to the horizontal thickness of the orebody. When the horizontal thickness of
the orebody is less than 30 m, and the stope layout is along the strike of orebody, the
length of one stope is 32 m, and the span of one stope is the thickness of the deposit.
When the horizontal thickness of the orebody is more than 30 m, and the stope layout
is perpendicular to the strike of the orebody; the length of one stope is the horizontal
thickness of the orebody, and the span of one stope is 30 m. The width of the barrier pillar is
18 m. The square panel pillar is of a 5 m × 2 m cross-section, and its pattern is 5 m × 10 m
in long and wide. Stoping is carried out using 175 mm diameter long hole in room; the
caving method is adopted to extract the pillar, and the blasting sequence is illustrated in
Figure 5b. There is no backfill for mined-out stopes.

 
(a) The layout of room and pillar method 

 
(b) The sequence of extracting pillars 

Figure 5. The blasting sequence of extracting the pillar. 1—haulage drift; 2—ore pass; 3—loading
drift for rooms; 4—goaf; 5—loading drift for pillars; 6—undercutting level; 7—orebody; 8—broken
ore; 9—crown pillar; 10—longhole; 11—slot raise; 12—service and ventilation raise; 13—ramp;
14—drilling drift; 15—cutting slot; 16—drilling chamber; 17—access.

3.3. Current Surface Subsidence

Due to continuous underground mining, extracting the pillar, and no backfill materials
fill the mine void. The giant goaf has gradually formed with the development of under-
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ground mining for more than ten years, which has induced the massive surface collapse
and shown in Figure 5. The overlying rock mass gradually subsided under the action of
gravity and mining-induced stress, resulting in new cracks occurrence on the surface. Field
surveying and data analysis have been done at +1035 m level, and above in 2016, the length
of the collapse zone is 684 m, and the maximum width is 150 m, the surface collapse area is
more than 60,000 m2 (Figure 6). Continuous surface cracks, ground sliding and collapse
have been observed in or near the subsided pit, and the cracks were usually parallel to
the edges of the surface collapse. Some cracks’ width is more than 1 m, and they were
identified as the primary cracks. The surface collapse caused by underground mining in
this mine also caused a slope landslide with a length of 240 m and a width of 60 m.

 

Figure 6. The aerial view of surface collapse.

4. Preliminary Study

33 rock samples were collected from four different levels (+805 m, +855 m, +905 m and
+955 m) of Hongling Lead-zinc Mine with five kinds of rock (ore, marble, argillaceous slate,
skarn and feldspar porphyry) to ensure that the range of lithology and alteration types were
included. 111 standard rock specimens (Figure 7) including cylindrical specimens with the
height-to-diameter ratio of 2:1 and the size of Φ50 × 100 mm, disc specimens with the size
of Φ50 × 25 mm and specimens with diameter of 50 mm and height ranged from 64 mm
to 100 mm, were processed from the in-situ samples (Figure 8). The rocks’ physical and
mechanical properties were determined from laboratory testing on intact rock specimens
following ISRM (1981) recommended methods (Figures 9–11), and the test results are given
in Table 1. Uniaxial compression tests, Brazil splitting tests and direct shear tests were
performed to obtain rock mechanical parameters. The uniaxial compressive strengths (UCS,
σc), Young’s modulus (E) and Poisson’s ratios (μ) of specimens were estimated by YE4-100
hydraulic pressure testing machine with the maximum loading of 100 t, and stress sensors
and UCOM-60A static acquisition instrument were applied to monitor stress distributions
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and axial and lateral strains (Figure 9). The tensile strengths (σt) and shear strengths were
determined by YAW-300 microcomputer controlled electro hydraulic servo direct shear
testing machine. The densities (ρ) of specimens were calculated by measured weights and
volumes. All the laboratory tests were carried out under the Standards Press of China
GB/T50266-99. The cohesion (c) and internal friction angle (ϕ) of rocks were obtained by
the means of linear regression with the shear stresses and normal stresses measured in the
direct shear tests under the Mohr-Coulomb criterion.

 

Figure 7. Partial rock specimens.

 

Figure 8. Processing rock samples.

 

Figure 9. Equipment and failure modes of uniaxial compression test.
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Figure 10. Equipment and failure modes of Brazilian splitting test.

 

Figure 11. Equipment and failure modes of direct shear test.

Table 1. Physical and mechanical parameters of intact rock.

Rock Type ρ (kg/m3) σc (MPa) μ E (GPa) σt (MPa) c (MPa) ϕ (◦)

Marble 2663 58.51 0.21 35.64 3.98 6.52 36.50
Slate 2770 116.00 0.27 75.60 12.15 9.75 48.68
Ore 3565 142.68 0.18 55.16 7.86 6.31 58.24

Skarn 3086 87.05 0.30 36.10 5.64 5.31 50.15
Feldspar Porphyry 2730 65.32 0.24 18.30 7.26 5.85 42.76

The quantitative value of GSI was deeply studied by Bertuzzi et al. In this paper, the
GSI value of rock mass was determined according to the results of geological survey based
on the research results of Bertuzzi et al. [30]. The geological survey work includes the
collection of borehole data, structural plane measurements (weathering, roughness, water,
etc.). The value of D was determined depended on experience in the mine according to the
reference of Hoek et al.’s paper in 2002 [31].

According to the China GB50218-94 Standard for engineering classification of rock
masses [32], the samples of skarn, slate, feldspar porphyry and ore were hard rock
(σc ≥ 60 MPa), and the marble were medium hard rock (30 MPa ≤ σc ≤ 60 MPa). The
tensile strength and shear strength of contact surrounding rock of orebody—skarn were
the weakest, which is not conducive to the mined-out area’s stability. Because the bedrock
in the mining zone is slate, and the development and extension of collapses and subsidence
were close to slate distribution and mechanical properties.

5. Numerical Model Set-Up

The current underground mining of Hongling Lead-Zinc Mine has caused surface
subsidence. As the orebody is mined, which will induce subsidence, and it is necessary
to retain pillars and fill mine void during mining. To solve this series of problems, a
3D numerical model was built to analyze the stability of the surface subsidence area in
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Hongling Lead-Zinc Mine, judge the impact of surface collapse extraction on the, and
predict the development of the subsidence scope.

Build a 3D numerical model for FLAC3D to calculate and analyze the surface subsi-
dence, and there were eight steps in this numerical model set-up progress:
1© Establish geological database including drilling sheet, survey sheet, geological sheet

and mineral grade sheet in 3DMine software;
2© Generate a 3D model (Figure 12) in 3DMine and export the surface elevation data;
3© Import the surface elevation data into MidasGTSNX and generate the 3D surface and

surrounding rock model;
4© Import the orebody data and optimize the 3D orebody model in MidasGTSNX;
5© Connect the surrounding rock model with the orebody model and optimize topologi-

cal relations;
6© Mesh the orebody and surrounding rock model;
7© Export the grid node and element data;
8© Convert data into flac3d format and import to FLAC3D (Figure 13).

Figure 12. A 3D model of mine structure, orebody and surface.

Figure 13. The FLAC3D model.

When generating a 3D model in FLAC3D, the original coordinate point is taken as
49,444,800, 40,443,100. Taking the original coordinate point as the rotation center, the
orebody was rotated 31 degrees clockwise, so that the dip direction of the orebody was the
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positive direction of the y axis of the coordinate system, and the trend is the x-axis. The
model extended from point (−1075 m, −830 m) to point (1160 m, 660 m) with the size of
2235 m × 1490 m and height ranging from 980 m to 1300 m.

6. Numerical Modelling and Analysis

6.1. Numerical Model Introduction

In order to better understand the size and position relationship of different rock masses,
6 sections were made for the model (Figure 14). The orebody was cut off by feldspar
porphyry. The orebodies are roughly distributed between sections b and e (Figure 15).
Section b shows that the marble near the surface is supported by orebodies. The main rock
mass is slate.

Figure 14. Top view of the numerical model.

 

Figure 15. Sectional view of the numerical model.
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6.2. In-Situ Stresses and Boundary Restrains

According to in-situ stress testing results by the acoustic emission method, the maxi-
mum horizontal principal stress, the minimum horizontal principal stress, and the vertical
stress varied almost linearly with the depth. The in-situ stress was described by the
following equations [33]:

σz= 0.0264h+1.8118 (1)

σhmax= 0.026h+10.008 (2)

σhmin= 0.023h+1.8024 (3)

where σhmax is the maximum horizontal principal stress, σhmin is the minimum horizontal
principal stress, σz is the vertical stress, and h is the depth from the surface.

The in-situ stress field of the model was calculated by Equations (1)–(3). The results of
fieldwork showed that the direction of maximum principal stress (σ1 = σhmax) ranged from
5◦ to 22◦, and the direction of minimum principal stress (σ3 = σhmin) ranged from 185◦ and
202◦. The intermediate principal stress (σ2 = σz) was in an almost vertical direction. The
boundary restraints are shown in Table 2.

Table 2. The boundary restrains of model.

Restrain X Left and Right Boundaries
Restrain Y Front and Back Boundaries

Restrain XYZ Bottom Boundary
Free Top Boundary

6.3. Parameters and Failure Criterion for Calculation

In 1980, Hoek and Brown proposed the original Hoek-Brown criterion considering
the strength and integrity of rock mass [34]. The generalized Hoek-Brown criterion for
the estimation of rock mass strength was introduced with some improved parameters in
1992 [35]. In 2002, the introduction of disturbance factor D improved the comprehensive
and specific application of the Hoek-Brown criterion to the nonlinear failure of various
rock masses [31]. In 2006, Hoek et al. revised the calculation of elastic modulus, as shown
in Equation (4) [36].

Em = Ei

[
0.02 +

(1 − D/2)

1 + e(60+15D−GSI)/11

]
(4)

The basic parameters input in FLAC3D were composed of the physical and mechanical
properties of rock mass. The value of mi was determined according to the reference of Hoek
et al.’s paper in 2000 [37]. The parameters of rock mass were calculated by the Hoek-Brown
criterion from its corresponding laboratory test and field results, as shown in Table 3.

Table 3. The rock masses mechanical parameters of model.

Rock Type D GSI mi
σcm

(MPa)
σtm

(MPa)
Em

(GPa)
cm(MPa) ϕm (◦) μ

ρ
(kg/m3)

Marble 0.8 65 9 4.08 −0.26 8.11 3.04 25.41 0.21 2663
Slate 0.8 62 9 6.43 −0.39 14.54 3.81 28.95 0.27 2770
Ore 0.8 65 24 9.96 −0.24 12.56 6.01 40.07 0.18 3565

Skarn 0.8 70 24 8.91 −0.23 10.57 5.56 38.66 0.30 3086
Feldspar Porphyry 0.8 65 30 4.56 −0.09 4.17 4.74 35.89 0.24 2730

In the numerical simulation of rock engineering, the Mohr-Coulomb model’s safety
factor is a little larger than the practical result. The introduction of the strain-softening
Mohr-Coulomb model results in larger deformation of surrounding rock and deeper plastic
zone and unstable zone. The strain-softening Mohr-Coulomb model can more reasonably
reflect the stable state and rock mass’s deformation tendency [38]. The strain-softening
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Mohr-Coulomb model in FLAC3D is based on the Mohr-Coulomb model. The difference is
that the cohesion, friction, dilation, and tensile strength will soften after the onset of plastic
yield. In the Mohr-Coulomb model, those properties are assumed to remain constant.

6.4. Mining Sequences

The mining sequence of the mine is downward from the center of the ore body to the
two wings. The upper level is ahead of one stope in the neighbour mining level, as shown
in Figure 16. The simulation steps are determined according to the progress of the mine.
The same color area is shown in Figure 16 for each excavation. The displacement, damage
and surface collapse as the mining process are analyzed by FLAC3D.

Figure 16. The diagram of mining sequences.

6.5. Results of Numerical Simulation

There were two kinds of fractures in the subsidence area of Hongling Lead-Zinc Mine,
namely tensile fracture and collapse-induced fracture. Tensile fractures were caused by ten-
sile stress exceeding the tensile strength of surface soil or rock mass, with characteristics of
small width and depth, same strike with orebody and development ahead of mining faces.
Collapse-induced fractures were caused by collapses of mine-out areas, surrounding rock
and surface, with characteristics of longitudinal subsidence, large depth and development
later than mining faces [39]. The results of numerical simulation illustrated the evolution
of stress field, displacements and plastic zones with the mining process. The displacement
and failure of surrounding rocks (feldspar porphyry, marble and slate) were analyzed from
the perspectives of displacement, plastic zone, maximum principal stress and minimum
principal stress.

6.5.1. Analysis of Feldspar Porphyry

As shown in Figure 17, there was a significant increase of maximum principal stress
and obvious stress concentration at the intersection with the orebody, with the stress value
of 32 MPa. There were two zones where the hanging wall feldspar porphyry was in tension
state and even in tensile failure: 1© Adjacent to the hanging wall of the orebody, the length
in the dip direction is about 30 m, almost in tensile plastic (as shown in Figure 18); 2© It
is located in 225–447 m away from hanging wall of the orebody and about 202 m in dip
direction, The tensile plastic zone is located 341–447 m away from the hanging wall of the
ore body. The feldspar porphyry at the intersection of orebodies was in plastic state with a
small part in tensile plastic and the majority in shear yielding. The comprehensive analysis
revealed that: the intersection of the feldspar porphyry was fully plastic, and the hanging
wall of 30 m range of non-feldspar porphyry was also fully plastic; there was an overall
collapse in this area, with strike toward the orebody and a largely wide fracture on the
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surface; in zone 2©, there would be tensile fractures distributed in the hanging wall of ore
body about 341–447 m.

   

Figure 17. The stress field of feldspar porphyry.

Figure 18. The plastic zone and the displacement of feldspar porphyry.

6.5.2. Analysis of Marble

As shown in Figure 19, there was obvious stress concentration at x = −240, z = 800 m
(hangingwall) and x = −240, 1020 m (footwall) with the maximum principal stress of
30 MPa. The tensile stress concentration of the marble suspended part was clear, with the
stress value close to the tensile strength of rock mass.

The nephogram of the plastic zone in Figure 20 showed that this part was mainly
tensile plastic zone, and there were three-strip areas with the minimum principal stress
close to 0 in the suspended part. Combined with Figure 21, the strip areas were due
to non-uniform deformation, significant local tensile deformation, volume increase, and
reduction of density during displacement. There was apparent maximum principal stress
concentration in the non-suspended part of marble with a mixed plastic zone of shear
and tensile plastic (Figures 19 and 20). According to the displacement vector diagram
in Figure 22, the displacement form of the suspended part was mainly subsidence with
torsion, and the maximum displacement reached 49 m. Marble was located in the middle
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of the orebody, and both the hanging and foot walls were orebody. After mining the
orebody, the hanging and foot walls and the lower part had no supporting, and the upper
outcrops were free. The marble (z = 900–1100 m) in the southwest wing of the orebody was
suspended in the rock mass, to support unmined orebody, whose contact near the surface
was bearing the weight of the whole marble mass, and the stress state was similar to the
cantilever beam and in a very dangerous situation. At this time, the whole marble mass
was in a tension stress field under the loading of its self-weight, and the tensile stress value
was quite large, resulting in a seriously tensile stress concentration point at the contact of
the surface and the surface subsidence at the southwest wing of the surface characterized
by large range and depth.

  

Figure 19. The stress field of marble (MPa).

 

Figure 20. The plastic zone of marble.
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Figure 21. The density field of marble (kg/m3).

 

Figure 22. The displacement field and vectors of marble.

6.5.3. Analysis of Slate

As shown in Figure 23, there was a large tensile plastic zone of slate mass on the
surface connected with the plastic zone of feldspar porphyry as a whole. In FLAC3D,
tension-n and tension-p are generally recognised as tensile plasticity and tensile damage
with plasticity. There would be a huge area of tensile fractures of the tensile plastic zone
of hanging wall on the surface with a small range of coalescence to the plastic zone at the
hanging wall of marble, which was presented as a collapse of rock mass and was consistent
with the field observation. The depth and range of the tensile damage zone of the slate were
illustrated in Figure 24. The feldspar porphyry occurred between the X-2 and X-3 sections,
and its retention played a good role in supporting the surrounding rock of hanging and
foot walls, with a relatively smaller tensile damage zone. There was a tensile damage
coalescence from the hanging wall to surface around X-2 and X-3 sections with the greater
stress value around the X-2 section close to the tensile strength of rock mass. At the X-2
section, there were two orebodies, which were in the direction of the hanging wall and
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footwall of marble. The collapse of the marble suspended part, and the mining of orebody
directly led to the growing of mine-out areas, the increase of exposure face of hanging
wall, the connection of tensile damage area of slate, and the risk of overall sliding and
subsidence of surface.

 

Figure 23. The plastic zone of mine surface.

 
(a) section position 

Figure 24. Cont.
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(b) The minimum principal stress section plan 

Figure 24. The minimum principal stress field of sections of slate.

7. The Evolution of Surface Subsidence

The data collected by satellites (from 2009 to 2013) and unmanned aerial vehicles
(from 2016 to 2019) are shown in Figure 25, Table 4 and Figure 26, respectively. Initially,
there was a small subsidence area (A) in 2009, and with the regular excavation another two
areas (B and C) were observed in 2012. Due to the collapse of marble mass caused by the
extraction of ore rocks close to the marble mass, areas A and B were grown into a larger
uniform area (AB) in 2016. In 2018, the development of the mine-out area increased the
requirement of feldspar porphyry mass, which was located between area AB and area C to
support the surrounding rock and eventually resulted in the subsidence connection of AB
and C into ABC. There was a clear growth tendency in the total area of subsidence. The
development of the subsidence area from 2009 to 2019 was in good agreement with the
numerical simulation results.
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Figure 25. The evolution of surface subsidence.

Table 4. The area of surface subsidence.

Sinkhole

Date

2009.04.04 2012.04.09 2013.05.30 2016.10.01 2018.10.01 2019.04.09

A 1704 2219 2488

B 4370 7107

C 7207 10,565 15,277

AB 40,540

ABC 72,407 74,238
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Figure 26. The area of surface subsidence.

8. Deformation Observation

December 2019, Twenty GPS deformation observation stations were installed, dis-
tributed around the collapse pit, which has been steadily monitored for more than 400 days.
GPS2, GPS10, GPS11, GPS13, GPS14 and GPS16 are located on the hangingwall of the
orebody (Figure 27). By comparing the numerical simulation results with the field moni-
toring results (Figures 28 and 29), it can be observed that the numerical simulation results
are consistent with the field monitoring results, and this numerical simulation model
can be used to simulate the real field situation. The numerical simulation calculates the
displacement generated in the whole life cycle of the mine, and the monitoring data are the
displacement of less than 500 days, so the monitored displacement is less than the result of
the numerical simulation. The numerical simulation results and monitoring data show the
same displacement distribution law and trend.

 
Figure 27. Position of GPS deformation observation stations.
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Figure 28. Comparison of the vertical displacement by GPS monitoring with the numerical results at
the corresponding stations.

Figure 29. Comparison of the Y displacement by GPS monitoring with the numerical results at the
corresponding stations.

9. Conclusions

This paper analysed the mechanism of rock mass displacement and surface subsidence
induced by the excavation of near-surface steeply-inclined thick lead-zinc deposit by an
integrated underground method of stoping and caving in Hongling Lead-Zinc Mine. A
numerical model consisting of the orebody and surrounding rock, which were mainly
combined by feldspar porphyry, marble and slate, was built from geological data by
3Dmine, MidasGTSNX and FLAC3D. The authenticity of modeling is strictly required
when using this method for analysis, which can answer a lot of questions that cannot be
explained by simplified models. UAV (Unmanned Aerial Vehicle) aerial survey was used
to obtain the highly accurate surface topography, and combined with geological data such
as mine borehole data, a real three-dimensional numerical calculation model of the mine
was established. 2019 Li X using PFC2D surface subsidence for the red hill lead-zinc mine
carried out some research [40], but because will be simplified into plane strain problem, it is
not appropriate, cannot reveal the different parts in the form of the interaction in the process
of rock mass in the mining and its damage, analysis of different rock mass destruction
separately, have some limitations. The real three-dimensional numerical calculation model
established in this manuscript can fully reflect the stress distribution, displacement change
and failure of different rock masses in the process of mining during the simulation.

Relevant mechanical parameters were determined by laboratory tests or derivated by
the Hoek-Brown criterion. Combined with the measured in-situ stress data, mining histori-
cal data and mining sequence, the development of collapses and subsidence caused was
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analyzed by numerical simulation. The results with high showed: (1) feldspar porphyry
played an important role in supporting surrounding rock and surface of the orebody; due
to continual stoping, the intersection of feldspar porphyry and orebody was completely
plastic with a reduced support for the hanging wall; (2) the suspended marble caused by
mine-out of hanging wall, footwall and its lower part had similar stress field with cantilever
beam with the displacement of subsidence and torsion; the collapse of marble caused the
horizontal and vertical extension of surface subsidence, the increase of exposed area of
slate mass at hanging wall, and the collapse of the slate rock close to the hanging wall of
ore body, which was consistent with the aerial image; (3) A large plastic zone ranging from
the slate mass at hanging wall to the surface, connecting to the plastic zone of feldspar
porphyry, brought the great potential to the appearance of large area of tension cracks
on surface, which was uniform with the field observation. The simulation results had
good correspondence with the evolution of the subsidence from 2009 to 2019. The current
mining method integrating stoping and caving damaged the stability and safety of rock
mass and surface, and the enlarging subsidence area put pressure on land acquisition,
husbandry subsidy, water and soil conservation and mine reclamation. There was a risk to
economic and safe operation of the mine and permanent destruction to the local ecological
environment. It is suggested that the ground pressure control of the mine-out area and
the management of surface subsidence should be carried out to achieve an ecological
and economic all-win goal. Due to personal ability limitation, the cost of soil and water
conservation and ecological reclamation is not calculated.
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Abstract: The oil sands industry employs different technologies at pilot and commercial demon-
stration scales in order to improve the dewatering rate of fluid fine tailings. Of these technologies,
centrifugation has advanced to the commercial scale and is playing a major role in the fluid fine
tailings management strategy. However, centrifuge technology on its own may not develop the
required strength to ensure fine tailings can be incorporated into dry landform reclamation, which
requires water contents close to their plastic limit. Hence, it is paramount to combine more than
one technology to maximize post-depositional dewatering. Management of the tailings deposit to
promote seasonal weathering (freeze–thaw, evaporation and self-weight consolidation) can promote
further dewatering. Properly assessing the contributions of the seasonal weathering components
is vital to optimizing this strategy. Using the geotechnical properties of centrifuged tailings, the
effects of seasonal weathering on tailings were modeled under two different freezing temperature
gradients. A coupled analysis combining FSConsol and Unsatcon was used to simulate the deposition
scenario similar to the laboratory. The modeling results were found to match the laboratory response
reasonably well, indicating the coupled approach proposed in this manuscript is valid and helps to
predict the seasonal weathering effects on dewatering.

Keywords: fluid fine tailings; dewatering; modelling; seasonal weathering; freeze–thaw; evaporation

1. Introduction

Alberta, Canada is considered to be the fourth-largest proven reserve of crude bitumen
in the world [1]. Most of Alberta’s oil is unconventional as it is trapped within oil sands and,
hence, traditional drilling and pumping methods using the natural pressure differential
cannot be employed here [2]. Instead, advanced extraction techniques such as oil sands
mining and in-situ development are needed to extract the heavier oil/bitumen. With
a combined estimated reserve of 1.8 trillion barrels of in-place reserves of in-situ crude
bitumen, the Athabasca, cold Lake and Peace River deposits form a massive resource
in Alberta. Of these regions, the Athabasca oil sand deposit (situated in northeastern
Alberta in the Fort McMurray area) is the largest and only one to be shallow enough to
allow for surface mining [3]. The extraction of bitumen from oil sands in a surface mining
operation is a water-based process that generates large volumes of byproducts known as
tailings. In general, tailings are a warm suspension of sand, fines (clays and silts), residual
bitumen and process-affected water [4]. These are temporarily stored aboveground in
dams referred to as tailings ponds, where the mixtures of coarse streams (primarily sand)
form settled sand beaches near the deposition outlet and an aqueous slurry of fines and
residual bitumen accumulates in the center of these ponds termed as thin fine tailings
(TFT) [4,5]. When allowed to settle under quiescent conditions (self-weight consolidation
under no further loading), TFT forms a material with a solids content (mass of solids
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divided by the total mass of tailings including bitumen) of around 30-40% by mass referred
to as mature fine tailings (MFT) [6]. Dewatering of fluid fine tailings (the collective term
for TFT and MFT) to recycle the released water and reduce the environmental footprint
is very slow as these materials are highly dispersed, resistant to consolidation and can
remain in a soft, fluid state for decades, thus creating a unique fundamental management
problem for the oil sands industry [7]. Consequently, the inventory of tailings being stored
in the ponds, covering a total area of 259 km2, has been steadily increasing over time,
and at present, the total volume of fluid fine tailings (FFT) stored in the pond already
exceeds 1302 million m3 [7,8]. In order to meet regulatory and closure requirements, FFT is
needed to be dewatered so that these large volumes of FFT can be accommodated in the
development of an environmentally acceptable reclamation plan.

In order to dewater and facilitate the reclamation efforts of the surface-mined FFT, dif-
ferent chemical, mechanical and environmental processes have been employed that could
have the potential for effective tailings management in the oil sands industry [5]. One of
these technologies, centrifugation, is currently being used by Syncrude and Canadian
Natural Upgrading Ltd. (CNUL) as a key process technology to accelerate dewatering [6,7].
Centrifugation employs dredging FFT from the tailings pond and treating it with floccu-
lant and/without coagulant prior to feeding to the centrifuge where solids are separated
from the water via a centrifugal force [5]. The endproduct of centrifugation is known as
centrifuged tailings. However, the achieved solids content from this technology is typically
50–55% [5], which is not sufficient (strength less than 1 kPa, as documented in [5,9]) to
develop a trafficable surface (atleast 25 kPa for mobile equipment trafficability, as docu-
mented in [5]). Additionally, the oil sands industry is currently more focused on creating
deep deposits (typically > 10–20 meters deep) to eliminate the large footprints typically
required for thin-layered deposits [5,10]. However, deep deposits of these centrifuged tail-
ings undergo settlement for centuries due to the extremely slow settlement times resulting
from decreasing permeability as the deposit densifies [10].

Since environmental dewatering processes (freeze–thaw dewatering, evaporation,
desiccation) are economical and cost-efficient, a combination of these processes can be
considered as additional dewatering technologies contributing to creating a reclaimable
deposit. Figure 1 shows a simplified diagram of the environmental processes contributing
to dewatering from the tailings.

Figure 1. Simplified diagram of the seasonal weathering cycles.

The freezing process results in the formation of a three-dimensional reticulate ice
network surrounding blocks of over-consolidated tailings. Upon thawing, dewatering
occurs due to these structural changes within the frozen tailings, which in turn facilitates
water removal from the underlying thawed tailings as ice melts [11]. Hence, tailings un-
dergoing freeze–thaw dewatering develop thaw strain (ε) (the change in height prior to
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and after thawing divided by the total frozen height) that further allows for subsequent
post-thaw consolidation through self-weight consolidation, thereby causing an increase in
effective stress [11]. Consequently, the solids content increases and the void ratio decreases
as the tailings material consolidates at a faster rate under self-weight [12]. When evapo-
ration/drying is incorporated with freeze–thaw dewatering, the thawed tailings further
dewater under the desiccation process, which is the process of drying and cracking [4].
As a result, further dewatering and higher undrained shear strength at the surface can be
achieved, enabling reclamation and closure. Among all the environmental processes, the
natural process of freeze–thaw dewatering has shown promise as a method to dewater,
strengthen and reclaim FFT (as investigated by [11–14]). However, much of these works
were focused on using thin-layered freeze–thaw dewatering but not so much on deep
deposits. Hence, there is a need to develop a fundamental understanding of the effects of
these environmental processes on the dewatering performances of deep-deposit tailings.

The objective of the research reported in this paper was to evaluate numerical ap-
proaches in order to simulate the dewatering of centrifuged tailings subjected to seasonal
weathering under a controlled laboratory testing program. A coupled analysis methodol-
ogy was developed here to validate two sequences of laboratory testing under two different
freezing temperature gradients.

2. Tailings Material and Characterization

The centrifuged tailings samples studied in this research were received at the Univer-
sity of Alberta Laboratory in a 200L barrel from Syncrude Canada Ltd. The samples were
homogenized thoroughly with a mixer and the mineralogy and geotechnical properties
were determined upon delivery (Table 1).

Table 1. Geotechnical properties of the centrifuged tailings.

Property Value

Water content, w (%) 89
Solids content, s (%) 53
Bitumen content (%) 5.7
Specific gravity, Gs 2.24
1 Fines content (%) 87

2 Clay content (Dispersed hydrometer) (%) 52
3 Clay content (MBI) (%) 52

4 D50 (μm) 1.5
Liquid limit (%) 57
Plastic limit (%) 26
Liquidity index 2

1 Fines content = Material finer than 0.045 mm. 2 Clay content = Material finer than 0.002 mm. 3 Clay content by
Methylene Blue Index (MBI). 4 Median particle diameter.

The initial water content (mass of water divided by the mass of dry solids including
bitumen) of the sample was found to be 89% by mass, corresponding to a solids content of
53% by mass. The properties of the as-received centrifuged tailings show a fine-grained
tailings material with a higher amount of clay content, high plasticity along with moderate
water adsorption onto the clays. These values are influenced by the combined effects of the
geologic origin, clay mineralogy, water chemistry and bitumen content [15].

3. Laboratory Setup

Figure 2 shows the schematic diagram of the laboratory freeze–thaw test setup. These
small-scale freezing tests were carried out in cylindrical freezing cells (0.1 m dia × 0.22 m height)
within a walk-in freezer where the samples were frozen from top-down (one dimensional) un-
der two different temperature gradients of 0.083 and 0.028 ◦C/mm. These two temperature
gradients were applied to the freezing cells through two temperature baths where the top
boundary temperatures were set at −15 (to achieve 0.083 ◦C/mm) and −5 ◦C (to achieve
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0.028 ◦C/mm) and the bottom boundary temperature was set at 0 ◦C in order to replicate
the average temperature of Fort McMurray. The installation of the insulation wrap and the
thermoelectric cooling plate were all applied in order to ensure one-dimensional freezing
and to represent the freezing process that occurs in nature.

Figure 2. Schematic diagram of the freeze–thaw test setup (after [9,16]).

For the drying–wetting cycles, the drying tests were carried out in the freezing cells at
room temperature (~20 ◦C) under which the weight loss due to evaporation was recorded
daily along with the subsequent shear strength measurements. The volume of water
that evaporated during each drying cycle was poured back into the cells to simulate the
rainfall/wetting event.

Laboratory investigations were carried out in two phases: First-phase testing that is
associated with five consecutive freeze–thaw cycles followed by a single cycle of drying–
wetting–re-drying after wetting; and second-phase testing includes five alternate freeze–
thaw and drying–wetting cycles to better represent the natural seasonal cycles. For both
phases, each of the freeze–thaw cycles took seven days to complete, whereas the drying–
wetting cycles varied. For the first phase of testing, the centrifuged tailings samples were
subjected to a month-long (dried to a target actual evaporation/potential evaporation
(AE/PE) ratio of 0.7 for each test) drying cycle followed by a single wetting event to
simulate the rainfall. After the wetting event, another drying cycle was continued for
around twenty days. Further, the second phase of testing included five drying–wetting
cycles and hence, each of the drying cycles was run for a shorter duration (seven days)
prior to a single wetting event. After the wetting event, the re-drying cycle was continued
for another seven days. The detailed procedures of the first-phase and second-phase testing
were documented in [9,16].

4. Coupled Modeling

4.1. Modeling Analysis Development

A one-dimensional coupled modeling approach was developed to simulate the ef-
fects of multiple freeze–thaw and drying–wetting cycles in the laboratory. The model-
ing exercises were conducted to simulate the laboratory results (water content) of cen-
trifuged tailings samples subjected to seasonal weathering (multiple freeze–thaw consoli-
dation and drying–wetting cycles) under two different temperature gradients (0.083 and
0.028 ◦C/mm), as mentioned in the above section. In this study, a coupled modeling
analysis was conducted in two steps. First, the freeze–thaw analysis was coupled with
the FSConsol model to incorporate the freeze–thaw process into consolidation modeling.
Next, the coupled FSConsol model was coupled with the UNSATCON model to further
incorporate the evaporation/drying cycles followed by the freeze–thaw cycles. FSConsol
is a commercially available one-dimensional consolidation program that incorporates the
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large strain consolidation theory from Gibson et al. [17], whereas the UNSATCON program
developed by Qi and Simms (documented in [18]) is a research code that simulates the
tailings dewatering process induced by self-weight consolidation and evaporation while
considering the stress/desiccation history and hydraulic hysteresis. Since none of these
models incorporates the freeze–thaw consolidation directly, the change in water content
due to thaw strain was calculated externally in an Excel sheet and applied to the active layer
(the top layer of the ground that experiences above (thawing) and below 0 ◦C (freezing)
during the year, also known as the frost depth (shown in Figure 1)) of the deposit (for the
laboratory test, the active layer was equal to the total thickness of each of the samples) in
FSConsol to account for the freeze–thaw consolidation.

Figure 3 shows the flowchart diagram of the coupling analysis. FSConsol was first run
where the initial (height and void ratio) and boundary conditions similar to the laboratory
were applied. A hydrostatic condition was assumed for the very first run. The boundary
conditions at the top were specified as a constant water cap thickness of zero so that all the
fluid will be drained off the top as the tailings consolidate. Similarly, the bottom boundary
condition was specified as impermeable so that no fluid can exit through the bottom of
the cell to simulate the laboratory condition. For numerical modeling of the oil sands
tailings, the large strain consolidation theory is generally adopted [4] that requires one
to input the compressibility (void ratio, e and effective stress) and saturated hydraulic
conductivity (Ksat—void ratio) properties in FSConsol to be obtained from a large strain
consolidation test. Using the large strain consolidation apparatus, the material properties
of each of the samples were determined. After the consolidation analysis, the output results
such as the void ratio (e), pore water pressure (pwp) and solids content (s) at different
pre-sets depths were recorded. Next, solids contents were converted to the bulk density
using the mass–volume relationship, and the thaw strain was applied to the analysis.
The relationship between the thaw strain and bulk density for the centrifuged tailings
samples under temperature gradients of 0.083 and 0.028 ◦C/mm is represented below
using Equations (1) and (2), respectively:

ε = 0.0684 − 0.079 lnρ, (1)

ε = 0.1887 − 0.276 lnρ, (2)

where ε represents the thaw strain (unitless) and ρ represents the bulk density in gm/cm3.
The above two equations were obtained by fitting the laboratory testing data from the ε–ρ
relationship. The constants of these equations are dependent on the boundary conditions
and hence will be changed based on the available thaw strain data for the particular deposit.
Based on the thaw strain, the void ratio and solids content profile from the initial FSConsol
run were adjusted. The total height and the heights of all the observation points were
adjusted accordingly due to the thaw settlements. Consequently, the input for the next
FSConsol run allows for incorporating the freeze–thaw consolidation process (denoted as
the F/T cycle to represent freeze–thaw cycles in the diagram). This was accomplished by
changing the initial conditions to reflect the thawed void ratio (based on thaw strain) and
pore water pressures (from the previous run) to be applied at the adjusted preset depths in
the profile. All these steps prior to the coupling with UNSATCON were repeated during
consecutive multiple freeze–thaw cycles (for example, the first-phase testing simulation
where FSConsol incorporating the thaw strain analysis needs to be repeated for subsequent
freeze–thaw cycles).
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Figure 3. Flowchart diagram of coupling analysis.

Whenever a drying cycle was introduced, the coupled analysis was run by switching
from FSConsol to the UNSATCON model (for example, the second-phase testing simulation
where alternating analyses were required in each cycle). Hence, the output results (void
ratio, elevation) from FSConsol were applied as an initial condition for the UNSATCON
model. For modeling the unsaturated soil behaviour, the constitutive model (based on the
state surface modeling approach) was selected, in which the void ratio and water content
were expressed as the functions of the net normal and matric suction in the 3D space [19].
The parameters of this state surface model for the present study were obtained from the
test conducted by Hurtado [20] on similar centrifuged tailings. The evaporation rate (in
mm/day) was applied as a top boundary condition obtained from the laboratory tests,
whereas no water flux through the bottom was allowed.

For the numerical modeling, a sequence similar to the laboratory was followed.
Figure 4 shows the sequences of laboratory and modeling simulation of the first- and
second-phase testing. However, due to the complexity of the coupling analysis in the
second-phase testing (five alternate freeze–thaw and drying–wetting cycles), re-drying
after the wetting event was not simulated in the numerical model.
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Figure 4. First- and second-phase laboratory testing and numerical simulation sequences.

4.2. Numerical Model Parameters

Tables 1–3 show the nessesary boundary conditions, intial conditions and summary
of material and model parameters for the FSConsol and UNSATCON models, respectively.
The initial thickness of each of the samples was 0.18 m, similar to the laboratory testing.

Table 2. Boundary conditions and summary of parameters for the FSConsol models.

Freeze–Thaw Cycle Boundary Conditions
Material Properties

Compressibility (e = A.σ′B+ M) * Permeability (k = C.eD) **
A B M C D

0

Top: Constant water
cap: Thickness 0 m

Bottom: Impermeable

5.9548 −0.149 0 2 × 10−13 15.832
1 3.7377 −0.123 0 2 × 10−12 23.594
2 3.7956 −0.135 0 1 × 10−10 11.465
3 3.516 −0.146 0 2 × 10−10 10.723
4 3.516 −0.146 0 2 × 10−10 10.723
5 3.516 −0.146 0 2 × 10−10 10.723

* (e = A.σ′B+ M) Here, e = Void ratio and σ′= Effective stress in Pascal. ** (k = C.eD) Here, k = Permeability in m/s.

To achieve numerical stability of the FSConsol model, a time step of 5 h was specified.
The spatial discretization of this one-dimensional model was a total of 100 nodes, as per
the recommendations provided by the manual of FSConsol. The sensitivity analysis was
run with different timesteps including an hour and ten hours, and no significant change
was observed.

Please note that the state surface model was developed by Qi [19], who solved a set of
constitutive relationships incorporating volume change and water retention behaviour of
unsaturated soils using finite difference techniques. All these in-depth formulations and al-
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gorithms were not studied in this paper. Only the parameters applied to similar centrifuged
tailings were inputted in the models and these tests were performed by Hurtado [20].

Table 3. Boundary conditions and summary of parameters for the UNSATCON model.

Property Value

Boundary conditions
Top (all cycles)

Desiccation is enabled.
Evaporation rate data

from laboratory (varied in
each cycle)

Bottom (all cycles) No flux

State surface model parameters
(mechanical: void ratio surface)

Plastic

a 2.4
b 0.33
c 0.015
d 0.03
f 6000
g 5000

Elastic
kappa 0.005

kappa_s 0.001

State surface model parameters
(hydraulic: water content surface)

Primary

C_d0 3
C_w0 1.35

lambda_se 0.15
Lambda_sr 0.17

Hysteresis kappa_ss 0.04

Permeability

Multiplier

1st cycle 2 × 10−13

2nd cycle 2 × 10−12

3rd cycle 1 × 10−10

4th cycle 2 × 10−10

5th cycle 2 × 10−10

Power

1st cycle 23.594
2nd cycle 11.465
3rd cycle 10.723
4th cycle 10.723
5th cycle 10.723

M (unsaturation effect) All cycles 0.75

Numerical parameters Number of nodes All cycles 10
Time step (s) 9

5. Modeling Results

5.1. Numerical Simulation of First-Phase Testing

The first-phase numerical modeling of laboratory testing was run for five consecutive
freeze–thaw cycles under two freezing temperature gradients of 0.083 and 0.028 ◦C/mm
followed by a single drying–wetting cycle. Two separate scenarios were modeled here
using coupling analysis incorporating the material properties, volume change relation-
ships and the laboratory testing sequences reported above. The model-predicted water
contents along with the change in elevation after each cycle (denoted as F/T cycle for
each freeze–thaw cycle and D-W cycle for the drying–wetting cycle in the figures) are
displayed in Figures 5 and 6. Both figures show that the water contents were consistently
decreasing with the freeze–thaw cycles, and by the fifth cycle, nearly half of the water had
been lost (44 and 46% reduction in water content for the temperature gradients of 0.083 and
0.028 ◦C/mm, respectively). When drying/evaporation was incorporated in the numer-
ical simulation, both these samples further dewatered to two-fold lower water content
(Figure 5) for the higher-gradient sample and five-fold lower water content (Figure 6) for
the lower-gradient sample, as compared to the initial value.
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Figure 5. Water content profile simulation of centrifuged tailings at a temperature gradient of
0.083 ◦C/mm.

Figure 6. Water content profile simulation of centrifuged tailings at a temperature gradient of
0.028 ◦C/mm.

The centrifuged tailings samples at freezing temperature gradients of 0.083 and
0.028 ◦C/mm resulted in water contents of 48 and 47% at the surface, respectively, af-
ter five consecutive freeze–thaw cycles (the initial water content was 89%). Although the
reduction in water contents for both the samples did not differ significantly from each other
during the freeze–thaw analysis, the drying analysis from the UNSATCON model resulted
in higher dewatering on the lower gradient (0.028 ◦C/mm) sample compared to the sample
subjected to higher gradient. The lower gradient sample (as shown in Figure 6) experienced
an average water content of 19% throughout the sample with the lowest one observed
at the surface (17%). Conversely, the sample subjected to a higher freezing temperature
gradient of 0.083 ◦C/mm resulted in an average water content of 42% (shown in Figure 5),
with the lowest being observed at the surface was 31%. The final surface elevations for the
higher- and lower-gradient samples were found to be 0.102 (43% reduction in thickness
compared to the initial value) and 0.095 m (47% reduction in thickness compared to the
initial value), respectively, at the end of the model run.

5.2. Numerical Simulation of Second-Phase Testing

The second-phase numerical simulations of the laboratory testing were run for five al-
ternate freeze–thaw and drying–wetting cycles where each freeze–thaw cycle was followed
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by a drying–wetting–re-drying cycle, and this sequence was repeated five times per sample
to represent five seasonal years in the field. The wetting event per cycle was introduced
as a single event in the laboratory to simulate the rainfall where the volume of water that
evaporated during atmospheric drying/evaporation for that particular cycle was poured
back into the cell. As a result, the tailings surface was re-wetted, thereby allowing an
increase in water content similar to the pre-drying phase. Upon wetting, the samples went
through another drying cycle (with a similar time duration to the pre-wetting drying cycle)
to investigate the tailings dewatering behaviour prior to and after the wetting event. The
laboratory results suggest that the gain in solids content (or reduction in water content)
achieved during the first seven days of the drying period was entirely depreciated by
introducing the wetting event (the same amount of water was poured back into the cell that
was evaporated) [9]. When the samples were re-dried for another seven days (at the end
of fourteen days), upon wetting, an increase in solids content was observed similar to the
pre-wetting cycle (within a difference in values of 0–1.4% by mass prior to and post-wetting
drying). However, it was the last two cycles (fourth and fifth cycles) where the wetting
event did not have any significant impact on increasing the water content of the tailings
(particularly significant for the lower-gradient sample) because of the possible higher
suction, thereby resulting in a further decrease in water content after fourteen days [9].
Nevertheless, incorporating all these components using an alternating simulation from
FSConsol and UNSATCON in every cycle was very complex and, hence, the simulation
was simplified by excluding the wetting and re-drying cycles.

Figures 7 and 8 show the model-predicted water content profiles for the two samples
after each cycle (freeze–thaw and drying cycles were shown separately and denoted as
F/T cycle for each freeze–thaw cycle and D cycle for drying cycle in the figures). The
initial water content and elevation were found to be 89% and 0.18 m, respectively. The
coupling analysis to simulate the second phase of testing shows that the centrifuged tailings
samples subjected to temperature gradients of 0.083 and 0.028 ◦C/mm responded quite
differently to seasonal weathering. After five alternate freeze–thaw and drying cycles,
the samples with higher (0.083 ◦C/mm) and lower temperature gradients (0.028 ◦C/mm)
were dewatered to nearly four-fold (surficial water content value was 25%, as shown in
Figure 7) and six-fold (surficial water content value was 16%, as shown in Figure 8) lower
water contents, respectively, at the surface when compared to the initial water content
value. Both the samples dewatered similarly for the first two seasonal cycles (the first
freeze–thaw–drying and second freeze–thaw cycles). It was during the second drying cycle
that dewatering between the two samples started to differ. Evaporation from the lower
temperature gradient sample reduced the water content by 29% at the surface compared
to the other sample at the end of the second cycle. At the end of the third, fourth and
fifth cycles, the sample subjected to a temperature gradient of 0.028 ◦C/mm resulted in a
28, 31 and 36% reduction in water contents at the surface, respectively, compared to the
sample under a higher freezing temperature gradient (0.083 ◦C/mm). Both the higher-
and lower-temperature-gradient samples dewatered considerably after five seasonal cycles
with final elevations of 0.102 (43% reduction in thickness from the initial value) and 0.097 m
(46% reduction in thickness from its initial value), respectively. The bottom few hundredths
of a meter of the sample were not affected much by the seasonal weathering model run.
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Figure 7. Water content profile simulation of centrifuged tailings at a temperature gradient of
0.083 ◦C/mm.

Figure 8. Water content profile simulation of centrifuged tailings at a temperature gradient of
0.028 ◦C/mm.

5.3. Comparison between the Model and Laboratory Results

Figures 9 and 10 illustrate the cumulative decrease in water content for the two centrifuged
tailings samples under the temperature gradients of 0.083 and 0.028 ◦C/mm, respectively,
after each seasonal cycle, where Figure 9 compares the first-phase laboratory testing and
modeling results and Figure 10 compares the second-phase testing results between labora-
tory computation and model prediction. The water content obtained from the laboratory
after each seasonal cycle was calculated on the basis of the thaw strain during freeze–thaw
cycles and the changes in weight loss/gain during drying–wetting cycles. Hence, the
water content per cycle obtained from the laboratory represents the average water content
throughout the depth. In terms of numerical modeling, both the average and surface values
were reported on the graph as the deposit surface is expected to dewater the most, given it
is the most susceptible to the effects of seasonal weathering.
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(a) (b)

Figure 9. First-phase testing comparisons: Water content values per seasonal cycle for the centrifuged tailings samples
under a temperature gradient of (a) 0.083 ◦C/mm and (b) 0.028 ◦C/mm.

(a) (b)

Figure 10. Second-phase testing comparisons: Water content values per seasonal cycle for the centrifuged tailings samples
under a temperature gradient of (a) 0.083 ◦C/mm and (b) 0.028 ◦C/mm.

As evident in Figure 9, the differences between the model prediction and the laboratory
computational results were marginal. However, the model overpredicted water content
values compared to the laboratory results for the higher-temperature-gradient sample
(Figure 9a), while it showed the reversed pattern for the lower-temperature-gradient
sample (Figure 9b). The second-phase testing, as shown in Figure 10, shows a different
trend. The laboratory results for both samples corroborated well with the model-predicted
water contents at the surface.

Figure 11 shows the comparisons between the final (at the end of the tests) laboratory-
measured and model-predicted water content profiles for the two centrifuged tailings
samples subjected to temperature gradients of 0.083 and 0.028 ◦C/mm, respectively.

As shown in Figure 11a, first-phase testing results indicate that the simulation for the
higher-temperature-gradient sample overall underpredicted water content values by 3%, as
the average water content values along the depth were found to be 42 and 45%, respectively,
from the modeling prediction and the laboratory measurement. Likewise, the lowest water
content, observed at the surface, was found to be 31 and 39%, respectively, from the
modeling and laboratory results (about an 8% underprediction of water content compared
to the laboratory value). Conversely, the laboratory and model-predicted water content
profiles correlated quite well for the lower gradient sample (Figure 11b). The model overall
underpredicted water content values by about 1% throughout the depth and overpredicted
this value by about 3% at the surface compared to the laboratory measurement. The model
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predicted an average water content of 19% throughout the depth with the lowest water
content of 17% observed at the surface, whereas the laboratory-measured average value
was found to be 20% along with the lowest water content of 14% observed at the surface.
All these values from the lower-gradient sample suggest a stiff/solid consistency for the
tailings, provided these values passed through the plastic limit of 26% (Figure 12).

(a) (b)

Figure 11. Laboratory versus. model water content profiles of centrifuged tailings at the end of the test under a temperature
gradient of (a) 0.083 ◦C/mm and (b) 0.028 ◦C/mm.

Figure 12. Liquidity index profiles of centrifuged tailings from coupled analysis.

As mentioned above, the numerical model to simulate the second-phase testing ex-
cluded the wetting event and re-drying cycle after wetting. Hence, the model predictions
were expected to achieve higher water contents compared to the laboratory results. How-
ever, the laboratory results suggest that the water content reduction/solids content gain just
prior to wetting (at the end of the seven-day drying cycle prior to the wetting event) and the
post-wetting drying phase (at the end of another seven-day drying cycle post-wetting) was
invariable for the higher-temperature-gradient sample (0.083 ◦C/mm) and, therefore, this
sample is not supposed to be impacted much because of these wetting and re-drying event
exclusions. It was the lower-gradient sample where the water content reduction/solids
content gain prior to and after the wetting event was not similar at the higher cycles (fourth
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and fifth cycles). This is due to the higher suction values that prevented rainfall possi-
bly causing any impact on the increasing water content upon wetting [9]. However, the
modeling results that simulated the second-phase testing (as shown in Figure 11) suggest
that the model overall overpredicted water content values by about 10 and 5% for the
higher (Figure 11a) and lower (Figure 11b) temperature-gradient samples, respectively, as
compared to the laboratory results. In contrast to that, the surficial water content values
were comparable, given that the model overpredicted water content by almost 1 and 4%
for the higher (0.083 ◦C/mm) and lower (0.028 ◦C/mm) temperature-gradient samples,
respectively. The surface elevation of the higher-temperature-gradient sample was reduced
to nearly half of its initial thickness (43 and 44% reduction of its initial thickness from the
modeling simulation and laboratory results, respectively) at the end of the tests. Likewise,
the surface elevation of the lower-gradient-temperature sample was reduced to 46 and 44%
of the initial thickness from the numerical modeling and laboratory results, respectively.

Figure 12 shows the liquidity index profiles of the coupled analysis models. Similar to
the first-phase testing, the second-phase testing also suggests that the surface of the lower-
gradient sample was able to pass through the plastic limit. On the contrary, the higher-
gradient sample was in a relatively softer consistency in the first-phase testing (could not
reach the plastic limit), while the sample surface just reached the plastic limit in the second
phase of testing. Overall, coupling analyses were able to predict the laboratory results
reasonably well for the centrifuged tailings sample subjected to the lower temperature
gradient (0.028 ◦C/mm) compared to the higher gradient (0.083 ◦C/mm).

6. Discussion

Both the laboratory results and the numerical model suggest that the centrifuged
tailings samples subjected to seasonal weathering (multiple freeze–thaw and drying cycles)
have the potential for improved dewatering compared to the as-received centrifuged
tailings. Figures 5 and 6 show how multiple freeze–thaw cycles at two different freezing
temperature gradients contributed to dewatering prior to drying/evaporation. The freeze–
thaw process is known to alter the structure of the tailings/soil materials by redistributing
moisture inside the tailings/soil particles that, in turn, improves dewatering upon thaw [11].
Consequently, higher dewatering/volume change can be expected during the very first
freeze–thaw cycle followed by a gradual decrease in subsequent cycles due to the gradual
decrease in available water/moisture inside the tailings materials [21,22]. Both of these
two figures may look similar until the drying/wetting cycle is introduced. Fine-grained
tailings subjected to freezing likely generate high suction/negative pore water pressure
at the freezing front, thereby causing water migration upwards to the front (as shown in
Figure 1) and a subsequent reduction in water content and shrinkage crack development
in the tailings. The extent of these cracks is predominantly dependent on the temperature
gradient, the number of freeze–thaw cycles and the physio-chemical interactions among
the tailings particles and solutes [11,12,23]. Apart from the earlier findings (carried out
by [12,23,24]), the visual observation from the laboratory testing also suggests that the
lower freezing temperature gradient results in higher shrinkage and cracks, contributing to
higher evaporation and solids content. Hence, the shrinkage and cracks developed during
freeze–thaw cycles facilitated different evaporation rates for the centrifuged tailings under
two different gradients, which contributed to the significantly different water content
profiles in the drying–wetting cycle (as shown in Figures 5 and 6).

Figures 7 and 8 show how seasonal weathering in nature can contribute to dewatering
of the centrifuged tailings deposit. At the start of the simulation, the tailings are first
consolidated at the bottom. With subsequent cycles, the upward water flux due to consoli-
dation becomes less than the applied evaporation at the surface and, hence, desiccation
occurs. As a result, the tailings surface first becomes unsaturated after being exposed to the
atmosphere, thereby reducing the water content considerably more than the bottom part.
However, the void ratio profile (void ratio vs. elevation) from the previous freeze–thaw
cycle cannot be specified within a single-layer deposit in the UNSATCON model and hence,
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an average void ratio was applied that can affect the drying cycle outputs. As shown in
Figures 7 and 8, the water content profiles at the bottom few hundredths of a meter remain
almost constant, which can be attributed to the input parameter specified as an average
value (void ratio from the previous cycle).

The coupled analysis, as shown in Figure 9, correlates well with the first-phase labo-
ratory testing results of the centrifuged tailings samples under temperature gradients of
0.083 and 0.028 ◦C/mm. The subsequent cycle has a lower impact on the volume changes
due to the freeze–thaw cycles, thereby causing lower dewatering from the sample. Hence,
the differences in water content values between the laboratory results and modeling pre-
dictions (both average and surficial water content values) are expected to be marginal.
However, the results from the drying model, which has a significant impact on dewatering,
corroborates well with the laboratory results and validates the efficacy of the coupled
analysis model.

Similar to Figure 9, Figure 10 compares the second-phase laboratory testing with the
modeling results of the centrifuged tailings under two different temperature gradients
(0.083 and 0.028 ◦C/mm). In contrast to the Figure 9, the model-predicted water contents
at the surface correlated well with the laboratory computation for both gradient scenarios
of the investigated centrifuged tailings. The model-predicted average water content values
deviated to an extent (up to 18% differences) from the laboratory-computed average values,
and this can be attributed to the limitation of the drying (the UNSATCON model) model,
where the input parameter (void ratio) has to be specified as an average value instead of
a void ratio profile (varying with depth). The exclusion of wetting and re-drying after
wetting events may also have an impact on the variations. However, given the fact that
both the samples deviated in their average water content values compared to the laboratory
results but correlated well in terms of surficial water content, the limitation of the drying
model most likely predominantly contributed to these deviations.

Figure 11 shows the final water content profiles subjected to first- and second-phase
testing for the two investigated centrifuged tailings under temperature gradients of
0.083 and 0.028 ◦C/mm, respectively. The laboratory results shown on the graph rep-
resent the oven-measured water content values at the end of the tests. Figure 11a shows
that the higher-gradient centrifuged tailings sample predicted an overall lower water con-
tent profile than the laboratory measurement for the first-phase testing while the opposite
trend was observed in the second-phase testing. The higher water content profile predicted
in the model for the second-phase testing can be attributed to the preclusion of the wetting
event and the re-drying cycle in the model. In addition to that, the limitation of the UNSAT-
CON model to incorporate the void ratio/water content profile from the previous cycle
results in the overall differences between the laboratory results and modeling prediction.
However, the water content profiles developed to predict the laboratory testing (as shown
in Figure 11b) supported the laboratory results considerably for the lower-gradient tailings
sample. Although the drying model could predict the profile for the top few hundredths
of a meter of the sample reasonably well following the evaporative flux incorporated in
the top boundary, the lower part of the sample could not be predicted quite as well due to
the limitation of defining input parameters. Figure 12 shows the change in consistency of
tailings samples prior to and after seasonal weathering to illustrate the efficacy of these
processes that can be applied in the field deposit.

Overall, this study presented the coupling of three components (incorporating the
freeze–thaw process into the FSConsol, consolidation from FSConsol and atmospheric
drying from UNSATCON) to develop a coupled model. Model-predicted dewatering
behavior correlated well with the laboratory results that validated this coupling approach.
However, the coupling analysis has a few limitations, such as:the incapability of running
under a single program that can incorporate all the seasonal weathering processes (freeze–
thaw, consolidation, desiccation, etc.) and the limitations of defining input parameters in
the UNSATCON model, such as being unable (1) to define a void ratio profile (varying with
depth) instead of an average void ratio per cycle; (2) to define data directly from the SWCC
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curve and compressibility curves instead of fitting data into a state surface model; and (3) to
input separate files for the evaporation and infiltration under the same cycle. The numerical
software available in the industry is yet to develop a program that can simulate the freeze–
thaw, consolidation and desiccation of tailings under different boundary conditions and
deposition scenarios. Switching between different modeling platforms to address all these
seasonal weathering components is cumbersome and time-consuming. Neverthless, the
coupled analysis, in some ways, is able to validate the laboratory analysis based on which
field behaviour can be predicted. It may not predict the long-term field behaviour given the
complexity related to combining the multiple models for each cycle (each cycle is required
to go through the flowchart each time as shown in Figure 1, which implies the flowchart
needs to be repeated 100 times for a prediction of 100 years). However, these analyses can
provide insight into predicting dewatering behavior of the future field deposits.

7. Conclusions

The coupling modeling methodology presented in this study was able to develop an
approach that was validated by comparing it with the laboratory test results of centrifuged
tailings under similar boundary conditions. This coupling methodology can assist in tail-
ings management by predicting the short-term behaviour of the dewatering performance
of the tailings deposits subjected to the natural seasonal weathering (freeze–thaw, consol-
idation and desiccation). Within limited scope, this coupled analysis demonstrated that
freeze–thaw cycles can be considered as a part of the tailings management in regions where
weather permits this. The freeze–thaw process may appear to achieve lower dewatering
enhancement compared to atmospheric drying, but the shrinkage and/or cracks developed
during the freeze–thaw cycles facilitate greater evaporation and desiccation during the
subsequent drying cycle, thereby contributing to higher dewatering overall. The model also
confirms the previous research and the present laboratory findings that suggest that a lower
temperature gradient results in higher solid content/lower water content in post-thawed
tailings. When the drying/evaporative component was incorporated, atmospheric drying
was shown to significantly (half an order of magnitude lower) reduce the water content as
compared to the multiple freeze–thaw cycles only. With the combined effects of alternate
freeze–thaw and drying–wetting cycles, the tailings could even achieve a water content
exceeding the plastic limit (as evident in the lower-temperature-gradient sample), enabling
reclamation and closure. While time consuming, this approach can provide insights into
predicting the dewatering behaviour of future field deposits so that it can be used for
planning purposes.
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Abstract: Roadway excavation technology in underground coal mines has an important impact
on mining efficiency and production safety. High-efficiency and rapid excavation of underground
roadways in coal mines are important means to improve the production efficiency of coal mines. To
tackle the problems of instability of roadway and support difficulties, the tail entry of panel 3105 in
Mataihao Mine was used as the case study. The methods of underground investigation, theoretical
analysis, and FLAC3D numerical simulation were used to analyze the stability of the surrounding
rock under different yield pillar widths. Through the stress field, displacement field, and plastic zone
of roadway surrounding rock, the stability of the rock surrounding the roadway under different yield
pillar widths (4 m, 6 m, and 8 m) was analyzed. The results show that, with the increase in the yield
pillar width, the plastic zone failure and displacement of the roadway surrounding rock are mainly
manifested in the narrow pillar rib, seam rib, roof, and floor. The plastic zone distribution changes
slightly; the roadway displacement exhibits basic symmetry. The vertical stress and the displacement
of the two sides increase with the increase in the yield pillar width, and the roof displacement and
the ratio of tensile failure of the surrounding rock decrease with the increase in the yield pillar width.
According to the dynamic evolution law of the rock surrounding the roadway along the goaf side,
the effect of the yield pillar size is revealed, and a reasonable yield pillar width is determined. When
the yield pillar width is 6 m, the plastic zone failure of the surrounding rock and the displacement of
the two sides of the roof are the most balanced among the three schemes. This provides a reference
for the selection of the narrow yield pillar size in coal mines under the same geological conditions.

Keywords: goaf-side entry; numerical simulation; stability of surrounding rock; pillar size optimization

1. Introduction

Coal mining in western China has become the main production source of China in
recent years thanks to the features of rich resource, shallow depth, and simple geology [1,2].
In the early coal exploration of western China, wide coal pillars (20–40 m in width) were
commonly employed. However, in addition to the issue of recovery rate, the remaining
wide pillars carry large amounts of overburden and stress, which lead to serious ground
stability problems when mining the coal seams below the pillars [3]. Optimizing the
pillar width will significantly improve the roadway stability by avoiding the unloading of
concentrated pillar stress [4]. Therefore, studies on the goaf-side entry technique and other
panel and pillar design with narrow pillar have attracted lots of attention by researchers and
coal mining industries [5,6]. In this study, Mataihao Mine, a typical coal mine in western
China, was taken as a case study to the investigate the optimization of the coal pillar size
in the goaf-side roadway. Maleki [7,8] proposed that, in coal seams prone to collision and
impact, the design of yielding coal pillars should consider the initial ground stress and
mining stress, the size of the working face, and the characteristics of the rock above the coal
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seam. Xue et al. [9], through theoretical analysis, deduced an analytical expression for yield
pillars width in goaf-side entry, and determined that the reasonable width of yield pillars is
4.8~6.9 m; Chen [10] analyzed the characteristics of impact appearance roadways along the
goaf-side in the continuous panel of the mining area in the deep mining area of Shaanxi
and Mongolia, and proposed the surrounding rock reinforcement method and the roadway
driving method along the goaf; Zhang et al. [11], in view of the asymmetric displacement
and failure characteristics of the roadway during the driving process, proposed the high-
strength anchor beam net, asymmetric anchor beam truss structure, and prestressed anchor
cable truss asymmetric support control plan, and successfully applied them to actual
engineering; Wang et al. [12] proposed a new method for determining lateral support
pressure. Through field monitoring and numerical simulation, the reasonable employing
width of the section yield pillar was determined, and the conclusion was made that the
yield pillar width should not be less than 4 m; Hou et al. [13] studied the evolution and
distribution of the stress field, strain field, and plastic zone of yield pillars, which provided
a theoretical basis for roadway support.

After scientific research and practice, the large-width yield pillars along the goaf have
been changed to small-width yield pillars along the goaf. At present, many mines in the
northwest region have implemented small-width yield pillars along the goaf. Basically,
they weaken and eliminate the impact of rock pressure [14,15]. Once the test of goaf-side
entry with yield pillars in Mataihao Mine is successful, this will greatly improve the safety,
efficiency, and mining speed of the coal mine.

Although the surrounding rock stress is low and the supporting strength required
for driving along the goaf-side completely is low, in engineering, harmful gases, water,
falling gangue, and so on in the goaf area of the adjacent section can easily enter the
roadway, which has a serious impact. The roadway is normally excavated, ventilated,
and maintained. Therefore, the coal mines in our country generally adopt the roadway
protection method of employing yield pillars and goaf-side entry [16,17].

Based on the engineering conditions of the large mining height working face, the
three-dimensional numerical model of different yield pillar widths is established, and the
stress state and mechanical characteristics of the surrounding rock of the large mining
height goaf-side entry are studied through the dynamic simulation of the goaf-side entry
and the impact of mining. The dynamic evolution law of surrounding rock displacement
and stability during the period of driving and mining is studied, and the yield pillar size
effect and influence mechanism are analyzed [18]. Based on numerical simulation analysis
and field tests, the yield pillar width is optimized. In order to increase the recovery rate of
coal resources, improve the control of the surrounding rock of the roadway, and reduce
the cost of support, it is necessary to start from the actual situation on the site, that is,
in-depth study of the evolution law of the mining stress field in the large mining height
face, according to the dynamic evolution law of the surrounding rock of the goaf-side entry.
The effect of yield pillar size and determining the reasonable yield pillar size was revealed.

2. Case Study

2.1. Geological and Geotechnical Overview of the Mataihao Mine

The 3-1 coal seam is being mined in Mataihao Mine. The buried depth of the coal
seam is about 420 m, and the coal seam geological conditions are relatively simple. The
working face adopts the full-height mining technology of large-cutting height and fully
mechanized mining at the same time. The thickness of the top coal is 1 m, and that of the
bottom coal is 1 m.

The panel of Mataihao Mine that has been mined is currently using wide yield pillars
along the goaf side. The yield pillar size of the panel is 20 m along the goaf and the two
lanes are driven together. Because the tail entry is affected by the two panels’ advanced
dynamic pressures, the support of the tail entry is difficult, which seriously affects safety
and production. Starting from panel 3108, Mataihao Mine has increased the yield pillar
size to 35 m. However, increasing the yield pillar size has caused considerable loss of
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resources, and if there is potential shock pressure, the 35 m yield pillar will remain the
same. It is difficult to control the dynamic pressure load, and the dynamic pressure shock
phenomenon may occur in severe cases. For these reasons, Mataihao Mine chose to use
yield pillars to the goaf-side entry between the head entry of panel 3103 and the tail entry of
panel 3105. To determine the yield pillar size, theoretical analysis and numerical simulation
are carried out.

2.2. Theoretical Demonstration and Analysis of Yield Pillar Width in Goaf-Side Entry

A reasonable yield pillar width means that the yield pillar cannot be too large, within
the peak of the mine stress in the direction of the coal seam, and not too small, because
the yield pillar is broken and cannot be anchored with bolts [19]. If the yield pillar is too
large, it is not safe and economical; if the yield pillar is too small, owing to the plastic
fracture zone on both sides of the yield pillar, the stability and bearing capacity are low.
The anchor bolt anchoring in the plastic fracture zone cannot play a role in controlling the
surrounding rock. Therefore, the yield pillar size has a reasonable interval that meets the
above requirements in the range of 0–20 m. The reasonable width of yield pillars can be
obtained by theoretical calculation methods. According to the theory of elastoplastic, the
yield pillar width is analyzed theoretically, and the theoretical calculation method of the
yield pillar is determined [20–24].

Calculation formula for the reasonable yield pillar width:

X < x0 − x (1)

where X is a reasonable yield pillar width, x0 is the width of the stress limit equilibrium
zone, and x is the width of the roadway.

Calculation formula for the width of the stress limit equilibrium zone:

x0 =
hA

2 tan ϕ0
ln

⎛
⎝ kγ H + C0

tan ϕ0
C0

tan ϕ0 +
Px
A

⎞
⎠ (2)

A =
μ

1 − μ
(3)

where h is the height of the working surface, μ is the Poisson’s ratio, A is the lateral pressure
coefficient, ϕ is the coal internal friction angle, k is the stress concentration coefficient, γ is
the rock bulk density, H is the buried depth of the roadway, C0 is the cohesion, and Px is
the strength of roadway support.

According to the value of each parameter, the theoretical value of reasonable yield
pillar width is obtained: x0 = 14.5 m. Therefore, the reasonable yield pillar width is less
than 8.5 m.

According to the engineering geological background of the Mataihao Coal Mine,
theoretical calculations are carried out, and the reasonable theoretical value of yield pillar
width is less than 8.5 m. To reasonably optimize the width of the yield pillar of the roadway,
in the following chapters, the three-dimensional finite-difference software FLAC3D will be
used to carry out the numerical simulation analysis of the case study.

3. Numerical Analysis of Ground Stability of Goaf-Side Entry

3.1. Establishment of Numerical Simulation Model for Goaf-Side Entry
3.1.1. Three-Dimensional Numerical Model

Goaf-side entry involves arranging and excavating the roadway in the relatively low
stress area in the residual bearing pressure area on the side of the goaf after the overlying
rock migration adjacent to the goaf is basically stable.

The main coal seam of panel 3103 and panel 3105 in Mataihao Mine is 3-1 seam, and the
three-dimensional numerical models of 4 m, 6 m, and 8 m yield pillar widths are established
based on the model boundary of the inclined midline of panel 3103 and panel 3105 [25–27].
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The numerical model diagram is shown in Figure 1. When studying the mechanical
properties of rock masses in the collapse zone through numerical simulation, scholars all
over the world generally recognize the double-yield model [28]. The mechanical properties
of goaf are shown in Table 1. The type of analysis is elastoplastic. As the surrounding rock
in this mine does not present notable strain-softening behavior, the Mohr–Coulomb model
is employed to improve the simulation efficiency [29–31]. The model is 300 m long along
the strike of the panel, of which the strike length of the work face is 220 m, with a boundary
of 40 m at the front and rear; the length of the panel is 210, 212, and 214 m; and the height is
120 m. The in situ stress regime was first created in the model using the initial stress feature
with gravity loading and a horizontal-to-vertical stress ratio of 1.5. The experimental results
from previous rock mechanical testing [32] illustrated a linear yield or failure envelop, well
described by the Mohr–Coulomb criterion. The rock mass properties, as listed in Table 1,
are estimated from the intact rock properties using the generalized Hoek–Brown failure
criterion [33].

 

Figure 1. FLAC3D model diagram.

Table 1. Rock mechanical properties of modeled materials.

Strata Lithology K (GPa) G (GPa) ρ (kg/m3) ϕ (◦) C (MPa) σt (MPa)

Roof

Sandy mudstone 14.7 2.14 2350 31 2.4 1.7
Medium sandstone 20.8 1.26 2580 30 2.8 1.2
Sandy mudstone 13.1 2.46 2420 31 3.0 2.0

Siltstone 6.7 4.96 2720 36 3.89 2.93
Sandy mudstone 7.4 1.08 2380 32 2.0 1.12

Coal seam Coal 3.16 2.46 1600 31 3.0 1.08

Floor

Sandy mudstone 6.2 1.8 2300 30 2.1 1.28
sandstone 12.2 2.4 2500 28 2.5 2.1

Sandy mudstone 7.8 1.4 2350 31 2.1 0.8
Siltstone 9.6 7.13 2720 37 4.13 2.85

Goaf Goaf 19.9 1 1700 30 0.001 0

K is bulk modulus, G is shear modulus, ρ is density, ϕ is friction angle, C is cohesion, and σ t is tensile strength.

The entry is driven along the goaf-side of 3103 with a 6 m wide yield pillar, as
illustrated in Figure 2. The numerical simulation plan is shown in Figure 3. A typical
geological column based on core logging was carried out in an adjacent panel 11,050, as
shown in Figure 4. First, panel 3103 is mined. Because, after the completion of panel
3103, its head entry is destroyed, and tail entry 3105 of the research object needs to be
re-excavated, the head entry 3103 part of the model is directly replaced by the double-
yield model of panel 3103. After the mining of panel 3103 is completed, tail entry 3105 is
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excavated, and bolt and anchor cable support is carried out. After the roadway is excavated
and supported, panel 3105 is mined.

Figure 2. Plan view of local panel layout.

 

Figure 3. Plan view of numerical simulation of yield pillars goaf-side entry.

Figure 4. Typical geological column.
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3.1.2. Sensitivity Analyses

• Base boundary

To verify the boundary sensitivity, the same model as in Figure 2 was established and
the displacement (The displacement direction of the roof in the text is vertical downward,
and the displacement direction of the two ribs is the horizontal direction.) at 120 m of the
roadway excavation was monitored. Figures 5 and 6 illustrate that the distance between the
yield pillar is 20 m, 40 m, 60 m, and 80 m, the roadway displacement and stress distribution
are different. The stress values in the roof, floor, and two ribs of one roadway section are
marked in Figure 6. As can be seen, when the boundary increases from 20 m to 40 m, the
stress distribution in surrounding rocks changed; however, the change becomes negligible
with the continuous increase in boundary size. Therefore, to reduce the calculation volume
and the influence of the boundary effect on the model, the model with the boundary of
40 m is chosen.

 

Figure 5. The influence of boundary effects on the model.

 

Figure 6. The influence of boundary effects on the stress of the model.

• Mesh dependency

The mesh density of the numerical model, especially for rock mass near roadway,
might also be sensitive to the simulation results. Figure 7 illustrates the simulation results
of roadway displacement at the last mining step with respect to different mesh density
in its surrounding rock, and the number of zones in the roadway surrounding the area
of model 1, 2, and 3 is 18,000, 36,000, and 54,000, respectively. As can be seen, the mesh

202



Processes 2022, 10, 251

sensitivity of displacement varies for roof and rib. Owing to the weaker properties, the
ribs tend to fail more in tension, which leads to the effect of tension weakening being more
significant than roof. As a result, displacements of rib are more sensitive to mesh density.
As there is no notable difference between model 2, which is employed to carry out the
simulations in the present study, and model 3, which has a denser mesh, its mesh density
and simulation results are validated. This mesh dependency study indicates that the mesh
density of the numerical model, especially for the areas where notable tensile failure will
take place, should be calibrated.

 

Figure 7. The effect of mesh dependency on the model.

3.1.3. Simulation Scheme and Roadway Support

After panel 3103 is mined, the rock mass compaction, overlying rock migration, and
stress adjustment in the caving zone form the surrounding rock conditions and stress
environment before goaf-side entry. After the yield pillars with widths of 4 m, 6 m, and 8 m
are employed, respectively, the tail entry of panel 3105 was excavated, and the roadway
excavation width × height was 6 m × 4 m. The roadway support follows the excavation,
and the roadway support design is shown in Figure 8.

 
Figure 8. Roadway support design.
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The roadway support is simulated using structural elements in FLAC3D, and the sup-
port design used in the simulation is the same as the on-site application support scheme [34].
For the convenience of presentation, Figure 9 shows the support of a 2 m section of the
tail entry of panel 3105. All rebar bolts and cable bolts are partially grouted with resin
cartridges; the parameters are listed in Table 2. To comprehensively evaluate the surround-
ing rock and stress environment for goaf-side entry and optimize the reasonable layout
of the goaf-side entry, the study is carried out from three aspects: the stress distribution
of the surrounding rock, the distribution of the plastic failure zone, and the displacement
and evolution characteristics of the surrounding rock during the roadway driving. The
influence of yield pillar width on the behavior of underground pressure and the stability of
surrounding rock during goaf-side entry is summarized.

 

Figure 9. Roadway support design simulation.

Table 2. Parameters of the rebar and each cable bolt.

Type of Bolt
Bolt Length

(mm)
Grout Length

(mm)
Diameter

(mm)
Tensile Strength

(KN)

Rebar bolt 2800 1400 22 335
Roof cable bolt 6300 3000 21.8 510
Rib cable bolt 4300 2000 21.8 510

3.2. Stress State and Mechanical Characteristics of Rock Surrounding the Roadway Goaf-Side
Entry with Different Yield Pillar Widths
3.2.1. Boundary Stress Distribution Coal Seam Goaf before Goaf-Side Entry

The goaf-side entry is arranged in the area where the supporting pressure of the coal
body is relatively low under the large lateral structure of the goaf. The disturbance to the
overlying rock layer during the roadway excavation generally does not affect the stability
of the large structure.

After the completion of mining panel 3103, the stress is re-adjusted and distributed
in the adjacent surrounding rock to form the mining stress field in the upper section,
which forms the surrounding rock and stress environment during the excavating of panel
3105 head goaf-side entry. Figure 10 shows the vertical stress distribution in the yield
pillar in the monitoring section and the driving position of the tail entry of panel 3105
with different yield pillars. By observing the stress state of the surrounding rock before
excavating with yield pillars of different widths, the larger the yield pillars’ width in isolated
goaf, the higher the vertical stress of surrounding rock with goaf-side entry. Because the
stress reduction area in the yield pillar causes the coal and rock mass to yield and fail
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owing to the impact of mining, it is formed by loosening and decompression. Therefore,
the smaller the yield pillar width, the worse the conditions of the surrounding rock during
roadway driving. In the process of redistribution, it is sensitive to stress changes, volatile
failure, poor bearing capacity, and other mechanical characteristics. Owing to the large span
of the roadway (6 m), the mechanical properties and stress state of surrounding rock on
both sides of roadway roof and floor as well as the two sides of coal rock mass are different.

 

Figure 10. Vertical stress distribution in the yield pillar; the position of roadway is shown in dotted
lines for different yield pillar widths.

3.2.2. Stress State of Surrounding Rock of Roadway Driving along Goaf under Different
Yield Pillar Widths

Figure 11 shows the vertical stress distribution in the surrounding rock after goaf-side
entry with different yield pillar widths. When the yield pillar width is 4 m, the maximum
vertical stress in the yield pillar is only 14.5 MPa. When the pillar width is 6 m, the
maximum stress in the pillar is 16.9 MPa. When the pillar width is 8 m, the maximum stress
in the pillar is 18.8 MPa. With the increase in pillar width, the vertical stress in the pillar
increases. When the yield pillar width is 8 m, the maximum vertical stress in the yield pillar
is more than twice of the original rock stress, and there is obvious stress concentration.

 

Figure 11. Vertical stress distribution in surrounding rock of yield pillar widths of 4 m, 6 m, and 8 m
along the goaf side.
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After the surrounding rock stress is redistributed, the concentrated stress shifts to the
depth of the coal seam. The yield pillar width has almost no effect on the width of the stress
limit equilibrium zone, but has a significant effect on the peak value of the vertical stress.
When the yield pillar width is 4 m, the peak value of vertical stress in a deep coal seam is
21.1 MPa, which is 2.41 times the original rock stress. When the yield pillar width is 6 m, the
peak value of vertical stress in a deep coal seam is 20.9 MPa, which is 2.38 times that of the
original rock stress. When the yield pillar width is 8 m, the peak value of vertical stress in a
deep coal seam increases to 20.5 MPa, which is 2.34 times that of the original rock stress. When
the yield pillar width is 6 m, the vertical stress distribution of the yield pillar side and coal
seam side is more uniform. When the pillar width is 4 m, the vertical stress is concentrated on
the side of the coal seam. When the pillar width is 8 m, the vertical stress is concentrated on
the pillar side. The internal stress distribution in the shallow surrounding rock (less than 2 m
away from the surrounding rock surface) is almost not affected by the size of the yield pillar.

3.2.3. Development Characteristics of Tensile Failure of Surrounding Rock of Goaf-Side Entry

After roadway excavation, the original triaxial stress state is broken. Because the
tensile strength of coal rock is far lower than the compressive strength, and the joints
and fissures and other weak structural planes have almost no tensile strength, the surface
and shallow surrounding rock of roadway are prone to tensile fracture and convergent
displacement in roadway space. Therefore, the extension range of the shallow tensile failure
zone in the plastic zone of roadway surrounding rock can be used as an effective index
to measure the stability of roadway surrounding rock and analyze the failure mechanism
of surrounding rock. At the same time, the plastic failure zone caused by the influence
of mining in the upper section before roadway excavation can be distinguished from the
plastic failure zone caused by the influence of goaf-side excavation.

Through the FLAC3D built-in FISH language programming, the tensile failure elements
in the shallow surrounding rock of goaf-side excavation were identified and counted, and
the distribution of tensile failure zones along axial and vertical sections of a certain section of
goaf-side excavation with different yield pillar widths is shown in Figure 12. By comparing
the distribution of the tensile failure zone of the surrounding rock of goaf excavation with
different yield pillar widths in Figure 12 under the condition of different yield pillar widths,
the common feature of surrounding rock failure is that the tensile failure zone is more widely
distributed and extends deeper on the roof and floor of the roadway. This is because the tail
entry of panel 3105 is excavated in the coal seam, and the roof strata, two sides, and floor are
all weak coal bodies, which can easy lead to displacement and failure.

   
(a) (b) (c) 

Figure 12. Distribution of tensile failure zones in goaf excavation with different yield pillar widths:
(a) model—4 m; (b) model—6 m; (c) model—8 m.
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The ratio of the number of tensile failure elements calculated by the FISH language
program to the total number of surrounding rock elements in the shallow part of the
roadway was obtained, and the tensile failure ratio of the shallow surrounding rock is
shown in Table 3.The failure characteristics of surrounding rock in different yield pillar
widths were analyzed in combination with Figure 12. When the yield pillar width is 4 m,
closest to the mines’ yield pillar, the most dramatic effect by mining of coal and rock
roadway roof and floor yield pillar side caused severe tensile fracture, because, before
the roadway, the surrounding rock mechanics properties are poor, and the depth of the
scope of tensile fracture at the side of the pillar to the roof and floor is 32.05% of the whole
roadway surrounding the rock of shallow tensile failure. When the yield pillar width is 6 m,
the mechanical properties of rock mass before excavation are improved, the tensile failure
in the roof is slightly smaller than that of the 4 m yield pillar, and the failure is relatively
symmetrical. Moreover, 29.73% of the shallow surrounding rock in the whole roadway is
subjected to tensile failure. When the yield pillar width is 8 m, the mechanical properties of
surrounding rock before excavation are good, but the stress of the surrounding rock is high.
Tensile failure occurs in 28.69% of the shallow surrounding rock in the whole roadway.

Table 3. Tensile failure ratio of surrounding rock in goaf excavation with different yield pillar widths.

Pillar Width (m)
Number of Zones within
2 m from Entry Surface

Number of Tensile
Failure Zones

Ratio of Tensile
Failure (%)

4 1248 400 32.05
6 1248 371 29.73
8 1248 358 28.69

3.3. Evolution of Surrounding Rock Displacement of Goaf-Side Entry under Different Yield Pillar
Widths and the Effect of Yield Pillar Size

In order to comprehensively study the surrounding rock displacement in the whole
section of the roadway during excavating and panel mining, eight displacement monitoring
nodes are arranged in the monitoring section, as shown in Figure 13. Note that the roof
displacement is considered as the vertical displacement towards the floor, the floor dis-
placement is considered as the vertical displacement towards the roof, and the converging
displacement of the two ribs is horizontal displacement towards the other rib.

 

Figure 13. Layout of measuring points of roadway displacement.

Along the direction of roadway excavation, the right side is the yield pillar left, and
the left side is the coal seam to be recovered. Displacement measuring points are arranged
on the left side of the roof of the roadway roof, the center of the roof, and the right side of
the roof to monitor the amount of roof subsidence and displacement, which are marked
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in red as Roof 1, Roof 2, and Roof 3, respectively, arranged on the coal seam and yield
pillar; the displacement measuring points are moved closer to each other horizontally and
marked in blue; and the displacement measuring points are arranged on the left, center,
and right of the bottom of the roadway floor to monitor the displacement of the bottom
drum, marked in black as Floor 1, Floor 2, and Floor 3.

3.3.1. Evolution of Roof Displacement during Goaf-Side Entry

Under the condition of keeping yield pillars of different widths, the displacement
evolution characteristics of the roof in the monitoring section of goaf excavation during
excavation are shown in Figure 14. For convenience, the absolute value of roof subsidence
displacement is adopted in the figure. Monitoring begins after excavation of the roadway
in the monitoring section and ends after excavation of the roadway. It can be seen from
Figure 14 that the continuous displacement time of surrounding rock is long, the stability
speed of surrounding rock is slow, and the creep characteristics are obvious after the
roadway is excavated. Specifically, during the process of 20 m~60 m in the advance
monitoring section of the driving face, the roof subsidence increases by 7 mm~8 mm
under the condition of each yield pillar width. During the process of 60 m~100 m in the
advance monitoring section of the driving face, the roof displacement tends to be stable
and the subsidence amount increases by about 4 mm.Different widths of yield pillars along
the goaf-side mean that roadways are driven in different loose and broken surrounding
rock environments and different stress concentrations in stress environments. Comparing
Figure 14a–c, the influence of the yield pillar width on the roof displacement of roadway
driving along the goaf is not only reflected in the amount of subsidence, but also has a
significant influence on the shape of the roof displacement.

The monitoring positions of the roof of the roadway deformed rapidly after the
roadway was excavated, and then the displacement rate slowed down with the continuous
advancement of the driving face, but a certain displacement rate was still maintained. For
different yield pillar widths, the average roof displacement of the monitoring section at
different stages of roadway excavation (the distance between the excavation work surface
and the monitoring section) and the ratio of the total displacement during the roadway
excavation period are shown in Table 4. First, the yield pillar width has a significant impact
on the total roof displacement during the goaf-side entry. The roof subsidence is the largest
when the pillar width is 4 m, the second largest when the pillar width is 6 m, and the roof
displacement is the smallest when the pillar width is 8 m. Secondly, the ratio of existing
displacement to the total displacement at different stages during roadway excavation
(hereinafter referred to as the displacement ratio) is also affected by the yield pillar width.
When the yield pillar width is 4 m, the roof displacement speed is slow after the roadway
is excavated, and the displacement is small. The roof displacement after the excavating
work surface passes the monitoring point accounts for 73.51% of the total displacement
during the excavating period. The roof displacement ratio shows an upward trend with the
increase in the yield pillar width. When the yield pillar width is 8 m, the roof displacement
ratio at the same stage is 79.46%, and the displacement ratio difference is 5.95%. When the
driving surface is advanced to 60 m from the monitoring section, the roof displacement
and displacement ratio of the roadway under each yield pillar condition increase. It can be
seen that the excavating displacement mainly occurs from the time the section is excavated
to the lagging excavating surface of 0–60 m, that is, the excavating influence period. The
difference between the roof displacement ratio of the 4 m yield pillar and the 8 m yield
pillar is 2.95%, and the evolution trend of roof displacement remains unchanged. When
the driving surface is further advanced to 100 m from the monitoring section, the roof
displacement ratio difference of different yield pillar widths is significantly reduced, and
the roadway roof displacement ratio difference between the 4 m yield pillar and the 8 m
yield pillar is only 0.1%. At this stage, the roof displacement was 4.35 mm and 2.29 mm,
respectively, and the roof displacement ratio was 98.56% and 98.66%, respectively.
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(a) (b) 

 
(c) 

Figure 14. Roof displacement during roadway driving with different yield pillar widths: (a) model 4 m;
(b) model 6 m; (c) model 8 m.

Table 4. Evolution of average roof subsidence during roadway driving with different yield pillar widths.

Pillar Width (m)
Average Roof Sinking

during Excavating

The Average Subsidence and Displacement Ratio When the Distance of
the Lagging Excavating Working Surface Is Le

Le = 20 m Le = 60 m Le = 100 m

4 m 62.30 mm 45.80 mm
73.51%

57.05 mm
91.57%

61.40 mm
98.56%

6 m 57.95 mm 45.05 mm
77.74%

54.47 mm
93.99%

57.11 mm
98.55%

8 m 55.26 mm 43.91 mm
79.46%

52.23 mm
94.52%

54.52 mm
98.66%

The above-mentioned roadway roof displacement and displacement rate evolution
characteristics are affected by the yield pillar width and the difference is caused by the
different surrounding rock and stress environment of the road excavation position with
different yield pillar widths [35]. The smaller the yield pillar width, the worse the mechani-
cal properties of the surrounding rock under the influence of mining in the upper section
of the goaf-side entry, and the lower the stress of the surrounding rock. Therefore, the
weak and broken surrounding rock rapidly deforms after the roadway is driven, and the
displacement rate is high at the initial stage of roadway driving. After entering the stable
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stage after excavation, because the surrounding rock stress is low, the stress environment is
good, and the creep amount in the later stage is small. The greater the yield pillar width,
the better the mechanical properties of the surrounding rock during roadway excavation,
but the higher the stress concentration at the roadway location. After the roadway is
excavated, the more complete surrounding rock will gradually deform and fail during the
stress adjustment process, and the initial displacement rate of the roadway will be slightly
lower, but it is affected by a high-stress environment in the later stage, and still maintains a
high creep value [36].

Under the conditions of different yield pillar widths, the vertical roof displacement
distribution cloud diagram of the goaf-side entry monitoring section after the roadway
excavation is completed is shown in Figure 15. Through comparison, it can be seen that the
yield pillar width also has a significant effect on the roof displacement of the goaf-side entry.
Figure 16 respectively lists the displacement evolution law of three different monitoring
nodes on the roof during the roadway excavation. Under the influence of different yield
pillar widths, the relative displacement and displacement rate of each position of the roof
are significantly different, and the displacement and displacement of the roof subsidence
after the completion of the roadway are also significantly different, as shown in Figure 16.
It can be seen from Figures 14–16 that, during the goaf-side entry, the overall displacement
of the roadway roof is large when the yield pillar is 4 m, and significant asymmetric large
displacement occurs on the side of the yield pillar; when the yield pillar width is 6 m,
the roadway displacement of the roof is slightly larger than the 8 m yield pillar, but the
difference is not much.

 
(a) (b) 

 
(c) 

Figure 15. Vertical displacement distribution of the roof of the goaf-side entry with different yield
pillar widths: (a) model 4 m; (b) model 6 m; (c) model 8 m.

3.3.2. Displacement Evolution of Two Sides during Roadway Driving along the Goaf-Side

With the conditions of different yield pillar widths, the displacement evolution charac-
teristics of the two sides of the goaf-side entry during the excavating stage are shown in
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Figure 17. For ease of presentation, the absolute value of the displacement of the two sides
is used in the figure.

Like the roof displacement characteristics, both sides are rapidly deformed after
driving along the goaf-side, and then the displacement rate slows down with the continuous
advancement of the driving face, but a certain displacement rate is still maintained. The
moving of the two sides shows the creep characteristics of the sustained displacement time
is shorter than the roof sinking, and the surrounding rock has a faster stable speed. This
feature is significantly affected by the yield pillar widths. The approaching amount and
approaching displacement of the two sides of the roadway monitoring section at different
stages of driving influence are shown in Tables 5 and 6. When the yield pillar width is 8 m,
the displacement speed of the two sides of the roadway in the monitoring section is fast
and the amount of displacement is large, especially the sudden displacement of the yield
pillar. When the lagging excavating working surface is 20 m, the displacement ratio of the
two sides approaching reaches 87.71%. The displacement ratio of the two sides basically
shows a downward trend as the yield pillar width decreases. When the yield pillar width is
4 m, the displacement ratio of the two sides at the same stage is 86.45%. When the driving
surface is further advanced to 60 m from the monitoring section, the two coal bodies move
closer and converge in the roadway under the influence of the driving. The displacement
ratio of the 4 m yield pillar of the roadway and the coal seam reaches 96.97% and 98.09%,
respectively, while the displacement ratio increases with the increase of the yield pillar
width in the coal seam and there is no obvious law for the yield pillar. When the yield pillar
width is 8 m, the ratios are 96.84% and 98.75%, respectively. From the excavating work
surface to the monitoring section, it is 60 m from the monitoring section until the roadway
excavating is completed, that is, the excavating stable period.

 

Figure 16. Roof subsidence shape diagram during the excavation of the different yield pillar widths.

Table 5. Evolution of coal seam displacement during roadway driving with different yield pillar widths.

Pillar Width (m)
Cumulative Displacement

of Coal Seam

Displacement and Displacement Ratio of the Coal Seam When the
Distance of the Lagging Excavating Working Surface Is Le

Le = 20 m Le = 60 m Le = 100 m

4 m 61.21 mm 55.69 mm
90.98%

60.04 mm
98.09%

60.92 mm
99.53%

6 m 67.55 mm 62.54 mm
92.58%

66.57 mm
98.55%

67.31 mm
99.64%

8 m 71.33 mm 66.71 mm
93.52%

70.44 mm
98.75%

71.14 mm
99.73%
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(c) 

Figure 17. Two sides of roadways’ displacement with different yield pillar widths during driving:
(a) model 4 m; (b) model 6 m; (c) model 8 m.

Table 6. Evolution of yield pillar displacement during roadway driving with different yield pillar widths.

Pillar Width (m)
Cumulative Displacement

of Yield Pillar

Displacement and Displacement Ratio of the Yield Pillar When the
Distance of the Lagging Excavating Working Surface Is Le

Le = 20 m Le = 60 m Le = 100 m

4 m 57.36 mm 49.59 mm
86.45%

55.62 mm
96.97%

56.90 mm
99.20%

6 m 70.73 mm 61.83 mm
87.41%

68.47 mm
96.80%

70.15 mm
99.18%

8 m 72.41 mm 63.51 mm
87.71%

70.12 mm
96.84%

71.81 mm
99.17%

Under the conditions of different yield pillar widths, the horizontal displacement
distribution cloud diagrams of the two sides of the goaf-side entry monitoring section after
the roadway excavation is completed are shown in Figure 18. Through comparison, it can
be seen that the yield pillar widths have two effects on the goaf-side entry. The deformed
shape of the rib also has a significant impact. It can be seen from Figures 18 and 19 that,
when the yield pillar width is 6 m and 8 m, the coal body of the pillar side is significantly
affected by the mining of the upper section. The difference between the displacement of
the two sides is significantly affected by the yield pillar width. When the yield pillar width
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is 4 m, the displacement of the yield pillar ledge is less than the displacement of the coal
seam after the roadway driving is completed, the displacement of the yield pillar ledge
reaches 56.90 mm, and the displacement of the coal ledge is 60.92 mm between the two
sides The difference in displacement is 3.98 mm, and the two sides show weak asymmetric
displacement. When the yield pillar width is 6 m and 8 m, the displacement difference
between the two sides is 2.84 mm and 0.67 mm, respectively. The displacement difference
between the two sides is small, and the weak asymmetric displacement is negligible.

 
(a) (b) 

  
(c) 

Figure 18. The horizontal displacement distribution of the two sides of the different yield pillar
widths during the excavation: (a) model 4 m; (b) model 6 m; (c) model 8 m.

 
Figure 19. Displacement of the two sides of the different yield pillar widths during the excavation.
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3.3.3. The Influence of Different Yield Pillar Width on the Displacement of Surrounding
Rock during Roadway Driving

From the displacement and evolution of surrounding rock, the influence of yield pillar
width on the appearance of pressure in the mine during the goaf-side entry is analyzed.
Under the current geological occurrence and engineering technical conditions, when the
yield pillar width is 4 m, the roof subsidence is the largest; when the yield pillar width
is 8 m, the displacement of the two sides of the roadway is the largest among the three
schemes, and the position of the roadway before the excavation of the roadway is a vertical
stress concentration area, which is prone to impact accidents; when the yield pillar width is
6 m, the displacement of the roof, the two sides, and the floor is small. This law confirms
the theoretical correctness and design superiority of employing yield pillars to protect the
roadway when driving in completely along the goaf-side. Because the roadway is located
in the coal seam, the physical and mechanical properties of the roof rock layer are the same
as those of the two ribs and the floor coal. The approaching displacement is greatly affected
by the width of the yield pillar, and when the yield pillar width is 6 m, more coal is saved
than when the yield pillar width is 8 m. Based on the above considerations, when the yield
pillar width is 6 m, the plan is the best. Therefore, when the wide yield pillars are changed
to yield pillars in Mataihao Mine, the scheme with a yield pillar width of 6 m is preferred.

3.4. Field Monitoring and Observation

The tail entry 3105 is a test goaf-side entry with small yield pillars, with a yield pillar
width of 6 m. Before mining in panel 3105, the tail entry is only affected by the excavation,
and the displacement of the surrounding rock of the roadway is relatively small. In order to
deeply study the mechanism of displacement and failure of surrounding rock of goaf-side
entry, and to provide guidance and basis for the layout and support design of roadway
under similar conditions, the monitoring of the surrounding rock displacement of the tail
entry 3105 was carried out, and the failure mechanism and the control strategy research
provide detailed and reliable actual data. Set up monitoring points when driving to 200 m,
record data every day, and obtain on-site monitoring data, as shown in Figure 20.

 

Figure 20. Yield monitoring of roof and two-side displacement data analysis.

In field practice, the amount of surrounding rock displacement is a direct indicator
of engineering research to measure the stability of the surrounding rock of the roadway
and the reliability of support [37,38]. Through the field data analysis, the detection starts
when the roadway excavation reaches the detection point. With the passage of the working
face, the roadway surrounding rock is relatively stable, the displacement is small, and
there is no obvious asymmetry in the roadway roof. The actual displacement state of the
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surrounding rock of the roadway is shown in Figure 21. The displacement of the yield pillar
is larger than that of the coal seam, but it is also basically stable. To validate the employed
numerical approach and suggested design, a field test was carried out at the head entry of
panel 3105. The field monitoring results indicate the success of the surrounding rock of
roadway control by employing a yield pillar with a 6 m width and serve to validate the
numerical approach.

  

Figure 21. The actual state of displacement of surrounding rock in tail entry 3105.

4. Discussion

Through the study of displacements, plastic failure evolution of surrounding rock, and
ground pressure behavior during the excavation of the entry along the goaf, it is shown
that after the overburden structure of the mined-out area in the upper section is stabilized,
and the goaf-side entry mainly plays a role of isolation. The yield pillar width has a greater
impact on the surrounding rock conditions and the mechanical environment where the
roadway is located.

The displacement evolution characteristics of the two sides of the goaf-side entry
under the influence of the yield pillar width are consistent with the laws and mechanisms
of the roof displacement evolution characteristics, and they are all caused by the different
surrounding rock and stress environment of the roadway location under different yield pil-
lar widths. When the yield pillar width is small, it is necessary to ensure the timeliness and
effectiveness of temporary support and one-time support during the excavation to avoid
problems such as roof collapse caused by the rapid displacement of broken surrounding
rock after the roadway is excavated. When the yield pillar width is large, it is necessary
to carry out regular and timely monitoring of surrounding rock displacement behind the
working surface of the roadway and prevent slow creep behaviour from causing support
failures and large displacements.

5. Conclusions

In this study, it is shown that adopting reasonable yield pillar is crucial for the efficiency
and safety of the goaf side roadway. A reasonable pillar width means that it cannot be
too large, otherwise it will be stiff enough to attract high stress in the direction of the coal
seam. Moreover, it cannot be too small, otherwise it will fail, and it will not be possible to
anchor broken rock. According to the theoretical calculations, with the existing geological
conditions in seam 3-1, the reasonable yield pillar width is 4 to 6 m. According to field
data measurement, when the yield pillar width is less than 8.5 m, the roadway maintains a
stable condition.

Considering comprehensively the pressure and support of the mine along the goaf
with high mining height, the isolation and ventilation safety of the goaf, the recovery rate of
coal resources in the mining area, and the social and economic benefits, a 6 m yield pillar is
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employed along the goaf-side, which is more conducive to the roadway. During excavation
and mining, the surrounding rock is stable, and the yield pillar can accommodate the depth
of anchoring support, which can reduce the amount of roadway maintenance. At the same
time, the yield pillar has a better isolation effect; it can further improve the coal mining rate
as well as the economic and social benefits.
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Abstract: Tailings storage facilities (TSFs) are known as a time-bomb. The numerous failures of TSFs
and the heavy catastrophic consequences associated with each failure of TSFs indicate that preventing
measures are necessary for existing TSFs. One of the preventing measures is to construct catch
dams along the downstream near TSFs. The design of catch dams requires a good understanding of
the dynamic interaction between the tailings slurry flow and the catch dams. There are, however,
very few studies on this aspect. In this study, a numerical code, named LS-DYNA, that is based on
a combination of smoothed particle hydrodynamics and a finite element method, was used. The
numerical modeling shows that the tailings slurry flow can generally be divided into four stages.
In terms of stability analysis, a catch dam should be built either very close to or very far from the
TSF. When the catch dam with an upstream slope of a very small inclination angle is too close to the
tailings pond, it can be necessary to build a very high catch dam or a secondary catch dam. As the
impacting force can increase and decrease with the fluctuations back-and-forth of the tailings slurry
flow, the ideal inclination angle of the upstream slope of the catch dam is between 30◦ and 37.5◦,
while the construction of a catch dam with a vertical upstream slope should be avoided. However,
a catch dam with steeper upstream slopes seems to be more efficient in intercepting tailings flow
and allowing the people downstream to have more time for evacuation. All these aspects need to be
considered to optimize the design of catch dams.

Keywords: tailings dam; impacting force; kinetic energy; numerical simulation; smoothed particle
hydrodynamics (SPH)

1. Introduction

Mines produce large volumes of mine waste each year in terms of tailings and waste
rocks [1]. A small portion of these materials can be sent back to underground voids as
backfill [2–18]. The recycling and reuse of these materials for in- and out-mine sites are
also increasingly seen [19]. All these practices can reduce the amount of mine waste to
be disposed of on the ground surface. However, due to the swelling of rocks by blasting
and grinding, the large amount of tailings has to be sent by pipes to a place on the ground
surface contained by dams, called a tailings storage facility (TSF), which then becomes a
new perpetuity infrastructure in the environment [20–25].

Tailings are a byproduct of mill processing, containing a large portion of fine particles
smaller than 80 μm and water [26]. Upon disposition in a TSF, tailings remain saturated
for a long time. This is particularly true in the regions where the water balance is positive.
When a TSF fails, a large volume of tailings can be instantaneously released. Their flow
usually transforms into a mud flood, causing significant damage to the environment
and infrastructures, and even loss of lives [27]. In 1965 in Chile, the town of El Cobre
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was destroyed and more than 200 people were killed due to the failure of an upstream
TSF [28]. Since then, a lot of work has been done on the analysis of failure mechanisms
of TSFs [29–33]. Despite considerable progress in the studies, failures of TSF continue to
take place worldwide. In February 1994, in South Africa, the village of Merriespruit was
destroyed and 17 people were killed due to the failure of an upstream TSF. On that occasion,
the TSF was, for the first time, qualified by a judge as a time-bomb [34]. In China, the failure
of a tailings dam at Shiqiaozi, Haicheng, Liaoning Province, on 25 November 2007 resulted
in 10 people being killed, 3 reported missing, and 17 injured. Another case of a TSF failure
at Taoshi, Linfen City, Xiangfen County, Shanxi Province, on 8 September 2008 involved
277 people being killed and 33 injured [28]. In 2014, in Canada, the failure of a TSF of the
Mount Polley mine resulted in the release of 23.6 million cubic meters of tailings into the
environment [35,36]. In November 2015, at the Samarco mine in Brazil, the failure of a TSF
resulted in the death of 17 people and a flow of tailings sludge of about 800 km up to the
Atlantic coast [28,37,38]. In January 2019, near Brumadinho in Brazil, 248 people were killed
and 22 were reported missing due to the failure of a TSF [28,39]. These endless failures of
TSFs worldwide indicate that big efforts are still needed to prevent more casualties issued
from TSF failures.

The instability of a TSF can be related to a number of influencing factors, varying
from technical and engineering to maintenance and management [27,29,30,34,38–41]. The
technical and engineering aspects affecting the stability of TSFs include the design and
construction of TSFs and their foundations. At current stage, it is impossible to entirely
eliminate any risk of TSF failure [33,42]. Rather, the probability of TSF failures can even
increase with time due to the persistence of existing TSFs, the ceaseless increase of the
number of mines and TSFs, and the more and more pronounced climate changes, which
usually have a negative impact on the stability of TSFs. Efforts should be continuously
made to improve the stability of TSFs [43], install monitoring systems [44], and even forecast
the scale of destructions associated with the failure of a TSF [45].

Currently, thickened or filtered tailings are widely considered as the solution of solving
the physical instability of TSFs. It is, however, problematic with chemically reactive mine
waste because the unsaturated tailings favor the oxidation and generation of acid mine
drainage [46–48]. In addition, unsaturated tailings can also be prone to liquefaction, as
long as the degree of saturation approaches full saturation [49], and this is probably the
case in the regions where the water balance is positive. Considering this as a sure and
certain solution to avoid a TSF failure could be irresponsible [21]. Moreover, work is
needed to secure existing conventional TSFs. In all cases, risk analysis on the breach of
TSFs is necessary [50–65]. In many cases, preventing measures can be necessary to avoid
catastrophic consequences in case of a TSF failure. One of the preventing measures is to
build catch dams near the downstream of a TSF. Upon failure of the TSF, the catch dams
must remain stable to hold at least part of the released tailings slurry, delaying and reducing
the flood of tailings. If the catch dam is not properly designed and constructed, it can fail
upon the dynamic impact of a tailings slurry flood. This was the case after the breach of
a TSF in March 2020 in Yichun, Heilongjiang, China. Ten catch dams had to be built, one
after another, along the downstream to stop the tailings flood [66].

The purpose of this study is to obtain a good understanding of the characteristics of
the tailings slurry flow after a breach of a TSF, and on the dynamic interaction between the
flooding tailings and catch dams. This can ultimately help to obtain a safe and economic
design of catch dams to avoid catastrophic consequences after the failure of a TSF.

Over the years, a number of works have been published on the dynamic interaction
between water and downstream obstacles [67–72]. One sees also some publications on
the dynamic interaction between debris flow and check dams [73–76], or even between
granular material flows and obstacles [77]. These works provide a useful insight into
the dynamic interaction of water, debris, and granular material with obstacles. However,
very few works have been made on the dynamic interaction between tailings slurry and
downstream obstacles.
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Wang et al. [78] conducted numerical modeling for a specific project to study the flow
characteristics of tailings upon the failure of a tailings dam. The effects of downstream
dams were briefly presented without any detailed quantitative studies. Zeng et al. [79]
evaluated the effect of check dam height against the debris flow of tailings slurry. A similar
work has been published by Wang et al. [80], who analyzed the risk associated with the
possible failure of tailings dams and the effect of a preventing dam height, built 110 m
downstream from the tailings pond. All these works provide some insights on the effects
of check dams on the flow of the tailings slurry. However, they were mostly for some
specific projects with site-specific conditions. Much more work is needed to obtain a better
understanding of the effect of downstream catch dams on the flow of a tailings slurry.

In this study, the dynamic interaction between a tailings slurry flow and a downstream
infrastructure is investigated through numerical modeling, using a hybrid numerical approach with
the smoothed particle hydrodynamics-finite element method (SPH-FEM). The kinetic energy of the
tailings flow and the striking forces on the downstream infrastructure are evaluated. The influences
of the position and upstream slope angle of the catch dam on the impact of the catch dam are, for
the first time, studied. The results provide some guidelines on the layout and design of catch dams.

2. Numerical Code

Studying the characteristics of tailings slurry flow needs a numerical code that can
simulate the large deformation and displacement with the time of fluid-like materials, while
the fluid–structure interaction behavior can be evaluated by the conventional finite-element
or finite difference method.

In this study, a numerical code, called LS-DYNA [81], based on a combination of
smoothed particle hydrodynamics (SPH) and the finite element method (FEM) was used.
SPH is a meshless particle method based on the Lagrangian formulation for fluid dynamics’
simulation. It was originally developed by Lucy [82], Gingold, and Monaghan [83] for
three-dimensional astrophysical analysis. It is based on the hypothesis that the problem
domain can be divided into a set of discrete elements, which possess or can be attributed
to a certain material property. With the SPH method, large deformations can be handled
without element distortions. It can thus be used to simulate dynamic problems involving
large deformations, such as fluid problems with a free surface [84].

The application of the SPH method involves two approximations to represent the
simulated space: the kernel and particle [85]. Figure 1 schematically shows a presentation
of the SPH kernel function, W. On the figure, r is the distance between the two particles; λh
denotes the influence area of the kernel function; λ is determined by the kernel function
and space dimensions to satisfy the normalization condition.

Figure 1. A schematic presentation of the SPH kernel function W (reproduced with minor changes
from Atif et al. [86], with permission from Copyright Clearance Center, Inc. (CCC) on behalf of
Springer-Verlag, Dordrecht, The Netherlands).
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In the approximation of the kernel, the spatial distance between the particles is covered
by a smoothing length, over which the properties are smoothed by a smoothing kernel
function. In particle approximation, the state of a system is represented by a set of particles,
which possess individual material properties and move according to the conservation equa-
tions. A given particle, i, with its given velocity, density, mass, and pressure, interacts with
particle j within the smoothing length. Considering the conservations of mass, momentum,
and energy leads to the following expressions [87]:
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where ρi and ρj denote the densities of particles i and j; N denotes the number of particles; α

and β denote the space vectors; xβ
i denotes the coordinate component of x along β; Wij denotes

the smoothing function between particles i and j; vα
ij and vβ

ij represent the velocities of particle i
relative to particle j along α and β; mj denotes the mass of particle j; vα

i and vα
j denote the velocity

components of particles i and j along α; σ
αβ
i and σ

αβ
j denote the total stress tensors of particles i

and j; ∏ij denotes the artificial viscosity; ei represents the internal energy of the particle i; and t
represents the time.

While the SPH method is advantageous in dealing with fluids and large deformation problems,
this dynamic meshless technique is much less efficient in dealing with static and small deformation
problems of solid bodies than FEM [2,88]. The combination of SPH and FEM methods is thus a
natural choice to deal with the dynamic interaction between fluid and infrastructures. This explains
the wide application of the SPH and FEM hybrid algorithm in the simulation of the fluid–solid
interaction [89].

Figure 2 shows a possible interaction between fluid particles and structure elements. The
interaction between fluid and a structure is achieved by a penalty-type ‘node-to-surface’ contact
algorithm. The FEM elements and SPH particles are considered as master and slave parts, respec-
tively. The reaction force between a SPH particle and the contact surface of the structure is then
proportional to the depth of the slave part on the surface of the master part. The forces exerted by
the SPH particles on the FEM part are then calculated by summing up the forces exerted by each
SPH particle on the FEM part.

Figure 2. The coupling of SPH and FEM (reproduced with minor changes from Konesh-
waran et al. [90], with permission from Copyright Clearance Center, Inc. (CCC) on behalf of Elsevier
Science & Technology Journals, Amsterdam, The Netherlands).
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In this study, the explicit dynamic solver of LS-DYNA® version R10.0 was employed
to perform the numerical modeling based on SPH theories [91]. The applicability (usually
called “validation”) of the numerical code SPH was tested against the experimental results
of a slump test (see details given in Appendix A). The results indicate that the numeri-
cal code is capable of simulating the dynamic interaction between a tailings slurry and
a structure.

3. Numerical Simulations of Dynamic Interaction between Tailings Flow and A
Catch Dam

3.1. Numerical Models

Figure 3 shows a numerical model to simulate a largely reduced scale tailings pond.
The tailings pond is 0.5 m long, 0.5 m wide, and 0.5 m high. The tailings slurry is the same
as that used to test the applicability of the numerical code, presented in Appendix A. It is
characterized by a density of 1826.6 kg/m3 and a dynamic viscosity of 0.43 Pa·s to simulate
the tailings slurry having a solids content by mass of 70% of Gao [92]. The catch dam is
simulated by a rigid triangular prism 0.2 m high and 0.5 m wide with an upstream slope
angle α varying from 0◦ to 90◦. The distance between the tailings pond and the catch dam is
0.8 m. The movement of the tailings particles is allowed in all directions, but only inside the
open box defined by the back wall of the tailings pond, a horizontal floor and two vertical
longitudinal walls. The floor and the three walls are rigid and their movements are not
allowed in any direction. The tailings slurry is simulated by particles with SPH, while the
rigid catch dam is built with FEM shell elements.

Figure 3. The numerical model and boundary conditions of tailings pond break model.

In this study, the flow behavior of the tailings slurry and the impact of the tailings
slurry on the catch dam are analyzed by a contact algorithm with the tailings slurry and the
catch dam defined as slave and master parts, respectively. The gravitational acceleration is
applied along the vertical downward direction. The three vertical walls and the horizontal
floor are fixed along their outside surfaces. The catch dam is fixed along its bottom. The
simulations were done by considering a duration of 2.5 s, starting from the breach of the
tailings pond.

For each numerical model, sensitivity analyses were made to make sure that the
distinct elements were dense enough for the tailings and voids simulated by SPH (see
Appendix B). These analyses showed that the tailings can be modeled with 357,911 SPH
particles and a particle-to-particle spacing of 7 mm.
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3.2. Numerical Results

Before the breach of the tailings pond, the tailings slurry had the highest gravitational
potential energy. After the breach of the tailings pond, the tailings slurry flowed. The
gravitational potential energy and kinetic energy are interconverted. It is noted that the
kinetic energy K and gravitational potential energy P designate the total kinetic energy and
total gravitational potential energy of the whole tailings slurry. At a given time, they can be
obtained as follows:

K =
i=N

∑
i=1

miv2
i

2
(4)

P =
i=N

∑
i=1

(mighi) (5)

where mi, vi, and hi are the mass, velocity, and elevation of SPH particle i, respectively;
N is the total number of SPH particles of the tailings slurry; and g is the gravitational
acceleration.

Figure 4 shows the flow states of the tailings particles at different times (T) starting
from the breach of the tailings dam, with the catch dam having an upstream slope angle of
α = 30◦. At T = 0 s, when the tailings dam instantaneously collapses, the potential energy
of tailings slurry is the highest and ready to be released. No particle moves and the kinetic
energy is zero (Figure 4a). At T = 0.24 s, the upper front part of the tailings falls, moves
forward and reaches the catch dam with a maximum velocity of 4.40 m/s (Figure 4b). At T
= 0.5 s, all the upper part of the tailings starts moving. The front line of the tailings flood
rushes away from the catch dam at a velocity of 3.31 m/s. Due to this high velocity and the
slope inclination of the catch dam’s upstream, the movement of the front line is upward,
almost parallel to the surface of the upstream slope (Figure 4c). At T = 0.76 s, more tailings
at the top start to move and the front line of the tailings flood continues rushing away
from the catch dam, but falling toward the floor. The maximum velocity of the front line is
3.92 m/s (Figure 4d). At T = 1.2 s, all the particles of tailings that can move have moved.
It is interesting to note that the tailings slurry near the upstream of the catch dam is not
only higher than the catch dam, but also higher than the remnants of the tailings pond.
This is probably due to the drag effects by the friction of the upper mobile particles and the
suction of front particles. In addition, it should be noted that a back flow of the tailings
slurry takes place at the toe of the catch dam’s downstream (Figure 4e). This back flow may
have a negative impact on the stability of the catch dam. At T = 2.5 s, the crest of the tailings
flood moves back toward the tailings pond (Figure 4f). This phenomenon is well-known as
sloshing [93,94]. Finally, one notes that the tailings particles near the rigid back walls of the
tailings pond always show delayed movement, probably due to the friction and viscosity
along the tailings–wall interfaces (see Figure 4b,c,f).

Figure 5 shows the variation of the tailings’ kinetic energy (Figure 5a) and impacting
force (Figure 5b) exerted by the tailings flood on the catch dam’s upstream slope surface
as a function of time since the breach onset of the tailings dam. One sees that the flow
characteristics of the tailings slurry can generally be divided into four stages:

• Stage 1: Initiation. This stage starts at the breach onset of the tailings dam at T = 0
s and ends at T = 0.38 s when the kinetic energy and impacting forces reach their
first peak values. Upon the breach of the tailings dam at T = 0 s, the front part of the
tailings tends to flow, driven by the potential energy. Once started, the movement of
the tailings particles accelerates upon their residual potential energy and the pushing
forces exercised by the upper and back particles. Subsequently, the kinetic energy
continuously increases with time. At T = 0.24 s, the front line of the tailings flood
reaches the toe of the catch dam. The upstream slope of the catch dam starts to receive
an impacting force. After then, the tailings slurry flows upward over the upstream
slope of the catch dam. A part of the kinetic energy has to be transferred into the
potential energy required to allow the rising of the tailings particles. This leads to a
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decreased pace in the increase of kinetic energy until a peak value at T = 0.38 s when
the impacting force also reaches its first peak value.

• Stage 2: Peak stage. This stage starts at T = 0.38 s when the kinetic energy and
impacting forces reach their first peak values, and ends at T = 0.76 s when the front line
of the tailings flow touches the floor. In this stage, the kinetic energy and impacting
force first exhibit a decrease from their peak values and then an increase until a second
peak value. At T = 0.50 s, the front of the tailings flow rises to the maximum height of
37 cm. At T = 0.76 s, the front line of the tailings flow touches the floor and the kinetic
energy starts to decrease. Despite their changes with time, the magnitudes of kinetic
energy and impacting force remain at relatively high levels.

• Stage 3: Ebb. This stage starts at T = 0.76 s when the kinetic energy starts to decrease,
and ends at T = 1.2 s when the crest of the tailings flood starts to retreat back toward
the tailings pond. During this stage, the kinetic energy continuously decreases while
the impacting force keeps almost constant.

• Stage 4: Sloshing. This stage starts from T = 1.2 s when the crest of the tailings flood
starts to retreat toward the tailings pond. In this stage, the crest of the tailings slurry can
first move back toward the tailings pond, and after, it can then move forward toward
the catch dam. This back-and-forth can take several rounds until an equilibrium is
reached. Despite these back-and-forth movements, the kinetic energy and impacting
forces decrease with time.

 

Resultant velocity (m/s)
5
4
3
2
1
0

Figure 4. Flow states of the tailings particles at (a) T = 0 s, (b) T = 24 s, (c) T = 0.5 s, (d) T = 0.76 s,
(e) T = 1.2 s, and (f) T = 2.5 s starting from the breach of the tailings dam; simulation with a catch
dam having an upstream slope angle of 30◦.

 

Figure 5. Evolution of (a) kinetic energy of tailings slurry and (b) impacting force in Y direction on
the catch dam.
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Additional simulations have been done to analyze the effects of the upstream slope
inclination angle of the catch dam on the kinetic energy and impacting forces. Figure 6
shows the flow states of the tailings particles when the catch dam’s upstream slope starts
to be more or less fully covered by the tailings slurry, with the inclination angle α varying
from 15◦ to 90◦. Firstly, one sees that the tailings flow rises smoothly along the slope when
the catch dam’s upstream slope has a small inclination angle. Backflow of the tailings front
and splashing are observed when the slope inclination becomes abrupt. Secondly, as the
distance between the front toe of the tailings and the catch dam’s downstream slope toe
is kept constant at 0.8 m (see Figure 3), the distance between the front toe of the tailings
and the catch dam’s upstream slope toe decreases as the inclination angle α decreases. The
tailings flow thus meets the catch dam and covers the upstream slope earlier with a smaller
inclination angle α. The catch dam can play its role of resistance earlier, largely reducing
the maximum value of velocity. From this point of view, it seems that the catch dam should
be constructed as close as possible to the tailings dam. However, when the catch dam with
an upstream slope of a very small inclination angle is very close to the tailings pond, a
greater quantity of tailings slurry may flow out over the catch dam. Another catch dam
along the downstream of the catch dam may be necessary. These results indicate that an
optimization process is necessary by considering the position, height, and upstream slope
inclination angle of the catch dam, as well as the volume of tailings slurry to be confined.

Figure 6. Flow states of the tailings particles when the catch dam’s upstream slope starts to be more
or less fully covered by tailings slurry, with the inclination angles α varying from 15◦ to 90◦: (a) 15◦;
(b) 30◦; (c) 45◦; (d) 60◦; (e) 75◦; (f) 90◦.

Figure 7a shows the impacting forces as a function of time for different values of α,
while Figure 7b presents the peak and trough values of the impacting forces as a function
of the upstream slope inclination angle α of the catch dam. One sees that the trends of
impacting force evolution for different inclination angle values are quite similar (Figure 7a).
For a given inclination angle α, the impacting force increases to a peak value rapidly after
the tailings flow reaches the catch dam. After then, the impacting force decreases to a
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minimum value. After a short stage of fluctuations accompanied with slight increases, the
impacting force dramatically decreases to a trough value (almost −400 N for the case of
α = 90◦) and sharply increases to almost the same level before falling. After then, another
wave of fluctuations can be observed, but the impacting force generally decreases toward
zero. It is interesting to note that these results have a certain similarity with those obtained
by the numerical modeling performed by Calvetti et al. [95] on the interaction between
the flow of dry granular material and rigid barriers. In the latter case, the impacting force
also increases with time until a peak value. After then, the impacting force decreases
almost monotonously with time, showing neither a second peak, nor a negative value. This
last behavior is a particularity belonging to the flow of tailings slurry associated with the
sloshing and possible suction.

 

Figure 7. The Y force exerted on the obstacle along the Y direction: (a) time-history of Y force under
different inclination angles of the obstacle; (b) peak and trough values of Y force as a function of
upstream slope inclination angle of catch dam.

By comparing the flow state of tailings and the impacting force evolution, one notes
that the impacting forces reach their maximum peak value when the catch dam’s upstream
slope is almost fully covered by the tailings flow, while the minimum trough value cor-
responds to the moment of backflow, which tends to pull the upstream slope by suction
toward the tailings pond. These results are important for the stability analyses of catch
dams. On the one hand, the impacting force should be kept as small as possible in order
to avoid pushing the catch dam away, but on the other hand, negative values should be
avoided because the upstream slope of the catch dam can be disintegrated by the pulling
forces if the catch dam is built with an uncemented or lowly cemented, cohesionless mate-
rial. The difference between the peak and trough values should also be minimized in order
to prevent a cycle loading on the catch dam’s upstream slope. From Figure 7b, one sees that
the smallest peak value of the impacting force and the smallest difference between the peak
and trough values of the impacting force are obtained when the inclination angle α is 30◦.
The largest peak value of the impacting force and the largest difference are observed when
the inclination angle α is 90◦. These results tend to indicate that the optimum inclination
angle α is 30◦, while the construction of the catch dam with a vertical upstream slope
represents the highest risk and should be avoided in terms of stability for the catch dam.

Figure 8a shows the evolution of kinetic energy for different upstream slope inclination
angles α. When the catch dam is absent (i.e., α = 0◦), the kinetic energy of the tailings flow
increases continuously and reaches a peak value of 256.5 J at T = 0.58 s, followed by a
gradual decrease due to the frictional resistances along the side walls and floor. These
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results are very important because they indicate that a catch dam should be built either
very close to or very far from the tailings pond. The worst design is to construct the catch
dam at a position where the kinetic energy reaches the maximum value and a very strong
catch dam is necessary.

 

Figure 8. Kinetic energy of tailings flow under different inclinations of obstacle. (a) Time-history of
kinetic energy; (b) first and second peak of kinetic energy.

From Figure 8a, one sees that two peak values in the kinetic energy can generally be
observed when a catch dam is constructed at the downstream of the tailings pond. They
can be designated as K1 for the first one and K2 for the second one. The first peak value K1
for the inclination angle α = 15◦ is smaller and arrives earlier than the other cases, probably
due to the shorter distance between the tailings downstream slope toe and the catch dam’s
upstream slope toe compared to the other cases. When the inclination angle α is larger than
45◦, the magnitude and arrival time of the first peak value K1 become insensitive to further
variation in the inclination angle α. However, the second peak value K2 arrives later and
becomes smaller as the inclination angle α increases from 45◦ to 90◦.

Figure 8b shows the variation of the two peak values (K1 and K2) as a function of
the inclination angle α. When α = 15◦, both K1 and K2 are small with a relatively large
difference between them. At α = 90◦, the value of K1 becomes the largest while the value
of K2 becomes the smallest (except in the case without a catch dam). This case should
be avoided in terms of the stability of the catch dam; this is consistent with the previous
analysis of the impacting force. At an inclination angle of α = 37.5◦, the magnitudes of
K1 and K2 become almost the same even though their values are relatively high. This
result is consistent again with the previous analysis of impacting forces as a function of the
inclination angle α. It seems that the optimal inclination angle α, in terms of the stability of
the catch dam, ranges from 30◦ to 37.5◦. It is interesting to note that waste rocks typically
have a repose angle of 37◦ [96]. This study tends to indicate that waste rocks can be the
ideal building materials to construct catch dams. However, detailed analyses should be
made in the design of catch dams because waste rocks and other cohesionless materials
cannot submit any negative (pulling) forces.

Figure 9 shows the state of the tailings flow at the arrival of the second peak value K2.
One sees that the front of the tailings flow is closer to the catch dam with a higher value of
the inclination angle α. Disastrous consequences can be expected if any infrastructures, lives,
and equipment are inside the range of the front line. From this figure, one also sees that
the delay of the arrival for K2 increases as the catch dam’s upstream slope becomes steeper.
This is further illustrated in Figure 10, which shows the variation of the arrival time for the
second peak value K2 as a function of the inclination angle α. When a tailings dam fails, the
most important thing is an early warning to the people located along the downstream of the
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tailings pond. From this perspective, a larger α seems to be better to intercept the tailings
flow and allows the people downstream to have more time for evacuation. However,
a steep upstream slope is not the favorite choice for the stability of catch dams. These
results show again the complexity in designing a catch dam. Optimization must be done
by considering the several influencing factors and possible consequences.

 

Figure 9. Tailings flow forms corresponding to the moment of K2 appearing: (a) 15◦; (b) 30◦; (c) 45◦;
(d) 60◦; (e) 75◦; (f) 90◦.

 

Figure 10. Arrival time of K2 as a function of slope inclination angle α.

4. Discussion

In practice, a breach of the tailings dam is usually accompanied with a release of a
large quantity of tailings slurry, which transforms into a mud flood and produces extremely
destructive consequences on the downstream personnel, infrastructures, and environment.
To prevent such undesirable consequences, catch dams can be constructed along the
downstream of tailings ponds. The catch dams need to be properly designed. This requires a
good understanding on the rheological behavior of the tailings slurry and on the mechanical
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responses of the catch dam upon the flooding of tailings slurry. To this end, a series of
numerical simulations were performed with LS-DYNA. The numerical results provide
some interesting insight on the interaction behavior between the tailings flow and catch
dams. The tailings flow can generally be characterized into four stages. Ideal distances
between the tailings pond and catch dam should exist. Optimal upstream slope angles
of the catch dam have been identified. These numerical results are thus very useful and
helpful for the design and construction of catch dams. However, one has to keep in mind
that these numerical results were obtained based on some specific case. The study involves
several limitations and should be considered as preliminary. Much more work is necessary.
For instance, the numerical model used in this study is very small due to the limitation of
available computing resources. More numerical simulations with large-dimension models
are necessary in the future to analyze the rheological behavior of tailings slurry and the
mechanical behavior of catch dams on a large scale.

In this study, the numerical simulations were realized by considering a tailings slurry
having a solids content by mass of 70%, a density of 1826.6 kg/m3, and a dynamic viscosity
of 0.43 Pa·s [92]. It is well-known that the viscosity and flow characteristics of a tailings
slurry depend largely on the solids content, as shown by Chen et al. [65]. More work is
necessary to analyze the influence of the solids content on the flow of the tailings slurry
and the impact forces on the downstream catch dams.

In practice, the quantity of overflow of the tailings slurry through the catch dam
and the maximum distance of the tailings flow, as well as the height of the tailing slurry
flood along the two side walls can be of great interest. These are closely related to the
height and volume of the tailings pond, the distance between the tailings pond and catch
dam, the geometry of the catch dam, and even the downstream topography (side wall
inclinations, floor inclination). More work is necessary to better understand the effects of
these influencing factors on the tailings flow’s characteristics and impact on catch dams in
the future.

Another limitation is associated with the simulations of a single catch dam. In practice,
the construction of one catch dam may be insufficient to stop the tailings flood, especially
when a tailings flood has already started and one has to construct several catch dams
somewhere along the downstream far from the tailings ponds [66]. More work is necessary
to consider several catch dams positioned at different distances.

Finally, one has to mention that the numerical models have been partly validated
against slump tests. Field or laboratory experimental work with tailings ponds and catch
dams is necessary to further validate or calibrate the numerical models.

5. Conclusions

In this work, the flow characteristics of a tailings slurry and its impact force on a
catch dam built downstream near the tailings pond after the breach of the tailings dam
were analyzed through numerical modeling with a SPH-FEM code, named LS-DYNA. The
applicability of the numerical code has been shown through a numerical reproduction of
a tailings slurry slump test reported in the literature. Despite the several limitations of
the numerical models, several conclusions can be drawn from the numerical modeling
performed in this study.

The flow characteristics of the tailings slurry can generally be divided into four stages:

• Stage 1, called “initiation”, tailings particles start to move and accelerate.
• Stage 2, called the “peak stage”, the kinetic energy and impacting force first exhibit a

decrease and then an increase until second peak values.
• Stage 3, called the “ebb”, the kinetic energy decreases and the crest of the tailings flood

retreats back toward the tailings pond.
• Stage 4, called “sloshing”, the crest of the tailings slurry can first move back toward

the tailings pond, and then forward toward the catch dam.

The first analysis shows that the catch dam should be constructed as close as possible
to the tailings pond to reduce the maximum velocity of the tailings flow. However, when
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the catch dam with an upstream slope of a very small inclination angle is too close to the
tailings pond, a greater quantity of tailings slurry may flow out over the catch dam. The
catch dam needs to be higher or the construction of a secondary catch dam is necessary.
Further analysis indicates that a catch dam should be built either very close to or very far
from the tailings pond. The worst design is to construct the catch dam at a position where
the kinetic energy reaches the maximum value where the construction of a very strong
catch dam is necessary.

The numerical results show that the impacting force can increase and decrease with
the fluctuations and back-and-forth motion of the tailings slurry flow. A positive and large
impacting force may have the effect to push the catch dam away, while a negative force may
pull particle material away on the upstream slope of the catch dam. A cycle loading on the
catch dam’s upstream slope is possible due to the difference between the peak and trough
values. From this point of view, the ideal inclination angle α is between 30◦ and 37.5◦,
while the construction of a catch dam with a vertical upstream slope should be avoided.
Waste rocks can be an ideal building material to construct catch dams. However, detailed
analyses should be made because waste rocks are cohesionless and cannot submit to any
negative (pulling) forces.

While the previous analyses focusing on the stability of catch dams indicate that the
abrupt upstream slope of catch dams should be avoided, the arrival time of peak kinetic
energy values tends to indicate that a larger value of α seems to be better to intercept the
tailings flow and allow the downstream people to have more time for evacuation. Opti-
mization must be done by considering the stability of the catch dam and evacuation time.

Author Contributions: S.Z.: conceptualization, numerical modeling, analysis, literature, and writing
and editing of the original draft. L.L.: project administration, methodology, supervision, and editing
of the original draft. All authors have read and agreed to the published version of the manuscript.

Funding: This work was financially supported by the China Scholarship Council (202006370203),
the Natural Sciences and Engineering Research Council of Canada (RGPIN-2018-06902, ALLRP-
566888-21), and industrial partners of the Research Institute on Mines and the Environment (RIME
UQAT-Polytechnique; http://rime-irme.ca/). The authors are grateful for their support.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data are contained within the article.

Acknowledgments: The authors gratefully acknowledge the financial support from the NSERC and
the industrial partners of the Research Institute on Mining and Environment (RIME). The first author
expresses her gratitude for the financial supports from the Central South University (CSU) and the
China Scholarship Council (CSC).

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A. Applicability of LS-DYNA to Simulate the Rheological Behavior of

Tailings Slurry

The slump test is widely used to assess the workability or fluidity of slurry or con-
crete [97,98]. Here, the slump test results of Gao [92] were used to test the applicability of
the numerical code LS-DYNA in simulating the rheological behavior of tailings slurry. The
slump tests were conducted by following ASTM C-143 with an Abraham cone 300 mm
high, 200 mm in the base diameter, and 100 mm in the top diameter. The tailings slurry
has a solids content by mass of 70%, a density of 1826.6 kg/m3, and a dynamic viscosity of
0.43 Pa·s.

Figure A1 shows the numerical model to simulate the slump test of Gao [92]. The
tailings slurry is treated as an incompressible fluid flow and represented by the material
model MAT_NULL and the equation of state *EOS_MURNAGHAN in LS-DYNA [81].
On Figure 3, one sees a meshless infinite rigid wall at the bottom to represent the ground
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surface to prevent vertical movement of the fluid passing through it. The friction coefficient
between the tailings slurry and the rigid wall is automatically set to be 0.466 [99]. As
the numerical model of SPH involves several model controlling parameters [100,101],
sensitivity analyses of these model controlling parameters are necessary to ensure stable
numerical results. In this study, the sensitivity analyses of model controlling parameters
led to a particle spacing of 4 mm (85,980 particles), a smoothing length factor of 1.20, a time
step scaling factor of 0.45, and an approximation theory of 15, respectively.

Figure A1. The numerical model of the slump test.

Figure A2 shows the variations of the shape and slump height of the tailings slurry
with time once the Abraham cone was removed by a lift, obtained by the numerical
modeling. As the tailings slurry has a good fluidity, the main slump occurs very quickly
within 0.42 s and reaches 273 mm. After then, a further slump becomes extremely slow,
with a final slump height of 276 mm. This value is quite close to the test results with a
slump height of 286 mm (with a relative error of 3.50%).

Figure A3 shows a comparison between the final shapes of laboratory test and numer-
ical modeling. Both are nearly circular. The base diameter of the slumped slurry can be
estimated to be around 350 mm in the photo, whereas the numerical modeling shows a
base diameter of 355 mm. The numerical model of LS-DYNA has been proved to be able to
simulate the rheological behavior of tailings slurry.

Figure A2. The numerical time-history of the slump.
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Figure A3. Final shape of the tailings slurry after the slump tests: (a) a photo of the laboratory test;
(b) numerical result (Z-coordinate corresponds to the thickness of tailings slurry in meters).

Appendix B. Sensitivity Analyses of SPH Simulations

In the numerical modeling with SPH, the numerical results can be affected by several
controlling model parameters. Particle approximation theory was set as FORM = 15 in this
study, according to the suggestion for fluid simulation in LS-DYNA user’s manual. Sensitivity
analyses of other controlling parameters are necessary to obtain their optimal values and
ensure stable numerical results. Figure A4 shows the sensitivity analyses of time step size,
the number of particles, and the smoothing length. One sees that the optimal number of SPH
particles is 343,000, while the optimal time step scale factor is 0.50. In case of the possible
numerical instability caused by a strong splash of the tailings flow, as in the case of declination
with 90 degrees, a value of 0.45 was taken for the time step scale factor. Regarding the
smoothing length scale factor, the default value of 1.2 was used because the numerical results
shown in the figure seemed to not be very sensitive to the variation of this value.

 

Figure A4. Convergence of average kinetic energy of tailings flow under different numerical parame-
ters. (a) Mesh independence; (b) time step scale factor; (c) smoothing length scale factor.
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Abstract: The compressibility of mining backfill governs its resistance to the closure of surrounding
rock mass, which should be well reflected in numerical modeling. In most numerical simulations
of backfill, the Mohr–Coulomb elasto-plastic model is used, but is constantly criticized for its poor
representativeness to the mechanical response of geomaterials. Finding an appropriate constitutive
model to better represent the compressibility of mining backfill is critical and necessary. In this paper,
Mohr–Coulomb elasto-plastic model, double-yield model, and Soft Soil model are briefly recalled.
Their applicability to describing the backfill compressibility is then assessed by comparing numer-
ical and experimental results of one-dimensional consolidation and consolidated drained triaxial
compression tests made on lowly cemented backfills available in the literature. The comparisons
show that the Soft Soil model can be used to properly describe the experimental results while the
application of the Mohr–Coulomb model and double-yield model shows poor description on the
compressibility of the backfill submitted to large and cycle loading. A further application of the
Soft Soil model to the case of a backfilled stope overlying a sill mat shows stress distributions close
to those obtained by applying the Mohr–Coulomb model when rock wall closure is absent. After
excavating the underlying stope, rock wall closure is generated and exercises compression on the
overlying backfill. Compared to the results obtained by applying the Soft Soil model, an application
of the Mohr–Coulomb model tends to overestimate the stresses in the backfill when the mine depth is
small and underestimate the stresses when the mine depth is large due to the poor description of fill
compressibility. The Soft Soil model is recommended to describe the compressibility of uncemented
or lightly cemented backfill with small cohesions under external compressions associated with rock
wall closure.

Keywords: mining backfill; compressibility; constitutive models; numerical modeling

1. Introduction

Backfill is being considered as an integral part of several underground mining methods.
It is used as working platform in overhand cut-and-fill mining method or for creating
safer working space in underhand cut-and-fill mining method. Using mine waste as
underground mining backfill helps to minimize the surface disposal of mine waste [1–4].
However, the main objective of backfilling the mined-out spaces is to effectively control the
rock wall closure and maintain the regional ground stability [5–9]. The compressibility of
backfill plays an important role in resisting the closure of surrounding rock walls associated
with adjacent extraction or/and creep behavior. Previous studies showed that a backfill
of low compressibility can carry significant stresses generated by walls convergence and
provide considerable support to surrounding rocks [6,10–13]. In underground mines,
especially with overhand cut-and-fill or open stoping methods, however, the commonly
used backfill is uncemented or has a low-cement content. The compressibility is large
under low compression state and decreases as the compression increases. Understanding
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and properly describing the compressibility of mining backfill is thus of specific interest
for mining industry to evaluate fill performance and stability of underground structures.

Numerical modeling provides an efficient and cost-effective method to study the
complex mechanical behavior of backfill. Nonetheless, the reliability and applicability of a
numerical model largely depends on the capability of applied constitutive model. There
are many constitutive models of geomaterial proposed in literatures with various levels
of complexity [14–17]. Until now, the Mohr–Coulomb elasto-plastic model is the most
used one to simulate the mining backfill due to the simplicity and clear physical meaning
of model parameters [18–25]. The justification of the Mohr–Coulomb model is usually
attributed to the good fit with the shear strength of backfill [26–30]. However, it is well-
known that the Mohr–Coulomb elasto-plastic model suffers from its linearly elasticity and
the neglect of volumetric yielding. In reality, geomaterial can have a nonlinear behavior
before yielding while a mining backfill can become denser upon a large compression
generated by wall closure. Given the restrictions of the Mohr–Coulomb elasto-plastic
model, it remains unknown which constitutive model should be applied to better represent
the compressibility of mining backfill.

There are few research studies devoted toward identifying a constitutive model ap-
plicable to describing the compressibility of mining backfill. Among these studies, Oliver
and Landriault [31] investigated the convergence resistance of backfill by simulating an
oedometer test of dense sand with the Mohr–Coulomb model and the strain-softening
model. Different values of Young’s modulus and Poisson’s ratio were applied. Results
show that numerical model remains elastic over the full strain range except when a very
small Poisson’s ratio is applied. The predicted compressive stresses obtained with the two
constitutive models are almost identical and significantly smaller than the experimental re-
sults. Clark [32] reproduced the non-linear stress–strain response of the dewatered tailings
backfill in uniaxial compression tests with a cap model in FLAC. The input parameters
for the cap model were obtained by applying the curve fitting on all the experimental
results. The good agreements between the numerical model and experimental results
do not mean that the calibrated numerical model can be used to correctly predict the
mechanical behavior of the backfill under an untested stress condition. Fourie et al. [33]
performed a finite element analysis by making use of the linearly elastic, Mohr–Coulomb,
Drucker-Prager, and modified Cam-Clay models to simulate a backfilled stope at depth
of 2000 m below the ground surface. The hanging wall convergence for the modified
Cam-Clay model was found to be 11% larger than the results obtained with the other three
models due to the plastic volumetric strain of backfill. The numerical results were not
further compared with physical test data. Lagger et al. [34] used the double-yield model in
FLAC3D to simulate the oedometer test of pea gravel as a filling material. The cap pressure
of the double-yield model was calibrated based on the experimental results in a stress
range of 0 to 6 MPa. Within this range, numerical results reasonably correlate with the test
data, but the comparisons for the higher load stage was not shown. Therefore, more works
are necessary to identify a suitable constitutive model to describe the compressibility of
mining backfill, particularly by analyzing its predictive capability and comparing with
physical results.

In this study, the Mohr–Coulomb elasto-plastic, double-yield, and Soft Soil models
were recalled. Their abilities to describe the compressibility of backfill were assessed by
comparing the numerical results obtained using FLAC3D with the experimental results
of one-dimensional consolidation and consolidated drained triaxial compression tests of
lowly cemented backfill available in the literature. Some unknown model parameters
were calibrated based on part of the experimental results, and the calibrated models were
applied to predict the other part of the experimental results. The identified model was then
benchmarked with the Mohr–Coulomb model in simulating a backfilled stope, overlying
a sill mat at different mine depths. The applicability of the identified model and the
significance of modeling fill compressibility will be shown and discussed. In addition,
validations of FLAC3D against analytical solutions of a cylinder hole in the linearly elastic
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and Mohr–Coulomb material and the sensitivity analyses of the numerical models are
provided in the Appendices A–C.

2. Commonly Used Constitutive Models in Geotechnical Engineering

For the sake of completeness, a few constitutive models commonly used in geotechni-
cal engineering, including the Mohr–Coulomb elasto-plastic, double-yield, and Soft Soil
models, are briefly recalled. Compression stresses are positive and tension is negative. All
strength parameters are in terms of effective stresses.

2.1. Mohr–Coulomb Elasto-Plastic Model

The Mohr–Coulomb elasto-plastic model considers a material as linearly elastic and
perfectly plastic once the stress state reaches a state of yield [35]. It is the most commonly
used constitutive model in modeling the mechanical behavior of mining backfill.

Figure 1 shows the envelope of the Mohr–Coulomb model in p–q space (Figure 1a)
and the typical stress–strain relation (Figure 1b). In the figure, φ and c are the friction angle
and cohesion, respectively; εq is the deviatoric strain; p and q are the mean and deviatoric
stresses, respectively, expressed as:

p =
(σ1 + σ2 + σ3)

3
(1)

q =

√
(σ1 − σ2)

2 + (σ2 − σ3)
2 + (σ3 − σ1)

2

2
(2)

where σ1, σ2, and σ3 are the major, intermediate and minor principal stresses, respectively.

(a) (b)
c

q

p

q

q

Figure 1. Schematic presentation of the Mohr–Coulomb elasto-plastic model: (a) yield surface in p–q
space; (b) stress–strain relationship.

The linear stress–strain relation in the elastic regime (below the envelope) is described
using a constant Young’s modulus E and Poisson’s ratio ν and assumed to follow Hooke’s
law. Once the stress state reaches the yield envelop defined by the Mohr–Coulomb criterion,
infinite plastic shear strain occurs under a constant load.

The stress–strain relation in the elastic regime is expressed as:

εx =
1
E
[
σx − ν

(
σy + σz

)]
(3)

εy =
1
E
[
σy − ν(σx + σz)

]
(4)

εz =
1
E
[
σz − ν

(
σx + σy

)]
(5)
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γxy =
2(1 + ν)

E
τxy, γyz =

2(1 + ν)

E
τyz, γxz =

2(1 + ν)

E
τxz (6)

where σx, σy, σz, τxy, τyz, τxz are the components of stress tensor; εx, εy, εz, γxy, γyz, γxz are
the components of the strain tensor.

The well-known Mohr–Coulomb criterion is expressed as follows, to relate shear
strength τ and the corresponding normal stress σ [36,37]:

τ = σ· tan φ + c (7)

or as follows, in terms of principal stresses:

(σ1 − σ3)

2
− (σ1 + σ3)

2
· sin φ − c· cos φ = 0 (8)

A 3D generalization of Equation (8) in terms of stress invariants is given as [38]:

q +

(
3 sin φ

sin θl · sin φ −√
3 cos θl

)
p +

(
3 cos φ

sin θl · sin φ −√
3 cos θl

)
c = 0 (9)

where θl is the Lode angle.
The Mohr–Coulomb criterion correlates well with the shear strength of backfill, but

tends to overestimate the tensile strength [39]. A tensile strength T smaller than that
calculated by applying the equation of Mohr–Coulomb, called tension cut-off and, thus,
usually applies for mining backfill. An associated or non-associated flow rule can be
applied by varying the value of dilation angle ψ to model the plastic volume change due to
shearing. The Mohr–Coulomb model does not capture the plastic volumetric strain under
isotropic compression.

2.2. Double-Yield Model

The double-yield model was built in FLAC [40], which involves shear and tensile
yield criteria of the Mohr–Coulomb model, and a volumetric yield surface. Its stress–strain
relation in the elastic region is described by Hooke’s law. Figure 2 illustrates the schematic
yield surface and stress–strain behavior of the double-yield model.

(a) (b)
c

q

ppc

q

q

Figure 2. Schematic presentation of the double-yield model: (a) yield surface in p–q space;
(b) stress–strain relationship.

The volumetric yield surface (or cap) of the double-yield model shown in Figure 2a is
independent on the deviatoric stress, and is defined as:

p − pc = 0 (10)
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where pc is the current cap pressure (or preconsolidation pressure).
The double-yield model has an associated volumetric flow rule and its hardening rule

relates to the plastic volumetric strain ε
p
v through a defined piecewise-linear function. The

prescribed piecewise-linear function is flexible, but needs to be calibrated based on the
results of physical tests. The bulk modulus K in the double-yield model is proportional to
the derivative of cap hardening function as:

K = R
dpc

dε
p
v

(11)

where R is a constant.
Equation (11) indicates that the elastic modulus of the double-yield model is depen-

dent on a piecewise-linear function of the cap pressure, which explains the varied slope
of the stress–strain curve in the elastic region, as shown in Figure 2b. Compared with
the Mohr–Coulomb model, the double-yield model involves a volumetric yield surface,
which enables accounting the plastic volumetric strain due to the mean stress. The double-
yield model has been adopted in some studies to simulate the mechanical performance of
considerably compressible backfill material [34,41].

2.3. Soft Soil Model

The Soft Soil model is an advanced Cam-Clay type model [14,42] based on the critical
state concept [43] and captures the irreversible void change accompanying the soil defor-
mation. Figure 3a shows the relation between the volumetric strain εv and mean stress p in
the Soft Soil model. It is postulated that εv linearly reduces with the increase of p along a
normal consolidation line (NCL) in the semi-logarithmic space. The NCL has a slope of λ*.
For unloading and reloading, εv varies following an elastic swelling line (SL) with a slope
of κ*. In the figure, p0 is a reference value of mean stress. εn

v is the reference volumetric
strain corresponding to (p0 + c·cotφ) on the NCL and εs

v is the reference volumetric strain
corresponding to (p0 + c·cotφ) on the SL. The equations for NCL and SL in the Soft Soil
model are given as:

εv = εn
v − λ∗· ln

(
p + c· cot φ

p0 + c· cot φ

)
(12)

εv = εs
v − κ∗· ln

(
p + c· cot φ

p0 + c· cot φ

)
(13)

(a)
p+cp +c

v

Figure 3. Cont.
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(b) (c)

Ms

pcc

q

p

q

q

Figure 3. Schematic presentation of the Soft Soil model: (a) logarithmic relation between the volumetric strain and mean
stress; (b) yield surface in p–q space; (c) stress–strain relationship.

Figure 3b,c show the yield surface and stress–strain relation of the Soft Soil model.
The yield surface consists of the envelope of the Mohr–Coulomb model and an elliptical
cap. The elliptical cap has an apex on a critical state line as shown in Figure 3b and its
formulation is expressed as:

q2

Ms2(p + c· cot φ)
+ (p − pc) = 0 (14)

where Ms is the slope of the critical state line in p–q space, which can be calculated based
on the flow rule of the modified Cam-Clay model [42,44] as:

Ms = 3

√√√√ (1 − K0)
2

(1 + 2K0)
2 +

(1 − K0)(1 − 2υ)
(

λ∗
κ∗ − 1

)
(1 + 2K0)(1 − 2υ) λ∗

κ∗ − (1 − K0)(1 + υ)
(15)

where K0 is the coefficient of earth pressure at-rest in normally consolidated condition.
The Soft Soil model employs an associated flow rule for the volumetric yield surface.

The hardening of the volumetric yield surface is attributed to the plastic volumetric strain
ε

p
v and is defined as:

dpc

dε
p
v
=

pc

λ∗ − κ∗ (16)

The elastic modulus in the Soft Soil model is mean stress-dependent expressed as:

K =
p + c· cot φ

κ∗ (17)

The Soft Soil model can be considered as a combination of the Mohr–Coulomb criterion
and the modified Cam-Clay model. The critical state line in the Soft Soil model controls the
shape of yield surface while the shear strength is defined by the Mohr–Coulomb envelope.
The Soft Soil model has been used in a few studies to analyze the compressibility of soft
clay [45,46], but has rarely been applied for mining backfill.

3. Comparisons between Numerical Models and Laboratory Tests

The applicability of constitutive models presented above to describing the compress-
ibility of mining backfill, is identified by modeling one-dimensional consolidation and
consolidated drained triaxial compression tests made on lowly cemented backfill available
in the literature using FLAC3D [40].
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3.1. Comparison with One-Dimensional Consolidation Tests

Pierce [26] conducted one-dimensional consolidation tests on Golden Giant paste
backfill. The backfill samples were made by mixing the tailings with 3% binder by weight
and cured for 28 days. Samples were casted in a rigid metal cylinder, which also acted
as a confining ring in the consolidation tests. The backfill samples have a diameter of
75 mm and a height of around 37.5 mm. The measured properties include a density
ρ of 2013 kg/m3, a porosity n of 49%, a cohesion c of 40 kPa and a friction angle φ of 41◦.
During the consolidation tests of Pierce [26], a porous stone was put under the cylinder
to allow drainage and a platen was placed on the top of the cylinder for the incremental
load. Figure 4 shows the physical model and the laboratory results of the applied stress–
compressive strain curve of one-dimensional consolidation tests conducted by Pierce [26].
The loading path has four stages, involving an increase from 0 to 4 kN in an increment of
0.5 kN, a decrease from 4 to 1 kN in an increment of 1 kN, an increase from 1 to 6 kN in an
increment of 1 kN, and an increase from 6 to 12 kN in an increment of 2 kN.

Figure 4. Physical model and stress–strain curve of one-dimensional consolidation tests on Golden
Giant paste backfill with a binder content of 3% and a curing time of 28 days conducted by Pierce [26].

Figure 5 shows a numerical model of a one-dimensional consolidation test constructed
with FLAC3D, which involves a backfill sample, a cylinder (cell) and a loading platen.
The platen is built to allow loading on a displacement boundary of the top surface. The
numerical model shown in Figure 5 has the identical dimensions as the physical model of
Pierce [26]. The mesh size of the numerical model is 3 mm based on the sensitivity analyses.
Both the cylinder and platen are modeled as linear elastic material with a Young’s modulus
of 200 GPa and a Poisson’s ratio of 0.3. The Mohr–Coulomb, double-yield, and Soft Soil
models are applied for the backfill sample to make comparisons. Interface elements are
applied between the cylinder and backfill. The normal and shear stiffness of the interface
are determined based on an equation recommended in the FLAC3D manual [40]. The
interface friction angle φi is taken as 2/3 of φ, while its cohesion ci is assumed equal to
c of backfill [47,48]. The displacements on the bottom of the model are restricted and
other boundaries are set free. The same loading path in Pierce [26] tests is applied in
the numerical simulations while the average normal displacement on the top of platen is
recorded to calculate the compressive strain for different applied stresses.
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Figure 5. A numerical model of one-dimensional consolidation tests built with FLAC3D.

In the numerical simulations, the Poisson’s ratio of backfill is related to its friction
angle through ν = (1 − sinφ)/(2 − sinφ) by considering a unique value of at-rest earth
pressure coefficient K0 [49,50].The tensile strength T of backfill is taken as 1/10 of its
uniaxial compressive strength (UCS) [39]. The initial value of void ratio eini is calculated
based on the measured porosity. However, some parameters remain unknown including K
and shear modulus G for the Mohr–Coulomb model, R and the piecewise-linear function
of pc for the double-yield model, λ*, κ*, and pc for the Soft Soil model. These parameters
are determined by calibrating the numerical results based on part of laboratory results
of Pierce [26] associated with the loading paths 1 and 2 as shown in Figure 4. Table 1
summarizes all parameters applied for different constitutive models. Numerical models
with the calibrated parameters are then called the calibrated models, which are further
applied to predict the other part of laboratory results associated with loading paths 3 and 4.

Table 1. Parameters of different constitutive models applied for backfill in numerical simulations of one-dimensional
consolidation tests with ρ = 2013 kg/m3, φi = 27◦, ci = 40 kPa.

Constitutive
Models

Parameters

Mohr-
Coulomb

K
(kPa)

G
(kPa)

φ
(◦)

c
(kPa)

ψ
(◦)

T
(kPa)

5388 3141 41 40 0 17.6

Double-
yield

Kmax
(GPa)

Gmax
(GPa)

φ
(◦)

c
(kPa)

ψ
(◦)

T
(kPa) R

50 29.2 41 40 0 17.6 24.1

Prescribed piecewise-linear function for cap (kPa) hardening in terms of ( ε
p
v, Pc)

(0, 0); (0.008, 12); (0.0094, 14.2); (0.0103, 15.5); (0.0119, 30.5); (0.0178, 69.59); (0.0181, 72); (0.0246, 87.5); (0.0273,
92.46); (0.0301, 97.5); (0.0336, 120); (0.0393, 144.71); (0.0449, 169.2); (0.0479, 187); (0.0492, 193.73); (0.0573, 237);

(0.0592, 246.89); (0.0611, 257); (0.0631, 285.97); (0.0689, 294.84); (0.0714, 310); (0.0741, 325); (0.0889, 455.85)

Soft Soil
ν

φ
(◦)

c
(kPa)

ψ
(◦) T (kPa) κ* λ* K0

pc
(kPa) eini

0.26 41 40 0 17.6 0.0052 0.051 0.34 127 0.961

Note: Kmax and Gmax denote the upper limits of the bulk and shear modulus. K and G for the Mohr–Coulomb model, R and piecewise-linear
function of pc for the double-yield model, λ*, κ*, and pc for the Soft Soil model are calibrated based on the experimental results.

Figure 6 shows the comparisons between the laboratory results of one-dimensional
consolidation tests reported by Pierce [26] and the numerical results by applying the
Mohr–Coulomb (Figure 6a), double-yield (Figure 6b), and Soft Soil (Figure 6c) models for
backfill. In Figure 6a, one sees the compressive strain of the Mohr–Coulomb model linearly
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increases as the applied stress increases. For the unloading stage, the stress–strain curve of
the Mohr–Coulomb model is almost parallel to that in the loading stage. The minor scatter
between the curves of loading and unloading is attributed to the yield of fill-wall interface.
However, the experimental strain shows nonlinear relation with the applied stress in the
test while only a small component of compressive strain is reversible at the unloading
stage. The poor agreement between numerical and laboratory results is explained as that
the Mohr–Coulomb model simulates a constant elastic modulus and does not capture the
volumetric yield of backfill.

(a) (b)

(c)

Figure 6. Comparisons between the experimental results of one-dimensional consolidation tests reported by Pierce [26]
and the numerical results by applying the (a) Mohr–Coulomb; (b) double-yield; and (c) Soft Soil models for backfill with
parameters in Table 1.

Figure 6b shows that the calibrated results of the double-yield model correlate well
with the laboratory results, but the predicted compressive strain steeply increases as
the applied stress further increases. It is because that the prescribed piecewise-linear
function of the cap pressure in the double-yield mode is calibrated, based on part of the
laboratory results. The prescribed function is flexible and can result in a good fit between
the numerical and test results. However, when the applied stress exceeds the range of
prescribed function, the double-yield model demonstrates infinite plastic volumetric strain
as shown in Figure 6b. The predictive capability of the double-yield model is thus limited
when the test data for calibration are insufficient. For the Soft Soil model, Figure 6c
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illustrates that both the described and predicted numerical results agree well with the
laboratory results. Minor difference between the described results of the Soft Soil model
and test results is seen when the applied stress is smaller than 230 kPa. This is because
that the cementation in the backfill increases its primary stiffness at a small stress level. As
the applied stress increases, the cement bond yields as shown by a drop of fill stiffness in
Figure 6c. The mechanical behavior of cemented backfill then approaches an uncemented
condition. In the Soft Soil models, the large primary stiffness caused by the cement bond
at the small stress level can be pseudo-simulated by using an overconsolidation state,
though their mechanisms are different. The Soft Soil model is thus deemed capable of
describing the compressibility of lightly cemented or uncemented backfill in a confined
compression condition.

3.2. Comparison with Consolidated Drained Triaxial Compression Tests

Rankine [28] conducted consolidated drained triaxial compression tests on Cannington
paste backfill. The backfill samples have a diameter of 38 mm, a height of 76 mm, a cement
content of 2%, a solid content of 74% by weight, and were cured for 28 days. The density
of backfill is 2091 kg/m3 and the porosity is 51.2%. Figure 7 shows the physical model
and deviatoric stress–strain curve of consolidated drained triaxial compression tests under
confining pressures of 100, 200, 500 kPa performed by Rankine [28].

Figure 7. Physical model and deviatoric stress–strain curve under different confining pressures of
consolidated drained compression triaxial tests on Cannington paste backfill, with a cement content
of 2% and a curing time of 28 days performed by Rankine [28].

Figure 8 illustrates a numerical model of backfill sample built with FLAC3D in simula-
tions of consolidated drained triaxial compression tests. The numerical model has same
sizes as the samples of Rankine [28], while the mesh size of the numerical model is 2 mm
based on the sensitivity analyses. The Mohr–Coulomb, double-yield, and Soft Soil models
are applied for backfill. The normal displacements on the bottom of the numerical model
are restricted. The initial state is modeled by applying the confining stress normal to the
surface of the sample after which the displacement is reset to zero. A normal velocity
of 1 × 10−7 m/step is then applied on the top surface to simulate the compression. The
normal stress and the axial displacement on the top surface of the numerical model are
recorded during the calculation.
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Figure 8. A numerical model of consolidated drained triaxial compression tests built with FLAC3D.

In the simulations, the Poisson’s ratio is related to the friction angle of backfill consid-
ering a unique value of the at-rest earth pressure coefficient K0. The ratio of tensile strength
T to UCS of backfill is taken as 0.41 according to the experimental results of Rankine [28].
eini is calculated as 1.05 based on the measured porosity. Calibrations based on the labora-
tory results under confining pressures of 100 and 200 kPa are performed to obtain some
unknown parameters involving c and φ, K and G for the Mohr–Coulomb model, R and the
piecewise-linear function of pc for the double-yield model, λ*, κ*, and pc for the Soft Soil
model. Table 2 shows material parameters used for numerical simulations. The calibrated
numerical models are then applied to predict the laboratory results of Rankine [28] under a
confining pressure of 500 kPa.

Table 2. Parameters of different constitutive models applied for backfill in numerical simulations of the consolidated
drained triaxial compression tests with ρ = 2091 kg/m3.

Constitutive
Models

Parameters

Mohr-
Coulomb

K
(kPa)

G
(kPa)

φ
(◦)

c
(kPa)

ψ
(◦)

T
(kPa)

2935 1203 32 14.73 0 21.8

Double-
yield

Kmax
(GPa)

Gmax
(GPa)

φ
(◦)

c
(kPa)

ψ
(◦)

T
(kPa) R

50 20.5 32 14.73 0 21.8 2

Prescribed piecewise-linear function for cap (kPa) hardening (εp
v, Pc)

(0, 0); (0.052, 50); (0.103, 100); (0.155, 150); (0.196, 190); (0.2, 200); (0.218, 250); (0.237, 300); (0.256, 350); (0.274,
400); (0.312, 500); (0.376, 670); (0.383, 690); (0.387, 700)

Soft Soil
ν

φ
(◦)

c
(kPa)

ψ
(◦)

T
(kPa) κ* λ* K0

pc
(kPa) eini

0.32 32 14.73 0 21.8 0.0078 0.135 0.47 50 1.05

Note: c and φ, K and G for the Mohr–Coulomb model, R and the piecewise-linear function of pc for the double-yield model, λ*, κ*, and pc
for the Soft Soil model are calibrated based on the experimental results.

Figure 9 shows the comparisons between the laboratory results of consolidated
drained triaxial compression tests conducted by Rankine [28] and numerical results under
different confining pressures by applying the Mohr–Coulomb (Figure 9a), double-yield
(Figure 9b), and Soft Soil (Figure 9c) models for backfill. Figure 9a illustrates that the
calibrated and predicted strength of the Mohr–Coulomb model are close to the laboratory
results. However, the elastic modulus of the Mohr–Coulomb model is constant while
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the stiffness of mining backfill increases as the confining pressure increases. The Mohr–
Coulomb model thus largely underestimates the stress magnitude at a given strain under a
confining pressure of 500 kPa. Meanwhile, it overestimates the strain at failure under a
confining pressure of 500 kPa by predicting a value of 38% while the experimental result
shows a value of 20%.

(a) (b)

(c)

Figure 9. Comparisons between the experimental results (dash lines with points) of consolidated drained triaxial compres-
sion tests reported by Rankine [28] and the numerical results (solid lines) under different confining pressures by applying
the (a) Mohr–Coulomb; (b) double-yield and (c) Soft Soil models for backfill with parameters in Table 2.

Figure 9b shows that the double-yield model can reasonably describe the laboratory
results for the confining pressures of 100 and 200 kPa. However, the predicted strength
and stiffness of the double-yield model under a confining pressure of 500 kPa are very
different from the experimental results. It is explained as that the infinite volumetric plastic
strain occurs once the applied stress exceeds the upper bond of prescribed piecewise-linear
function of the cap in the double-yield model. The predictive capability of the double-yield
model is thus limited. Figure 9c shows that the described and predicted results of the
Soft Soil model reasonably agree with the laboratory results. Based on the comparisons
between numerical results and laboratory tests, the Soft Soil model is identified superior
to the Mohr–Coulomb and the double-yield model in describing the compressibility of
mining backfill with slight cementation (or uncemented backfill). In order to further exhibit
the applicability of the Soft Soil model, it will be benchmarked with respect to the Mohr–
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Coulomb model in modeling a typical backfilled stope overlying a sill mat at different
mine depths.

4. Simulations of Backfilled Stope Overlying a Sill Mat

In underhand cut-and-fill mining, uncemented or lightly cemented backfill is used to
fill the mined-out upper stope overlying a sill mat. During the extraction of underlying
stope, the sill mat will act as an artificial roof, which makes the stress distribution within
the overlying backfilled stope significant for its stability. Sobhi and Li [11] analyzed this
problem with PLAXIS2D only using the Mohr–Coulomb constitutive model to simulate
the backfilled stope. The compressibility of backfill under the rock wall closure associated
underlying extraction was thus not properly considered by Sobhi and Li [11]. In this
section, the problem of a backfilled stope overlying a sill mat at different mine depths
D of 200 and 1000 m are numerically investigated with FLAC3D. Emphasis is placed on
the comparisons between numerical results predicted by applying the Mohr–Coulomb
and Soft Soil models. Figure 10 shows a physical model and a plane strain numerical
model (D = 200 m) of the problem. The symmetry plane (x = 0) is taken into account by
considering half of the model. The excavations have a width B of 6 m. The overlying stope
has a height H of 10 m and is filled with uncemented backfill. A gap of 0.5 m is left on the
top of the backfill to represent the poor contact between fill and stope roof. The sill mat has
a height Hs of 3 m, while the underlying stope is 13.5 m in height. The domain size of the
numerical model is a distance from the origin to the boundaries of the model. Based on
the sensitivity analyses, the numerical model is constructed with the optimal domain and
mesh sizes of 300 and 0.25 m.

(a) (b)

W

H

T

Figure 10. (a) Physical model and (b) numerical model built with FLAC3Dof an undercut below a sill
mat with overlying backfill.

The rock mass and sill mat obey the Mohr–Coulomb model while the overlying
backfill is modeled with different constitutive models. The rock mass is characterized
by unit weight γR = 27 kN/m3, Young’s modulus ER = 42 GPa, Poisson’s ratio νR = 0.25,
cohesion cR = 9.4 MPa, friction angle φR = 38◦, and dilation angle ψR = 0◦. The sill mat is
characterized by unit weight γs = 20 kN/m3, Young’s modulus Es = 1.5 GPa, Poisson’s ratio
νs = 0.3, cohesion cs = 5 MPa, friction angle φs = 35◦, and dilation angle ψs = 0◦. Table 3
provides the material parameters for the overlying uncemented backfill in which the same
parameters are applied in the Mohr–Coulomb and Soft Soil models, where possible. The
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shear strength parameters (i.e., ci and φi) of fill–rock interfaces are considered equal to
those of backfill by assuming rough rock walls.

Table 3. Parameters of the Mohr–Coulomb and Soft Soil models applied for overlying uncemented
backfill with unit weight γ = 18 kN/m3.

Constitutive
Models

Parameters

Mohr-
Coulomb

K
(MPa)

G
(MPa)

φ
(◦)

c
(kPa)

ψ
(◦)

T
(kPa)

250 115 35 0 0 0

Soft Soil
ν

φ
(◦)

c
(kPa)

ψ
(◦)

κ*
×10−3

λ*
×10−3

T
(kPa) K0

pc
(kPa) eini

0.3 35 0 0 0.2 1 0 0.43 1 0.9

In the numerical model, the displacement along the third direction (y-axis) is con-
strained to simulate a two-dimensional plane strain condition. The top boundary of the
numerical model is set free to simulate the ground surface while normal displacement
is restricted on the lateral boundaries. For the bottom boundary, the displacements are
constrained in all directions. Numerical simulations are conducted at mine depths D of 200
and 1000 m respectively. The lateral earth pressure coefficient Kr = 2 is employed by consid-
ering the typical stress regime of the Canadian Shield [51]. In numerical simulations, the
overlying stope is excavated after obtaining the initial equilibrium state. The displacement
is then reset to zero and overlying stope is sequentially backfilled with 1 m per layer. This
is followed by excavating the underlying stope in one step to expose the sill mat. Figure 11
shows the displacement distributions in the numerical model at each step as references
with the Soft Soil model at a mine depth of 200 m.

Figure 11. Distributions of the displacement with the Soft Soil model at a mine depth of 200 m
for different simulation steps of (a) excavating the overlying stope; (b) backfilling the mined-out
overlying stope; and (c) extracting the underlying stope.

Figure 12 shows the iso-contours of bulk modulus in the overlying backfill after
placement by applying different constitutive models. In the figure, one sees the bulk
modulus of the Mohr–Coulomb model is 250 MPa and is a constant independent on the
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stope height. The bulk modulus of the Soft Soil model around the middle height of the stope
is around 250 MPa, but its value moderately increases along the height of the backfilled
stope, because the elastic modulus of the Soft Soil model is mean stress dependent, as given
by Equation (17).

Figure 12. Distributions of the bulk modulus in overlying backfill after placement simulated with
the (a) Mohr–Coulomb and (b) Soft Soil models.

Figure 13 illustrates the variation of the vertical and horizontal stresses along the
vertical central line (VCL) of the overlying backfill before the excavation of underlying
stope. Results shown in Figure 13 are independent on different mine depths because the
backfill is placed after the rock wall displacement (i.e., delayed placement). In the figure,
one sees that both the vertical and horizontal stresses increase smoothly along the stope
height while the arching effect is evident by comparing with the overburden stresses. The
stress distributions in the backfilled stope prior to the underlying excavation by applying
the Mohr–Coulomb and Soft Soil models are almost identical. At the lower part of the stope,
the stress state of the Soft Soil model is slightly larger than that of the Mohr–Coulomb
model. The results shown in Figure 13 agree well with the results reported by Sobhi and
Li [11].

(a) (b)

Figure 13. Variation of the (a) vertical and (b) horizontal stresses along the VCL of overlying
backfilled stope before the underlying extraction.
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Figure 14 shows the variation of vertical and horizontal stresses along the VCL of
overlying backfill after excavating the underlying stope at a mine depth D = 200 m. Under
the influence of rock wall closure associated with the underlying extraction, the vertical
and horizontal stresses in the overlying backfill increase compared to the results shown in
Figure 13. However, the vertical and horizontal stresses of the Soft Soil model are smaller
than those of the Mohr–Coulomb model below the stope height of 2 m. The value of
vertical stress at the bottom of overlying backfill is 256 kPa for the Mohr–Coulomb model
and is 169 kPa for the Soft Soil model. The different results of two constitutive models are
explained as that the Soft Soil model simulates plastic volumetric strain of backfill under
the compression from rock walls. The backfill needs to be compacted with certain amount
of compressive strain before it can sustain large compressive stress. This feature is not
captured by the Mohr–Coulomb model, which can thus overestimate the stress state in
the overlying stope when the rock wall closure is small at a shallow mine depth. Since
the stability of sill mat largely depends on the stresses within the overlying backfill, using
the Mohr–Coulomb model may further cause an inaccurate estimation on the required
strength of sill mat.

(a) (b)

Figure 14. Variations of the (a) vertical and (b) horizontal stresses along the VCL of overlying backfill
after excavating the underlying stope at a mine depth of 200 m.

Figure 15 shows the variations of vertical and horizontal stresses along the VCL of
overlying backfill after the excavation of underlying stope at a mine depth D = 1000 m.
As the mine depth increases from 200 to 1000 m, the rock wall closure associated with
underlying excavation becomes larger which increases the vertical and horizontal stresses
within the overlying backfill. The stress distribution predicted by the Soft Soil model is
similar to that of the Mohr–Coulomb model above the stope height of 6 m as shown in
Figure 15. However, the stresses of the Soft Soil model rapidly increase as the stope height
increases. At the bottom of overlying backfill, the vertical and horizontal stresses of the
Soft Soil model reach 2.2 and 7.5 MPa, which are significantly larger than the values of
0.9 and 2.5 MPa as predicted by the Mohr–Coulomb model. The different results of two
constitutive models shown in Figure 15 are attributed to that the Soft Soil model accounts
the volumetric hardening and pressure-dependent behavior of backfill. With a significant
rock wall closure at a large mine depth, the mining backfill demonstrates large volumetric
plastic strain, during which it becomes harder with a large elastic modulus, resulting in an
increase in stresses generated by rock wall closure. The Mohr–Coulomb model does not
simulate the volumetric hardening of backfill, which, thus, underestimates the stresses in
backfilled stopes when the walls convergence is significant at a large mine depth.
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(a) (b)

Figure 15. Variation of the (a) vertical and (b) horizontal stresses along the VCL of overlying backfill
after excavating the underlying stope at a mine depth of 1000 m.

Numerical simulations have shown that the Mohr–Coulomb and the Soft Soil models
predict similar stress distributions in an isolated backfilled stope when the rock wall closure
is absent. However, the stresses within backfill simulated with two constitutive models
can be different when closure of surround rock walls is applied. In this condition, the
commonly used Mohr–Coulomb model can under- or overestimate the stresses due to
the neglect of volumetric yield and pressure-dependent behavior of backfill. The Soft Soil
model is deemed more applicable to simulating uncemented or lightly cemented backfill
when its compressibility or closure resistance is a dominant factor.

5. Discussion

By comparing the numerical results against the experimental results of one-dimensional
consolidation and consolidated drained triaxial compression tests, the Soft Soil model is
identified as capable of describing the compressibility of mining backfill. Nonetheless,
the Soft Soil model should not be applied for backfill with a very large cohesion. This is
partially because that its elliptical yield surface crosses the p-axis at a value of c·cotφ on
the left side and has an apex on the critical state line as shown in Figure 3b. It implies that
the lower bond of preconsolidation pressure in the Soft Soil model is determined by the
value of cohesion. When a large cohesion is applied, the backfill modeled with the Soft
Soil model is over-consolidated with a significant preconsolidation pressure, which can
be unrealistic in some conditions. Another reason is that the slope of the critical state line
(Equation (15)) in the Soft Soil model is calculated based on the flow rule of the modified
Cam-Clay model, which considers a nil cohesion [42,44].Therefore, the Soft Soil model is
deemed applicable to modeling the uncemented or lightly cemented backfill with a small
(or nil) cohesion value.

For cemented backfill, cementation increases its primary stiffness at low stress con-
dition by binding together fill particles. Experimental results show that the cement bond
can yield as the applied stress increases after which the mechanical behavior of cemented
backfill approaches an uncemented condition [26,52]. The results in Figure 6c show that
the effect of cementation on fill stiffness at low stress levels can be pseudo-simulated using
an over-consolidated state in the Soft Soil model. However, one should note that the
mechanisms of cementation and overconsolidation are different. More effort is needed to
investigate the effect of cement content and curing time on the compressibility of mining
backfill and incorporate it in a constitutive model [52–54].
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In numerical simulations, the Poisson’s ratio of backfill relates to the friction angle
as ν = (1 − sinφ)/(2 − sinφ), which is based on a unique value of at-rest earth pressure
coefficient K0 [49,50]. Such equation is practical in numerical modeling with an elastoplastic
model. Previous studies have proposed several forms of empirical equation to define
the relationship between ν and φ [55,56]. More works are needed to investigate this
aspect based on experimental results. Meanwhile, since the stress–strain curve of soil-like
material is highly nonlinear, how to determine the Poisson’s ratio of backfill based on
the experimental results for numerical modeling is a problem, and needs to be studied in
future works.

The Soft Soil model postulates a perfectly plastic behavior when the stress state reaches
the Mohr–Coulomb yield line. The post-peak behavior of backfill is affected by the cement
content and confining pressure level [27,29]. Experimental results show that mining backfill
with large cement content demonstrates strain softening under small confining pressures
at the post-peak stage. The large confining pressure can also result in a strain hardening
behavior of mining backfill. The post-peak behavior of backfill is not analyzed in this study.

This study focusses on modeling the compressibility of backfill in the long-term
condition while the pore water pressure is not considered. More effort is thus necessary to
evaluate the hydraulic conductivity and the effects of pore water pressure and drainage
condition on the compressibility of backfill in the short-term condition [57–59].

The simulations of a backfilled stope overlying a sill mat indicate the applicability
of Soft Soil model and the significance of modeling fill compressibility. The commonly
used Mohr–Coulomb model tends to under- or overestimate the stress states in a backfilled
stope when the walls closure is applied due to the poor description of the fill compress-
ibility. Although the capability of the Soft Soil model has been tested against some con-
solidation and triaxial tests, field measurements are still needed when available to make
further verifications.

6. Conclusions

The Mohr–Coulomb elasto-plastic, double-yield, and Soft Soil constitutive models are
recalled and evaluated for the applicability to describing the compressibility of mining
backfill. Numerical results with different constitutive models in FLAC3D are compared
with one-dimensional consolidation and consolidated drained triaxial compression tests
made on lowly cemented backfill available in the literature. Part of the experimental results
is used to calibrate some model parameters and the calibrated models are applied to predict
the other part of the test results. Based on the comparisons, the Soft Soil model shows
the satisfactory description of the experimental results while its prediction is also quite
good. The prevalently used Mohr–Coulomb model demonstrates poor correlations with
the experimental results due to the neglect of volumetric yield and pressure-dependent
behavior of backfill. The double-yield model accurately describes the experimental results
based on the calibration, but its predictive capability is limited when the test results
are insufficient.

The comparisons between Soft Soil and Mohr–Coulomb models in simulating a back-
filled stope overlying a sill mat at different mine depths show similar stress distributions
when rock wall closure is absent. However, when the rock wall closure associated with
the underlying extraction is applied, application of the Soft Soil model shows that the
Mohr–Coulomb model tends to overestimate the stresses in backfill at a shallow mine depth
and underestimate the stresses at a large mine depth due to the poor description of the fill
compressibility. The Soft Soil model is recommended to describe the compressibility of
uncemented or lightly cemented backfill with small cohesions under external compressions
associated with rock wall closure.
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List of Symbols

a radius of the hole
B width
c cohesion
ci interface cohesion
cR cohesion of rock mass
cs cohesion of sill mat
D mine depth
E Young’s modulus
eini initial value of void ratio
ER Young’s modulus of rock mass
Es Young’s modulus of sill mat
G shear modulus
Gmax upper limit of shear modulus
H height
Hs height of sill mat
K bulk modulus
K0 coefficient of earth pressure at-rest
Kmax upper limit of bulk modulus
Kr lateral earth pressure coefficient
Ms slope of critical state line
n porosity
p mean stress
p0 reference mean stress
pc cap pressure
P0 isotropic in-situ stress
Pin internal pressure
q deviatoric stress
R constant
R0 radius of yield zone around hole
T tensile strength
εq deviatoric strain
εv volumetric strain
ε

p
v plastic volumetric strain

εn
v reference volumetric strain on normal consolidation line

εs
v reference volumetric swelling line

εx, εy, εz components of normal strain
γxy, γyz, γxz components of shear strain
σ normal stress
σ1 major principal stress
σ2 intermediate principal stress
σ3 minor principal stress
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σr radial stress
σθ tangential stress
σz normal stress along third direction
σre radial stress at the elastic-plastic interface
σx, σy, σz components of normal stress
σ∞

x , σ∞
y , σ∞

z normal stress components of in-situ stress field
τ shear strength
τrθ , τθz, τzr shear stresses around cylinder hole
τxy, τyz, τxz components of shear stress
τ∞

xy, τ∞
xz, τ∞

yz , shear stress components of in-situ stress field
r, θ cylindrical coordinates
U, V, W components of displacement
ν Poisson’s ratio
νR Poisson’s ratio of rock mass
νs Poisson’s ratio of sill mat
φ friction angle
φi interface friction angle
φR friction angle of rock mass
φs friction angle of sill mat
ρ density
ψ dilation angle
ψR dilation angle of rock mass
ψs dilation angle of sill mat
λ* slope of normal consolidation line
κ* slope of swelling line
θl lode angle
γ unit weight
γR unit weight of rock mass
γs unit weight of sill mat

Appendix A Validation of FLAC3D against Analytical Solutions of Stresses and

Displacements around a Cylinder Hole in the Linearly Elastic Material

FLAC3D can be validated against analytical solutions of stresses and displacements
around an infinite cylinder hole in the infinite linearly elastic material. The problem can
be analyzed in a plane strain condition. The physical model of this problem is shown in
Figure A1. The origin locates at the central point of the model. In the figure, a is the radius
of the hole. Domain size is the distance from the hole to the model boundary. r and θ
are the cylindrical coordinates. The model is characterized by Young’s modulus E and
Poisson’s ratio ν.

a x

y

r

V U
W

z

Figure A1. Physical plane strain model of a cylinder hole in an infinite linearly elastic material.
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When the infinite hole is subject to a stress field composed of σ∞
x , σ∞

y , σ∞
z , τ∞

xy, τ∞
xz, τ∞

yz ,
the analytical solutions for stresses around the hole are given as [60,61]:
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σ∞
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y
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)
sin 2θ (A1)
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2

(
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r2

)
− σ∞
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y

2

(
1 + 3

a4

r4

)
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xy

(
1 + 3
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r4

)
sin 2θ (A2)

σz = −2ν
(

σ∞
x − σ∞

y

) a2

r2 cos 2θ − 4ντ∞
xy

a2

r2 sin 2θ + σ∞
z (A3)

τrθ = −σ∞
x − σ∞

y

2

(
1 − 3

a4

r4 + 2
a2

r2

)
sin 2θ + τ∞

xy

(
1 − 3

a4

r4 + 2
a2

r2

)
cos 2θ (A4)

τθz =
(
−τ∞

xz sin θ + τ∞
yz cos θ

)(
1 +

a2

r2

)
(A5)

τzr =
(

τ∞
xz cos θ + τ∞

yz sin θ
)(

1 − a2

r2

)
(A6)

where σr is the radial stress; σθ is the tangential stress; σz is the normal stress along third
direction (z-axis); τrθ , τθz, and τzr are the shear stresses around infinite cylinder hole based
on cylindrical coordinates.

The analytical solutions for displacements around the infinite cylinder hole were given
by Li [62], as follows:

U =
1
E

{
σ∞

x + σ∞
y

2
(1 + ν) +

[
−(1 + ν)

a2

r2 + 4
(

1 − ν2
)](σ∞

x − σ∞
y

2
cos 2θ + τ∞

xy sin 2θ

)}
a2

r
(A7)

V = − (1 + ν)

E

[
a2

r2 + 2(1 − 2ν)

](
σ∞

x − σ∞
y

2
sin 2θ − τ∞

xy cos 2θ

)
a2

r
(A8)

W =
2(1 + ν)

E

(
τ∞

xz cos θ + τ∞
yz sin θ

) a2

r
(A9)

where U, V, and W are the components of displacement in the directions of r, θ, and z (third
direction), respectively.

Figure A2 shows the corresponding plane strain numerical model built with FLAC3D.
In the numerical model, hole radius a = 1 m, E = 10 GPa, ν = 0.25. The applied stress
components include σ∞

x = 15 MPa, σ∞
y = 10 MPa, and τ∞

xy = 3 MPa. The displacement along
the third direction (z-axis) is restricted. In order to ensure stable numerical results, the
domain size and mesh size of the numerical model need to be determined based on the
sensitivity analyses.

Figure A2. Plane strain numerical model of a cylinder hole in an infinite linearly elastic material built
with FLAC3D.
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The numerical results of radial displacement and tangential stress are obtained at
point M in Figure A2. Figure A3 shows the variations of radial displacement and tangential
stress at point M as functions of the domain size. The variation of numerical results reduces
as the domain size increases from 1 to 20 m, and become stable when the domain size is
larger than 10 m. Therefore, the optimal domain size is determined as 12 m that is 6 times
the size of the hole.

(a) (b)

Figure A3. Variations of (a) radial displacement and (b) tangential stress at point M as functions of
domain size.

Figure A4 shows the variations of radial displacement and tangential stress at point
M as functions of mesh size. The mesh size ranges from 1 to 0.01 m. The numerical results
become stable when the mesh size is smaller than 0.1 m. Further reduction of the mesh
size will not greatly change the results. Therefore, the optimal mesh size is determined as
0.05 m to ensure stable results.

(a) (b)

Figure A4. Variations of (a) radial displacement and (b) tangential stress at point M as functions of
mesh size.

Numerical simulations are then conducted by using the optimal domain and mesh
sizes. Figure A5 shows the comparisons between the numerical results of σr, σθ , τrθ , U, V
long x-axis with the analytical solutions. The good correlations between the numerical and
analytical results validate the FLAC3D.
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(a) (b)

(c) (d)

(e)
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Figure A5. Comparisons between the numerical results and the analytical results of (a) σr, (b) σθ ,
(c) τrθ , (d) V, (e) U long x-axis around a cylinder hole in the linearly elastic material.

Appendix B Validation of FLAC3D against Analytical Solutions of Stresses and

Displacements around a Cylinder Hole in the Mohr–Coulomb Material

FLAC3D can be further validated against analytical solutions of stresses and dis-
placements around an infinite cylinder hole in the infinite Mohr–Coulomb (MC) material.
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Figure A6 shows the plane strain physical model of the problem subject to the isotropic
in-situ stress P0. The origin is on the central point of the hole. Due to axial symmetry, only
one-quarter of the model is considered. In Figure A6, a is the radius of the hole. The model
is characterized by Young’s modulus E, Poisson’s ratio ν, cohesion c, friction angle φ, and
dilation angle ψ.

Figure A6. Physical plane strain model of a cylinder hole in an infinite MC material.

According to Salencon’s analytical solutions [63], the radius of yield zone R0 around
the cylinder hole can be calculated as:

R0 = a

(
2

Kp + 1

P0 +
qMC

Kp−1

Pin +
qMC

Kp−1

)1/(Kp−1)

(A10)

where Pin is the internal pressure; qMC = 2c·tan (45◦ + φ/2); Kp = (1 + sinφ)/(1 − sinφ).
The radial stress σr, tangential stress σθ , and radial displacement U in the elastic zone

are given as:

σr = P0 − (P0 − σre)

(
R0

r

)2
(A11)

σθ = P0 + (P0 − σre)

(
R0

r

)2
(A12)

U =
R0

2

2G

(
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Kp + 1

)
1
r

(A13)

where σre is the radial stress at the elastic-plastic interface and is given as:

σre =
1

Kp + 1
(2P0 − qMC) (A14)

The stresses and radial displacement in the plastic zone are given as:
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(A17)
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where Kψ = (1 + sinψ)/(1 − sinψ).
Figure A7 shows the plane strain numerical model built with FLAC3D. In the numeri-

cal model, hole radius a = 1 m, P0 = 10 MPa. The MC material is characterized by E = 10
GPa, ν = 0.25, c = 1 MPa, φ = 35◦, ψ = 0◦. The displacement along the third direction (z-axis)
is restricted. Normal displacement on the left boundary and the bottom are prohibited to
simulate symmetric planes. Sensitivity analyses are then performed to determine optimal
domain and mesh sizes to ensure stable numerical results.

Figure A7. Plane strain numerical model of a cylinder hole in an infinite MC material built with
FLAC3D.

The numerical results of radial displacement and tangential stress are obtained at
point M in Figure A7. Figure A8 shows the variations of radial displacement and tangential
stress at point M as functions of domain size ranging from 1 to 30 m. The numerical results
become stable when the domain size is larger than 12 m. To be conservative, the optimal
domain size is determined as 20 m.

(a) (b)

Figure A8. Variations of (a) radial displacement and (b) tangential stress at point M as functions of
domain size.

Figure A9 shows the variations of radial displacement and tangential stress at point
M as functions of mesh size. As the mesh size reduces from 1 to 0.005 m, the variation
of numerical results decreases. The numerical results become stable when the mesh size
reduces to 0.03 mm. Further reduction of the mesh size will not greatly affect the results.
Therefore, the optimal mesh size is determined as 0.02 m to ensure stable results.
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(a) (b)

Figure A9. Variations of (a) radial displacement and (b) tangential stress at point M as functions of
mesh size.

The optimal domain and mesh sizes are then used to conduct numerical simulations of
the problem. Figure A10 shows the comparisons between the numerical results of stresses
and radial displacement long x-axis with the analytical solutions. The good agreements
between the numerical and analytical results indicate that the FLAC3D is validated.

(a) (b)

r

3Dr

r

r

3D

Figure A10. Comparisons between the numerical results and the analytical results of (a) σr and σθ ,
(b) U along x-axis around a cylinder hole in the MC material.

Appendix C Sensitivity Analyses of Domain and Mesh Sizes in the Numerical

Simulations

Sensitivity analyses are conducted to determine the optimal mesh size for the numeri-
cal models of consolidation and triaxial tests in this study. For the numerical model of a
backfilled stope overlying a sill mat, both optimal domain and mesh sizes are determined
based on the sensitivity analyses.

For the one-dimensional consolidation simulation, the physical and numerical mod-
els are illustrated in Figures 4 and 5. The material parameters are provided in Table 1.
Figure A11 shows the variation of compressive strain under an applied stress of 500 kPa
with different constitutive models as a function of the mesh size. The values of mesh sizes
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vary between 20 and 2 mm. The numerical results are considered stable when the mesh
size is smaller than 5 mm.

Figure A11. Variation of compressive strain under an applied stress of 500 kPa in one-dimensional
consolidation simulations as functions of the mesh size.

For the numerical simulations of consolidated drained triaxial compression tests, the
physical and numerical models are shown in Figures 7 and 8, while the material parameters
are provided in Table 2. Figure A12 shows the variation of axial stress under an axial strain
of 5% and a confining pressure of 200 kPa with different constitutive models as functions of
the mesh size. The values of the mesh sizes range from 10 to 1 mm. The numerical results
are considered stable when the mesh size reduces to 3 mm.

Figure A12. Variation of axial stress under an axial strain of 5% and a confining pressure of 200 kPa
in triaxial compression simulations as functions of the mesh size.

For the numerical model of a backfilled stope overlying a sill mat shown in Figure 10b,
Mohr–Coulomb model is applied for backfill to conduct the sensitivity analyses at a mine
depth of 1000 m. The material parameters are provided in Table 3. In the sensitivity
analyses, two indicators are analyzed for different domains and mesh sizes. One is the
total displacement of surrounding rock mass at Point A in Figure 10b (one corner of sill
mat) after extracting the overlying stope. The other indicator is the horizontal stress after
excavating the underlying stope at Point B in Figure 10b, which is at the middle height on
the VCL of backfill. Figure A13 shows the variation of total displacement at Point A and
horizontal stress at Point B as functions of domain sizes ranging from 35 to 550 m. The
numerical results become stable when the domain size is larger than 200 m.
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(a) (b)

Figure A13. Variation of (a) total displacement at Point A after extracting the overlying stope and
(b) vertical stress at Point B after excavating the underlying stope as functions of domain size.

Figure A14 shows the variation of total displacement at Point A and horizontal stress
at Point B as functions of the mesh size, which ranges from 5 to 0.1 m. The numerical
results become stable when the mesh size reduces to 0.5 m.

(a) (b)

Figure A14. Variation of (a) total displacement at Point A after extracting the overlying stope and
(b) horizontal stress at Point B after excavating the underlying stope as functions of the mesh size.
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Abstract: To study the influence of filling step and advancing distance on the deformation and failure
of a working face floor, a mechanical model based on elastic foundation beam theory is established.
The deflection and bending moment curves of the floor under different filling steps and advancing
distance are obtained by Maple. Then, a fluid–solid coupling model of paste-filling mining on
confined water is established by FLAC3D. The effects of different filling steps and advancing distance
on the floor displacement, stress, and plastic zone of the floor are analyzed. The results show that
there is a “concave” quadratic relationship between the filling step and the maximum displacement
of the floor, and there is a “convex” quadratic relationship between the advancing distance and the
maximum displacement of the floor. The maximum stress of the floor increases linearly with the
increase in filling distance and tends to be stable with the increase in advancing distance. Moreover,
the increase in filling steps will lead to the continuous increase in longitudinal failure. This study
could guide paste-filling mining above confined water.

Keywords: confined water; paste filling mining; filling step; advancing distance; floor failure

1. Introduction

With the extension of the mining depth of coal resources in China, water inrush from
the coal mine floor is becoming more serious [1]. In this case, the problem of safe mining
above confined water needs to be solved urgently [2]. Therefore, relevant researchers
have carried out a series of studies on the failure characteristics and laws of the floor on
confined water [3,4]. The “Key layer theory” is proposed, and then, the water inrush
criterion of stope floor is established [5]. The theory of “original rock tension fracture” and
“zero failure” further analyzes the maximum failure depth of the mining floor [6,7]. The
theory of “strong seepage channel” shows that whether water inrush occurs in the floor is
based on the water inrush channel [8,9]. The “rock water stress relationship” means that
the water inrush was the result of the joint action of rock, water, and stress [10,11]. The
“dominant surface” theory of water inrush shows that the coal-bearing stratum is the key to
control floor stability [12–16]. In another aspect, with the accelerated development of urban
underground resources and the massive construction of traffic engineering over the world,
more traffic tunnels and underground engineering have been built with the characteristic
of high water pressure alongside complex geological structures such as fault fracture zones,
water inrush areas, weak rock mass status, etc. Facing these challenges, many scholars
have conducted a considerable amount of research on reducing economic losses, injuries,
and deaths and have obtained abundant and beneficial research results [17–21].

The parameters affecting the floor stability of paste-filling face mainly include filling
strength, filling rate, filling step, etc. Relevant researchers have conducted a series of
studies on the floor failure of paste filling on confined water [22–26]. Some researchers have
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analyzed the influencing factors of floor failure in paste-filling face from the perspective
of filling strength and filling rate [27,28]. Many researchers analyzed the relationship
between floor failure depth and mining height [29–31]. Previous studies have established
the evaluation formula of paste-filling floor and the relationship between safety factor and
filling parameters [32,33]. However, the effects of filling step, advancing distance, and floor
failure on floor stability have not been studied thoroughly.

Therefore, taking the paste-filling mining project on confined water in the 11,607 areas
of the working face of the Daizhuang coal mine as the background, this paper focuses on
analyzing the deformation characteristics and failure of the floor under different filling
steps and advancing distance. The research results will help to understand the mine floor
water prevention. It is also the development and supplement of filling mining theory.

2. Project Overview

The Daizhuang coal mine is located in the north of the Jining coalfield. According to
the characteristics of the water inrush properties in different areas of 1160 mining areas, the
mine puts forward a regional paste-filling mining scheme to solve the problem. The paste-
filling mining method is adopted. Generally, solid wastes such as gangue and construction
waste are processed and crushed, mixed with cement and water, stirred into paste slurry
without critical flow rate and bleeding, and then transported to the filling site by self-weight
or pump pressure. In this project, the water and solid content of fill material are about
20% and 80%, respectively. The particle size distribution curve of fill materials is given in
Figure 1.

The average buried depth of the 11,607 areas of the working face is 543 m. No. 16 coal
is mainly mined. The average thickness of the coal seam is 2 m, and the average inclination
angle is 7◦. The aquifers have a great impact on its mining, which includes 13th ash and
Ordovician ash. The upper boundary of the 13th ash aquifer is 24 m away from the coal
seam floor, and the upper boundary of the Ordovician ash aquifer is 53 m away from the
coal seam floor. These two aquifers constitute the direct and indirect water-filled aquifers
of No. 16 coal floors. Table 1 shows the lithologic characteristics of the roof and floor and
hydrological characteristics of the floor aquifer around No. 16 coal.

    

Figure 1. The distribution of the particles of filling materials.
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Table 1. Characteristics of rock strata around No. 16 coal seam.

Roof and Floor Name Rock Properties
Platts Hardness

Coefficient
Thickness/m Lithological Characteristics

Basic roof Fine-grained
sandstone–siltstone 4.4–8.2 10

Gray, thin-medium-thick layered,
mainly sandstone, containing mica

fragments, small cross bedding, and
parallel bedding.

Direct roof Limestone 14.0–15.9 5.3

Gray, gray–brown, partially muddy,
with gentle bedding, well-developed

fissures, broken core in the upper
part, and more crinoid stems and

fossils in the lower part.

Direct floor Mudstone 3.8–4.0 0.4 Gray, clumpy, jagged fracture, with
plant root fossils.

Basic floor Limestone 6.0–7.8 0.5

Gray–brown, containing fossils of
the family sidaidae, with cracks

developed, filled with calcite,
and argillaceous.

Thirteen ash Distance from coal
seam floor 24 m 0.32–0.48 4.03 m

There is a mudstone interlayer
locally, unit water flow

q = 0.0001–0.180 L/s·m, Permeability
coefficient K = 0.29–0.35 m/d, water

quality type is SO4-Ca(Mg) type,
salinity 0.760–2.496 g/L.

Ordovician limestone Distance from coal
seam floor 53 m 0.13 46.1 m

The unit water flow
q = 0.0161–3.098 L/s·m, the

permeability coefficient
K = 0.289–2.476 m/d, the water

quality type is SO4·HCO3–Ca(Mg)
type, and the salinity

is 1.18–2.97 g/L.

3. Theoretical Analysis

In this part, the elastic foundation beam theory is applied to calculate the bending
deformation of the floor. Due to the length of the floor along the strike direction of
the filling working face being much greater than the span in the inclined direction, it is
approximately considered that the deformation of the floor is close and continuous. The
floor and waterproof layer can be simplified as a mechanical analysis model of the elastic
foundation beam. According to the actual situation, the corresponding pressure is applied
to the floor, and the stress state of the floor under different filling steps and advance distance
is simulated. The deflection and bending moment curve equation of the floor on the filling
surface is established, and then, the relationship of the filling step, advance distance, the
deformation, and failure of the floor is analyzed.

According to the coordinate system established in Figure 2, the deflection equa-
tion of the floor is analyzed step by step, in which q1 is the superimposed pressure
of confined water, q2 is the deadweight pressure of a waterproof layer, q3 is the self-
weight pressure of the filling body, q4 is the deadweight pressure of the coal body and,
q6, q7, q8, q9, q10, q11, and q12 represent the overlying pressure of the corresponding section
floor, respectively.
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Figure 2. Analysis model of overburden state and floor stress of paste-filling face.

(1) For LM segment analysis:

EI
d4w1(x)

dx4 + K1w1(x) = qLM(x) (1)

where qLM is the superposition of the overlying pressure of the floor of the LM section,
the self-weight pressure of the coal body, the self-weight pressure of the aquifer, and
the pressure-bearing water pressure. That is:

qLM = qlm1 + qlm2 + qlm4 + q5 (2)

where K1—foundation coefficient of floor, N·m−3, and qlm—pressure on LM sec-
tion, N·m−2.

The characteristic coefficient α is taken 4
√

K1
4EI . The deflection of the floor of the LM

section is as follows:

w1(x) = e−αx(A1 cos(αx) + B1 sin(αx)) + eαx(C1 cos(αx) + D1 sin(αx)) +
qLM(x)

K1
(3)

When x tends to infinity, the deformation of the floor is a certain value. Due to the
long floor at the left end, the floor is used as a semi-infinite beam. At this point, C1 = 0,
D1 = 0, and the upper formula becomes:

w1(x) = eαx(A1 cos(αx) + B1 sin(αx)) +
qLM(x)

K1
(4)

(2) For MN segment analysis:

EI
d4w1(x)

dx4 + K1w2(x) = qMN(x) + q6(x) (5)

where qMN is the superposition of the dead weight pressure of the coal body, the
deadweight pressure of the waterproof layer, and the confined water pressure in the
MN section. That is:

qMN = qmn1 + qmn2 + qmn4 (6)

q6(x) = a1x + b1 (7)

272



Processes 2022, 10, 274

w2(x) = e−αx(A2 cos(αx) + B2 sin(αx)) + eαx(C2 cos(αx) + D2 sin(αx)) +
qMN(x)

K1
+

q6(x)
K1

. (8)

(3) For NO section analysis, establish the floor deflection curve equation:

EI
d4w1(x)

dx4 + K1w3(x) = qNO(x) + q7(x) (9)

where qNO is the superposition of the self-weight pressure of the filling body of the
NO section, the self-weight pressure of the water barrier, and the pressure-bearing
water pressure, which is:

qNO = qno1 + qno2 + qno4 + q7 (10)

q7(x) = a2x + b2 (11)

w3(x) = e−αx(A3 cos(αx) + B3 sin(αx)) + eαx(C3 cos(αx) + D3 sin(αx)) +
qNO(x)

K1
+

q7(x)
K1

(12)

(4) For OA section analysis, establish the floor deflection curve equation:

EI
d4w1(x)

dx4 + K1w4(x) = qOA(x) (13)

Among them, it is the superposition of the overburden pressure of the OA section,
the self-weight pressure of the filling body, the self-weight pressure of the aquifer, and the
pressure-bearing water pressure, which is:

qOA = qoa1 + qoa2 + qoa3 + q8 (14)

w4(x) = e−αx(A4 cos(αx) + B4 sin(αx)) + eαx(C4 cos(αx) + D4 sin(αx)) +
qOA(x)

K1
(15)

(5) For the AB section analysis, superimpose according to the superposition principle
and establish the floor deflection curve equation:

EI
d4w2(x)

dx4 + K1w5(x) = qAB(x) + q9(x) (16)

where qAB is the superposition of the self-weight pressure of the filling body of the
AB section, the self-weight pressure of the water barrier, and the pressure-bearing
water pressure, which is:

qAB = qab1 + qab2 + qab3 (17)

q9(x) = a3x + b3 (18)

w5(x) = e−αx(A5 cos(αx) + B5 sin(αx)) + eαx(C5 cos(αx) + D5 sin(αx)) +
qAB(x)

K1
+

q9(x)
K1

. (19)

(6) Analyze the BC section and establish the floor deflection curve equation:

EI
d4w3(x)

dx4 + K1w6(x) = qBC(x) (20)

where qBC is the superposition of the self-weight pressure of the water barrier of the
BC section and the pressure-bearing water pressure, which is:

qBC = qbc1 + qbc2 (21)

273



Processes 2022, 10, 274

w6(x) = e−αx(A6 cos(αx) + B6 sin(αx)) + eαx(C6 cos(αx) + D6 sin(αx)) +
qBC(x)

K1
(22)

(7) Similar to the MN section, the CD section is analyzed, and the floor deflection can be
obtained as:

w7(x) = e−αx(A7 cos(αx) + B7 sin(αx)) + eαx(C7 cos(αx) + D7 sin(αx)) +
qCD(x)

K1
+

q10(x)
K1

(23)

where qCD is the superposition of the self-weight pressure of the coal body in the CD
section, the self-weight load of the aquifer, and the pressure of pressurized water,
which is:

qCD = qcd1 + qcd2 + qcd4 (24)

q10(x) = a4x + b4 (25)

(8) Similar to the NO section, the DE section is analyzed, and the deflection of the floor
can be obtained as:

w8(x) = e−αx(A8 cos(αx) + B8 sin(αx)) + eαx(C8 cos(αx) + D8 sin(αx)) +
qDE(x)

K1
+

q11(x)
K1

(26)

where qDE is the superposition of the coal self-weight pressure of the DE section, the
self-weight pressure of the aquifer, and the pressure-bearing water pressure, which is:

qDE = qde1 + qde2 + qde4 (27)

q11(x) = a5x + b5 (28)

(9) Similar to the LM section, the EF section is analyzed, and the deflection of the floor
can be obtained as:

w9(x) = e−αx(C9 cos(αx) + D9 sin(αx)) +
qEF(x)

K1
(29)

Since the rotation angle θ(x), bending moment M(x), shear force Q(x), and deflection
w(x) of the arbitrary cross-section of the floor are related to:⎧⎪⎪⎪⎨

⎪⎪⎪⎩
θ(x) = dw(x)

dx

M(x) = −EI dw2(x)
dx2

Q(x) = −EI dw3(x)
dx3

. (30)

From the continuity conditions between the various sections of the floor, one can obtain:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

w1(A) = w2(A)
θ1(A) = θ2(A)

M1(A) = M2(A)
Q1(A) = Q2(A)
w2(B) = w3(B)
θ2(B) = θ3(B)

M2(B) = M3(B)
Q2(B) = Q3(B)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

w3(C) = w4(C)
θ3(C) = θ4(C)

M3(C) = M4(C)
Q3(C) = Q4(C)
w4(D) = w5(D)
θ4(D) = θ5(D)

M4(D) = M5(D)
Q4(D) = Q5(D)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

w5(E) = w6(E)
θ5(E) = θ6(E)

M5(E) = M6(E)
Q5(E) = Q6(E)
w6(E) = w7(E)
w6(E) = w7(E)
M6(E) = M7(E)
Q6(E) = Q7(E)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

w7(E) = w8(E)
θ7(E) = θ8(E)

M7(E) = M8(E)
Q7(E) = Q8(E)
w8(E) = w9(E)
w8(E) = w9(E)
M8(E) = M9(E)
Q8(E) = Q9(E)

(31)

Maple is currently one of the most general mathematics and engineering calculation
software, and it is widely used in the fields of science and engineering. Using Maple and
bringing the relevant working face parameters into Equations (1)–(31), the corresponding
parameters can be obtained: A1, B1, A2, B2, C2, D2, A3, B3, C3, D3, A4, B4, C4, D4, A5, B5,
C5, D5, A6, B6, C6, D6, A7, B7, C7, D7, A8, B8, C8, D8, C9, and D9.

According to the actual situation of the mine, taking the filling step of 4 m and the
working face advancing to 48 m as an example, the stress concentration factor at the coal
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wall of the open cut (K2) is taken as 1.8, and the stress concentration factor in front of
the working face (K1) is taken as 2.1 based on empirical experiences. The foundation
coefficient of the coal seam floor waterproof layer is set as 0.7 × 108 N/m3. The elastic
modulus of the coal seam floor is based on a field test. The relevant parameters are as
follows: E 3.5 GPa, I = bh3/12, b = 1, h = 4, L1 = 20 m, L2 = 32 m, L3 = 8 m, L4 = 34 m,
L5 = 10 m, L6 = 4 m, L7 = 8 m, L8 = 32 m, L9 = 20 m, q1 = −6.7 MPa, q2 = 1.25 MPa,
q3 = 0.02 MPa, q4 = 0.03 MPa, q5 = 14 MPa, q6 = 0.125x + 19 MPa, q7 = −0.75x + 12 MPa,
q8 = 12 MPa, q9 = −1.2x + 52.8 MPa, q10 = 0.2625x − 126 MPa, q11 = −7/32x +1064/32 MPa.
Substituting Formulas (1)–(11), the floor deflection curve and bending moment curve under
this condition can be obtained.

3.1. Analysis of Deformation and Failure of the Filling Floor under Different Filling Steps

To compare the effect of the filling step on the damage of the floor, the filling steps
of the working face are set as 1 m, 2 m, 3 m, and 4 m. The pressure gradually increases,
and the supporting pressure coefficients are set as 1.8, 1.9, 2.0, and 2.1. When the working
face is advanced to 48 m, the deflection curve of the floor is shown in Figure 3a, and the
bending moment curve of the floor is shown in Figure 3b.

 
(a) (b) 

 

 

 

 

 

(c) (d) 

Figure 3. (a) Floor deflection under different filling steps; (b) Floor bending moment under different
filling steps; (c) The relationship between the filling step and the maximum positive deflection of the
floor; (d) The relationship between the filling step and the maximum negative deflection of the floor.
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In Figure 3a, it can be seen that the impact of the change of the filling step on the floor is
mainly reflected in the opening of the cut and the downward displacement of the floor at the
coal wall. This can be explained by the bending moment diagram in Figure 3b. The bending
moments at the open cut and the working face are positive, indicating that the two positions
are subjected to compressive stress and therefore will produce downward displacement.
In the empty roof area, the bending moment of the floor is negative, indicating that the
floor in the empty top area is under tensile stress. With the increase in the filling step, the
corresponding bending moments at each position of the floor continue to increase.

By fitting the maximum displacement of the floor, it is obtained that the maximum
positive displacement of the floor and the filling step show a “concave” quadratic function
relationship shown in Figure 3c. The function relationship is y = 0.009x2 + 0.003x + 0.0725.
The maximum negative displacement of the floor and filling step presents a “concave”
quadratic function relationship shown in Figure 3d. The function relationship is
y = −0.00925x2 − 0.00125x − 0.02625. From the aforementioned two formulas, it can be
concluded that with the increase in the filling step, the displacement and deformation of
the floor will continue to increase. Therefore, the size of the filling step is closely related to
the damage degree of the floor.

3.2. Analysis of Deformation and Failure of the Filling Floor under Different Advancing Distances

To compare the influence of advancing distance on the damage of the floor, the
advancing distances of the working face are taken as 12 m, 24 m, 36 m, and 48 m. When the
filling step of the working face is 4 m, the deflection curve of the floor is shown in Figure 4a.
The bending moment curve is shown in Figure 4b.

The floor flection during the advancement of the filling surface is shown in Figure 4a,
which can be regarded as the dynamic change process. Under the action of high stress
on the coal walls, floor heave occurs in the goaf. With the advancement of the working
face, the deformation and failure of the floor show the following tendency. First of all, the
maximum heave of the goaf floor remains unchanged. The main reason is that the system
of “filling body–empty roof–coal wall” is formed during the advancement of the working
face. Secondly, as the working face advances, the floor heave of the filled area gradually
decreases. The main reason is that the filling body plays a role in transmitting the pressure
of the overburden. Under the action of the overburdened pressure, the deformation of
the floor is suppressed and gradually compressed. Hence, the floor volume is reduced.
Figure 4b can be seen as the dynamic change process of the floor bending moment during
the advancing process of the filling surface. The side bending moment of the coal wall is
positive, indicating that the coal body is compressed, and as the working face advances,
the bending moment in the filled area is also positive. Therefore, the coal body in this area
is also under pressure, which is the main reason for the gradual decrease in the floor heave
in the filled area. As the advancing distance of the working face increases, the bending
moment in front of the coal wall of the working face gradually increases and then stabilizes.

It is obtained that the maximum negative displacement of the floor and the advancing
distance of the filling surface show a “convex” quadratic function relationship shown in
Figure 4c. The function relationship is y = −2.9514·10−5x2 − 0.00276x − 0.02125. There is
a downward displacement of the floor before the work. The amount gradually increases
and then stabilizes, indicating that the increase in the advancing distance will increase the
destruction depth of the floor, but when it is advanced to a certain distance, the damage
depth of the floor will no longer continue to increase and maintain a stable value.
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(a) 

 
(b) 

(c) 

 

 

 

 

 

Figure 4. (a) Floor deflection at different advancing distances of paste-filling working face;
(b) Bending moment of the floor under different advancing distances of paste-filling working face;
(c) The relationship between the different advancing distances of the paste-filling working face and
the maximum negative deflection of the floor.
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4. Numerical Simulation

To verify the accuracy of the theoretical analysis in this paper, FLAC3D5.0 is used
to construct a numerical simulation for calculation. FLAC3D 5.0 is a three-dimensional
numerical simulation software developed based on the finite difference method, which has
been widely used in the field of rock and soil mechanics. In this paper, combined with the
actual situation of the 11,607 working face, a simplified model is established, as shown in
Figure 5. Based on the field measurement, laboratory test, and GSI method, the rock mass
properties are given in Table 2 and a numerical model is shown in Figure 6. Horizontal
displacement constraints are imposed on the left and right boundaries of the model, and
the bottom boundary of the model is fixed in the vertical direction. The top rock layer of
the model is about 500 m away from the ground. Therefore, a vertical downward 12.5 MPa
uniform pressure is applied to the top to simulate the overburden pressure. To consider the
impact of confined water, the software built-in fluid–solid coupling model is used to give a
confined water pressure of 3.2 MPa in the 13th ash aquifer and 3.5 MPa in the Ordovician
aquifer according to the test results. To eliminate the influence of the boundary of the
model, 76 m boundary coal pillars are left on both sides of the working face along the
advancing direction, and the size of the model is 200 m × 100 m × 115 m. The rectangular
grid elements are introduced in analysis models, and the accuracy and efficiency of such
elements have been verified by many studies. The time step is reached when the maximal
unbalanced force is lower than 1 × 10−5. We set key rock mass layers (e.g., coal layer) with
the mesh of 1 m, and far away that, we used the mesh of 2 m and 4 m. The rock mass
parameters are set in Table 2. The Mohr–Coulomb strength criterion is used for rock mass.
Although the Mohr–Coulomb criterion is not very appropriate for rock mass, it is a widely
used model in which the parameters are easy to obtain and use considering the previous
studies. Thus, in this study, we used the MC criterion to investigate the basic laws.

The setting of the strength parameters of the filling body is shown in Table 2. The
filling rate is taken as 98%, and the mined-out area is filled continuously as the working
face advances. The floor stress, displacement, and plastic zone under filling steps of 1, 2, 3,
and 4 m and advancing distances of 12, 24, 36, and 48 m are simulated correspondingly.

 

12.5 MPa 

11
5 

m
 

3.2 MPa water pressure_Thriteen ash aquifer 

3.5 MPa water pressure_Ordovician limestone aquifer 

200 m 

16# Coal 

Figure 5. Geometric model diagram.
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Table 2. Mechanical parameters of rock mass of the model.

Lithology
Density
kg/m3

Tensile
Strength/MPa

Internal
Friction

Angle (◦)
Cohesion/MPa

Bulk
Modulus/GPa

Shear
Modulus/GPa

GSI

Fine-grained
sandstone 2740 0.64 38 7.41 1.2 0.87 82

Mudstone 2600 0.20 35 4.53 0.35 0.21 74
Siltstone 2740 0.79 38 7.41 1.31 0.94 82

Coal seam 1600 0.09 37 2.34 0.07 0.03 62
Thirteen ash 2780 0.57 40 8.69 1.68 1.31 89

Austrian gray 2780 0.57 40 8.69 1.68 1.31 89
Filling body 1990 0.10 24.3 0.79 0.39 0.23 /

Figure 6. Numerical simulation model.

4.1. Floor Stress Influenced by Filling Step and Advancing Distance

The filling steps of the paste-filling working face are 1, 2, 3, and 4 m, and the advancing
distances are 12, 24, 36, and 48 m. Figure 7 shows the vertical stress of the floor under
different filling steps and advancing distances.

The stress of the floor of the paste-filling working face is shown in Figure 7. It can be
seen that the stress on the floor above the work surface presents a general law that first
increases suddenly and then gradually decreases to the original rock stress. The stress
concentration of the floor in front of the coal body is often caused by the excavation of the
coal mass, which is also the location where the floor failure begins to occur. The peak stress
of the floor shows a regular change with the change of the filling step and the advancing
distance. Figures 8 and 9 are obtained by fitting the maximum stress of the floor under
different advancing distances and different filling steps.

As shown in Figure 8, when the filling step is fixed, the working surface will advance
from 12 to 48 m as the paste is filled. The maximum stress of the floor keeps increasing,
and the increasing amplitude keeps decreasing, showing a quadratic function relationship.
When it is advanced to 36 m, it tends to a constant value. It shows that at 36 m, the “filling
body–empty roof area–coal wall” forms a stable support system. As the advancing distance
continues to increase, the maximum stress of the floor will not increase, and the floor will
be damaged.

When the advancing distance is constant, the maximum stress of the floor changes
significantly with the change of the filling step. As shown in Figure 9, the filling step and
the maximum stress of the floor show a linear relationship. As the step length increases,
the maximum stress of the floor will continue to increase, and the increase will gradually
increase, indicating that the change of the filling step length has a greater impact on
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the damage degree of the floor. The main reason is that the increase in the filling step
will increase the range of the empty roof area of each round of filling. For the “filling
body–empty roof area–coal wall” support system, it is necessary to achieve stability. The
concentrated stress on the front will inevitably increase and be transmitted to the floor,
resulting in deformation and damage of the floor. Therefore, the size of the filling step will
be more important for the destruction of the floor during the continuous advancement of
the working face.

 
 
 
 

 
 
 
 

 
 
 
 

  

  

Figure 7. Abutment pressure in front of coal wall of the paste-filling face under different filling steps.
(a) Filling step distance 1 m, (b) Filling step distance 2 m, (c) Filling step distance 3 m, (d) Filling step
distance 4 m.

 
 

 
 

 
 
 
 

 

 
 
 
 

Figure 8. The relationship between the maximum stress of paste-filling face floor and the advancing
distance of working face under different filling steps.
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Figure 9. The relationship between the maximum stress of the paste-filling working face floor and
the filling step under different advancing distances.

4.2. Floor Displacement Influenced by Filling Step and Advancing Distance

The filling steps of the paste filling working face are 1, 2, 3, and 4 m, and the advancing
distances are 12, 24, 36, and 48 m. Under different filling steps, the displacement diagram
is shown in Figure 10. Under different advancing distances of the working face, the
relationship between the filling step and the maximum displacement of the floor is shown
in Figure 11.

It can be seen from Figures 10 and 11 that the maximum positive displacement of
the floor of the working face filled with paste often occurs in front of the coal wall of the
working face. However, the maximum negative displacement occurs behind the coal wall
of the working face, which is also the position where the floor is most likely to be damaged.
The main reason is that the “filling body–empty roof area (filling step)–coal wall” support
system has been formed. Under the action of concentrated stress, the floor is often prone to
damage at this position. In the empty roof area, due to the release of the floor stress, the
floor heave is likely to occur.

By fitting numerical simulation results in Figures 12–14 (filling step, maximum dis-
placement of the floor, and advancing distances), it is found that the fitting curves are close
to the previous theoretical calculation. It is similar to the maximum deflection curve of the
floor. When verifying the previous theoretical calculations, it also shows that the influence
of the filling step on the deformation and failure of the floor gradually increases with the
increase in the filling step. The influence of the advancing distance on the deformation and
failure of the floor increases gradually.

Therefore, there is a “concave” quadratic function relationship between the maximum
displacement of the floor and the filling step, and a “convex” quadratic function relationship
between the maximum displacement and the advancing distance. The deformation and
failure of the floor in the initial stage of the working face will be affected by the filling step
and the advancing distance at the same time. When it is advanced to a certain distance, the
deformation and failure of the floor will be mainly controlled by the filling step.
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Figure 10. Floor displacement under different filling steps of paste-filling working face. (a) Filling
step distance 1 m, (b) Filling step distance 2 m, (c) Filling step distance 3 m, (d) Filling step distance
4 m.
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(a) Working face advance 12 m (b) Working face advance 24 m 

 
(c) Working face advance 36 m (d) Working face advance 48 m 

Figure 11. Floor displacement under different filling steps of paste-filling working face.

Figure 12. The relationship between different filling steps and the maximum positive displacement
of the floor.
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Figure 13. The relationship curve between different filling steps and the maximum negative displace-
ment of the floor.

Figure 14. The relationship between different advancing distances and the maximum negative
displacement of the floor.

4.3. Destruction Depth Influenced by Filling Step and the Advancing Distance

The filling step distances of the paste-filling working face are 1, 2, 3, and 4 m, and the
advancing distances are 12, 24, 36, and 48 m. When the working face is advanced to 48 m,
the plastic zone of the floor under different filling steps is shown in Figure 15. When the
filling step is 4 m, the plastic zone of the floor under different advancing distances is shown
in Figure 16.

The damage to the floor often begins to develop from the front end of the coal wall.
Since the paste-filling body has the function of supporting the roof and transferring the
pressure, the supporting pressure is greatly reduced, and the damage degree of the floor
is extremely controlled. The damage to the floor does not cause the water barrier layer
failure, which meets the requirements for safe mining on confined water. It can be seen
from Figures 15 and 16 that the floor damage depth gradually increases from 2 to 7 m, the
degree of penetration gradually increases, and the confined aquifer plastic failure has not
progressed upward. After setting the filling step of the working face to 4 m, and changing
the advancing distance to 12 m, 24 m, 36 m, and 48 m, the floor failure depth is maintained
at 4 m. Therefore, under certain conditions of filling parameters, the increase in the filling
step will cause the vertical damage depth of the floor, and the increase in the advancing
distance mainly causes the increase in the horizontal damage range of the floor.
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(a) (b) 

(c) (d) 

Figure 15. Plastic zone in the paste-filling working face under different filling steps of (a) 1 m, (b) 2 m,
(c) 3 m, and (d) 4 m.

 

(a) (b) 

(c) (d) 

Figure 16. Plastic zone in paste-filling face under different advancing distances: (a) 12 m, (b) 24 m,
(c) 36 m. and (d) 48 m.

5. Conclusions

(1) Combined with the geological conditions of the 11,607 areas of the working face
of Daizhuang Mine, a differential equation for the deflection curve of the floor is
established. The maximum deflection of the floor and the advancing distance present
a “convex” quadratic function relationship, and as the advancing distance increases,
the increase in the displacement of the floor will continue to decrease.

(2) It is verified by numerical simulation that the filling step and the maximum stress
of the floor show a linear relationship. During the continuous advancement of the
working face, the setting of the filling step has a significant influence on the damage
degree of the floor.
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(3) With the increase in the advancing distance, the maximum stress of the floor gradually
stabilizes. The maximum deflection of the floor and the advancing distance also
show a “convex” quadratic function relationship. Therefore, when the working face
advances more than a certain distance (36 m in this mine), the longitudinal damage of
the floor will not increase with the increase in the advance distance.
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