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Preface to “Scalable Interactive Visualization”

Data available in today's information society is ever growing in size and complexity-i.e.,
unstructured, multidimensional, uncertain, etc.-making it impossible to survey and understand this data.
Traditionally, most of these datasets are stored and depicted as huge tables, hindering efficient retrieval of
salient information-similarities, outliers, structures, origin, etc. Interactive visualization provides an
interface to this data that can help gleaning valuable information from it, thus supporting better data
understanding by significantly reducing cognitive load on the analyst. Two fundamental concepts,
visualization and interaction, form the basis of the underlying scientific methods. Combining these
concepts connects two key research areas in computer science: visualization and human-computer
interaction (HCI) and brings together practitioners from many disciplines. The result is highly multi-
disciplinary work with significant impact.

Interactive visualization has virtually unlimited applications, including analysis of complex data
sets ("big data"), virtual reality environments, augmented reality, mobile environments, cooperative work,
computer-supported surgery, large-scale simulations, experimental and observational data, and sensor
networks. However, truly interactive visualizations are hard to design and implement. Researchers have
to solve multiple problems, e.g., transforming complexity into simplicity, efficient algorithms and
implementations, guaranteeing real-time performance, scaling to multiple platforms and user types,
minimizing and managing data transfer, and efficient parallel implementations.

This Special Issue covers recent work in the field of Interactive Visualization as well as trends for
future development. It contains several examples of applying interactive visualization to spatial and
abstract data understanding problems. Furthermore, it describes new visualization techniques and
metaphors addressing growing data size and complexity, and it introduces multiple systems developed
for visualizing Big Data. The single contributions presented in this special issue can be categorized into
one of the four subjects: “Applying Interactive Visualization to Spatial Data” (Haehn et al., Kottravel et al.,
Taylor, and Wang et al.), “Applying Interactive Visualization to Abstract Data” (Kovalerchuk et al. and
Zimmer et al.), “New Visualization Technqiues and Metaphors” (Frey, Kruiger et al., and Wang et al.),
and “Visualization Systems for Big Data” (Jin et al. and Sansen et al.).

While providing a snapshot of the current state of the art in Interactive Visualization, this special
issue can only outline some of the most prominent problems and potential solutions in this area. Instead
of providing a final answer to these issues, it offers a glimpse into an exciting area of growing importance.

Achim Ebert and Gunther H. Weber
Special Issue Editors

vii
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Abstract: Connectomics has recently begun to image brain tissue at nanometer resolution, which
produces petabytes of data. This data must be aligned, labeled, proofread, and formed into
graphs, and each step of this process requires visualization for human verification. As such,
we present the BUTTERFLY middleware, a scalable platform that can handle massive data for
interactive visualization in connectomics. Our platform outputs image and geometry data suitable for
hardware-accelerated rendering, and abstracts low-level data wrangling to enable faster development
of new visualizations. We demonstrate scalability and extendability with a series of open source
Web-based applications for every step of the typical connectomics workflow: data management
and storage, informative queries, 2D and 3D visualizations, interactive editing, and graph-based
analysis. We report design choices for all developed applications and describe typical scenarios of
isolated and combined use in everyday connectomics research. In addition, we measure and optimize
rendering throughput—from storage to display—in quantitative experiments. Finally, we share
insights, experiences, and recommendations for creating an open source data management and
interactive visualization platform for connectomics.

Keywords: scientific visualization; connectomics; electron microscopy; registration; segmentation;
proofreading; graph analysis

1. Introduction

The grand challenge of connectomics is to completely reconstruct and analyze the neural
“wiring diagram” of the mammalian brain, which contains billions of interconnected nerve cells [1-4].
Deciphering this vast network and studying its underlying properties will support certain aspects of
understanding the effects of genetical, molecular, or pathological changes at the connectivity level.
This may lead to a better understanding of mental illnesses, learning disorders, and neural pathologies,
as well as provide advances in artificial intelligence [5]. As such, the field of connectomics is rapidly

Informatics 2017, 4,29 1 www.mdpi.com/journal/informatics
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growing, with hundreds of neuroscience labs world-wide eager to obtain nanoscale level descriptions
of neural circuits. However, there are many problems in analyzing the individual synaptic connections
between nerve cells and signal transmission to other cells, not least of which is scale: connectomics
occurs at both the nano and peta scales, as electron microscopy (EM) data at a resolution sufficient to
identify synaptic connections produces petabytes of data.

The process of producing a wiring diagram suitable for interactive visualization and analysis at
this scale has many steps, and each step brings its own challenges (Figure 1). Throughout this process,
interactive visualization is key to helping scientists meet these challenges.

Acquisition Registration Segmentation Proofreading Analysis

Dojo 3DXP
Guided Proofreading Neural Data Queries

MBeam viewer RHAligner RhoANAScope
Figure 1. The typical connectomics workflow includes several steps: image tiles of brain tissue are
acquired using an electron microscope, registered in 2D and 3D, and automatically segmented into neurons.
Since the output of the automatic segmentation is not perfect, it is mandatory to proofread the result prior
to any analysis. Each step of the workflow requires visual exploration, for which we have developed
open source software tools (listed below each step).

Acquisition: The process begins with a brain sample, which is embedded into resin, cut into
slices, and imaged with an electron microscope. The imaging process is fallible, and can cause severe
noise and contrast artifacts. Fast and scalable 2D visualizations enable quick signal-to-noise ratio
and contrast assessments across image tiles during acquisition. Rapid progress in automatic sample
preparation and EM acquisition techniques make it possible to generate a 1 mm?® volume of brain
tissue in less than six months, with each voxel of size 4 x 4 x 30 nm? resulting in 2 petabytes of image
data [6,7].

Registration: Each brain slice is imaged in tiles independently in 2D, and so the resulting images
must be aligned into a larger 2D section. Then, a stack of sections must be aligned into a 3D scan. Here,
visualizing stitched tiles and sections allows quick human assessment of alignment quality in addition
to computing quantitative measures [6].

Segmentation: Given the stack of sections, the cell membrane borders and synaptic connections
between cells must be discovered, and this requires both manual and automatic labeling methods [8,9].
The resulting segmentations are stored as label volumes which are encoded as 64 bits per voxel to
support the labeling of millions of nerve cells (neurons) and their connections (synapses). Visualization
of sections of the aligned scan in 2D and renderings in 3D helps us assess segmentation and
classification quality.

Proofreading: All available segmentation methods make mistakes [10], and so the results must
be proofread by humans before any biological analysis occurs [11-13]. For proofreading, intelligent
interactive visualization tools are key to minimizing the time committed.

Analysis: At this point, our connectomics data consists of cell membrane annotations for all
neurons, and synaptic annotations where neurons connect. This information can be modeled as
a graph. Nodes in the graph represent individual neurons and the edges between nodes resemble
synaptic connections. The edges can be weighted by quantitative measures, e.g., number of connections
or neuron type. This connectivity graph can be flattened and visualized in 2D or rendered in 3D. Typical
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analysis tools for connectomics range from abstract visualizations which focus on higher level aspects
to lower level biologically-correct visualizations [14,15].

Each step from acquisition to analysis requires interactive visual exploration: both to check the
quality of the results and to explore the data for insights. However, these tools must be able to scale to
the large data at hand.

To this end, we present the scalable BUTTERFLY middleware for interactive visualization of
massive connectomics datasets. This system integrates Web-based solutions for data management and
storage, semantic queries, 2D and 3D visualization, interactive editing, and graph-based analysis.

Our systems were developed in collaboration with neuroscientists, working on the
only-slightly-more-modest goal of imaging a whole rodent brain (Mus musculus, BALB/ ¢ strain, females
of age P3, P5, P7, P60, with a fresh volume of 1 cm®, brainstem upwards; as well as Rattus norvegicus).
Like humans, mice and rats are vertebrate mammals which learn. Many of the brain structures in these
rodents are found in humans, and many conditions in humans can be found in rodents at the genetic
level [16]. Currently acquired EM image stacks represent only a fraction of a full mouse brain (1 um?,
0.01%) but are multiple terabytes in size, which provides us with many difficult scalable interactive
visualization problems. Our solutions to these problems enable the analysis of the connectome at nano
scale and can help lead to scientific discoveries, e.g., Kasthuri et al. [5] recently disproved that physical
proximity is sufficient to predict synaptic connectivity.

The Butterfly middleware unifies connectomics tools from each stage of the pipeline. It integrates
with the following visualization applications for multi-user environments:

e  MBeam viewer, a tool to quickly assess image quality and contrast during acquisition.

e RHAligner, visualization scripts for debugging the registration process.

¢ RhoANAScope, a visualizer for image data and label overlays during segmentation.

*  Dojo, an interactive proofreading tool with multi-user support [11].

*  Guided Proofreading, a machine learning proofreading tool to correct errors quickly [12].
e 3DXP, a 3D visualization of neuron geometries.

*  Neural Data Queries, a system for semantic queries of neurons and their connections.

All visualization components are Web-based and are part of a multi-user environment. This avoids
duplication of the massive connectomics datasets since the majority of the data stays on the server and
only a small subset is transferred for each user interaction. To maintain code quality, we use continuous
integration and automated testing of each code base change. All software tools are available as free
and open source software. In addition, we provide a VirtualBox distribution including all reported
visualization tools and the Butterfly middleware. The distribution includes various test data such that
the visualization tools can be used in an existing network environment with minimal configuration.

This paper describes the motivation and design decisions for data management and visualization,
as well as implementation details of the Butterfly integration with our front-end applications. We relate
the stages of the connectomics pipeline, the end-user tools, and the Butterfly middleware. We report on
performance and scalability of our visualization landscape, and describe a series of everyday use-cases
with neuroscience experts. Finally, we provide insights and recommendations for creating an open
source data management and interactive visualization platform for connectomics.

2. Related Work

An overview of existing visualization tools for connectomics is given by Pfister et al. [17].
The article describes visualizations at different scales: (a) macroscale connectivity, with data coming
from functional magnetic resonance imaging, electroencephalography, magnetoencephalography,
and diffusion tensor imaging [18]; (b) mesoscale connectivity, obtained from light and optical
microscopy; and (c) microscale connectivity, which enables imaging at the nanometer resolution using
electron microscopes. Recent advances in sample preparation have further enabled nano-imaging [19]
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and a description of many techniques in this emerging field is given by Shaefer [20]. While our work
targets microscale connectomics, in this section we also relate to works at the other two scales.

Visualization tools for connectomics mainly focus on three different areas: (1) visualization to
support the segmentation and proofreading of volumes; (2) visualization to explore high-resolution
segmented volume data; and (3) visualization to analyze neuronal connectivity. Most visualization
tools for connectomics are standalone applications, requiring high-performance workstations and
modern GPUs [21-25]; thus, it is harder for these tools to achieve general scalability across both
compute and users.

Visual proofreading of segmentations is supported by several tools [21-23,26], mostly targeting
expert users and offering many parameters for tweaking the proofreading process. However, none of
these tools run in a distributed setting and allow non-expert users to correct erroneous segmentations.
Several applications allow distributed and collaborative segmentation of connectomics volumes.
EyeWire [27] is an online tool where novice users participate in a game to earn points for segmenting
neuronal structures using a semi-automatic algorithm. D2P [28] uses a micro-labor workforce approach
via Amazon Mechanical Turk where boolean choice questions are presented to users and local decisions
are combined to produce a consensus segmentation. Both tools are designed for non-expert users.
For experts, Catmaid [29] and the Viking Viewer [30] are collaborative annotation frameworks which
allow users to create skeleton segmentations for large data sets. More recently, Neuroblocks [13]
proposed an online-system for tracking the progress and evolution of a large-scale segmentation project.

Visualization tools for exploring high-resolution segmented volume data typically run on
powerful GPU systems and employ complex multi-resolution strategies. Hadwiger et al. [24] present
a volume visualization system for large EM volumes, which was later extended to segmented EM
volumes [25]. Several systems, such as Neuron Navigator [31] and Connectome Explorer [15] support
interactive or visual queries to further explore these typically very large data sets.

Most visualization tools for connectomics focus on the analysis step and explore the connectivity
between neurons that is extracted from the segmented data volumes. Several systems [32,33] are based
on WebGL [34] and run directly in a Web browser. Ginsburg et al. [32] propose a rendering system
which combines brain surfaces with tractography fibers to render a 3D network of connected brain
regions. Similar visualizations can be created using the X toolkit [35], which offers WebGL rendering
for neuroimaging data, and SliceDrop [36], which is a Web-based viewer for medical imaging data
including volume rendering and axis-aligned slice views. Neuroglancer [33] provides different 2D and
3D visualizations for large datasets.

Notable efforts to allow exploration and reusability of published connectome findings exist.
Paired with the scalable brain atlas visualization tool [37], the CocoMac database contains findings on
connectivity of the macaque brain [38]. Bota et al. [39] introduce the Brain Architecture Management
System, which stores and infers relationships about nervous system circuitry. Query results are here
visualized as network diagrams and represented as tabular data. The neuroVIISAS system provides
similar visualizations and pairs them with slice-based renderings [40].

Other stand-alone viewers exist with similar network visualization features. The Connectome
Viewer Toolkit [41] targets the analysis of macroscopic neuronal structures and brain region
connectivity, whereas the Viking Viewer [30] displays a connectivity graph on a cell level. More
recently, neuroMap [42] uses circuit wiring diagrams to represent all possible connections of neurons.
For nanoscale connectomics, Neurolines [14] allows neuroscientists to analyze the connectivity on the
level of individual synapses.

Some research and development has been conducted towards producing a central data
management platform for the full connectomics workflow with visualization capabilities. Notable
efforts are DVID [43], a centralized data service offering version control and distributed access, and The
Boss [44], a cloud-based storage service. Both systems manage data sources in their own specific format
and support Neuroglancer for visualization.
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Our proposed Butterfly middleware is different from this approach as it provides a platform for
creating visualizations for connectomics without having to deal with data wrangling or other low-level
issues. Using the middleware, it is possible to concentrate development effort towards the front end
rather than the back end. We also propose a series of integrated applications which allow users to
visualize connectomics data and debug problems for every stage of the connectomics pipeline.

3. Overview

We designed the Butterfly middleware to integrate and unify data management of visualization
tools for every step of the connectomics pipeline (Figure 2). Different data formats and their access are
abstracted to support a variety of data queries. This reduces heterogeneity among tools, interfaces,
and data formats. We use several data management and visualization concepts to enable scalable and
interactive applications.

Linked Views

MBeam viewerl |RHAIigner| |RhoAN.AScope| |D<;jo||Guided Proofreadingl |3D.XP||NeuraI Data Queries

MFOVs Tiles 5| Sections Scans (Cross-)Sections

MFOVs 4| Labels Sections Geometry

Sections & | Synapses Labels Queries

& | Membranes
Segmentation Editing
Butterfly
Middleware
Database
Raw Data Tilespec HDF5 Precomputed Mipmaps JSON
Image Stacks
Network File System

Figure 2. Our software system includes tools tailored to each stage of the connectomics pipeline,
which requires exploring and interacting with data stored in different ways on a network file system
(XFS storage): The MBeam viewer enables image quality assessment during image acquisition by
rendering multi-beam-field-of-views (MFOVs) from raw microscope data. The RHAligner scripts allow
for the monitoring and debugging of the alignment process by rendering the tilespec format which
separates transformations and data. RhoANAScope visualizes sections and the corresponding neuron
labels, synapse segmentations, and membrane probabilities during segmentation. Dojo and Guided
Proofreading are two interactive applications to correct errors in the labeled sections and volumes.
For analysis, 3DXP enables the visualization of neuron geometry by rendering meshes. The Neural
Data Query application program interface (API) allows querying neurons for their synaptic connections
by including JSON formatted data structures. The Butterfly middleware integrates and unifies these
heterogeneous applications within a multi-user environment by abstracting data access and supporting
a variety of data requests. Besides data integration, our middleware enables linked visualizations for
several important use-cases between RhoANAScope, Dojo, and 3DXP (Section 11).

3.1. Volumetric EM Image Data

Volumetric EM image data is often organized hierarchically with different dimensions (Table 1).
We demonstrate this with the Zeiss MultiSEM 505 electron microscope with which we capture our
imagery. This microscope simultaneously captures 61 image tiles, each of roughly 3000 x 2700 pixels,
to achieve acquisition rates of approximately 1 terapixel per hour [6,7]. Each simultaneous capture is
called a multi-beam field-of-view, or MFOV. Multiple MFOVs are stitched into a section, which represents
a two-dimensional slice of tissue. Thousands of sections are combined into a single 3D scan of tissue.
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Table 1. Our electron microscopy data form a hierarchy of different types and dimensions. Multiple
image tiles are acquired at nanometer resolution as an MFOV, and then stitched in sections. Thousands
of sections are stacked into a scan. There is a large difference between image data and segmentation
data due to the 64 bit encodings required to represent potentially billions of neurons. For segmentation
data, we report average compression rates of 700 x using the Compresso scheme [45]. For images, we
assume a resolution of 4 x 4 x 30 nm? per voxel and 8 bit encoding. The Butterfly middleware and its
applications have been tested on Scan A (100 um®), acquired using the Zeiss MultiSEM 505 electron
microscope. Scan B is yet to be acquired using the same hardware.

T Digital Physical I Si Segmentation Size
ype Dimensions Dimensions mage size (Compressed)

Tile 3.1k x 2.7 k pixels 0.78 x 0.68 um? 8.5 MB 68.2 MB (97.0 KB)

MFOV 30 k x 26 k pixels 115 x 100 um? 520 MB 42 GB (5.9 MB)

Section 200 k x 170 k pixels 810 x 700 pum? 3.6 GB 29.1 GB (41.6 MB)

Scan A (100 um®) 26 k x 26 k x 3394 voxels 100 x 100 x 100 um® 2.2 TB 18.3 TB (26.2 GB)

Sean B(1mm?®) 260k x 260 kx 33,940 voxels 1 x 1 x 1 mm? 22PB 18.3 PB (26.2 TB)

3.2. Data Management Concepts

Connectomics data includes several different data types and data structures. This is driven by
different use cases and the goal of performant random access.

Image formats: We acquire image volumes of the mammalian brain at nanometer resolution.
Our data is typically anisotropic across sections with in-plane section resolution roughly 7.5 times
higher than between sections (4 x 4 x 30 nm per voxel). Each section of a scan is a gray-scale image
typically with 8 bits per pixel. We can store sections individually in general formats such as JPEG,
PNG, or TIFE. We also store a collection of sections as volumetric data as HDF5 or multi-page TIFF
containers. HDF5 allows random access without loading the full volume into memory.

Tiled storage: A single section of a volume can be many gigabytes in size. For scalable and efficient
processing and storage, a section is typically stored split into multiple files using a row/column scheme.
Individual tiles are usually of fixed power-of-2 dimensions to enable GPU texture mapping without
conversion (e.g., 1024 x 1024 pixels), but can also be arbitrarily sized. Thus, metadata is required to
understand a tiled image format. MFOVs are an example of tiled storage.

Label formats: Our labels are segmentation volumes including cell membranes as well as pre- and
post-synaptic connections. Neuron segmentations can contain billions of values to uniquely identify
each cell. This requires encoding with 32 or 64 bits per pixel, for which HDF5 is the preferred
data format. For visualization, we color each identifier using a look-up table with neighboring cells
colored distinctly.

Mipmap structures: Mipmaps (i.e., image pyramids, or image quad-trees) are hierarchical
sequences of an image at different resolutions [46]. These are created by iteratively downsampling each
image by a factor of two in each dimension until the entire image is reduced to a single pixel. For images,
we use bilinear downsampling, while for labels we use nearest-neighbor downsampling to not alter
the identifiers. Mipmaps are usually pre-computed to allow fast data access, but require a storage
overhead of 33 percent. We store each mipmap level as tiled images, generating no representations
smaller than a single tile. This reduces some storage overhead and allows partial loading for scalability.

Database: We store relations between label structures with unique identifiers, as well as
dimensions and statistics, in a object-oriented database for fast access. This way, we can use queries to
explore relationships of neurons and synapses or to request metadata.

Distributed storage and computation: Connectomics requires distributed processing and storage
mechanisms to deal with large data. Typically, data is stored on a network file system and interactively
explored or edited from client workstations. This is important to avoid unnecessary copies of datasets;
however, parallel access of data has to be handled through a transaction mechanism to avoid conflicts
between users [47].
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Compression: The massive connectomics image and label volumes require compression for
storage and for transfer from server to client. We compress EM images using JPEG encoding with
average compression ratios of 2—4x. To compress label volumes, we must consider two important
components: the per-pixel labels and the per-segment shapes. We use Compresso [45], which is
specifically tailored to compress label volumes as it decouples these two components and compresses
each separately over congruent 3-D windows. Often, Compresso is paired with an additional
general-purpose compression scheme to further reduce the data size; with LZMA, we can compress
the label volumes by a ratio of 600-1000 x on average.

3.3. Scalability Through Demand-Driven and Display-Aware Web Applications

Efficient connetomics visualizations must provide easy access to large data for many people
working across the pipeline. We tackle these problems by building web applications backed by
scalable server software. A web-based visualization removes the need for any client-side installation,
and multiple users can access the applications at the same time across all kinds of devices
such as phones, tablets, laptops, and workstations. Data management is handled by the server,
with connectome data being much larger than the total available CPU or GPU memory on a single
workstation. The challenge is to minimize data loading and transfer while allowing full-fledged
exploration of any size of data. To enable interactive visualizations, we use display-aware and
demand-driven rendering. These techniques only transfer and render data which is actually displayed
to the user [48,49]. This enables scalability since the resolution of the viewport limits the required
data access to a small subset of the full-resolution data. The Butterfly middleware implements this
as follows:

Tiled image transfer and rendering: Image data is usually transferred from a server to a client
for visualization. Similar to the concept of tiled storage, this transfer usually also involves sending
requested data in chunks. These chunks are significantly smaller than the client display and are
typically rendered once they arrive to reduce the waiting time for the user.

On-the-fly mipmapping: To avoid processing and reduce storage overhead, it is possible to
create a mipmap structure of image and segmentation data on-the-fly. This means full resolution data
(typically stored as image tiles) can be downsampled on demand to provide lower-resolution levels
of the mipmap hierarchy. This includes a trade-off between how many image tiles need to be loaded
from disk for the requested mip level, and how large the image tiles are for transfer and rendering.
The MBeam viewer uses this concept. We measure throughput based on different tile sizes for storage
and for transfer and rendering (Sections 4 and 9).

Cut-out service: Demand-driven rendering can be realized using a cut-out service. Such service
receives a query for a part of a larger nano-scale image or segmentation volume. The first step is
to calculate which image tiles and which mipmap levels are required to deliver the requested part.
The cut-out service loads the relevant image tiles at a pre-computed mipmap or, if applicable, generates
the mip-level on the fly. The final part of the cut-out logic involves conversion to a requested format
including compression, and then responding with the data. We named the Butterfly middleware after
a balisong knife, as the cut-out service is one of the core components.

Scalable Editing: Beyond simply providing data, the proofreading stage of the connectomics
workflow also requires interactive data editing [11]. Dynamic data structures such as lookup-tables
enable non-destructive editing by storing an edit decision list separately from the actual image data,
which then informs the rendering process. This allows simple undo, and reduces the data processing
and transfer required for edits, especially across users. Once changes are ready to be committed,
the modifications target only a small sub-volume of the larger dataset via a cut-out service. This first
edits at full resolution, then recomputes the mipmap structure.

The Butterfly middleware makes the use of these data management and scalability concepts
transparent as it provides a central access point to connectomics data for our visualization tools.
From a user perspective, data processing is no longer limited to (smaller) copies of datasets on single
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workstations, reducing data duplication and communication overhead. From a developer’s perspective,
this reduces maintenance costs and code duplication, and makes it easy to support new data sources
and file formats.

4. Visualization during Acquisition

4.1. Motivation

The Zeiss MultiSEM 505 electron microscope can generate roughly 1 terapixel per hour split
across many 61-tile MFOVs and sections [6]. Neuroscientists must look at each tile to assess whether
acquisition was of sufficient quality, otherwise the relevant area of the physical sample needs to be
located and tagged for re-scanning. Previously, this task was performed in our lab with the preview
function of Windows Explorer on a local machine, which does not allow the tiles to be viewed in their
natural MFOV or section layouts. This assessment procedure is inefficient, slows down the acquisition
process, and limits the microscope’s effective throughput.

4.2. Data

The microscope provides estimates of the 2D locations of image tiles and multiple MFOVs
in a section (Figure 3). This alignment method uses a very low-resolution image of the physical
sample to identify the borders of each MFOV in a section, and the positions of the acquisition beams
are used to align tiles within an MFOV. Imprecise alignment arises from this low-resolution data,
from reduced sample points, and from vibrations (which leads to mandatory re-calibrations of beams).
The microscope moves the stage to acquire another MFOV. However, this method is fast, and a more
sophisticated alignment process would slow down the throughput of the microscope. The alignment
coordinates are written to text files for each MFOV and for each section. Acquired data is stored on
a network filesystem, typically as JPEG files. In addition to full resolution tiles, the microsope stores
thumbnail versions of all image tiles (840 x 744 pixels or less). For contrast normalization, the Zeiss
MultiSEM 505 generates a pixel-wise lookup table across all image tiles of one MFOV. The lookup
table is stored in text files as base64 encoded arrays.

4.3. The MBeam Viewer

To improve the tile review workflow, we developed the MBeam Viewer (The MBeam viewer is
freely available as open source software at https://github.com/rhoana/mb). This is Web-based to
allow both local and remote neuroscientists to inspect tiles. The viewer visualizes tiles within their
contextual MFOV and section. As the microscope generates data from across the sample and places new
tiles onto the filesystem, the Butterfly server sends them immediately to the MBeam viewer to update
the rendering. The user is able to zoom, pan, and scroll through different sections of the acquired data.
Seeing the broader context allows our neuroscientists to identify erroneous regions both within and
across tiles. The most frequent errors are unfocused images due to specimen height variations, dirt on
the specimen, and tape edge errors. Another error is non-uniform contrast and brightness within an
MFOV: each of the 61 beams is an independent detector, and so histogram equalization is required
between the output images. Due to image content differences between the beams, this equalization
can fail. Further, if beam alignment fails, then gaps form between individual image tiles. All of these
errors can be detected quickly with our system.
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(a) MFOV (b) Section (c) Coarse alignment

Figure 3. The MBeam viewer visualizes data during image acquisition using the Zeiss MultiSEM
505 electron micoscope. (a) An individual multi-beam field-of-view (MFOV) is visualized, consisting
of 61 images which are coarsely aligned using coordinates from the microscope. Each individual
image is 3128 x 2724 pixels in size, resulting in roughly 30 k x 26 k pixels for each MFOV. Multiple
MFOQOVs are stitched together as one section within an image volume. The MBeam viewer visualizes
such sections with possibly hundreds of MFOVs. (b) 44 MFOVs stitched to roughly 200 k x 170 k
pixels. Demand-driven rendering and on-the-fly mip-mapping enable user interaction in realtime.
(c) The zoomed-in view shows the full resolution of the data and stitching artifacts due to coarse
alignment (yellow arrow).

Observations of the traditional process of quality assessment during acquisition have led to the
following design choices:

D1. Remote and collaborative visualization: Our data collection occurs four floors underground
to protect the electron microscope from vibrations. It is important that each of the microscope
technicians, pipeline developers, and neuroscientists are able to quickly assess scan quality. Hence,
the MBeam viewer frontend is remotely accessible via a Web browser and supports region of interest
sharing for collaborative viewing.

D2. Scalable visualization with on-the-fly mipmapping: Data from the microscope is stored
on a high-performance network filesystem to optimize throughput and match the acquisition speed
of the microscope. When viewing this data, the resolution of a single image tile (3 k x 2.7 k pixels)
roughly matches the resolution of a typical off-the-shelf computer monitor. Assessing the quality
of one tile at a time is simply not practical and contextual views of an MFOV or a section increase
the assessment speed. Therefore, the Butterfly server creates mipmap representations of each tile
to provide zoomed-out overviews. These representations are created online to avoid additional file
input and output operations and to reduce storage overhead. Then, the viewer combines a caching
mechanism with demand-driven rendering. When a tile is requested for display, we directly send it to
the client and render it, resulting in a streaming effect of sequentially appearing tiles. Tile requests
always start in the center of the current view and fan out, and are responsive to user pans, zooms,
or scrolls. There is a trade-off between visualization response and mipmap generation time and we
quantitatively evaluate this design choice in Section 9.

D3. Discovery of MFOVs, sections, and scans: The electron microscope writes data into a
directory tree on a network filesystem. A directory holding a typical scan contains thousands of
sub-directories for each section, with each of those holding hundreds of sub-directories for each MFOV.
Listing such a hierarchical directory structure on a network filesystem is slow, and so data change
detection is slow. This also adds many disk operations to the storage system. However, the MBeam
viewer needs to detect when new data arrives and whether this data is of type MFOV, section, or
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scan. Instead of walking through all directories, we find new data by probing the coordinate text files
written by the microscope. These files are stored in fixed relative locations and follow a hierarchical
pattern which allows us to distinguish data types without directory traversal. This way, data can be
written sequentially during acquisition, and we can detect when a researcher moves data around
manually. We present the data structure in the frontend and indicate the data type which can be
selected for visualization.

D4. Interactive overlays and image enhancement: Acquisition quality can differ between
individual image tiles. The MBeam viewer overlays additional information such as tile, MFOV,
and section identifiers on top of the image data. This way, the user is able to match poor quality
images with the actual data on the network filesystem and in the physical sample to instantiate
re-capturing. It is also possible to perform client-side contrast and brightness adjustments for the
current view to aid in the visual identification of low-quality tiles.

Our collaborating neuroscientists use the MBeam viewer everyday, and the streaming overview
provided is a significant improvement over simply using a file browser. Zeiss, the manufacturer of the
MultiSEM 505 electron microscope, installed the MBeam viewer for internal use, liked the simplicity
and the open source nature, and extended their microscope control software with similar functionality.

5. Visualization of Registration

5.1. Motivation

The acquired images need to be precisely aligned in 2D and 3D to enable further automatic
and semi-automatic processing. For this, we apply a compute-intensive stitching mechanism [50].
This process needs to be monitored and debugged, and parameters need to be fine-tuned. During
this process, we store each modification of the input data as a copy so that we can revert back to the
original input.

5.2. Data

To compensate for non-linear distortions in our 2D and 3D images, we refine a rigid registration
with an elastic process. First, we calculate a scale-invariant feature transform (SIFT) [51] per 2D image
tile to detect local keypoints. Then, we minimize a per-tile rigid transformation distance between
matched features in each pair of adjacent overlapping tiles.

To align the image stack in 3D, we use the method of Saalfeld et al. [50] to find a per-section elastic
(non-affine) transformation. This process begins by finding an approximate affine transformation for
each MFOV from a section to an adjacent section. This is followed by overlaying an hexagonal grid
onto each section, and matching each vertex to a pixel in an adjacent section using a block matching
algorithm: a small image patch around each vertex of the grid is compared against a constrained area
in the adjacent section. These blocks are different than the tiles of an MFOV to incorporate oxverlap
between tiles. Finally, a spring-based optimization process minimizes the deformation between grid
points and outputs a transformation for each image tile. We expand this process to non-neighboring
sections to overcome acquisition artifacts. Further, we create a parallel implementation and optimize
the elasticity parameters for our datasets.

5.3. The RHAligner Plugin

We inspect MFOV alignment quality by clustering transformations based on the angles of one
of the internal triangles of the hexagonal MFOV shape. Changes in these angles represent squash
and shear effects. We visually inspect MFOVs whose clustered angles are far from a cluster center.
For this, visualizations are key to monitor, debug, and fine-tune the alignment process. This process
can fail if the data is noisy or when the optimization process does not find a solution. We have
developed the RHAligner plugin (The RHAligner plugin is freely available as open source software at
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https://github.com/rhoana/rh_aligner) for Butterfly to support the visualization of the alignment
steps. Several requirements for inspecting the registration lead to the following design choices:

D1. Store transformations and data seperately: Computed transformations during registration
are stored for each image tile in a specification format called tilespec [52]. Meta information such as
the dimensions of a tile, the file path, and the list of different transformations are stored as part of
this JSON data model. This format resulted from a collaboration with neuroscientists at the Janelia
Research Campus. Storing transformations separately allows flexibility during the alignment process
since the image data itself is not modified. This flexibility is needed to tweak alignment of tiles within
MFOVs, sections, and scans.

D2. Visualization of SIFT features: The first step of the alignment process is the computation of
one scale-invariant feature transform [51] per image tile. If these features do not describe the image
tile properly, all successive steps fail. We visualize the SIFT features as overlays on top of the original
image tile as shown in Figure 4a.

D3. Illustration of overlap between tiles: We use SIFT features of overlapping tiles to replace the
coarse alignment of image tiles within an MFOV. To debug and monitor this process, we visualize SIFT
feature matches between tiles (Figure 4b).

D4. Online rendering of transformations: We added a tilespec reader to the Butterfly
middleware. This lets us use the MBeam viewer to visualize the aligned data in 2D and scroll through
the stack (Figure 4c). We inspect the alignment of a scan using a zoomed-out view of sections and
concentrate on larger neurons while scrolling through the scan. The movement of large structures is
relatively easy to track in grayscale images and interruptions due to false alignment are clearly visible.
This allows us to find regions which require further refinement.

D5. Abstracted visualization of section alignment: We stitch MFOVs together in 2D sections
and perform block matching with adjacent sections in 3D. An MFOV itself is roughly 520 megabytes
in size and rendering a section containing hundreds of MFOVs is slow even with display-aware
and demand-driven visualization. We add an abstracted visualization of stitched sections to the
RHAligner (Figure 4d-f). It is possible to quickly assess the section alignment of adjacent sections
using this technique.

Dé6. Visualize displacement of blocks within an MFOVs: Once we identify failing alignment in
a section, we need to know which MFOVs are misaligned—specifically, which blocks of the MFOVs.
For this, we visualize the displacement of blocks within each MFOV using vector fields (Figure 4g—i).
These renderings are lower resolution to be scalable. However, this makes it difficult to see the arrows
of the vector field for large datasets. Therefore, we color code the direction of each displacement
according to its angle. If a displacement is larger than a user-defined threshold, we highlight the
vectors in white.

Debugging the alignment is manual since the uniqueness of each dataset requires fine tuning
of the alignment computation. The developed visualization scripts are used by experts to assess
alignment quality and quickly find difficult areas which need parameter optimization. Once the data
is fully aligned and the transformations are finalized, we harden the transformations and store the
modified scans as volumetric data within HDF5 containers.

11
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(8) (h) G
Figure 4. We create visualizations to monitor and debug the registration process. (a) We visualize
scale-invariant feature transform (SIFT) features within an image tile. (b) We visualize these features
when looking at overlapping tiles. (c) We render aligned MFOVs before and after the registration.
(d) A correct transformation can be seen where the MFOVs appear to be slightly rotated clockwise.
(e) Here we see an erroneous transformation for one MFOV. Further examination reveals that the
mismatched MFOV (yellow arrow) is incorrectly matched with the features of the neighboring section.
(f) This visualization shows a case where most MFOVs are incorrectly transformed. This is caused by a
large rotation of the neighboring section, which has severe impact on the accuracy of SIFT features.
The vector fields in the bottom row show the displacement of each single match between adjacent
sections (after an affine alignment to align these two sections). We color code by angle. (g) A “normal”
matching. The sections are more or less on top of each other, but after the affine alignment the top and
bottom parts (purple) are stretched to the bottom left, and the middle (yellow) is stretched towards the
top right. Some white arrows are outliers. (h) A case where one MFOV was not pre-aligned properly,
and so all its arrows are white. (i) A case where the pre-alignment gave bad results. (j) The color map
for visualizing the displacement angles.

12
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6. Visualization of Segmentation

6.1. Motivation

Registered connectomics data is ready to be automatically segmented. We find cell membranes
of neurons using an automatic segmentation pipeline [9]. This is a difficult and often error-prone
task. These errors take two forms: merge errors, where two neurons are fused together, and split errors,
where one neuron is split apart. These errors happen within a section and across sections. We report
classification results on the SNEMI3D challenge [10] as variation of information scores of VI?:'Z ore > 0.9
in Knowles-Barley et al. [9,53]. We also detect where neurons exchange information through synaptic
connections. Errors can occur during synapse detection when synapses are not found or falsely labeled.

To find regions of error and to debug the segmentation pipeline, we need to look at feature maps
such as membrane probabilities. We also need to visually assess segmentation quality and synapse
detection since ground truth segmentations are sparse and time-consuming to generate. Similar to
visualizations of the alignment process, visualizations aid the complicated process of parameter tuning.

6.2. Data

We use a state-of-the-art automatic labeling of neurons [8,9,53]. Cell membrane probabilities
are generated using a convolutional neural network (CNN) based on the U-net architecture [54].
The probabilities are encoded as gray-scale images, then used to seed an implementation of the 3D
watershed algorithm which generates an oversegmentation using superpixels. Then, we agglomerate
superpixels with a parallel implementation [55] of Neuroproof [56,57]. The resulting segmentations
contain labelings of millions of different neurons. For scalability, we run the segmentation steps in
parallel as part of a distributed processing framework. We split a scan into blocks of fixed size which
we segment in parallel. Once computed, the blocks are merged to create the segmentation of a full scan.

Synapse Detection. Concurrent with the automatic neuron segmentation, we also detect synaptic
connections. For this, we use another U-net classifier to label the pre- and post-synaptic pixels near the
synaptic connection. We find the synaptic polarity by combining this output with our cell membrane
segmentation. Unfortunately, the combined segmentation and synaptic polarity detection method is not
yet published and further details will appear in a future paper. Detection performance of Flgre > 0.8
can be expected [58].

For segmentations, HDF5 containers are our format of choice. This file format is widely supported
and random access is possible without loading the entire volume into memory. Calculated features
such as membrane probabilities and synaptic connections are also stored in HDF5 containers.

6.3. RhoANAScope

Visual inspection of segmentation output is required. For this, we developed RhoANAScope
(RhoANAScope is freely available as open source software at https:/ /github.com/rhoana/butterfly /
bfly/static), a viewer for neuron and synapse segmentations. RnoANAScope visualizes sections and
scans of gray-scale EM image data. It supports overlaying multiple layers to match image data to
segmentation output or feature maps. Standard interactions such as zooming, panning, and scrolling
through the stack enable the exploration of large datasets. To be scalable, we use Web-based
demand-driven and display-aware rendering with GPU acceleration. We designed RhoANAScope
as follows:

D1. Visualize grayscale images with multiple overlays: The inputs to our automatic
segmentation pipeline are fully aligned scans. The pipeline uses these scans to compute membrane
probabilities and to generate a cell membrane segmentation. The membrane probabilities and the
membrane segmentation overlap spatially with the gray-scale EM scan. Our task is to overlay the
data to debug and understand these outputs. RhoANAScope is designed to support multiple layers of
image data blended using user-configured opacity values. This way, we can see the original image
data while looking at probabilities and membrane output to understand the classifications. We show a
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section with cell membrane segmentation overlays in Figure 5a, and with synapse detection overlays
in Figure 5b. We show membrane probabilities in Figure 5c.

D2. Colorize neighboring neurons: When rendering segmentation layers, we colorize the
labelings to distinguish between neighboring neurons. The colorization involves a look-up procedure
which maps the identifier to an RGB color. We use the following formulas to map labels to RGB
color values:

R = ((107x) mod 700) mod 255 1)
G = ((509x) mod 900) mod 255 ()
B = ((200x) mod 777) mod 255 3)

For a given id x, we set each byte for red, green and blue to cycle approximately every seventh id

% =~ %) for R, every other id (% ~ %) for G, and every fourth id (% ~ %) for B, The exact values
chosen preserve dramatic changes between neighboring values while adding subtle differences to
allow 233,100 unique colors for sequential ID values. The resulting colorization is shown in Figure 5a.

D3. GPU accelerated rendering: Sections can be very large and any overlay doubles the amount
of rendered data. We use demand-driven and display-aware rendering for scalability. However, we
use GPU accelerated rendering to process the overlays. This way, we can add additional processing
such as adding segment borders or applying a color map in cases where looping through the pixels on
the CPU is too slow.

D4. Support multiple input formats: We mainly use HDF5 containers for storing segmentations
to support random access without loading a full scan into memory. This is not always fast, and other
connectomics tools aid scalability by storing sections separately as HDF5 or by providing a JSON type
descriptor of the data (e.g., Neuroglancer [33]). We abstract the input format by using the butterfly
middleware and support these different storage methods. Adding support for a new file format
requires extending Butterfly by adding another derived input source.

D5. Index multiple data sources: During segmentation, different parameters result in different
results. This means scans can have many alternate segmentations, and keeping track is difficult.
RhoANAScope uses the Butterfly middleware to query directories for their datasets. This mechansism
detects file types and meta information (such as dimensions, pixel encodings etc.) and creates a
searchable listing of available datasets.

D6. Compression: Storing connectomics data can quickly add up to multiple terabytes or
petabytes of data. We support the efficient and segmentation-map-specific Compresso algorithm
for reading data and also for transferring data from butterfly to RhoANAScope [45].

(a) Neurons (b) Synapses (c) Membranes

Figure 5. Cont.
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(d) Detected Synapses

Figure 5. We developed RhoANAScope: a Web-based visualizer for neuron and synapse segmentations
at scale. RhoANAScope visualizes segmentations on top of image data using WebGL. (a) Individual
neurons are colored according to their cell membranes. (b) Pre- and post-synaptic markers are colored
as green and blue, and indicate information pathways between neurons. (c) We use membrane
probabilities to debug the automatic segmentations. (d) RhoANAScope is scalable to large data by
implementing display-aware and demand-driven rendering, and supports multiple overlays. Here,
we match a groundtruth segmentation of synapses with the output of our automatic synapse detection
to view undetected synapses (red arrow) versus detected synapses (yellow arrows). Please note that
the synapse detection visualized here is not complete.

Automatic segmentation of 2D nanoscale images is a complex process. We use RnoANAScope
to understand the output of our pipeline and to visually assess segmentation quality, but also as an
every-day viewer for segmented connectomics data.

7. Interactive Visualization for Proofreading

7.1. Motivation

The output of our segmentation pipeline is not perfect. Labeled connectomics data, on average,
requires hundreds of manual corrections per cubic micron of tissue [22]. As mentioned previously,
the most common errors are split errors, where a single segment is labeled as two, and merge errors,
where two segments are labeled as one. With user interaction, we can join split errors (Figure 6a),
and we can define the missing boundary in a merge error (Figure 6b). This manual error correction is
called proofreading.
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Figure 6. The output of our automatic segmentation pipeline requires proofreading to correct split and
merge errors. These errors can be fixed with simple user interaction: (a) Split errors can be corrected by
joining segments; and (b) merge errors can be corrected by drawing the missing boundary. Including
these interactions; (c) we build the interactive proofreading tool Dojo with a minimalistic user interface,
display-aware and demand-driven visualization, and integrated 3D volume rendering. Proofreaders
can collaborate, each with cursors in (d) 2D and (e) 3D. The exclamation mark in (e) is used to request
help at a specific region within the data.
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7.2. Data

After automatic segmentation, we compute mipmap representations of scans and their
corresponding segmentation data. Each section of a scan is stored as a separate mipmap with each
mip level stored as tiled images. This allows partial access when requesting zoomed out views of data.
However, editing the segmentation then requires partial rebuilding of the mipmap if the image data
is changed.

In practice, each mipmap representation includes meta information regarding the dimensions,
tiling, data format, and encoding stored within an XML descriptor. The data is organized as a
hierarchical directory structure, with zoom levels grouping sub-directories for each section. Then, each
section is stored tiled as a row/column format.

7.3. Proofreading Applications

Proofreading is necessary to interactively correct segmentation errors before analysis. For this,
we propose Dojo (Dojo is freely available as open source software at https://github.com/rhoana/
dojo.), a Web-based proofreading application that supports multiple users. We evaluated Dojo and
other proofreading software with novices trained by experts as part of a quantitative user study
(between-subjects experiment) [11], and designed mechanisms for quality control [13].

7.3.1. Interactive Proofreading Using Dojo

Dojo enables proofreading in 2D with users able to zoom, pan, and scroll through the stack
(Figure 6¢). To visualize, we use GPU accelerated demand-driven and display-aware rendering in 2D,
and we also incorporate 3D volume rendering. We made the following design choices:

D1. Minimalistic user interface: A proofreading tool has to be simple and easy to understand.
This is especially true if we wish to support use by non-experts. The user interface of Dojo is designed
to be parameter free and have limited options available through icons (Figure 6c¢). Textual information
is presented small but still readable. This way, the proofreader can focus on the actual data and the
task of finding errors.

D2. Interactive splitting and merging: Users of Dojo need to be able to correct split and merge
errors efficiently. To correct split errors, the user clicks on one incomplete segment and then on the
segments to be joined (Figure 6a). For merge errors, Dojo allows users to split a single segment into
two or more by drawing a line across a segment (Figure 6b). Then, the best split line is calculated
by using the user input as seed points for a watershed algorithm. Both interactions require minimal
interaction and give immediate feedback.

D3. Three-dimensional volume rendering: In Dojo, proofreading happens when viewing a single
2D section. However, we also include 3D volume rendering to visualize segments in the context of the
full scan. In a controlled experiment between novice users, we observed that this feature especially
allowed non-experts to better understand the three-dimensional property of connectomics data [11].

D4. Dynamic merge table and partial mipmapping: Proofreading requires many corrections of
segmentation data. Since our data results from an oversegmentation (Section 6), more split errors
than merge errors exist. We use a segment remap table to allow merge operations without actually
modifying the image data. Merging a segment with another segment is achieved by adding a look-up
or redirection entry to the segment remap table. This dynamic data structure is stored separately from
the data and is applied during rendering. For split errors, we calculate which parts of the mipmap
need to be updated to properly adjust the segmentation data. This is scalable because each mip level is
stored as individual image tiles.

D5. Collaborative editing: Proofreading of larger volumes can be sped up when multiple users
correct the data at the same time. In Dojo, we synchronize the modifications of the segmentation data
among all connected users via Websockets. This can result in many transfers depending on how many
clients are connected. Therefore, we limit the transfer to coordinates and meta information and deliver
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updated segmentation tiles on request. If two or more users work on the same region of segmentation
data, the other users’ cursors are shown as small colored squares (Figure 6d). In 3D, the cursors are
displayed as colored pins pointing to a position within the scan. In addition to cursor sharing, users
can actively mark an area of the data to seek help from other users (Figure 6e).

Our experiments have shown that the majority of proofreading time is spent by users looking for
errors. To reduce this time, we propose the Guided Proofreading system [12] which suggests errors
and corrections to the proofreader.

7.3.2. Guided Proofreading

Using classifiers built upon a convolutional neural network (CNN), the Guided Proofreading
system (Guided Proofreading is freely available as open source software at https://github.com/
VCG/guidedproofreading) detects potentially erroneous regions in an automatic labeling. Then, we
present the proofreader with a stream of such regions which include merge and split errors and their
corrections. This way, proofreading can be hastened with a series of yes/no decision, which is faster
than manual visual search using Dojo.

D1. Split error detection via CNN: We trained a split error classifier based on a CNN to check
whether an edge with an automatic segmentation is valid. By choosing a CNN over other machine
learning methods, we enable the classifier to learn features by itself rather than using hand-designed
features. Our CNN operates only on boundaries between segments and, in particular, on a small
patch around the center of such boundaries. We use the grayscale image, the membrane probabilities,
a binary mask, and a dilated border mask as inputs. The architecture of our split error classifier uses
dropout regularization to prevent overfitting (Figure 7a).

D2. Merge error detection using the split error classifier: We reuse the split error classifier to
detect merge errors. We generate potential borders within a label segment using randomly-seeded
watershed, and then test whether each border is a split error. If our CNN reports a valid split, we
assume that this border should exist, and therefore we should split the label segment in two.

D3. Single-click corrections: We perform merge and split error detection as a pre-processing step
and sort them by probability of error confidence. The Guided Proofreading system then presents the
most likely errors one-by-one to the user and also shows a potential correction. Then the proofreader
can decide whether to accept or reject a correction with a single click.

Our experiments show that Guided Proofreading reduces the average correction time of 30 s with
Dojo to less than 5 s on average. Correcting segmentations of large connectomics datasets still takes a
long time, but proofreading applications make this more feasible by supporting multiple users and
simple operations. We are currently exploring new ways to proofread synaptic connections.
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(a) A classifier for detecting split errors

Figure 7. Cont.

18



Informatics 2017, 4,29

(b) The Guided Proofreading user interface

Figure 7. The Guided Proofreading system reduces the time spent finding potential errors by proposing
candidate errors and corrections. (a) The system is informed by a convolutional neural network (CNN)
with a traditional architecture. The CNN uses a patch of image data, membrane probability, binary cell
mask, and cell border overlap to decide whether a split error between two neurons exists. (b) Then, we
present the proofreader with a stream of regions and candidate corrections. Thus, proofreading can be
hastened with a series of yes/no decisions, which is about 6 x faster than using Dojo.

8. Network Analysis

8.1. Motivation

Analysis is the final step of the connectomics pipeline. Segmented and proofread data includes cell
membrane annotations for all neurons and the synaptic connections between them. This information
represents a (partial) wiring diagram of the mammalian brain, and this network can be modeled as a
weighted graph (i.e., weighted by number of synaptic connections). Such a graph structure is three
dimensional, dense, and can be hard to analyze due to the large size. To better understand the data,
we need visualizations that render it in 3D and show the biological properties of neurons and their
connections. However, typical analysis concentrates on a subset of our data. This means we also need
sophisticated methods to query and filter our large wiring diagram.

8.2. Data

As previously mentioned, segmentation data and synaptic connections are typically stored as
HDEFS5 files containing the full scan, or as tiled mipmap data structures. The generated neuron and
synapse information is stored as a graph structure in JSON files. We parse these files and store the
connection information in a database as part of the Butterfly middleware, so that we can perform
efficient indexing and querying.

19



Informatics 2017, 4,29

8.3. Tools for Network Analysis

8.3.1. 3DXP

To prepare for 3D analysis, we generate meshes representing neuron geometries by performing
marching cubes [59] on our volumetric segmentation data. We have developed 3DXP (3DXP is freely
available as open source software at https://github.com /rhoana/3dxp), a Web-based application for
exploring volumetric image data and neuron geometries in 3D (Figure 8). This application is fully
interactive and allows researchers to analyze individual neurons and their connections by zooming,
panning, and scrolling through the scan. We designed 3DXP with the following choices in mind:

(a) Neurons (b) Soma (c) Synapes

Figure 8. Three-dimensional polygonal mesh reconstructions of automatically-labeled connectomics
data using our Web-based 3DXP software (downsampled to 3 k x 3 k x 1.6 k voxels). Since the
reconstructions are hundreds of megabytes in size, we stream and render the geometries progressively.
The displayed scenes show: (a) twenty neurons stretching through a 100 um? volume; (b) multiple cell
bodies (soma) visualized; (c) a dendrite with two synaptic connections. All scenes are interactive with
zoom, pan, and scroll interactions. It is also possible to mouse click on a mesh region to open other
visualizers for further data exploration, e.g., in Dojo.

D1. Progressive rendering: For collaborative research, a shareable dynamic visualization allows
more interactivity with the data than statically-generated images or videos. While the visuals must be
simple enough to transfer over an internet connection, the most valuable information from detailed
connectomics emerges when we can show highly detailed reconstructions. Progressive rendering
provides such a solution through multiple meshes of varied levels of detail. 3DXP applies the
existing format of POP Geometry [60] to direct bandwidth to the neural projections closest to the
interactive camera.

D2. Parallel computation: Rendering meshes at several levels of detail takes too much time to
compute on demand for each request. With 3DXP, we precompute meshes at multiple resolutions
for all segmentation identifiers in the reconstructed volume. To reduce the number of days required
to generate meshes for millions of neurons over trillions of voxels, we divide the full volume into
a grid. The volumetric grid allows the parallelization of both mesh generation and conversion to
the multiresolution format across any number of simultaneous connected machines with limited
memory usage.

D3. Correspondence to EM imagery: The rendered meshes when viewed in isolation provide
no indication of the raw data provided as input to the reconstruction. To show the position of a
surface within a brain region, 3DXP displays the meshes alongside axis-aligned sections from the
electron microscopy image volume. Our researchers need to ensure individual EM scans match at
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the corresponding depth of a given mesh, so we transfer highly downsampled images of each scan.
The users freely move up and down through scans scaled to match the reconstructed meshes.

D4. Animation: Visualizing more neural projections in 3D corresponds to increasing visual
complexity. An informative and visually appealing solution involves laying a single EM section to
obscure all structures deeper than a given region of interest. The 3DXP viewer supports the creation of
animations that interpolate between chosen camera positions, each linked to a single EM section. The
user saves each given viewpoint as a keyframe linked to a single section. 3DXP can then step through
each section at a constant rate in an animation, moving gradually through the saved viewpoints.

D5. Interoperability: While a 3D visualization is useful, it only partially supports a full
understanding of a given volumetric reconstruction. Therefore, we designed the 3DXP viewer to
work seamlessly with the 2D tiled image viewers in our system. A user can identify the coordinates of
any point on a rendered mesh to immediately view it in 2D. In particular, the interoperability with the
Dojo editor allows the discovery of segmentation errors in an exploratory 3D view to immediately
facilitate manual corrections in a more focused and higher resolution editing environment.

8.3.2. Neural Data Queries

To query, filter, and parse the relationship of neurons and their connections, we developed the
Neural Data Queries system (Figure 9). This system offers a well documented API to request the
following information: all synaptic connections in a region of interest, the center of a specific synapse,
pre- and post-synaptic neurons of a specific synapse, all neurons in a region of interest, the center of a
neuron, and all synapses of a neuron. While the Neural Data Queries system returns numeric or text
data, it is possible to use this information to render specific neurons and their connections using our
visualizers. For this, we report the following design choices:

D1. Interoperability: To facilitate communication between 3D mesh and 2D image viewers,
the Butterfly middleware supports neural data queries within a shared naming convention and single
coordinate frame. For viewers where synapse data is not displayed, a query containing only the
coordinates of a region of interest returns a list of the included synapses. Further requests return
the information needed for a particular viewing task: either the specific coordinates, or the neuron
segments joined by the synapse.

D2. Support for automation: The neural data queries consist of the number of elemental requests
needed to express the spatially-embedded connectivity graph over many short and fast queries. Rather
than attempt to enumerate all the complex queries of an embedded graph, the neural data queries
often return a single property of a single entity. An automated client can request “the synapse location
between neuron A and neuron B” in multiple neural data queries. If any ID value in “synapses of
neuron A” occurs in the list of “synapses of neuron B”, then a third request can be made for the location
of the shared synapse.

D3. Informative feedback: The RhoANAScope viewer makes use of many small neural data
queries to asynchronously index all tiled images available for viewing. A single request lists all
experiments, which trigger requests for all samples per experiment, then all datasets per sample,
and ultimately all tiled image channels per dataset. When manually querying the API, the Butterfly
system facilitates manual indexing through helpful error messages for humans. Without any
parameters, Butterfly suggests a list of experiments. In response to requests, including a misspelled
channel, Butterfly suggests valid channels. The response is the same for any missing or invalid
parameter such that humans can interact with the API without prior knowledge.
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Query
/api/entity_feature?feature=synapse_parent&experiment=e&sample=s&dataset=d&channel=c&id=10

Response

{ "synapse_parent_pre": 888, "synapse_id": 10, "synapse_parent_post”: 999 }

Query

/api/entity_feature?feature=synapse_keypoint&experiment=e&sample=s&dataset=d&channel=c&id=10

Response

{ "y": 12800, "x": 12800, "z": 1700 }

Figure 9. Two neural data queries and responses show separate properties of a given synapse.
Both synapse_parent (top) and synapse_keypoint (bottom) queries request a field of data for synapse
label 10 in dataset d of sample s in experiment e. The channel c refers to the tiled volume containing a
reconstruction of synapse segments. The top request returns both neuron segment labels representing
the presynaptic input and postsynaptic output of the provided synapse. The bottom request returns
the coordinates of the center of the requested synapse.

We specifically designed the Neural Data Queries system together with neuroscientists to support
targeted data exploration. Targeted data queries provide endpoints specific to neural reconstructions.
API endpoints provide the center coordinates of any neuron ID with a cell body or any synapse ID
value. Most importantly, we can return all synapses in a region, all synapses of a neuron, and both
neurons for any given synapse. A configuration file listing file paths matches tiled images with the
corresponding files for center coordinates and synapse connectivity. An efficient database integrated
in Butterfly ensures that each query response is generated in less than 5 s.

9. Performance and Scalability Experiments

All 2D client visualization applications in our system request a view onto a scan volume from
the Butterfly server. When a client requests a viewport that is smaller in pixel size than the files in
storage, the server must load and transfer subsections from each file, e.g., for a zoomed-in view. When
a client requests a viewport that is larger in pixel size than the files in storage, the server must load and
combine many image files before transfer, e.g., for a zoomed-out view. For far-zoomed-out views, this
combination requires loading many hundreds of files, which can be slow. To provide a faster response,
the client sequentially requests only tiles within the total-requested viewport. These are independent
of the tiles on network file storage. The server then sends these tiles as parts of the viewport of the
client where they are displayed.

Each 2D client application opens with a zoomed-out view completely containing a full tiled image
at the lowest available resolution. For an overview of the full volume at a low resolution, users can scroll
through all full tiled images in the stack. The speed of this interactive overview depends on the time to
load and transfer a full tiled image at a mipmap level within the viewport dimensions. By considering
the most zoomed-out view, we compare transfer times without calculating the variable number of tiles
needed for many possible zoomed-in views. We measure this tile transfer from the storage system as a
second experiment, which applies to pre-computed and on-demand mipmap scenarios.

To optimize client tile transfers of arbitrary sizes from storage systems with an arbitrary numbers
of files, we present results from two sets of experiments designed to separately test performance
of client tile transfer and file storage. Given the optimal client tile size, the optimal bit rate to read
files from a network file system reduces the overhead for each transfer. These experiments measure
throughput from data on the network file system to a Web-based client viewer application, and are
indicative of the general performance of all reported visualization tools. In this sense, they measure
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the scalability of our display-aware and demand-driven rendering (Figure 10). We measure both client
tile size and file size by the pixel dimensions of the square tiles (denoted either as N x N or N? pixels.)

File Storage Tile Transfer
Experiment Experiment

2D Visualization

Network File System Middleware

Figure 10. We record throughput of a generalized scalable visualization pipeline, to inform best-practice
Butterfly parameter settings. This pipeline replicates the general setup of all reported 2D visualization
tools. First, we load data from a network file system. Our middleware then processes these files and
transfers tiled images to a 2D visualizer. Our experiments include the file storage experiment and the tile
transfer experiment.

Client Tile Transfer Experiment: We measure both the time to transfer a single tile to an image
viewer and the time to transfer data that is split into multiple tiles. This helps to answer the question:
Which tile size best enables streaming when transferring data from server to client viewer? The size of the
client-requested image tiles affects the transfer time from the server, where the optimal client tile size
for each request should minimize both the delay between an individual tile appearing in the client and
the duration until all tiles fill the client display.

File Storage Experiment: We measure loading speed for a full section of data using different-sized
files in storage to answer the question: Which file size is most efficient to read connectomics imagery in a
network environment? The size of the image files in storage affects the file read rate from network file
storage, where the optimal tiled storage system should minimize the time to load tiles from the file
system. For this experiment, we assume we want to read a fixed number of pixels from disk.

9.1. Client Tile Transfer Experiment

We measure the time to serve an image of 4096 x 4096 pixels from server memory. We send the
full image to the viewer as one or more tiles, each fulfilling a separate image request. Because the total
data transferred is constant, the time to serve the full image reflects the bit rate for data transfer to the
viewer. For one tile of 4096 pixels, four tiles of 20482 pixels, 16 tiles of 10242 pixels, and 64 tiles of 5122
pixels, we measure the total time from the start of the first request until the last response completes the
full image. The full image transfer time divided by the total number of tiles directly gives the mean
time to transfer a single tile to the client. The single tile transfer time also measures the delay between
updates to the rendered image. With an increased mean time to transfer a single tile, the user sees tiles
render at a slower frequency.

9.1.1. Experimental Setup

The client tile transfer experiment starts a Tornado [61] server from a Python 2.7.11 interpreter on
a single CentOS Linux machine on the Harvard Odyssey research computing cluster (The Harvard
Odyssey cluster is supported by the FAS Division of Science, Research Computing Group at Harvard
University). The viewer contacts the server through an SSH tunnel on the Harvard network from
Google Chrome v54 on an Ubuntu Xenial Linux distribution. Before sending data, the server divides
a tile of 4096 x 4096 pixels from an existing EM image into all 64 tiles of 512 x 512 pixels needed
for the first condition. In Chrome on the client, the first request opens HTML and JavaScript for
an OpenSeadragon viewer. The viewer starts a timer when ready to make asynchronous requests.
After the last image tile arrives, the viewer sends the full duration to the server.
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9.1.2. Experimental Results

For the client tile transfer experiment, one-way ANOVA tests showed significance across all
500 repetitions. When measuring time for the full image (F(3,1996) = 21,119, p < 0.001) or time per
tile (F(3,1996) = 140,190, p < 0.001), the four conditions of tile size show a significant effect at the
p < 0.05 level for tiles of 512, 1024, 2048, or 4096 pixel edges.

Relative to a bulk transfer of 4096 x 4096 pixels, Figure 11b shows a longer time to transfer of
64 tiles of 512 pixels, and shorter transfer times for 16 tiles of 1024 pixels or 4 tiles of 2048 pixels. Post
hoc comparisons (after Bonferroni correction) indicate that a full image transferred in tiles measuring
1024 pixels in significantly less time than in those measuring 2048 pixels (t = —17.6, p < 0.001),
4096 pixels (t = —123, p < 0.001) or 512 pixels (t = —234, p < 0.001). For all sizes measured, a full
image of 4096 x 4096 pixels transfers the fastest in tiles of 1024 x 1024 pixels. The second fastest tiles
of 2048 pixels transfer a full image in 8.0% more time on average than tiles of 1024 pixels.

Figure 11a shows that transfer time increases for larger tiles of 2048 pixel sides relative to smaller
tiles of 1024 pixel sides. The mean delay between individual tiles greatly differs between tiles measuring
1024 and 2048 pixels. Post hoc comparisons after correction indicate that a single 1024 x 1024 pixel tile
loads in much less time than a single 2048 x 2048 pixel tile (t = —247, p < 0.001). While any given
image contains four times as many tiles of 1024 pixels as tiles of 2048 pixels, each tile of 2048 pixels
takes on average 123 milliseconds longer to transfer than each tile of 1024 pixels.
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Figure 11. One experiment uses two metrics measured in seconds to evaluate tiled image transfer to an
OpenSeadragon client. (a) The time to send a single client tile depends on the size of the tile and the bit
rate. The sides of a single square tile range from 512 to 4096 pixels. Tiles of the two smaller sizes each
arrive in less than 40 ms. Tiles measuring 2048 and 4096 pixels per side each arrive in approximately
160 ms and 960 ms, respectively. (b) Only the bit rate affects the time to send a full tiled image of
4096 pixel sides. Sending the full section in one tile of 4096 x 4096 pixels takes 960 ms, but a division
into 64 square tiles of 512 x 512 pixels increases that time to 1200 ms. Tiles of 1024 and 2048 pixel sides
reduce the time to 590 ms and 640 ms, respectively.

9.2. File Storage Experiment

We measure the bit rate to load from file system divisions of a full 32,768 x 32,768 pixel image,
which is at the scale of a single MFOV. We measure the total time to load one file of 32,768 pixels, four
files of 16,3842 pixels, 16 files of 81922 pixels, or 64 files of 40962 pixels as square tiles ranging in length
from 5122 to 40962 pixels. This simulates a server that delivers tiles of a given size from multiple files
of equal or larger size. Therefore, the solid lines in Figure 12 begin by loading each file as a single tile.
This experiment isolates the effects on performance of repeated access to multiple files.
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Figure 12. Rate to read various tile sizes from several file sizes. A server loads all tiles from an image
stored on a network file system at a rate given by the number of separate TIFF files used to store the
data. The server can use square tiles of variable area to load the full section of 32,768 x 32,768 pixels.
The four different colored lines represent square tiles of length 512, 1024, 2048, and 4096. The negative
slopes of all solid lines show loading speed decreases with larger files for any given tile dimensions.
For any tile size above 512 pixels, the tiles load the fastest from files of the same size. The black dotted
line shows that it is most efficient to read an entire file in a single section. Error bars represent one
standard deviation above and below the mean over 75 trials.

9.2.1. Experimental Setup

The file storage experiment runs entirely from a Python 2.7.11 interpreter in parallel on fourteen
similarly configured CentOS Linux machines on the Harvard Odyssey research computing cluster. For any
given condition, the program first stores 32,768 x 32,768 pixels of random noise into a number of tiff files
of sizes ranging from 512 x 512 pixels through 32,768 x 32,768 pixels. Each trial repeats all conditions in
one uniquely labeled folder, and all file names contain an integer sequence unique within a given trial.

After writing all files for a given condition to the network file system, the program separately
measures the time to load each tile from part or all of the corresponding file. The sum of all loading
times then gives the time to load a constant 32,768 x 32,768 pixels from the network file system
regardless of the number of files or size of tiles.

9.2.2. Experimental Results

For the file storage experiment, one-way ANOVA tests showed significance at the p < 0.05 level for
each line in Figure 12 across all 75 repetitions. When tile size equals file size, files from 512 through 4096
pixels significantly affect bit rate (F(3,296) = 367, p < 0.001). For tiles of 512 pixels, files from 512 through
32,768 pixels significantly affect bit rate (F(6,518) = 947, p < 0.001). For tiles of 1024 pixels, files from 1024
through 32,768 pixels significantly affect bit rate (F(5,444) = 1033, p < 0.001). For tiles of 2048 pixels,
files from 2048 through 32,768 pixels significantly affect bit rate (F(4,370) = 564, p < 0.001). For tiles of
4096 pixels, files from 4096 through 32,768 pixels significantly affect bit rate (F(3,296) = 548, p < 0.001).

The dotted black line in Figure 12 gives the bit rate when only one image tile loads from any
given file. The rates increase along this line when loading from larger files. Relative to loading single
tiles from 1024 pixel files, single tiles load more quickly from 2048 pixel files (t = 16.2, p < 0.001).
Compared to 2048 pixel files, single tiles also load at faster rates from 4096 pixel files (t = 10.0,
p < 0.001). As further analysis shows, the trend favoring large files only holds when the size of the
tiles loaded at each instant can be arbitrarily increased.

Each solid line in Figure 12 gives the bit rate when one or more tiles of a constant size load from
any given number of files. The rates decrease along these lines when loading tiles of fixed dimensions
from smaller sections of larger files. Relative to loading 1024 x 1024 pixel tiles from files of 4096 pixels,
tiles of the same size load more quickly from files of 2048 pixels (f = 24.2, p < 0.001). Compared to
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files of 2048 pixels, tiles of 1024 x 1024 pixels also load at a slightly higher rate from tiles of 1024 pixels
(t =3.61, p < 0.001).

The tiled image transfer experiment shows tile dimensions of 1024 x 1024 pixels both optimally
reduce delays between individual tiles and loading times for a viewport of 4096 x 4096 pixels. Given
a constant tile size of 1024 pixels, the tiled image storage experiment suggests a division of the
image volume into files also measuring 1024 pixels. However, when external constraints limit the
division of the image volume into larger flies than 4096 x 4096 pixels, larger tile sizes on the scale of
2048 x 2048 pixels should be considered to prevent the limits of the network file system from hindering
the transfer of image tiles to the viewers.

10. Implementations and Distribution

We choose the following implementations for the described applications.

The Butterfly middleware: We implement our middleware in Python and use the Tornado [61]
Web framework to provide the server. We use OpenCV for image processing and mipmap generation.

MBeam viewer: This application is written in HTML5/Javascript and uses the OpenSeaDragon [62]
rendering framework.

RHAligner: The alignment framework and visualization scripts are written in Python and
use OpenCV.

RhoANAScope: This is an HTML5/Javascript Web frontend and uses the OpenSeaDragon [62]
rendering framework combined with our developed viaWebGL (Rendering via WebGL in
OpenSeaDragon is available as open-source software at http://github.com/rhoana/viawebgl/) plugin
to use GPU accelerated rendering.

Dojo: The proofreading application Dojo uses a custom WebGL rendering engine and is written
in HTML5/Javascript. We use Websockets to support collaborative editing and to synchronize any
changes among all proofreaders. For volume rendering, we use the XTK WebGL library [35], which
enables volume rendering of medical imaging data.

Guided Proofreading: This classifier is developed in Python using the Nolearn [63] machine
learning library. The user interface is written in HTML5.

3DXP: This visualizer renders using the X3DOM WebGL library [64] and the user interface
including keyframe recording is written in HTML5/]Javascript.

Neural Data Queries: This API is written in Python and integrated into the Butterfly middleware.
We use MongoDB [65] for the database.

10.1. Data Access API

The Butterfly middleware provides an application program interface to abstract data access
by providing a cut-out service. This abstraction layer enables the requesting client application to
not care whether data is stored as pre-computed mipmaps, or if different zoom levels need to be
computed online. Further, the client is agnostic to file formats and data storage schemes. For example,
segmentations can be stored with different bitrates depending on the number of encoded structures
(Section 3.2). The data access APl is the core feature of the Butterfly middleware and is documented
online (The Butterfly data access API is documented at https://github.com/microns-ariadne/ariadne-
nda/blob/master/specs/finished.md).

10.2. Distribution

All applications described in this paper are available as open source software and can be
installed individually. However, we also provide a downloadable virtual machine image (Installation
instructions for the Butterfly virtual machine image are given at https://github.com/Rhoana/bflyVM)
based on Ubuntu linux, bundled with pre-configured installations of Butterfly and all visualization
applications. This way, interested users can download the virtual machine, link to a network file system,
and immediately access the bundled tools via a Web-browser from anywhere in the local network.
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11. Use Case: Splitting Merged Somas

While we have designed each tool to function optimally for separate tasks in the analysis
of connectomics imagery, it is also possible for information gained in one interface to inform the
interaction in others. To demonstrate this, we present a method for solving the problem of splitting
merged somas in nano-scale images, with linked views across several applications.

Gravitational centers of brain cells appear in the segmentation data as large uninterrupted round
regions with a single identifier. These regions were segmented using membrane probabilities as
described in Section 6. Given an identifier of a cell body within the scanned volume (soma, obtained
through visual inspection), 3DXP opens the surface mesh of the identifier in an interactive 3D viewer.
For a correct segmentation, we expect any mesh with a cell body to branch into thinner projections that
continue past the edge of the volume or terminate in small synaptic connections. Any neuroscience
researcher would immediately notice when 3DXP instead shows the projections of one soma grow
seamlessly into another cell body.

A single surface mesh with two distinct globular masses indicates that the neuron segmentation
contains two mistakenly-merged neurons. After noticing such a mesh, a researcher can visually search
various views in 3DXP to inspect unlikely- and unevenly-shaped patterns in the thin projections. When
clicking to identify a region of interest, the coordinates automatically open to the corresponding view
in the Dojo proofreading tool. In Dojo, the user can follow the contours of the EM image to create a
new segmentation label to separate the two merged neurons. After 3D agglomeration on the resulting
segmentation, the researcher can separately analyze the two neuron segments.

Figure 13 shows one way a 3D view in 3DXP informs 2D proofreading in Dojo. In addition to
improving the current segmentation through proofreading, the software presented here allows analysis
of intermediate results to improve the algorithms behind future segmentation. The RhoANAScope
viewer can maintain a central directory of all initial EM images, intermediate membrane potentials,
and resulting segmentation volumes. Upon finding an unusual error while making corrections in Dojo,
a researcher can open the corresponding membrane potentials in RhoANAScope to understand the
source of the error in the automated process.

(a) 3DXP (b) Dojo

Figure 13. Cont.
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(c) Dojo—Split mode

Figure 13. Three steps in the use case of splitting connected cell bodies. In (a), a single green label
includes two large cell bodies. Therefore, the one label contains the joined reconstruction of two
neurons. A neural process runs from a broad base off the lower cell body. While the projection correctly
passes narrowly behind one branch of the upper neuron, the tip of process mistakenly merges with the
surface of the upper soma at a small point shown in red. In (b), the dojo editor displays the false merge
between the large upper soma and the small neural process (upper right). Using the same segmentation
available to the 3D view, both neurons display as parts of one green segment. In (c), a detailed view
shows the same false merge with the segmentation label removed. The membrane between the large
soma and the small projection displays as a darkened band in the EM image section. The green line,
drawn by the user, allows the separation of the falsely merged neurons.

12. Conclusions

The Butterfly middleware makes working with connectomics datasets easier and more convenient.
The simple application programming interface abstracts away the low-level problems that occur when
working with massive datasets so that neuroscientists and computer scientists in this field can focus
on connectomics as opposed to data management. We demonstrate the scalability and extendability of
Butterfly with applications tailored towards every step of the connectomics workflow and provide
all developments presented in this paper as open source software to the community. As the field of
connectomics matures, more novel and sophisticated visualizations will be needed. We hope Butterfly
will help us all to develop these future visualizations.

Supplementary Materials: The following are available online at https://github.com/Rhoana/butterfly /wiki/
Supplemental-Material, UML Diagram of the Butterfly middleware and Video.
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Abstract: We present a visualization system for analyzing stochastic particle trajectory ensembles,
resulting from Kinetic Monte-Carlo simulations on charge transport in organic solar cells. The system
supports the analysis of such trajectories in relation to complex material morphologies. It supports
the inspection of individual trajectories or the entire ensemble on different levels of abstraction.
Characteristic measures quantify the efficiency of the charge transport. Hence, our system led to
better understanding of ensemble trajectories by: (i) Capturing individual trajectory behavior and
providing an ensemble overview; (ii) Enabling exploration through linked interaction between 3D
representations and plots of characteristics measures; (iii) Discovering potential traps in the material
morphology; (iv) Studying preferential paths. The visualization system became a central part of
the research process. As such, it continuously develops further along with the development of
new hypothesis and questions from the application. Findings derived from the first visualizations,
e.g., new efficiency measures, became new features of the system. Most of these features arose from
discussions combining the data-perspective view from visualization with the physical background
knowledge of the underlying processes. While our system has been built for a specific application,
the concepts translate to data sets for other stochastic particle simulations.

Keywords: stochastic trajectory ensemble visualization; organic solar cell design; charge transport

1. Introduction

In the quest to tap renewable energies, the development of organic solar cells plays an important
role as they can be manufactured in high throughput at low prices. Additionally, the flexibility of these
cells offers many benefits compared to conventional solar cells. Unfortunately, despite organic solar
cells are already used in a few commercial products, their comparably low efficiency currently forbids
a wide-spread use.

The efficiency of an organic solar cell is directly related to its molecular structure, which is usually
formed by two aggregations of molecules (donor and acceptor) that are sandwiched between two
electrodes. When photon absorption occurs it leads to the formation of excitons (electron-hole pairs),
which are transported to the electrodes, whereby the donor transports the holes and the acceptor the
electrons. The time to reach the electrodes is determined by the molecular structure of the donor as
well as the acceptor, and inversely proportional to the efficiency of the cell. Thus, to improve the
efficiency of organic solar cells, it is mandatory that the underlying physical principles regarding
charge transport are better understood, and that an optimal molecular structure can be predicted.
Kinetic Monte-Carlo simulation is a tool frequently used in this context to better understand the

Informatics 2017, 4,25 32 www.mdpi.com/journal/informatics
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behavior of charge transport, by establishing a relation between the material structure and a solar
cell’s properties [1-3]. By simulating a multitude of charges traversing the sandwiched region large
charge-transport trajectory ensembles are obtained. Understanding of these charge-transport trajectory
ensembles and their connection to the molecular structure is key to be able to design more efficient
organic solar cells [4].

In this paper, we propose an analysis system composed of a set of linked spatial visualizations
together with plots of structure-aware trajectory measures. The structure of the data is similar to
trajectories resulting from tracking of movement data and thus the exploration concepts are similar.
However, an efficient exploration system requires a configuration targeted specifically toward the
needs of the application. Accordingly, novel concepts were also needed for the proposed system.
A central requirement for the charge trajectory analysis is relating the stochastic microscopic data to
macroscopic efficiency measures. To achieve this, the concept of charge-flow lines has been introduced.
They mimic the macro-level behavior of charges resulting in typical flow descriptors as flow direction
and velocity. The morphology of the solar cell under investigation serves as context.

Thus, within this paper, we make the following contributions:

e  We propose a set of linked visualization techniques that enable the investigation of dense
charge-transport trajectory ensembles by exploiting trajectory abstraction and relating trajectories
to a solar cell’s morphology.

e  We propose novel geometric measures to analyze the efficiency of individual trajectories and
trajectory ensembles based on the concept of charge flow lines.

e We discuss how these components are integrated into a single visualization framework, which

supports domain experts when visually analyzing organic solar cell simulations.

The remainder of the paper is structured as follows. In the next section, we briefly describe the
application background and describe the visual analysis tasks we have identified as being essential
when exploring the data at hand. In Section 2, we summarize the most important recent work that
inspired the development of our framework. Section 3 starts with an overview of the proposed
visualization framework, and introduces the applied visualizations and the novel efficiency measures.
In Section 4, we describe the technical details. To demonstrate the effectiveness of our framework
we apply it to simulation results with different levels of complexity, with respect to the underlying
physical model, and discuss the findings made in Section 5. Finally, the paper concludes in Section 6.

1.1. Application Task Characterization

In the following, we will describe how the visual analysis tasks have been developed since they
play a central role for the configuration of the system. The overall goal has been to gain a deeper
understanding of the process of charge transport based on the simulation results. However, as it is
often the case when scientists look at their data for the first time, there were no clear questions to start
from and the analysis has been driven by the question: ‘Let’s see what we will find.” More specific
tasks have then been gradually identified within a close collaboration between visualization experts
and theoretical physicists who perform the simulations. The visualization system has been developing
continuously by new hypotheses that have been developed during the visual exploration, see Figure 1.

The first task, which we call the Overall Efficiency (OE), aims to give an overview of the data in
its most original form. This means displaying the trajectory ensemble as a whole and allow simple
interaction to inspire new questions to guide the further development of the system. This matches
the visual-information seeking mantra: Overview first, zoom and filter, then details-on-demand. During
the configuration of the system the visualization tasks have been shifting more and more from a
microscopic to a macroscopic view. This reflects a generalization of the questions starting from the
modeling perspective on the quantum mechanical level to questions related to large-scale properties as
the efficiency of the probe. The macroscopic view has to a large extend been new to the physicists and
triggered many new ideas for the design of the simulation. Understanding of the interaction between
the scales is what finally paves the way for the further development of the technology.
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Data Exploration |

Physical Model
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Figure 1. The visualization system has become an essential part of the scientific process in the
applications and the specific tasks toward the system have been developing continuously. New
hypotheses that are developed during the visual exploration trigger new tasks and new visualization
methods as specific efficiency measures used for statistical plots and line abstraction.

The pertinent questions that arose during the development of the system can be summarized as
follows. Morphology Efficiency (ME): Understand the general distribution of charges and the impact of
the morphology geometry on the distribution and the transport properties. Thereby the individual
trajectories have not been considered as very interesting. Charge Interaction (CI): A complementary
question is the role of charge interactions for the charge transport. These questions involve the
inspection of individual charge pair trajectories but also the morphology and especially the material
interface as context. For these questions the fully detailed trajectories hide the trends of the transport
and there is a demand for abstraction and macroscopic views and measures to quantify the efficiency.
Simulation Evaluation (SE): Orthogonal to the questions targeting toward understanding the underlying
physics, is the evaluation of the performance of the simulation and its parameter settings. Therefore
it is important to easily inspect the plausibility of the results and identify outliers. For this purpose
almost all proposed visualizations are useful whereby simple geometric settings are of advantage.

The derived tasks suggest the employment of a two-dimensional visualization parameter space.
One dimension pertains to the level of detail and abstraction ranging from a micro-level to a macro-level
view. The second dimension relates to the number of trajectories that are investigated ranging from
the entire ensemble to single trajectory analysis. We divide the parameter space into four quadrants as
illustrated in Figure 2. The proposed methods and derived task are placed into this space to provide
an overview.

1.2. Organic Solar Cell Design

To understand the benefits of the proposed visual analysis framework, some information
regarding the application background needs to be provided first. The efficiency of an organic solar
cell is determined by the efficiency of the different steps from photon absorption to charge collection.
As these are directly related to the structure, different structures for such cells have been investigated.
The simplest consisting of a layer of an organic semiconductor between two electrodes. However, the
performance of a cell can be improved by having two layers of organic materials: the donor and
the acceptor [5] (see Figure 3a,b). In a working solar cell, photons are absorbed generating excitons,
which then diffuse toward the interface as illustrated in Figure 3a,b and form a charge transfer (CT)
state. The CT states then split into free electrons and holes that can be collected at the electrodes.
While Figure 3a shows this case for a single exciton, Figure 3b illustrates the existence of two excitons.
After the charge carriers are freed, they may still move back to the interface and recombine. Here, two
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types of recombination can occur: geminate and nongeminate. Geminate recombination is when
two charge carriers resulting from the absorption of the same photon recombine. Nongeminate
recombination occurs when two free charge carriers originating from different photons recombine
with each other at the interface.

Context Rendering
Charge Coverage
Trajectory Tubes
Density Projection
Augmented Tubes
Animation of Transport
Summary Plot

) Mutually Exclusive

ADetail vs. Overview
000! (ecl0@)0 0@
F IV

Macro,Level
—e00@o0@0e

(

Task Groups

T OE , OF :Overall Efficiency

Charge Interaction

Micro Level

0000 (ecole®)000@ S
Ered—ios Single ME Morphology Efficiency

. SE : Simulation Evaluation

Figure 2. Our visualization parameter space can be roughly divided into four quadrants micro-level vs.
macro-level of detail, ensemble vs. single trajectory). The parameter space can be investigated using
several visualization techniques, which are associated with the four identified task groups. To move
between the single and the ensemble level, brushing-and-linking is realized using plots.

The morphology of the donor-acceptor interface in an organic solar cell has a large impact on the
efficiency of the solar cell. Excitons can only diffuse 10 nm before decaying, so the donor and acceptor
should be sufficiently mixed, as otherwise the excitons could not reach the interface before decaying.
An example of a more complex morphology is illustrated in Figure 3c,d. However, once separated,
the charge carriers need pathways to their respective electrodes. If, for example, an electron is in an
acceptor domain that is completely surrounded by the donor, there is no path for the electron to travel
to the electrode. Consequently, it is important to establish a morphology-efficiency relationship and
determine for instance how the domain size and tortuosity influence the different processes, such as
transport of the exciton, dissociation of the CT, and free charge carriers transport.

Because of the amorphous nature of the material and the probabilistic nature of the competitive
processes at play in a solar cell, stochastic methods such as the Monte-Carlo approach are applied.
In our setup, a kinetic Monte-Carlo code is used where the hoping rates are calculated based on
the Marcus Equation [6] using a multi-scale approach [1,2]. Based on the simulation parameters,
these simulations result in a variety of data, whereby we focus on the analysis of the trajectory
ensembles in combination with the morphology data. The trajectories are realizations of possible
charge propagations based on a physically accurate transition probability from molecule to molecule.
Each trajectory represents a sequence of discrete positions associated with one specific molecule and
an associated dwell time. Along a trajectory, charges jump back and forth and may be trapped in
some regions due to multiple physical fields interacting with the charges. To get a representative
description of the charge movement an ensemble of trajectory-pairs representing one CT is computed,
whereby each trajectory of the ensemble is represented as a discrete series of molecule identifiers
and the dwell time at the respective molecule. All trajectories of one ensemble start at the same
position. Thus, trajectories usually do not represent shortest paths within the constraints of the
morphology. The morphology of the material consists of two materials, the acceptor and the donor
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material. It is represented as a volumetric data set generated by an ergodic process, whereby binary
values (donor = 1, acceptor = 0) are used to mask the voxels.

(a) (b)

Figure 3. Illustration of the different organic solar cell setups. A simple organic solar cell consists of
two layers while single (a) or multiple excitons can be considered (b). More complex morphologies
reduce interface distances and can also be considered with single (c) or multiple excitons (d). We use
a color scheme assigning red to donor material and trajectories and blue to acceptor material and
trajectories for all visualizations.

1.3. Some Details about the Data

The data is a result of a kinetic Monte-Carlo simulation consisting of two parts: the geometry
information of the material morphology and the charge trajectories. The morphology is represented as
a volumetric data set, where each voxel encodes the material type, acceptor or donor, as a binary value.
The interface between the acceptor and the donor is presented by an isosurface for the isovalue of 0.5.
The morphology serves as a container for the donor and acceptor molecules. In the setting of our
simulations the molecules are placed on a regular grid thus corresponding to the morphology data set.
The morphology is the most important context information for the trajectories. For all visualizations
we use a color schema assigning blue to donor material and electron trajectories and red to acceptor
material and whole trajectories, if not stated differently.

The charges are always attached to one molecule. The transport is modeled as a probabilistic
process for charges hopping from one molecule to the next according to a quantum-mechanical
transition probability. Each charge trajectory thus consists of a series of molecule-IDs augmented with
information such as dwell time and the type of the charge (electron or hole). Since the trajectories
represent a stochastic process they are not smooth. Often, charges hop frequently back and forth
between neighboring molecules. Each simulation run represents one possible path of a charge pair,
a hole and an electron, which influence each other. The initial configuration for all trajectories of the
entire ensemble are the same. This concerns the initial position of the charge pair and the morphology.
The simulation assumes periodic boundary conditions, meaning a charge leaving the volume on one
side will enter it again on the opposite side.

2. Related Work

In the following, we summarize previous work that is mostly related to our work. Thereby we
focus on (i) previous visualization systems developed for similar applications in solar cell design;
(ii) visualization and analysis of trajectory and movement data; (iii) rendering methods for lines;
(iv) related ensemble visualization; and (v) efficiency measures for stochastic particle movements.

(i) Related applications. The work most closely related to our visualization system is the work by
Aboulhassan et al. [7]. They are concerned with the same application, the design of efficient organic
solar cells and the task of exploring the efficiency of the charge transport. However, from a data
perspective of the system it differs a lot from our work. Their system has been designed to explore
structural characteristics of the morphology [8] while we focus on the explicit charge trajectories
resulting from a Monte-Carlo simulation. Therefore, they propose a topological approach for the
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simplification of the morphology and distill a geometric backbone as simplification of the complex
structure. Geometric bottlenecks for the charge transport are extracted from the backbone. Previously,
the same authors developed a system for visual design of solar cell crystal structures [9]. To analyze
these structures, the user can exploit semantic rules to define clusters of atoms with certain geometric
properties. While the idea of knowledge-assisted exploration plays also an important role in our system,
we focus on the exploration of the charge trajectories, which is a complementary task. Accordingly, we
also do not discuss molecular visualization techniques, which would be required to explore the actual
solar cell structure. Instead we refer to the recent state-of-the-art report by Kozlikova et al. [10], which
covers most relevant techniques.

(ii) Analysis and visualization of trajectory and movement data. The analysis of trajectories is also a
central task when dealing with motion tracking and movement data. Even though the applications are
very different the data structure has some similarities. In both cases one deals with a large numbers of
trajectories that are not smooth and allow crossings. Some challenges related to overplotting and clutter
are similar. In an overview article about visual analytics of movement by Andrienko et al. [11,12]
they classify the related work into four categories: Looking at trajectories, looking inside trajectories,
bird’s-eye view on movement, and investigating movement in context. These categories are also
related to our parametrization of the visualization space. However, there are also some essential
differences. The charge trajectories are three-dimensional and thus cannot easily be embedded in
two-dimensional map representations. There are no interactions between trajectories for different
ensemble members and the movements of the charges has a stochastic character. Therefore, filtering
and efficiency measures are in general not transferable.

(iii) Trajectory visualization. Our application deals with a vast amount of trajectories, which
need to be explored within the morphological context. Therefore, effective visualization of dense
line sets is important. Several approaches to tackle similar problems have been developed for flow
data or in medical context for fiber visualization. A typical approach is focus and context technique
that enables an occlusion-free view into the trajectories, such that the trajectory under investigation
becomes visible. An early work using this concept for flow data visualization has been presented
by Doleisch et al. [13]. Flow features in focus are emphasized whereas the rest of the data are shown
as context. Gasteiger et al. [14] applied the idea for the visualization of blood flow data. The focus
and context technique employed by our system has been inspired by these approaches, whereby the
morphology of the solar cell provides the context. Besides an occlusion-free view, an unambiguous
perception of the visualized trajectories is important. There exist many approaches for rendering of large
sets of lines. Much effort has been put on improving the spatial perception of occluding and overlapping
lines. One way to approach this problem is to use illuminated lines [15,16]. Applying tubes or other
geometries for the line rendering allows for more advanced methods. Techniques have been proposed
reaching from the use of halos, ambient occlusion and the use of smart transparency. Such methods have
been combined for enhanced molecular visualization by Tarini et al. [17]. Techniques exploiting halos
have been frequently applied for the rendering of fibers in the medical field [18-21]. Schroder et al. [22]
enhance illuminated lines with ambient occlusion in combination with transparency and halos to
achieve a good depth perception and thus improve the visual quality of dense integral line rendering.
A further trend to enhance the expressiveness of renderings in the use of illustrative visualizations.
An overview of related methods for flow visualization is presented by Brambilla et al. [23]. To convey
information about local flow properties, Everts et al. [24] proposed to augment flow lines with strips.
We adopted this method for the visualization of properties of the charge flow lines derived from the
charge trajectories. Another way to deal with large set of lines is to use filtering methods using line
predicates as proposed by Salzbrunn et al. [25].

Most of the above described methods are however not appropriate for the rendering of the
original charge trajectories, which are stochastic in their nature and non-smooth. Charges are hopping
back and forth frequently between same spots, whereby the individual hops are not of particular
interest in contrast to the dwell time in certain regions. A method that is well suited to highlight
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regions where the charges preferably stay is the method of trajectory density projection for vector
field visualization by Kuhn et al. [26]. This is an efficient approach for large amount of trajectories
reducing the clutter and occlusion due to the number of curves exploiting capabilities of modern
graphics hardware. The rendering results in images giving a good impression of the distribution and
density of trajectories. To combine the rendering of our charge flow lines, which are explicit geometry
with the density distribution volume data, we intended to adopt an approach by Lindholm et al. [27].
They propose a hybrid data visualization method based on a depth complexity histogram analysis.
But for sake of simplicity we used approach by Henning [28] since we assumed the geometry of
charge flow lines to be opaque.

(iv) Ensemble visualization. An important aspect of our application is the interplay between the
ensemble of trajectories and the individual lines. Ensembles receive more and more attention in the
field of visualization, which is especially challenging for vector data. Typical visualizations are a
combination of spaghetti plots of lines with appropriate statistical plots. Examples from the field of
weather forecast can be found in Sanyal et al. [29] or Wilson et al. [30]. Ferstl et al. [31] use a clustering
of flow lines, which are then visualized using variability plots representing the distribution of each
cluster. These variability plots have some similarity with our charge coverage visualization.

(v) Efficiency measures. For the analysis and characterization of complex trajectories diverse
measures have been used. Bos et al. [32] introduced angular statistics to reflect the multi-scale dynamics
of pathlines in turbulent flows. Their measure reflects the multi-scale dynamics of high-Reynolds
number turbulence. Savage et al. [33] also use an angular measure to characterize the diffusion process
of charges in context with the analysis of perfluorosulfonic acid membranes. They investigate the
caging effect of water and the hydrophobic moieties on the motion of the excess proton. In their method,
they consider the relative angle between the vectors of motion for two successive time intervals as
a probe of the directional changes in the diffusion process. Burov et al. [34] analyze random walks
considering the distribution of relative angles of motion between successive time intervals, which
provides information about the underlying stochastic processes. Some of these measures are related to
our transport efficiency measures; however, none fits our setting of charges moving within a discrete
regular grid within a constrained geometry. Instead of analyzing angles on multiple scales, we consider
the effective distance and velocity of the charges on multiple scales.

3. Trajectory Exploration Framework

To explore the data on all levels, we have designed a framework that combines multiple spatial
views on different levels of abstraction with statistical plots. It enables selection of trajectories and
a detailed inspection of those. It allows to explore the data starting with overview representations
and drilling down to more detailed visualizations in both dimensions of the visualization parameter
space: moving from ensembles to individual trajectories and from macro-level to micro-level views.
Thereby, we exploit typical visualization concepts like multiple linked views, focus and context
visualization and brushing and linking. Figure 4 shows an example screen shot of the proposed system.
In the following we first describe the various spatial views Section 3.1 then we discus the set of plots
and efficiency measures that have been introduced Section 3.2.

3.1. Spatial Views

For each quadrant of the visualization parameter space a set of spatial visualizations are provided,
which are described briefly in the following. For all visualization one can chose between the original
simulation volume or an expended volume respecting the periodic boundary conditions unfolding the
trajectories, see Figure 5. To encode the temporal aspect of the data we use color or animation, steered
by a time slider.
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Selected trajectory Selected trajectory embedded in the Ensemble distribution as
effective velocity as texture morphology and charge coverage volume density porjection
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Five trajectories selected for closer inspection

Figure 4. Screenshot of the system with annotations: It supports the exploration of the trajectory
ensemble on different levels of detail. Single trajectories can be selected in qualitative plots
(here effective distance a charge has traveled), which then can be inspected as isolated flow lines
or with respect to the charge coverage volume within the morphology. An overview of the ensemble
distribution provides contextual information.
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Figure 5. The simulation uses periodic boundary conditions, meaning that charges leaving the volume
on one side will enter it again on the opposite side. Thus the trajectories are disrupted and the resulting

density distribution misleading. The system supports a periodic continuation of the volume to get an
untangled representation. The image on the left (bottom) represents raw data in the original simulation
volume in contrast to the same data in the extended volume shown on the right. The image on the top
left shows a slice through the morphology. The image in the center results from a periodic continuation
of the morphology with one selected flow line. The original volume is highlighted by a red square.

3.1.1. Quadrant I: Ensemble Visualization, Microscopic View

The visualizations provide the most direct view on the data, Figure 6¢. Thereby the morphology
represents the context and the entire ensemble is in focus. Even though the individual trajectories are not
of interest, the trajectories are still plotted in their original form as solid lines with all details. An example
is shown in Figure 5. This visualization suffers heavily from over-plotting and is mostly useful for
debugging purposes. However, it allows the domain scientists to quickly grasp the transport activity of
charges in a material and has been used frequently to get a first impression of the data and its correctness.

3.1.2. Quadrant II: Ensemble Visualization, Macroscopic View

From an macroscopic ensemble perspective, Figure 6a, often the trajectory details are not of much
interest. In that case, it makes sense to switch to the macroscopic view. It only displays the density
distribution and the coverage of all trajectories highlighting regions in the morphology where the
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charges dwell for a longer time. We provide thereby two options for trajectory rendering. The charge
coverage volume focuses on displaying coverage by generating a volume representing the frequency of
charge-visits for each location in the morphology, see Figure 10a. The trajectory density projection [26]
accumulates transparent slightly smoothed trajectories in one image, see Figure 10b for a simple
morphology and Figure 13c for a complex morphology. These renderings allow conclusions about the
transport efficiency with respect to the morphology and the detection of possible traps.

3.1.3. Quadrant IIl and IV: Inspection of Individual Trajectories

When exploring a few selected trajectories, Figure 6b,d-h, the context is not only given by the
morphology but can also include the entire ensemble. Moving from microscopic to macroscopic
view can be considered as a smooth transition from the stochastic data to smooth lines. For all these
visualizations we consider pairs of trajectories consisting of an electron and a hole. They can influence
each other and should always be inspected jointly. Thereby the lowest level of abstraction is the direct
representation of the trajectory data. It renders every charge jump from one molecule to the next.
The resulting trajectories are aligned to the grid structure defined by the molecular structure, Figure 6d.
On the other end of the scale one can either look at the charge coverage volume for the selected
trajectory or a gradual simplification of the trajectory. Due to the strong stochastic character of the
trajectories, simple Gaussian smoothing does not give the desired results. Therefore, we introduced flow
lines capturing the trend of the large-scale movement. Flow lines are motivated by the transition from
the Brownian motion of water molecules to a continuous flow description. The detailed construction
of the lines will be described in Section 4.1.

For any simplification level one can chose between tube and ribbon rendering. For a higher
level of abstractions the lines can also be augmented with derived attributes emphasizing the large
scale flow properties like velocity and flow direction, which are not well defined for the original data.
For their visualization color, textures and arrows are used. The effective velocity is encoded using
stripe patterns displaying equal time intervals.

Macro Level

Ensemble

Micro Level

(©) v

Figure 6. Trajectory visualization on different levels of abstraction. (a,c) visualization of multiple charge
trajectories together with ribbon arrows giving a hint of the general trend of the charge movement.
(b,d) show one selected trajectory with micro and macro abstraction level and rendering options.
(e-h) show single trajectory abstractions. (e) The stripe pattern is a measure for the effective velocity
of the charge. The time the charge needs for one stripe is constant. (f) Arrow representation added
to simplified trajectory representation. (g) Direct rendering of raw trajectory represented using tube
rendering. (h) Charge coverage volume visualization of single trajectory.
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3.2. Statistical Plots and Efficiency Measures

The plots represent characteristic measures relevant for the assessment of the simulation data.
They serve as a basis for the interaction and filtering of the data and are linked to the spatial renderings.
Thereby trajectories of interest can be selected in the plots as well as in the spatial representations. As for
the spatial plots we always consider a pair of electron and hole. To be able to distinguish the different
charge types we assign positive values to electron-related measures and negative values to hole-related
measures. Trajectory plots associate characteristic measures to the trajectories. The x-axis represents the
straightened charge trajectories (hop-id or time), e.g., Figure 11a—d. Parallel coordinates relate different
efficiency measures for the individual trajectories, Figure 11e. Morphology Composition plots allow to
investigate the material composition in the neighborhood of a selected charge position, Figure 7.

Essential for the effectiveness of the statistical plots are the attributes that are displayed. Therefore,
much emphasis has been put on the design of expressive measures for the efficiency of the charge
transport. The derivation of the measures described below, has already been a result of the first visual
exploration of the data in close collaboration with the physicists. The goal of the measures is to get
a qualitative impression of the efficiency of the charge transport from creation to collection at the
electrodes. The measures can be related to (i) individual trajectories, (ii) charge pairs, or (iii) the
morphology. All measures can be explored on an ensemble or single trajectory basis.

(i) Trajectory-based measures

These measures have the purpose to equip the macro-level charge flow lines with measures that
are commonly related to flow. A central measure is the effective velocity, which describes the
macro-level charge velocity. The measures can be adapted to the chosen level of detail via a scale
parameter r. The unit for r is intermolecular distance.

e Escape time t,(M;, ). The escape time t,(M;, ) of a charge from molecule M; with respect to
scale r is defined as the time the charge needs to leave the r-neighborhood of the molecule,
see Figure 8c. It is high in regions where the charge is trapped for a longer time. The dwell
time at a molecule corresponds to the escape time for r = 1.

e Effective velocity v.(M;, ). The effective velocity ve(M;, ) = r/t.(M;, r) is directly related to
the escape time. Low velocity hints at low efficiency in the charge transport, this can be due
to traps in the morphology or a strong inter charge interaction.

o Lffective distance traveled dyy (t)—The effective distance is the Euclidean distance of the current
charge position to the start position as function of time. This measure is related to the escape
time but allows a stronger focus on the geometry of the trajectory.

e  Tortuosity T(t)—Tortuosity sets the actual path length I(t) of the trajectory in relation to the
effective distance traveled T(t) = I(t)/de(t).

(i) Charge pair related measures

The morphology of the material is not the only critical aspect for the efficiency of the charge
transport. There is also a strong interaction between individual charge pairs influencing their
transport. If charge pairs come very close to each other, this comprises the risk of recombination,
which means that the charge is lost for the entire process.

e Pair distance d,(t)—This distance measure keeps track of the Euclidean distance of a hole
and an electron created in one CT state. In the optimal case this would be a monotonously
increasing function of time.

e Minimal distance to charge of other kind dpy;,(t)—In the case of multiple CT states a
recombination is not only possible with the own "partner’ (geminate recombination) but
with all charges of the complementary type (nongeminate recombination). In this way it is a
generalization of d).
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(iii)

Minimal distance to charge of same kind d,,;,—Charges of the same type interact with each
other and can thus reduce the effective transport. This measure gives an overview over the
distribution of the charges within the material. Charges of the same type interact with each
other and can thus reduce the effective transport. This measure gives an overview over the
distribution of the charges within the material.

Morphology related measures

The morphology is a critical parameter for the design of the solar cells. While a large interfacing
surface is advantageous for the creation of CT states, a complex morphology can crate traps for
the charge transport.

Distance to interface djye, fm(M,-)—This distance is the shortest distance of molecule M; to
the material interface. It is computed once for each morphology. As distance metric we
use a Manhattan metric following the molecular grid structure. Thus the distance roughly
corresponds to the minimal number of charge transitions necessary to reach the interface.
Since recombination of charges only happens at the material interface it is favorable that the
charges keep a certain distance to the interface.

Morphology Composition plots—Through these plots the morphology composition
(acceptor-donor ratio) can be investigated. It displays the acceptor-donor material ratio in the
neighborhood surrounding a charge. For a single trajectory, the ratio is plotted for the entire
transportation (Figure 7b). For ensembles, the morphology ratio at a specific time (Figure 7c) is
plotted. The acceptor-donor ratio is computed for a spherical region. The spherical region is
divided into eight octants illustrating the distribution in each octant. (Figure 7d).

(b)

Number of Donors
in spherical region
Number of Acceptors
in each octant of
spherical region

Acceptors
Acceptors

Time
A

Donors

144
S
a
3
8
g
<

()

Figure 7. Interactive plots of morphology composition of single trajectory and ensemble. (a) selected
distance measure at a certain time step, with one selected trajectory pair highlighted (b) acceptor-donor
ratio along selected trajectory. (c) morphology composition of all trajectories at a specific time step
t = 0.4. (d) stack and radial plot for octant acceptor-donor ratio of selected trajectory at specific time.
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Figure 8. Different simplifications can be applied to a trajectory. The red lines are the acceptor trajectories
and the grey-blue lines the donor trajectories. (a) One raw trajectory pair, (b) charge flow line with
abstraction level r = 4 in comparison with Gaussian smoothing 1 = 4. The charge flow line is colored
with respect to time (same color for donor and acceptor). (c) The escape time measures the time a charge
needs to leave the r-neighborhood of a molecule for the first time. (d) charge flow line computation.

4. Technical Details

In this section we summarize few technical details that are necessary for the implementation and
rendering of flow lines.

4.1. Charge Flow Lines

As the trajectories are the result from a Monte-Carlo simulation of charges jumping between
discrete locations they are bound to the grid of the molecular structure and are very tortuous at the
same time (Figure 8a). To get a better impression of the trend of the trajectories we propose two
different approaches for simplification: smoothing and charge flow lines.

Trajectory smoothing corresponds to a simple Gaussian smoothing taking only every
n-th sampling position into account. The parameter n can be interactively adjusted, which is
especially useful for the density projection rendering where we typically used a value of n = 4.
Gaussian smoothing mostly improves the rendering results; however, it is not suitable to highlight
macroscopic flow properties as effective charge velocity. Since the complexity of the trajectories
changes considerably along the trajectory no global smoothing factor would lead to satisfactory results.
Therefore we introduced the notion of flow lines to convey the trend of the movement of the charge.
It is defined on various abstraction levels, expressed by a scale factor . The generation of flow lines can
be interpreted in analogy to the transition of the stochastic Brownian movement of molecules in a flow
and the macro-level description as a smooth line with direction and velocity. To generate a flow line
the trajectory is sub-sampled ignoring all transitions within a sphere of radius r, compare Figure 8b.
The time the charge needs to escape the sphere defines its effective velocity on the abstraction level 7.
The radius  is defined in units of the molecular grid cell size. As described above, the charge flow lines
are rendered as solid lines with arrows encoding the direction of movement. An example of different
abstraction levels for one charge trajectory is shown in Figure 8. The local trajectory complexity is
reflected by its tortuosity and is also an important indicator for local transport efficiency.

4.2. Ribbon Computation

We use ribbons mostly for the representation of trends in the movement of charges based on the
concept of flow lines introduced above. The ribbon computation uses a moving frame of reference for
the flow lines, see Figure ¢ f. This frame is determined by its tangent, its normal, and its binormal.
The normalized tangent t; = (P; — P;_1)/|P; — P;_1] is approximated by the direction of the line
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segment. To obtain a stable normal computation, especially in region with low curvature, we introduce
a weighted normal propagation

niy = (LTt X i )i+ (i X tioa)
TUTA =[xt )+ (4 % tig)]

The weight |t; X t;_1| is a measure for the stability of the normal. If it is close to 1 the previous
normal has no influence, if it is close to zero (f; is parallel to ¢;_1) the previous normal is propagated.
For placement of ribbon arrows we compute the curvature of the line and the high curvature segments
are filtered out. Figure 9d,g,h, shows ribbon arrow segments that are placed using this approach.

(a) (b) () (d)
(9) (h)

Figure 9. Top row illustrates various single trajectory representations on a synthetic data. Velocity is

(e)

color mapped. Bottom row represents ribbon representation, which uses desired curvature range for
placement of arrows and co-ordinate frame correction applied.

5. Use Cases

The visualization system became an integral part in the research project for organic solar cell
design and the understanding of charge transport in complex materials. Typical for basic research
projects is that questions and new tasks are developing at the same pace as getting new insights
and answers. For that reason, there are only few tasks that are frequently performed in exactly the
same way. In the following we describe two scenarios, in which the system has be used and insights
that have been derived. We put the tasks into the context of the task classification introduced in
Section 1.1. We start with a simple setting focusing on the simulation evaluation (Task SE). To illustrate
scenarios where the exploration is driven by a domain specific task with the goal of gaining new
insight (Tasks OE, CI and ME) we consider a more complex setting using a complex morphology.
For all visualizations we use color-coding of red for acceptor and blue for donor material, the interface
between the two regions is rendered as a green transparent surface. The observations discussed in the
following sections summarize the reasoning of our partners when exploring the data with our system.

5.1. Scenario 1—Simple Planar Interface One CT

This scenario refers to a simple planar interface between the donor and acceptor material of
the solar cell considering one CT, which corresponds to one charge pair. The ensemble consists of
100 different realizations of charge paths, whereby all paths start at the same location and diffuse
toward the electrodes, which are placed on the top and the bottom of the volume. This configuration
is of special interest for the evaluation of the simulation correctness and parameter setting (Task SE)
since for this simple case there are clear expectations toward the results.
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Derived insights: The distribution of the ensembles is expected to be approximately uniform, which
is confirmed by the trajectory coverage visualization for the entire ensemble in Figure 10a. The slight
variations that are visible in the charge coverage volume are due to the stochastic sampling of the
space of possible charge trajectories using 100 realizations.

(b) (0)

Figure 10. Scenario 1: Simulation evaluation (SE) of the flat morphology with one charge pair.
The images show different rendering options for the entire ensemble (a) trajectories embedded in a
charge coverage volume visualization, trajectories reaching the electrode are displayed as spheres
colored by time they need to reach the electrode, (b) density projection of trajectories; for one selected
trajectory embedded in the charge coverage volume (c) original trajectory colored by progression time
(d) flow line displaying the effective velocity as stripe texture.

The spheres on the top and bottom of the volume highlight the locations where the charges reach
the electrodes, their color displays the time-to-electrode for the respective trajectory. The ensemble
density projection shown in Figure 10b allows a more detailed view into the volume highlighting
preferred locations. As to expect for this setting, the region exhibiting the highest density is the area of
the joint starting point in the center of the image. Figure 10c,d show one selected trajectory with a long
time-to-electrode value. Even though the time the charge needed to get to the electrode is relatively
high it is continuously moving in the expected direction and the path and its effective velocity appear
plausible. The progression plots shown in Figure 11 confirm these findings. After a short time of strong
interaction with the partner charge the charges continuously move toward the electrodes. All plots
show that the two charges have a very symmetric behavior. Inspecting selected trajectory. plot (b) and
(c) express the long interaction time of the charges until they finally separate and then quickly diffuse
toward the electrodes. Plot (a) shows that during the interaction time the charges even visit their initial
position again. A qualitatively similar behavior can also be observed for other charge pairs whereas
the specific point in time where the charges start traveling independently strongly varies. This can also
be seen in the parallel coordinates plot where it seems that there is no clear correlation between the
time and the effective distance traveled. However, there is a strong correlation between the distance to
the interface and the distance to the other charge. Plot (d) showing the escape time, expresses a general
decrease of the escape time over time, which is confirmed in the parallel coordinate plot. The higher
escape times at the beginning of the trajectory are a hint that the charge interaction traps the charges
and slows their movement down due to attracting forces. All these measures that are represented in
the parallel coordinates plot can be used to filter out and explore trajectories of interest. In summary,
all the plots and spatial renderings support the reasoning and understanding of the most significant
physical effects controlling the efficiency of the transport.
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Figure 11. The plots of the derived measures for the ensemble highlighting one selected trajectory,
the x-axis of all plots is time, which is also encoded in the color of the trajectories. The y-axis are
(a) effective distance travelled from start point; (b) distance between the charge pairs; (c) shortest
distance to the interface; (d) escape time for a radius of 10 units; (e) parallel coordinates of all the
measures (a) through (e).

For some of the simulation runs a surprising observation has been made in the visualizations
of the charge coverage volume. There, charges exhibited a tendency to stick close to the interface
for a very long time never reaching the electrodes, Figure 12a. A closer inspection of the trajectories
in temporal animations and in flow line representations made clear that this is due to the strong
interaction between the charge pairs. The strength of this effect only became aware to the physicist
through these visualizations. A similar observation was later also made for the complex morphology,
Figure 12b. While it was possible to find an explanation of this effect, it was not expected in this clarity
and it motivated us to make changes in the parameter setting for the external field that drives the
diffusion process of the charges. This observation also lead to the introduction of a new efficiency
measure the ‘distance between charge pairs” shown in Figure 11b. These plots show the time it takes
for charge pairs to separate and finally take off toward the electrodes. An inspection of the parallel
coordinates plot of the efficiency measures also strengthened this explanation and makes it clear that
the effect is not related to a long escape time.
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(a) (b)

Figure 12. These images show examples of simulations ((a) Flat Interface, (b) Complex Interface) where
the charge transport shows an unexpected behavior. The interaction between the two charges (donor
in blue/acceptor in red) is so strong that they stick together for the entire simulation time. They never
reach the electrode. The strength of this effect only became visible to the physicist through these
visualizations. This observation led to a reconsideration of several simulation parameters and the
introduction of the ‘distance between charge pairs’ as additional efficiency measure.

5.2. Scenario 2—Complex Interface Exploration

The second scenario is an exploration of the results of an ensemble simulation for a complex
morphology considering one respective two CTs, which is one respective two charge pairs moving
from the start point to the electrodes. The three tasks OE, CI and ME have been driving this exploration.
We started the exploration with overview representations, Figure 13, for the entire ensemble and use
one exemplary plot where some trajectories showed a behavior that draws interest. In the second part
we explore these trajectories in more detail, Figure 14.

The collection of the entire ensemble within the morphology is displayed in Figure 13.
The columns give an impression of the temporal evolution of the charge transport. The rows provide
different ensemble visualizations for the four time steps. The top row (a) shows the charge coverage
volume within the morphological context and the highlighted endpoints of the trajectories colored by
time-to-electrode. The second row (b) shows only the trajectories without the morphology. The third
row (c) uses the density projection plot highlighting preferred regions for the trajectories. The last
row (d) shows the linked plots of the progression of the distance to the interface. They are composed
of a summary plot overlying the evolution of the entire ensemble (left) individual trajectories that
can be used for selection (right). A vertical line in these plots specifies the selected time step for the
respective column.

Derived insights. The volume coverage visualization in row (a) shows that the charge paths of the
ensemble are widely distributed within the volume. However, it also can be seen that they preferably
move in the right direction, donor (blue) charges upward and acceptors (red) charges downward
toward the respective electrode not being dragged in the wrong direction by the morphology, row (b).
The locations where the charges reach the electrode do not have any preferred area on the electrode
shown by the distribution of the spheres on the electrodes. Also the time-to-electrode value seems not
to correlate to the location where the charge reaches the electrode. The density plots in row (c) highlight
regions where the charges stay for a longer time. Besides the starting location and the electrodes there
are some ‘chambers’ in the morphology, which show a higher density. The plots give insight into the
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charge interaction (Task CI) showing the trend that most trajectories initially stay close to the start
position for some time until the charges escape the attraction of the partner charge and finally start
moving toward the electrodes.

The patterns visible in the other plots are very different as compared to the simple morphology.
While the dwell time in the simple morphology decays rapidly, the distribution of the dwell time for
the complex topology stays the same for the entire time. The charges interact much longer with each
other staying closely together and following similar paths. The escape time shows much higher peaks.
A high escape time is a measure for a trapping of the charges. Symmetric behavior to the donor and
acceptor hints at trapping due to CT effects and charge interaction. In the cases where we only see
high values for one charge, the trapping must be related to other morphology effects.

Individual trajectory inspection—The second part of the exploration was focused on details of the
data as required for task CI and ME. Three selected trajectories with peculiar behavior were detected in
the effective-distance-travelled plot, Figure 14. The trajectories are analyzed using one of the trajectory
plots. In Figure 14, time of charge transport is mapped to the x-axis and the distance from the start
point of charge transport to the y-axis. Acceptor and donor can be distinguished in all images by the
color red and blue respectively. The three rows refer to the three selected trajectories.

Derived insights. The plot gives hint about outlier trajectories and the CT can be examined within
this context. Trajectory (1) in Figure 14 has expected charge transport, in contrast to trajectory (2)
and (3). In trajectory (2), one of the charge pairs stopped propagation much earlier than the other.
In trajectory (3), there was some transport in the beginning of the simulation and the propagation
stopped before they started propagating again in the end. This indicates a long pause during the CT.

(b)

()

Figure 13. Cont.
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|
|

Figure 13. Overview visualizations for different time steps (columns). The selected time step is

(d)

highlighted in the plots in the last row as vertical lines. The upper rows show different volumetric
visualizations of the ensemble focusing on the different tasks. (a) charge coverage volume within
context morphology (Task OE); (b) progression of the trajectory ensemble with time (Task OE, ME);
(c) density projection of the trajectory ensemble (Task ME); (d) summary plot distance to start position
(Task OE, CI).

Figure 14. Three selected charge trajectories are analyzed as above using one of the summary plots.
Plot uses time of charge transport along x-axis and y-axis as distance from the start point of charge
transport (negative distance is used to differential acceptor and donor pairs in red and blue respectively).
This measure allows the user to inspect if charge flow digresses. In this case Trajectory 1 wobbles
in a small coverage region for some time before they split apart to reach the electrode. Trajectory 2,
on the other hand has shorter transport time for the acceptor and longer transport time for the donor.
Trajectory 3 jumps rapidly from start to end. Context rendering.

6. Conclusions

In summary, we have presented a framework for the exploration of ensembles of charge trajectories
in the context of material morphology. Our partners have considered all individual visualizations
and plots as useful; however, the special merit of the system lies in the combination of the plots
and visualizations. This allows us to focus on individual trajectories as well as the ensemble as
distribution. Thereby, the distribution gives insight into the overall efficiency of the solar cell design.
The exploration of individual trajectories is useful to analyze the effect of the morphology on the charge
transport. Many aspects of the data were accessible for the first time to our partners. Most importantly,
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all the plots and renderings have supported the reasoning about the characteristics of the charge
transport in organic solar cells and the performance of the simulation itself. It inspired many vivid
discussions, which help to understand the most significant physical effects controlling the efficiency of
the transport. In several cases, the findings influenced the next simulation run and the adjustment
of the simulation parameters. The discussions also inspired many new ideas for follow-up work.
The efficiency measures that are now part of the system have been developed on the basis of the first
versions of the visualization system and thus prove the usefulness of the visualization system. In the
future will integrate other physical fields involved in the simulation into the exploration framework as
context information. It is further planned to extend the system to less regular molecular structures and
more diffuse interfaces, which is ongoing work for our collaboration partners. Many of the concepts
derived for this application can also be of use for other applications that are concerned with ensembles
of stochastic trajectories.
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Abstract: TOPCAT, the Tool for OPerations on Catalogues And Tables, is an interactive desktop
application for retrieval, analysis and manipulation of tabular data, offering a powerful and flexible
range of interactive visualization options amongst other features. Its visualization capabilities focus
on enabling interactive exploration of large static local tables—millions of rows and hundreds of
columns can easily be handled on a standard desktop or laptop machine, and various options
are provided for meaningful graphical representation of such large datasets. TOPCAT has been
developed in the context of astronomy, but many of its features are equally applicable to other
domains. The software, which is free and open source, is written in Java, and the underlying
high-performance visualisation library is suitable for re-use in other applications.

Keywords: interactive visualization; astronomy; tabular data; exploratory data analysis

1. Introduction

1.1. Source Catalogues

Astronomy is a discipline with a long history of collecting, storing and analysing data. This comes
in various forms, including images, spectra and time series, but one of the most important is the
source catalogue, a list of observed astronomical objects such as stars or galaxies, each with a fixed set
of features. These features are mostly numeric and typically include quantities such as central sky
coordinates, brightness in one or several wavebands, apparent size, ellipticity parameters and so on.

A catalogue is thus naturally represented as a table with a certain number of rows (one for each
observed object) and columns (one for each feature). An early example is the Catalog of Nebulae and
Star Clusters published by Charles Messier in 1781 [1], containing data in six columns for 103 celestial
objects, each observed individually by eye. More recent examples are often, though not always,
considerably larger; the features for modern catalogues are extracted automatically from image data
obtained by highly sophisticated telescope instrumentation, and for the largest sky surveys can run
to hundreds of columns such as the Sloan Digital Sky Survey [2], and/or the order of a billion rows
such as the Gaia mission [3]. These numbers, of course, are expected to rise in the future, for instance
in upcoming experiments such as ESA’s Euclid satellite (http://sci.esa.int/euclid/) and the Large
Synoptic Survey Telescope (https://lsst.org/). Many other catalogues however may contain only
a few tens or thousands of objects identified as a particular astronomical type or of interest for a
particular study. In some cases catalogues can be represented by a single table, in others as complex
relational databases.

A number of technologies exist for accessing such data, including bulk download of full or
partial tables in domain-specific (VOTable [4], FITS [5]) or generic (Comma-Separated Value) file
formats, and remote access to relational databases using SQL-like query languages. A family of
“Virtual Observatory” standards (see e.g., [6-8]), developed since 2002 by a group of interested parties
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known as the International Virtual Observatory Alliance (IVOA) (http:/ /www.ivoa.net/), enables
standardised access to many thousands of such catalogues, which are mostly available without usage
restrictions, hosted by a large network of data servers around the world.

1.2. TOPCAT Application

TOPCAT (http://www.starlink.ac.uk/topcat/), the Tool for OPerations on Catalogues And
Tables [9], is a desktop Java GUI application for retrieval, analysis, and manipulation of tables. It has
been developed in the context of astronomy and the Virtual Observatory, with the aim of providing a
toolkit for astronomers to perform all the mechanical operations they routinely require on catalogues,
so they can focus on extracting scientific meaning from this hard-won data.

It has been under more or less continuous development since 2003, and is in 2017 a mature
application with an active user base in the thousands, spread over six continents, including
undergraduates, amateur astronomers, and research scientists. A number of factors have contributed to
its popularity in the astronomy community, including astronomy-specific capabilities such as celestial
coordinate system handling, table joins using sky positions, and Virtual Observatory data access,
as well as more generic items such as its powerful expression language and support for large datasets,
alongside a responsive development model, high-quality support, ease of installation and a relatively
shallow initial learning curve.

This paper however describes just one aspect of TOPCAT’s operation, its capabilities for
exploratory visualisation, especially as applicable to generic (not necessarily astronomical) tabular
data. Its distinctive combination of features compared to other visualisation applications includes:

e the ability to work with large datasets, without any special preparation of the data or prior
assumptions about the visualisations required

e  provision of many options to explore high-dimensional data, that can be adjusted interactively
with rapid visual feedback

e  meaningful representation of both high and low density regions of very large point clouds

The rest of the paper discusses these capabilities and outlines some of the underlying
implementation. Section 2 describes TOPCAT’s relatively unsophisticated approach to data access
which can nevertheless, by using robust technologies such as file mapping, deliver high performance
results, as well as providing a platform that is easy to deploy and install. Sections 3 and 4 explore
the visualisation capabilities offered, principally representation of point clouds in one, two and three
dimensions, including the optionally weighted “hybrid density map/scatter plot” which provides a
unified view of high and low density regions in very crowded plots; the use of linked views for exploring
high-dimensional data is also discussed. Sections 5 and 6 examine the difficult issue of providing a
comprehensible user interface to control the highly configurable plots on offer, including mention of
the command-line interface STILTS. Section 7 goes into some detail about the implementation of certain
performance-critical parts of the code and Section 8 gives a few examples of its, currently minority,
use in fields other than astronomy. Sections 9 and 10 conclude with information about availability of
the software.

The visualisation framework described here corresponds to that introduced in version 4 of the
application, released in 2013.

2. Application Overview

2.1. Data Access

TOPCAT uses a traditional model of data access for visualisation, in which the user identifies and
retrieves to local storage one or more static tables, and then works with them. This makes it unsuitable
for direct visualisation of extremely large datasets, but it turns out in most cases to be possible for
users working with very large astronomical catalogues to preselect and download a subset of interest,
by restricting for instance to a given sky region or class of astronomical object; TOPCAT provides a
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wide range of astronomy-specific options for selective acquisition of such data. In many other cases,
users will be concerned with much smaller catalogues where data volume is not an issue.

Given this approach, it is important to be able to access large data files on local disk efficiently.
TOPCAT’s preferred input format is the FITS binary table [5]. This binary format lays out columns and
rows in a predictable pattern on disk, so that files can be mapped into memory for sequential or random
access, giving effectively instant load time and without encroaching on Java’s limited heap space; for
more explanation of this technique and its benefits in this context see [10]. However, other formats
such as the more common Comma-Separated Values (CSV) are also supported. In this case direct file
mapping is not useful, but for large CSV tables the data is copied on load into a temporary binary file
which can itself be mapped, allowing similar access but with a significant load time. Another option is
to use TOPCAT to convert from CSV to FITS format before use.

We note that more sophisticated data access models are in use by other visualisation applications,
for instance running the computation on a remote data-hosting server and transmitting only the
resulting images to be displayed in a browser or other desktop application (e.g., the Gaia archive
visualisation service [11]), or retrieving and caching relevant data subsets on demand for local
rendering as required by user navigation actions (e.g., Aladin-Lite [12]) or moving the user to the
data using centralised high-performance visualisation facilities which may include large-scale display
hardware alongside High Performance Computing capability (e.g., [13]). Such techniques can avoid
wholesale transfer of an impractically large dataset without requiring the user to identify any particular
subset of interest, and can deliver excellent interactive experiences. They also however suffer from some
limitations. Visualisations which are intrinsically data intensive will have large resource requirements,
consuming centralised resources while in progress which may be expensive and scale poorly to large
numbers of users. In some cases, efficient server-side visualisation makes use of pre-computed data
structures such as indexes or hierarchical multi-resolution maps, which may be expensive to compute
but once in place can support rapid navigation and interaction. This can work well, but it generally
requires prior information (or assumptions) about what visualisations are going to be required. In the
case that there are many columns, and a user may want to plot not just any pair of columns against
each other, but arbitrary functions based on available columns, it is typically not possible to ensure
that the appropriate pre-calculated data structures are in place. As a general rule, coordinating client
and server software adds a layer of complexity which can make software development slower and
harder, and often impacts reliability. These techniques are also not suitable in the absence of network
connectivity. TOPCAT’s low-tech approach on the other hand has the benefits of reliability, network
independence and above all flexibility in terms of the visualisation options available.

2.2. Usage Model

As well as its traditional approach to data access, TOPCAT supports a straightforward usage
model: it is a standalone application running CPU-based code, and suitable for use on low-end desktop
or laptop computers. The visualisation is multi-threaded to maintain GUI responsiveness, but does
not currently distribute the bulk of its computation across multiple cores for efficiency (though it may
do so in future). If GPUs are present they are not used except for normal graphical operations.

This generally low-tech approach can nevertheless deliver performant interactive visualisation
for quite large datasets, and has the benefit that barriers to use are low.

2.3. Expression Language

One of the features of TOPCAT not directly related to visualisation is its provision of a powerful
expression language which allows evaluation of simple or complex expressions involving column
names. In general, wherever a coordinate is supplied for plotting, either a column name or an
expression can be used, making it very easy to plot arbitrary functions or combinations of columns.
The expression language can also be used to define row selections algebraically.
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The implementation of this feature is based on JEL, the Java Expressions Language, available
from https:/ /www.gnu.org/software/jel/.

3. Visualising Point Clouds

A source catalogue may contain tens or hundreds of columns, and interesting relationships may be
lurking between pairs or higher-order tuples of these features. Often, an interesting result is to identify
a subset of rows occupying a particular region in some multidimensional parameter space whose axes
may be table columns, or linear or non-linear combinations of columns. Physically, this corresponds to
identifying a sub-population of observed astronomical objects sharing some physical characteristics,
for instance a group of stars formed from the same primordial dust cloud. TOPCAT does not attempt
to provide automated support for discovering such relationships, for instance by implementing data
mining algorithms. Instead, it aims to provide the user with a flexible toolkit of options to display
different aspects of the data, in order to pick out trends, associations or interesting outliers by eye.

Many, though not all, of these options are variations on the theme of a scatter plot in two or three
dimensions of some point cloud in multi-dimensional space. A scatter plot can be an excellent tool for
presenting a relationship between known variables, but it presents two main problems. First, if the
dimensionality of an association is greater than that of the plot, the association may be masked. Second,
if the number of points is large compared to the area on which they are plotted, data can be obscured.
These issues can to some extent be addressed by providing a range of plotting and interaction options,
and are discussed in the following subsections.

3.1. High-Dimensional Plots

To represent a relationship between two variables by plotting points on a two-dimensional
plotting surface is straightforward. This can be extended to three dimensions by using various
techniques for representing points in a 3-d space, though visual interpretation tends to be harder in
this case. TOPCAT supports both options, though the 3-d representation is at present restricted to a
2-d projection whose 3-d nature only becomes apparent from user interaction with the mouse (rotation,
zooming, navigation).

To visualise a higher-dimensional relationship however, spatial positioning is not enough,
so TOPCAT provides various ways to modify the representation of each point according to additional
features. Distinct sub-populations can be identified using markers of different colours, sizes or shapes,
individual points can be labelled with per-object text labels, and additional numeric features can be
encoded using:

colour from a selected colour map

marker size

X/Y marker extent

error bars aligned with the axes

vector with magnitude and orientation

ellipse primary/secondary radius and orientation

The user can combine these options freely; some examples are shown in in Figure 1.

In principle quite a large number of features can be encoded in this way, for instance one
could represent seven dimensions on a 2-d scatter plot by marking coloured ellipses with text
labels. In practice however, especially if the number of points is large, there are limits to what
is visually comprehensible.
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Figure 1. Options for high-dimensional visualisation. The left hand figure uses marker colour and
shape to indicate three non-positional numeric features. The right hand figure uses arrows to represent
points in six-dimensional phase space, the positions and velocities of simulated galaxies [14]; redshift
is additionally shown by colour-coding.

3.2. Subset Selection and Linked Views

An alternative approach to understanding high-dimensional data is to extract sub-populations for
further examination. A common workflow is to make a scatter plot in one parameter space, identify
by eye a subset of points falling within a sub-region of that space and then replot the subset in a
second parameter space to reveal some relationship evident in the subset but not the full dataset.
This sequence may often be iterated to narrow down a sub-population of interest. This can be seen as a
somewhat crude way to identify clusters that would be evident in a much higher dimensional space
by combining multiple 2-dimensional views, but it is a powerful technique, and falls into the category
of linked views [15,16].
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Figure 2. Linked views for row subsets. The user has identified the region in plot (a) by dragging
the mouse, and the same subset of rows shows up in an interesting subregion of the different plot in
(b). In this case each point represents a star in the region of the Pleiades open cluster [17]; (a) shows
apparent velocity across the sky, while (b) characterises stellar classification. Those stars with similar
motion, identified as the “Cluster” subset in (a), were formed in the same environment and therefore
have similar physical characteristics, hence trace out a distinct path in (b).
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TOPCAT allows the user to define subsets in various graphical and non-graphical ways, one
of the most powerful being to drag out with the mouse an arbitrary shape over a region of a plot.
Such subsets, once defined, can be plotted separately in any other plot of the same table, and also
distinguished for other processing operations. An example is given in Figure 2.

3.3. Row Highlighting and Linked Views

Another aspect of linked plots in TOPCAT is that when the user highlights a plotted point by
clicking on it, any point in other visible plots representing the same row is automatically highlighted.
At the same time, if the underlying data is displayed in an table browser window, the corresponding
row is highlighted so that the data values in all columns can easily be seen. The same operation works
in reverse, so clicking a row in the table browser window will highlight any corresponding points in
currently visible plots.

The application can also be configured so that some Activation Action takes place when a row is
selected by user action in either of these ways. A typical activation action might be to display an image
associated with the table row in question, for instance the original photograph that supplied the data,
e.g., available from a URL column in the table. TOPCAT can perform basic image display internally,
or communicate with external specialised display applications in order to achieve this kind of thing.
This coordinated row-highlighting behaviour can be especially useful for investigating outliers.
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Figure 3. Linked highlighting of table rows. A user has clicked on an outlier in the 2-d plot (center),
highlighting it with a “target” cursor. This automatically causes the same row to be highlighted in
other ways: the target cursor marks the relevant point on the 3-d plot (right) and the row is flagged
in the table data browser (bottom). In this case TOPCAT has also been configured to communicate
with the external image display application Aladin [18] (left), which is caused to display a sky image
corresponding to the highlighted row. This interaction makes it easy to see here that the relevant
star is very close to another one; it is likely that this contamination of sources has led to a spurious
brightness value, resulting in its anomalous position in the 2-d plot. Data show a Gaia-Hipparcos
colour magnitude diagram and 2MASS colour image.



Informatics 2017, 4,18

The communication with external display applications mentioned above, if required, can be done
by invoking methods of Java classes supplied at runtime, or invoking system commands, or using the
messaging protocol SAMP [19] implemented by a number of astronomy tools, including Aladin [18],
SAOImage DS9 [20], Astropy [21] and others. This latter option in fact provides for inter-process
exchange of both single rows and row subsets, allowing linked views between cooperating applications,
as well as just within TOPCAT.

For an example of all this in action, see Figure 3.

3.4. High-Density Plots

TOPCAT aims to be able to explore tables containing many rows. The answer to the question,
“how many?”, is of course constrained by available resources of computation and user time, but in
general the target is: as many as possible. The larger the dataset that can be explored interactively,
the fewer decisions the user will need to take in pre-selecting data, and the more relationships are
potentially available for discovery.

There are two main aspects to consider when attempting to satisfy this requirement. The more
obvious concerns resource usage: will the computation require more memory than is available, and will
it be fast enough to provide a fluid experience? These questions are discussed in Section 7. But there
is also a question of what constitutes a visually faithful and comprehensible representation of a very
large number of points. In particular, how can one represent a scatter plot when the number of points
to plot exceeds the number of pixels available?

- Transparent Contour

e

Density

Figure 4. Various representations of a 2-dimensional point cloud available within TOPCAT. Flat simply
plots markers at each point, obscuring the density structure. Transparent plots partially transparent
markers, giving some indication of overdense regions, however regions over a certain density threshold
are saturated. Contour is a somewhat smoothed contour plot. Grid is a 2-d histogram on a grid
of fixed size rectangular bins; various options are available for combination within bins including
mean, median, min, max etc. Density structure is clear, but resolution is lost and outliers are poorly
represented. Density is a hybrid density map/scatter plot with a configurable colour map, showing
both high-density structure and individual outliers. Auto is a standard profile of the hybrid map used
by default, with a fixed colour map scaling that fades from a dataset’s chosen colour to black; multiple
overplotted datasets can be distinguished by using different base colours. Data representa V vs. B-V
colour-magnitude diagram of 139,000 stars from the globular cluster w Centauri [22].
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Simply plotting the points as opaque markers loses information where there are many points
per pixel, since it is not possible to see how many points are overplotted. A number of options exist
to address this, such as painting partially transparent markers, drawing contours, or binning data
to generate colour-coded two-dimensional histograms (also known as density maps). Very often
for source catalogues however, the outliers are just as important as the statistical trends, so both
the low and high density regions of the plot must be represented faithfully. Contour plots and
density maps do not work well for low-density regions, while transparent points are suitable for small
variations in density but lose information at one or both ends of the density spectrum if there is a
large density range. Use of a density map or contour plot also inhibits the row highlighting behaviour
described in Section 3.3, since single points are not represented. To address this issue, a hybrid density
map /scatter plot has been introduced, which is a convolution of a single-pixel density map with
a shaped marker, and represents both high and low density regions of the plot well in the same
display, resembling a smoothed density map at high density and a normal scatter plot at low density.
This hybrid representation, which is the default plotting mode, also works particularly well when
navigating a large point cloud: zooming in turns a high-density into a low-density region, so the plot
transitions smoothly from a density map to a normal scatter plot. It is described in more detail in [23].
TOPCAT provides all these options and others for plotting large and small point clouds in two or three
dimensions. Some examples are shown in Figure 4.

Colour-coding points to express extra dimensions as discussed in Section 3.1 presents additional
issues in high-density regions, since multiple colours may be overplotted in the same pixel. To address
this problem, TOPCAT offers a weighted generalisation of the hybrid density map/scatter plot,
as illustrated in Figure 5.

100

st

Figure 5. Various representations of a 2-dimensional point cloud with a third dimension indicated
by colour. Aux paints opaque coloured markers, which works for low-density regions, but at high
density the appearance is noisy and depends on row sequence, since points painted later obscure earlier
ones. Grid is a 2-d histogram weighted by the third coordinate; points in the same bin are averaged,
but some spatial resolution is lost. Weighted is a hybrid density map/scatter plot but with pixel bins
weighted by the third coordinate, providing clarity in both low and high density regions. The weighting
combination method in the latter two cases is configurable; in this case the median has been used. Data
are as for Figure 4 with the third coordinate indicating probability of cluster membership.

3.5. Navigation

It is impossible to understand all the information in a point cloud consisting of millions of
points from a static image, particularly if it is presented on a grid of, say, 100,000 pixels. But it is
often possible to identify what might be a region of interest from a plot that represents the density
structure and outliers appropriately, and zoom in on such a region for closer inspection, down to
the features of individual objects. Interactive navigation of plots is therefore a crucial feature for
exploratory visualisation.
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The basic user interface for navigating 2-dimensional plots is fairly straightforward, namely that
dragging a mouse around the screen will drag the plot with it, while rolling a mouse scroll wheel
will zoom in or out around the current mouse position. Plots in TOPCAT in many cases have no
natural aspect ratio, so various options are provided for anisotropic zooming: dragging the middle
button will drag out a “window” rectangle with any required aspect ratio to become the new field of
view, while dragging the right button stretches or shrinks the field of view in the X and Y directions
independently according to the drag position. It is also possible to control the X or Y fields of view
separately by performing the windowing or stretching gestures near the relevant axis. Keyboard
modifiers are available for mice lacking all three buttons or a scroll wheel. The isotropic drag/zoom
navigation gestures are generally intuitive for users of other GUI applications. The anisotropic zooming
capabilities offer very flexible 2-d navigation, but they are less intuitive and advertising them well is
difficult, so many users may not be aware of their proper use.

Allowing navigation through a 3-d scatter plot is a more difficult user interface problem. In this
case, TOPCAT uses the default-button drag to rotate the visualised cube, and the mouse wheel to
zoom in or out around the cube center. These gestures are intuitive. Translating the volume within
the cube however is harder to do. Some mouse gestures are assigned to drag and stretch along the
cube plane most nearly parallel to the screen projection plane, but it is difficult to use these to zoom
in on a region of interest. More useful is the right-click; this takes the point under the current cursor
position and translates it to the center of the cube, so that subsequent zoom actions will zoom in and
out around it. However, since in 3-d the cursor position represents a line of sight rather than a unique
point, this presents a problem: which of the positions under the cursor should be the new plot center?
To break this degeneracy, the point chosen is the center of mass (mean depth) of all the points plotted
along the line of sight. The effect is that when clicking on a single point, the point position is used,
while when clicking on a dense region, the center of the region is used. This re-centering navigation
works very well in practice for navigating to regions of interest in 3-d point clouds, though again the
UI may not be obvious to all users.

Visual feedback is given as quickly as possible in all these cases. Typically the screen is updated
at better than 10 frames per second up to a million or so rows for one of the standard scatter plots;
for larger datasets or more complex plots the response may be more sluggish. To improve user
experience, an adaptive “sketch” mode is in effect by default. If refreshing a frame takes more than
a certain threshold time (0.25 s), fast intermediate plots based on a subsample of the data are drawn
while a navigation action is in progress, the subsampling fraction being chosen depending on how
long the full plot appears to take. When the user has stopped dragging/zooming and enough time has
elapsed for the full plot to be drawn, the display is refreshed from the full dataset. In most cases this
gives a good compromise between responsive and accurate behaviour, though for certain plot types
the intermediate sketched frames can prove confusingly different from the final, correct, frame.

4. Other Plot Types

Although the main focus of the visualisation in TOPCAT is representing point clouds of various
sorts, it has other visualisation capabilities too. One important category is depicting weighted or
unweighted frequency data, which is a kind of point cloud in one dimension. The most common
visualisation for this kind of data is a histogram, but a number of variations are available including
smoothed representations with choices of fixed-width or adaptive smoothing kernels with various
functional forms, a range of normalisation types, cumulative binning, control over bin width and
phase, etc. Some of the options are illustrated in Figure 6.
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Figure 6. Some histogram-like plots. Shown here are three different representations of the same
one-dimensional dataset: a traditional histogram, a Kernel Density Estimate which uses a smoothing
kernel to avoid the quantisation implied by histogram binning, and a “densogram” that represents
point density using a colour bar.

A number of other more specialised plot types are also offered, for instance analytic function
plotting, line plots to trace samples against an independent variable, axes annotated with time
coordinates, spectrograms, and some fairly basic data fitting algorithms.

There are also comprehensive facilities for plotting data with positions specified by latitude and
longitude on the celestial sphere, including a range of sky projections, sky coordinate system grid
annotations, and binning schemes suitable for spherical geometry. These sky plotting capabilities may
also be used for data situated on other spheres, such as (an approximation to) the surface of the Earth.

5. Configuration User Interface

TOPCAT currently provides around thirty different plot layer types (fixed shape marker, variable
size marker, error ellipse, histogram, ...) with seven different shading modes (flat, auto, transparent,
weighted, ...), on half a dozen different plot geometries (2-d and 3-d Cartesian, spherical polar, celestial
sphere, ...). Each of these options has typically 5-10 associated configuration variables. All of these
options have been introduced to support anticipated, and in many cases actual, requirements for
making sense of real user data.

This offers a great deal of flexibility for specifying a visualisation, but equally presents a serious
problem of complexity: how does the user, especially the non-expert user, navigate all these options to
look at some data? Packaging this flexibility in a comprehensible and usable GUI is perhaps the single
most difficult problem in developing an application of this kind.

Addressing this from the user perspective, the application is designed on the principle that the
user should always see some kind of reasonable plot with minimal effort.

In practice, this means that if the user hits one of the top-level Plot buttons in the application’s
main window, a reasonable plot is shown, if at all possible. If the user hits the Plane Plot button,
a scatter plot is displayed of the two first numeric columns of the currently-selected table; an example
is shown in Figure 7. The bounds of the plot region are automatically adjusted to display all the points
in the selected dataset. The shading mode (Auto from Figure 4) is one which works well for both small
and large datasets. This default plot is unlikely to be the one the user wants to see, but it is easier to
take an existing GUI and modify its default settings, with instant visual feedback at every step, than to
be presented with a lot of blank fields to fill in before any result is shown. The controls visible in the
same plot window make it obvious how to choose a different table or different columns for the plot. It
is somewhat less obvious how to modify the plot by changing marker characteristics, overplotting
other datasets, adding error bars or contours, changing axis scaling or annotation etc, but by exploring
the various tabs and list items the user can explore and adjust the various options in as much detail as

61



Informatics 2017, 4,18

they require. In this way each user can benefit from as much configuration effort as they are willing to
expend, rather than being scared off by an initial need to understand the tool in detail. Comprehensive
documentation is provided for each feature, accessible from a help button at the top of the window,
though it is more of a pleasant surprise than a general expectation that confused users will seek and
read this material.
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Figure 7. TOPCAT’s Plane Plot window. The left hand panel is what appears as soon as the user opens
the window; some default plot is displayed. It is easy to see how to change the data to be plotted.
The right hand panel shows the control panel from the bottom of the plot window (here it has been
expanded and floated out into its own window), as configured for controlling a much more complicated
plot. Each of the controls towards the right can be adjusted interactively with instant effects on the
displayed plot. The various tabs and list items provide more configuration options for other aspects of
the plot.

This approach provides a GUI that is usable by novices to produce basic plots, but which can
also be exploited by experts for very detailed control. However, the question of providing a usable
interface for configuring complex plots is not a solved problem in TOPCAT; it also becomes more
acute as additional plot types and options are added. While many users do manage to use the various
combined features to perform sophisticated visualisations it is probably the case that only a minority
understand the full range of available capabilities.

6. Alternative Interfaces

This paper mainly discusses the GUI application TOPCAT. However, it is possible to access the
visualisation functionality in a number of ways from outside of that application, and many of the same
remarks apply.

Alongside TOPCAT is a suite of command-line tools by the name of STILTS (STIL Tool Set) [24],
which provides scriptable access to most of the functionality available from TOPCAT. Both are based
on the table access library STIL (Starlink Tables Infrastructure Library), and all of these items are
developed and maintained, with some other partially related software, in a single group of packages
collectively known as Starjava. These packages are available at the from the URLs http:/ /www.starlink.
ac.uk/stilts/ and http:/ /www.starlink.ac.uk/stil/.
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STILTS provides commands that can generate all the visualisations available from TOPCAT’s
GUI, and in fact most of the figures in this paper were generated using STILTS, since its scriptable
nature makes it more suitable for careful preparation of published figures than TOPCAT’s point and
click operation.

The output of STILTS, like that of TOPCAT, can be to various bitmapped or vector graphics file
formats (including PNG, GIF, PDF and PostScript) or to an interactive window on screen that allows
the same mouse-controlled navigation actions as TOPCAT.

The classes used for visualisation in both cases form a library known informally by the name
plot2. These classes have not so far been formally packaged as a separate product, but are contained
within the STILTS jar file and can be used independently of either the TOPCAT or STILTS applications,
to provide high performance static or interactive visualisation within third party Java applications.
Depending on what functionality is required, the code required for this is licensed under the LGPL or
GPL. Some more background on this possibility is described in [25].

As explained in Section 7.1, plotting from STILTS is actually more scalable than that from TOPCAT.
While there is no fixed limit on the size of tables loaded into TOPCAT, it is not really intended for use
with tables more than a few tens of millions of rows; interactive use is generally sluggish on such data,
and in some cases memory usage can be high. STILTS visualisation on the other hand is in most cases
able to stream data within a fixed (and quite small) memory footprint, so it is possible to generate
static plots of arbitrarily large data sets quite easily. Figure 8 shows an all-sky density plot generated
from a 2 billion row table in about 30 min.
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Figure 8. Plot of a large table: A map representing simulated density on the sky of stars in the Milky
Way [26]. This figure (originally from [25]) was generated from a 2 billion row table in about 30 min on
anormal desktop computer.

7. Implementation Notes

The user experience-driven requirements of usability with large datasets, fast navigation, flexible
configurability and instant visual feedback place considerable constraints on the implementation.
In this section we outline some of the strategies in place to deliver these features.

7.1. Scalability

The first requirement, built into the whole of the TOPCAT application and its underlying libraries,
is to be able to process tables with large row counts Ny in fixed memory if at all possible. This means
that generating a plot must not, unlike many off-the-shelf Java plotting libraries, allocate an object
or other storage for each input row or plotted point. Instead, where possible, the plotting system
uses data structures that scale with the number of pixels rather than the number of rows. This rule is
violated in some cases, for instance if the number of rows can be determined to be small, or in a few
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cases where it is unavoidable such as z-stacking points for 3-d plots, but most of the common plot
types obey it.

To support this model, the various plot layer implementations work with an abstraction of the
data that simply iterates over each row, returning typed values (typically double precision scalars,
though in some cases boolean, string or array values) for the required coordinates at each step. For each
iteration they can then either paint directly to the graphics system or populate some limited-size data
structure that will be used for graphics operations later in the rendering process.

The harnessing code can then decide how to deliver the iteration over the data values from the
original table. The TOPCAT application reads the relevant values into in-memory primitive arrays once
it is known what coordinates are required, ensuring maximal subsequent access speed, since actually
extracting these values from the underlying loaded tables may be somewhat time-consuming. This does
entail some Niow-scale memory usage, though usually at an acceptable level, e.g., only 16 bytes per
row for a 2-d scatter plot. However the STILTS application writing to a static image file simply iterates
over the rows of the underlying table without intermediate caching, thus requiring little additional
storage. These different strategies have different benefits: TOPCAT, having prepared the data for a
given visualisation at the expense of some memory usage can plot subsequent frames using the same
data (e.g., the results of user navigation) as quickly as possible. STILTS (in its default configuration)
may take longer for each frame of an animation sequence but can process arbitrarily large tables in
a small memory footprint. In the common case where STILTS is painting to a single static frame,
the benefits for subsequent replots would not be useful.

7.2. Responsive User Interface

As discussed in Section 5, the visualisation user interface contains many controls, each of which
may change the appearance of some or all parts of the plot; the axes or one or more of the data layers
contributing to a particular visualisation. A responsive user interface requires that whenever one
of these controls is adjusted, the display is updated accordingly. However, regenerating the whole
plot from scratch may be expensive for a large or complex plot, so this should be avoided where
possible. In some cases (e.g., changing the plot colour of a currently hidden dataset) perhaps no replot
is required at all. In other cases (e.g., axis annotations only are changed) some parts of the plot must be
redrawn but the results of previous computations could be re-used. Or perhaps (e.g., coordinate data
is replaced by a different table column) the whole thing needs to be redrawn. In general various parts
of the plotting computations can be cached, and a great deal of effort goes into working out, whenever
the controls are adjusted, which computations from the previous plot can be re-used.

The way this works is that every time a user control is adjusted, it triggers a replot action.
This calculates a set of label objects for each of several plot characteristics such as the currently visible
region of parameter space, the set of table data required for each plot layer, the per-layer configuration
style options etc. Together, this set of labels completely characterises the plot. These label objects
are small and cheap to produce, so multiple replot actions per second (for instance, as a user drags a
slider) are in themselves easy to service, and this step can be done on Swing’s Event Dispatch Thread
(EDT) without impairing the responsiveness of the overall application GUL If this is the first plot to be
produced in a given window, these labels are stored for later reference, and then fed back to the plot
components that generated them, providing instructions to draw the plot which is then calculated and
displayed. However, on subsequent plots in the same window, the plotting system performs various
comparisons of the labels for the new frame with those that specified the previous frame. Specifically,
Java’s Object . equals method is used for label comparison, so these label objects must be written with
carefully implemented equality semantics. If the set is exactly equivalent to that for the previous frame,
no replot needs to be done. In general, some recalculation or redrawing will be needed, but less than
would be required for regenerating the whole plot from scratch. This computation prepares a new
plot bitmap on a worker thread, which it passes on completion back to the EDT for display in the plot
window. A queue of replot requests is maintained, and if a new one comes in while another is waiting
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to be performed, the older one is discarded. Whether requests in progress are aborted depends on
some logic to decide whether the new request looks like a minor (navigation) or major (plot new data)
configuration update.

The details of the selective caching that underlies this are quite complicated, but an example may
be illustrative. A plot layer performs its plotting in two stages: in the planning stage it is given the
opportunity to produce a plan object that may represent the results of expensive computations, and in
the painting stage it is given back the same plan to use in order to perform actual graphical output.
Management, including optional caching, of the plan objects is done by the plotting application and
not the layer itself. If the layer can determine that a plan equivalent to the one it needs to produce for
the currently requested plot is already available, because the management level has cached it from an
earlier invocation, it can skip the planning stage and use the previously calculated plan for the painting
stage instead. Hence: a density map layer might generate a plan containing a grid of bins populated by
the expensive work of iterating over the table rows, and then in the painting stage simply transfer this
grid to a bitmap using some configuration-determined colour map. If a subsequent invocation uses
the same grid data but a different colour map, because the user has adjusted the colour map controls
but not moved the grid, it can repaint the image (cheap) without requiring a rescan of the table data
(expensive). The result is that the user can adjust colour map parameters with instant visual feedback
even for a large dataset.

7.3. Configuration Option Management

As discussed above, many configuration options are available to control the data layers that
combine to form a given visualisation, along with the details of the axis representation and annotation,
legend display, plot dimensions, font selection etc.

In order to reduce the implementation complexity associated with these hundreds of options,
each one is represented by a standard object known internally as a ConfigKey. Each of these keys can
supply user-directed metadata (name, description), value type (which may just be a number or some
more complex type like a colour map or marker shape), a sensible default value, a GUI component for
specifying values, and methods for mapping between typed values and string representations. It is
important that the default values of all keys taken together to specify a given plot will combine to give
some reasonable default plot as discussed in Section 5.

Different components of the plotting system make use of these keys to build the user interface
and gather configuration information without hard-coded knowledge of each plot and layer type.
A harnessing application needs to establish which plot type and layers are in use, interrogate them for
their ConfigKeys, and then acquire values for each key that can be fed back to the plot components
to generate the plot. In TOPCAT’s case it sets up plot window controls by stacking the relevant
GUI components ready for adjustment by the user, while STILTS interrogates the list of name-value
pairs supplied on the command line. Other front ends based on name-value pairs have also been
implemented, including a cgi-bin interface for HTTP operation and a Jython front-end to STILTS; both
are available and documented within the STILTS distribution itself, as the STILTS server task and the
JyStilts application respectively.

The user documentation for each plot type can also be generated programmatically at
documentation build time by interrogating each key for its user metadata; around 130 of the 400 pages
in the PDF version of the STILTS user document are auto-generated from ConfigKey objects in this way.

The result of organising the configuration options in this uniform way is that new configuration
options can be introduced easily by making only localised changes to plot type or layer type code;
no corresponding updates to the Ul code or hand-written documentation are required.

8. Use Beyond Astronomy

TOPCAT has been developed for astronomers, with the support of funding agencies whose
responsibility is to the astronomy community. The large majority of its use to date has been within
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astronomy, mostly for use with source catalogues. It is also applied to other types of astronomical table
such as time series and event lists, and within some related but distinct fields such as planetary and
solar system science.

However, though it has much functionality that is specific to astronomy (understanding of sky
coordinate systems, data access using astronomy file formats and Virtual Observatory protocols, table
join techniques appropriate for the celestial sphere) many of its capabilities are suitable for any kind of
tabular data, and some adventurous groups in other disciplines are also making enthusiastic use of it.

One example is the group of P. Pognonec from Université Nice, who use it for work investigating
cellular events such as proliferation, mitosis and cell death. They report TOPCAT as their
preferred option for visualising with dotplots and histograms the large tables (ten million cells with
50-100 parameters) of data produced by image analysis of high throughput microscopy acquisitions.
An example is shown in Figure 9. Another is operational and laboratory work by H. Rydberg in the
company Sustainable Waste and Water, City of Gothenburg in Sweden, where it is used especially for
interactive analysis of long time series data concerning water quality; see Figure 10. In this case the
capability to ingest large raw datasets without prior aggregation and navigate interactively makes it
possible to clean data and identify trends over a wide range of timescales. The author has also had
other informal reports of TOPCAT’s sporadic use in bioinformatics, finance, urban transport planning
and flight testing.

While the current funding arrangements do not prioritise support outside of astronomy, the
author is very interested to hear of potential or actual uses in other domains, and willing to supply
modest support, for either casual use or adapting the application or underlying libraries to other
requirements. One missing feature that should be noted when considering applying the software more
widely is its weak support for categorical data, which is not very common in TOPCAT’s core use cases.
However, enhancements in this area are possible in the future.
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Figure 9. Growth and division of cells over time. Cell mass, represented by one colour for each distinct
cell, increases until mitosis, when it is replaced by two daughter cells. In this plot the grey cell has
become “blocked”, losing mass slowly instead of dividing. Credit: P. Pognonec, Université Nice.

66



Informatics 2017, 4,18

Days with acid in Chemically Enhanced Backwash
Waimml - Feed water temperature 0.4 - 14 °C
0.4 Raw water hardness management
~ Reference pilot plant 2011

/\_\ “ Current pilot plant 2017

o
@

TMP bar
14
@

1
S

Proportion CEBs with acid

o
o

0.1

Figure 10. Time series (decimal month January-September) of Trans Membrane Pressure over two
different ultrafiltration pilot plants in Gothenburg Sweden (7.7M rows). (Top) Two series of correct
but noisy raw data, obviously not suitable for mean aggregations; (Bottom) Exactly the same data as
top display, clarified by use of subsets, transparency, quantile smoothers, marking by auxiliary Y axis,
histogram by time as event marking, and densograms for additional quantitative variable as well as
operational information. Credit: H. Rydberg, Sustainable Waste and Water, City of Gothenburg.

9. Software Availability

TOPCAT is written in pure Java, and distributed as a single jar file depending only on the Java
Standard Edition (Java SE), currently version 6 or later. The wide availability and excellent portability
and backward compatibility characteristics of the Java platform mean that it can therefore be installed
and run very easily on all widely used desktop and laptop computers. The jar file, as well as a
MacOS DMG file, can be downloaded from the project web site http:/ /www.starlink.ac.uk/topcat/.
Other information including comprehensive tutorial and reference documentation, full version history,
pointers to mailing lists etc can be found in the same place. The package has also recently been made
available as part of the Debian Astro suite [27].

The software is available free of charge under the GNU Public Licence, and the source code is
currently hosted on github (https://github.com/Starlink/starjava/).

10. Conclusions

TOPCAT is a GUI application for manipulating tables, that amongst other capabilities provides
sophisticated visualisation capabilities for tabular data. It is a traditional desktop application,
requiring neither exotic hardware nor server support. It has been developed within the context
of astronomy and is widely used in that field, but is suitable, along with its command-line counterpart
STILTS and underlying Java libraries, for visualising many other kinds of tabular data. The
focus is on highly configurable interactive plots of both small and large (multi-million-row) tables,
offering many variations on the representation of point clouds in one, two or three dimensions,
with the aim of revealing expected and unexpected relationships at multiple scales in large and
high-dimensional datasets.

67



Informatics 2017, 4,18

Acknowledgments: Development of TOPCAT’s current visualisation capabilities has been supported by a number
of grants from the UK’s Science and Technology Facilities Council. The features described here have benefitted
greatly from advice, comments and feedback from its active user community. Special thanks to Henrik Rydberg
and Philippe Pognonec for their input on use in non-astronomical contexts. The author also thanks the anonymous
referees whose constructive comments have improved the paper.

Contflicts of Interest: The author declares no conflict of interest. The funding sponsors had no role in the design
of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, and in the
decision to publish the results.

References

1.

10.

11.

12.

13.

14.

15.
16.

Messier, C. Catalogue des Nébuleuses & des amas d’Etoiles (Catalog of Nebulae and Star Clusters); Technical Report;
Memoirs of the Royal Academy of Sciences for 1771: Paris, France, 1781. (In French)

Stoughton, C.; Lupton, R.H.; Bernardi, M.; Blanton, M.R.; Burles, S.; Castander, EJ.; Connolly, A.J.;
Eisenstein, D.J.; Frieman, J.A.; Hennessy, G.S.; et al. Sloan Digital Sky Survey: Early Data Release. Astron. J.
2002, 123, 485-548.

Brown, A.G.A.; Vallenari, A.; Prusti, T.; de Bruijne, ].H.J.; Mignard, E; Drimmel, R.; Babusiaux, C.;
Bailer-Jones, C.A.L.; Bastian, U.; Elteren, A.K; et al. Gaia Data Release 1. Summary of the astrometric,
photometric, and survey properties. Astron. Astrophys. 2016, 595, A2.

Ochsenbein, F; Taylor, M.; Williams, R.; Davenhall, C.; Demleitner, M.; Durand, D.; Fernique, P,; Giaretta, D.;
Hanisch, R.; McGlynn, T.; et al. VOTable Format Definition Version 1.3. IVOA Recommendation 20
September 2013. arXiv 2013, arXiv:1110.0524.

Hanisch, R]J.; Farris, A.; Greisen, EW.; Pence, W.D.; Schlesinger, B.M.; Teuben, PJ.; Thompson, RW.;
Warnock, A., III. Definition of the Flexible Image Transport System (FITS). Astron. Astrophys. 2001,
376, 359-380.

Arviset, C.; Gaudet, S.; IVOA Technical Coordination Group. IVOA Architecture Version 1.0. IVOA Note
23 November 2010. arXiv 2011 arXiv:1106.0291.

Dowler, P; Rixon, G.; Tody, D. Table Access Protocol Version 1.0. IVOA Recommendation 27 March 2010.
arXiv 2010, arXiv:astro-ph.IM/1110.0497.

Plante, R.; Williams, R.; Hanisch, R.; Szalay, A. Simple Cone Search Version 1.03. IVOA Recommendation
22 February 2008. arXiv 2008, arXiv:astro-ph.IM/1110.0498.

Taylor, M.B. TOPCAT & STIL: Starlink Table/VOTable Processing Software. In Astronomical Society of the
Pacific Conference Series, Proceedings of the Astronomical Data Analysis Software and Systems XIV, Pasadena,
CA, USA, 24-27 October 2004; Shopbell, P., Britton, M., Ebert, R., Eds.; Astronomical Society of the Pacific:
San Francisco, CA, USA, 2005; Volume 347, p. 29.

Taylor, M.B.; Page, C.G. Column-Oriented Table Access Using STIL: Fast Analysis of Very Large Tables.
In Astronomical Society of the Pacific Conference Series, Proceedings of the Astronomical Data Analysis Software
and Systems XVII, London, UK, 23-26 September 2007; Argyle, R.W., Bunclark, PS., Lewis, J.R., Eds,;
Astronomical Society of the Pacific: San Francisco, CA, USA, 2008; Volume 394, p. 422.

Moitinho, A.; Krone-Martins, A.; Savietto, H.; Barros, M.; Barata, C.; Falcdo, A.]J.; Fernandes, T.; Alves, J.;
Gomes, M.; Bakker, J.; et al. Gaia Data Release 1: The archive visualisation service. Astron. Astrophys. 2017,
in press.

Boch, T.; Fernique, P. Aladin Lite: Embed your Sky in the Browser. In Astronomical Society of the Pacific
Conference Series, Proceedings of the Astronomical Data Analysis Software and Systems XXIII, Waikoloa Beach
Marriott, HI, USA, 29 September—3 October 2013; Manset, N., Forshay, P., Eds.; Astronomical Society of the
Pacific: San Francisco, CA, USA, 2014; Volume 485, p. 277.

Carbon, D.E; Henze, C.; Nelson, B.C. Exploring the SDSS Data Set with Linked Scatter Plots. I. EMP, CEMP,
and CV Stars. Astrophys. ]. Suppl. 2017, 228, 19.

Springel, V.; White, S.D.M.; Jenkins, A.; Frenk, C.S.; Yoshida, N.; Gao, L.; Navarro, J.; Thacker, R.; Croton, D.;
Helly, J.; et al. Simulations of the formation, evolution and clustering of galaxies and quasars. Nature
2005, 435, 629-636.

Tukey, ].W. Exploratory Data Analysis; Addison-Wesley: Boston, MA, USA, 1977.

Goodman, A.A. Principles of high-dimensional data visualization in astronomy. Astron. Nachr. 2012, 333,
505-514.

68



Informatics 2017, 4,18

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

Altmann, M.; Roeser, S.; Demleitner, M.; Bastian, U.; Schilbach, E. Hot Stuff for One Year (HSOY). A 583
million star proper motion catalogue derived from Gaia DR1 and PPMXL. Astron. Astrophys. 2017, 600, L4.
Bonnarel, F; Fernique, P.; Bienaymé, O.; Egret, D.; Genova, E; Louys, M.; Ochsenbein, F.; Wenger, M.;
Bartlett, ].G. The ALADIN interactive sky atlas. A reference tool for identification of astronomical sources.
Astron. Astrophys. Suppl. 2000, 143, 33-40.

Taylor, M.B.; Boch, T.; Taylor, ]. SAMP, the Simple Application Messaging Protocol: Letting applications talk
to each other. Astron. Comput. 2015, 11, 81-90.

Joye, W.A; Mandel, E. New Features of SAOImage DS9. In Astronomical Society of the Pacific Conference
Series, Proceedings of the Astronomical Data Analysis Software and Systems XII, Baltimore, MD, USA, 13-16
October 2002; Payne, H.E., Jedrzejewski, R.1., Hook, R.N., Eds.; Astronomical Society of the Pacific:
San Francisco, CA, USA, 2003; Volume 295, p. 489.

Robitaille, T.P; Tollerud, E.J.; Greenfield, P.; Droettboom, M.; Bray, E.; Aldcroft, T.; Davis, M.; Ginsburg, A_;
Price-Whelan, AM.; Kerzendorf, WE,; et al. Astropy: A community Python package for Astronomy.
Astron. Astrophys. 2013, 558, A33.

Bellini, A.; Piotto, G.; Bedin, L.R.; Anderson, J.; Platais, I.; Momany, Y.; Moretti, A.; Milone, A.P,; Ortolani, S.
Ground-based CCD astrometry with wide field imagers. IIl. WFI@2.2m proper-motion catalog of the globular
cluster w Centauri. Astron. Astrophys. 2009, 493, 959-978.

Taylor, M.B. Visualizing Large Datasets in TOPCAT v4. In Astronomical Society of the Pacific Conference Series,
Proceedings of the Astronomical Data Analysis Software and Systems XXIII, Waikoloa Beach Marriott, HI, USA,
29 September-3 October 2013; Manset, N., Forshay, P., Eds.; Astronomical Society of the Pacific: San Francisco,
CA, USA, 2014; Volume 485, p. 257.

Taylor, M.B. STILTS—A Package for Command-Line Processing of Tabular Data. In Astronomical Society of
the Pacific Conference Series, Proceedings of the Astronomical Data Analysis Software and Systems XV, San Lorenzo
de EI Escorial, Spain, 2-5 October 2005; Gabriel, C., Arviset, C., Ponz, D., Enrique, S., Eds.; Astronomical
Society of the Pacific: San Francisco, CA, USA, 2006; Volume 351, p. 666.

Taylor, M.B. External Use of TOPCAT’s Plotting Library. In Astronomical Society of the Pacific Conference Series,
Proceedings of the Astronomical Data Analysis Software an Systems XXIV (ADASS XXIV), Calgary, AB, Canada, 5-9
October 2014; Taylor, A.R., Rosolowsky, E., Eds.; Astronomical Society of the Pacific: San Francisco, CA, USA,
2015; Volume 495, p. 177.

Robin, A.C.; Luri, X.; Reylé, C.; Isasi, Y.; Grux, E.; Blanco-Cuaresma, S.; Arenou, F; Babusiaux, C.;
Belcheva, M.; Drimmel, R.; et al. Gaia Universe model snapshot. A statistical analysis of the expected
contents of the Gaia catalogue. Astron. Astrophys. 2012, 543, A100.

Streicher, O. Debian Astro: An open computing platform for astronomy. arXiv 2016, arXiv:astro-ph.IM/1611.07203.

® (© 2017 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access
@ article distributed under the terms and conditions of the Creative Commons Attribution
[

(CC BY) license (http:/ /creativecommons.org/licenses /by /4.0/).

69



informatics MBPY

Atrticle

Web-Scale Multidimensional Visualization of Big
Spatial Data to Support Earth Sciences—A Case Study
with Visualizing Climate Simulation Data

Sizhe Wang "2, Wenwen Li I* and Feng Wang !

1 School of Geographical Sciences and Urban Planning, Arizona State University, Tempe, AZ 85287-5302, USA;
wsizhe@asu.edu (S.W.); fwang80@asu.edu (EW.)

School of Computing, Informatics and Decision Systems Engineering, Arizona State University,

Tempe, AZ 85281, USA

*  Correspondence: wenwen@asu.edu; Tel.: +1-480-727-5987

Received: 16 March 2017; Accepted: 24 June 2017; Published: 26 June 2017

Abstract: The world is undergoing rapid changes in its climate, environment, and ecosystems
due to increasing population growth, urbanization, and industrialization. Numerical simulation
is becoming an important vehicle to enhance the understanding of these changes and
their impacts, with regional and global simulation models producing vast amounts of data.
Comprehending these multidimensional data and fostering collaborative scientific discovery requires
the development of new visualization techniques. In this paper, we present a cyberinfrastructure
solution—PolarGlobe—that enables comprehensive analysis and collaboration. PolarGlobe
is implemented upon an emerging web graphics library, WebGL, and an open source virtual globe
system Cesium, which has the ability to map spatial data onto a virtual Earth. We have also integrated
volume rendering techniques, value and spatial filters, and vertical profile visualization to improve
rendered images and support a comprehensive exploration of multi-dimensional spatial data. In this
study, the climate simulation dataset produced by the extended polar version of the well-known
Weather Research and Forecasting Model (WRF) is used to test the proposed techniques. PolarGlobe
is also easily extendable to enable data visualization for other Earth Science domains, such as
oceanography, weather, or geology.

Keywords: virtual globe; octree; vertical profile; big data; scientific visualization

1. Introduction

The world is undergoing significant environmental and global climate change due to
increasing population growth, urbanization, and industrialization [1-4]. These changes [5-7]
are exemplified in the Earth’s polar regions, as evidenced by melting sea ice [8] and glacier retreat [9],
which significantly affect the living environment of wildlife and biodiversity in these areas. To better
understand these climate phenomena and their driving mechanics, there exists an urgent need for new
data, techniques, and tools to support scientific studies and the development of effective strategies to
mitigate their negative influences [10].

Climate simulation has been considered a critically important means to address the aforementioned
research challenges [11]. Global or regional climate models, such as WRF (Weather Research
and Forecasting), are often used by the climate modeling community to unveil the historical
climate trajectory and make projections for future changes. Through long-duration computations,
these simulation models often generate very large climate data [12]. It is estimated that worldwide
climate simulation data will reach hundreds of exabytes by 2020 [13]. Besides falling into the category
of “big data” due to its size, climate data is multidimensional in nature. In other words, the time-series
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data not only spread across a geographic area on the Earth’s surface (horizontal dimension), but they
also occupy different altitudes with varying pressure levels (vertical dimensions).

Scientific visualization is considered an effective vehicle for studying such complex, big volume,
and multiple dimension data [14]. By providing visual representations and analytics, visualization
has the capability to validate hypothesis, uncover hidden patterns, and identify driving factors
of various climate and atmospheric phenomena [15]. Nonetheless, the scientific visualization
community still faces challenges in efficient handling of big data, the complex projection between the
viewport coordinate system and the raw geospatial dataset, and finding innovative ways to present
the voluminous data in order to reveal hidden knowledge. With the widespread adoption of Web
technology, there is also an urgent demand for a Web-based visualization platform to allow web-scale
access, visualization, and analysis of spatial dataset.

This paper introduces our PolarGlobe solution, a Web-based virtual globe platform that supports
multi-faceted visualization and analysis of multi-dimensional scientific data. Built upon the popular
Cesium 3D globe system, the PolarGlobe tool has the advantage of being seamlessly integrative with
Web browsers, eliminating the need to install or configure any plug-ins before data viewing. In addition,
an emerging graphics language (WebGL) is utilized to operate the GPU (Graphics Processing Unit) and
develop functions for data rendering. The remainder of this paper is organized as follows: Section 2
reviews relevant works in the literature; Section 3 introduces the visual analytical techniques being
applied to the PolarGlobe system; Section 4 demonstrates the PolarGlobe GUI (graphic user interface);
Section 5 describes a number of experiments to test system performance; and Section 6 concludes this
work and discusses future research directions.

2. Literature Review

In this section, we organize the review of previous works from two perspectives: (1) previously
established visualization platforms and (2) key techniques employed to support such visualization.

2.1. Popular Visualization Platforms for Climate Research

Visualization has a long tradition in supporting climate research [16]. Standard 2D presentation
techniques such as time/bar charts, 2D maps, and scatterplots are most frequently used in analyzing
climate data [17]. Popular visualization tools, such as UV-CDAT (Ultrascale Visualization Climate
Data Analysis Tool) [18], provide great support for data regridding, exploratory data analysis,
and parallel processing of memory-greedy operations [19]. However, these tools suffer great limitations
in the context of cyberinfrastructure and big data science [20]. For instance, users need to download
and setup the software in order to get access to the tools. To visualize a scene, users also need to write
corresponding (python) code, which often requires a long learning curve. As climate simulation data
is becoming multi-dimensional, the lack of support in multi-dimensional data analysis poses many
challenges for visualizing these data, especially those with time-series stamps. Moreover, in most tools,
data is visualized as an individual piece without being integrated with terrain and morphology data
to enhance understanding.

Overcoming these limitations has become a significant research thread of virtual globe
visualization. Inspired by the vision of “Digital Earth” (by former US vice president Al Gore) [21],
a number of virtual globe tools have been developed to digitally depict our living planet. Popular ones
include Google Earth [22], NASA WorldWind (National Aeronautics and Space Administration; [23],
and Microsoft Virtual Earth [24]. Using these tools, climate data visualization can be integrated into
the actual terrain and Earth scene. Sun et al. (2012) developed a geovisual analytical system to
support the visualization of climate model output using Google Earth [25]. Varun et al. [26] developed
iGlobe, an interactive visualization system that integrates remote sensing data, climate data, and
other environmental data to understand weather and climate change impacts. Helbig et al. [27]
presents a workflow for 3D visualization of atmospheric data in a virtual reality environment.
HurricaneVis [28] is a desktop visualization platform that focuses on scalar data from numerical
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weather model simulations of tropical cyclones. Leveraging the power of graphics cards, multivariate
real-time 4D visualization can also be achieved [29]. These works demonstrate a great advantage in data
visualization over traditional approaches that rely solely on 2D maps and scatter plots. However, most
of these applications are desktop-based or require pre-installation and configuration, limiting their
widespread use and adoption by Internet users.

As cyberinfrastructure evolves, research that develops web-based visual analytical tools has
gradually increased. For instance, Fetchclimate [30] and the USGS (United States Geological Survey)
National Climate Change Viewer (UCCV) [31] provide solutions for environment information retrieval
and mapping. Similar online visualization applications have also been applied to other geoscience
disciplines such as hydrology [32-34], oceanography [35], and polar [20,29], etc. Open source packages,
such as Cesium [36] or NASA’s new WebWorldWind [37], are also exploited to construct web-based
environmental applications [38,39]. Though these existing studies provide a satisfying solution to 2D
spatiotemporal data visualization, they have very limited capability at visualizing high-dimensional
spatiotemporal climate data.

2.2. Key Techniques in Multidimensional Visualization of Spatial Data

Spatiotemporal multidimensional data visualization is a hotspot in the field of scientific
visualization. The existing work varies from organizing and visualizing time-varying big data
to applying multiple visual analytic techniques for planning, predicting, and decision-making.
There are two key issues in developing an efficient web-based visual analytic tool.

The first is efficient management and transmission of big data from the server to client end.
With the popularity of ‘big data’ in both academia and industry, increasing research focuses
on managing big data for scientific visualization [40,41]. Others address big data usage on
visualization in emerging environments [42,43]. In climate study, Li and Wang [39] proposed a video
encoding and compression technique to efficiently organize and transmit time-varying big data over
successive timestamps.

The second is exploiting visualization techniques to provide real-time realistic visualization.
Wong et al. [44] assembled multiple information visualization and scientific visualization techniques
to explore large-scale climate data captured after a natural phenomenon. Li et al. [45] implemented
a volume rendering technique for visualizing large-scale geosciences phenomena, i.e., dust storms.
An octree data structure, in combination with a view-dependent LOD (Level of Detail) strategy, is used
to index 3D spatial data to improve rendering efficiency. Liang et al. [46] further improved this method
to introduce a volumetric ray-casting algorithm to avoid loss of accuracy. The algorithm avoids over- or
under-sampling when converting geospatial data from a spherical coordinate system to a Cartesian
coordinate system for visualization. To boost rendering performance, GPU is always employed for
parallel rendering [47,48]. In order to present volumetric data from multiple facets, these techniques
need to be extended to include more novel visual effects for a comprehensive visual exploration.

In the next section we describe, in detail, our proposed techniques, including an enhanced octree
model to support efficient visualization and analysis of climate data in a cyberinfrastructure environment.

3. Methodology

3.1. Three-Dimensional Data Volume Rendering

The goal of this section is to explain the creation of a panoramic view of climate variables on and
above the Earth’s surface. To accommodate the multivariate characteristics of climate data (horizontal
and vertical), we developed a volume rendering technique to present the variances in the north polar
region and its upper air [49]. To take full advantage of highly detailed datasets such as reanalysis
data, point clouds visualization is adopted. To support this visualization strategy, a value filter and
a region filter were also developed to provide more perspectives and enable a better understanding of
various climate phenomena. Challenges in efficiently transferring large datasets between client and
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server, and rendering big data in the client browser, were also addressed. For instance, there are almost
4 million points at a single timestamp in the climate simulation data we adopted [50]. To overcome
these obstacles, an enhanced octree-based Level of Detail (LOD) method is utilized in the point
cloud visualization.

The LOD strategy is adopted, because it is a widely-used technique in multi-dimensional
visualization that decreases total data volume while boosting rendering and data transfer speed
at the same time [51]. Based on the principle that the further the data is observed, the fewer details
will need to be shown, the loading and rendering of 3D volume data can be greatly improved.
When the octree-based LOD is applied to 3D volume visualization, the data size is reduced by a power
of eight (2%). Because our goal is to realize Web-scale visualization for multi-dimensional data such
that people from any place of the world can access the system, the octree is implemented on both
the backend (Web server side) and frontend (client browser side). The server side is responsible for
preparing the LOD data to respond to clients’ requests. The frontend deals with acquiring the proper
LOD data and rendering them in the browser using WebGL (Web Graphics Language). We describe
the implementation of these two parts in detail below.

3.1.1. Data Preparation at the Server Side

Though the octree can be built from original data and kept in the memory of the server for
responding to requests from clients from time to time, this is not only time consuming, which will
keep the user waiting longer to acquire the LOD data, but it is also a great burden on the server’s
memory, especially when the data volume is big or multiple data sources are in use. To overcome
these limitations, we adopted a strategy that pre-processes the original data and produces different
LOD data as files. In order to prepare the LOD data, the first task is to decompose the original data
volume (which consists of numerous points distributed in a 3D grid) into multiple special cubes.
These cubes are considered special because their length, measured by the number of points along
one side, should be a power of 2. This length will be evenly cut along each side of the cube by 2.
Such decomposition ensures an evenly increasing ratio of data size along with the increasing LOD.
The iterative decomposition process continues until every cube contains only one point—the highest
LOD. The following equation can be used to determine the length L of the initial cube:

L= Z(floor(logé‘/l)-%—l) 1)

where M is the minimum size amongst the length, width, and height of the original data volume,
and floor() is a function to receive the integer part of a floating number, given any positive input.

In Equation (1), L is the minimum power of a power of 2 number that is no smaller than M.
After identifying the size of the initial cube, the decomposition process starts by dividing the cube
into eight equally sized sub-cubes. The sub-cubes generated after the first decomposition are called
the roots of the octrees. For convenience, let us state that the roots are at level 0. Because each cube
is represented by one data value, a generalization process should be invoked to derive this value.
A typical approach is to average the values on all the grid points falling in the cube. This process
requires extra storage in order to store the generalized value for the cubes that share the same root.

To address this data challenge, we propose a new octree multi-level storage strategy, or differential
storage, to reduce data redundancy across octree layers. The idea comes from differential backup that
saves only the changes made in a computer system since the last backup. For our purposes, each
higher layer of the octree only stores the differential or incremental dataset(s) from its precedent layers.
These values are a sample from the original data points rather than averaged from them. Figure 1
demonstrates a design of the proposed octree with differential storage support. This data structure
saves substantial storage space. For example, we estimate saving approximately 14% of the storage
space for a three-layer octree using this data structure.
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Once the octree model is established, all cubes and sub-cubes are indexed. The root contains
eight initial cubes with index from 0 to 7. As the decomposition continues, every cube is split into
eight sub-cubes of the same size until the LOD reaches the highest level n. The naming of each
sub-cube follows the patterns of (1) the name of its parent cube+; and (2) its index (from 0 to 7). Hence,
the sub-cubes with the same root have the same prefix in its name. The strategy used to record data
is what distinguishes levels 1 and higher from level 0. At level 7, all the generalized data derived from
the same roots are written in a single file whose filename contains the level number and the index of
the root recorded at level n—1. Those sub-cubes with no grid points are ignored. Using this strategy,
the web server can rapidly locate the LOD data with a specified region and level. It repeats the process
applied to level 1 until level 7 is reached. It then splits every cube produced in level n—1 to get 8 n
sub-cubes where no more than one point in a cube exists. The generalized data values, as well as
some necessary metadata (such as the range of value variation and the maximum LOD), are recorded
in a single file for data initialization at the client side.

Figure 1. Differential-storage-enhanced octree model.

3.1.2. Data Rendering on the Client Side

Thus far, LOD data is prepared at all levels. The server will return the data by specifying the root
index and the LOD as parameters in the request. The client side is now able to access any data it needs.
The workflow at the client side starts with retrieving the data at level 0 from the server for initialization.
Using the indices recorded in level 0 data, the whole data volume is split up into multiple cubes
(differed by their indices) for rendering, management, and further operation. If the cubes have been
initialized or a user changes the view perspective, the rendered data will be refreshed by updating
the LOD information in each cube. Since the location of each cube is known, the distances from
the viewport to all cubes are a fixed number at all levels. For a given cube, the data at which LOD
should be rendered is decided by the below equation:

[C
LOD = e (2

where dist denotes the view distance, and C is a constant value which needs to be adjusted by
user experience.

Applying this equation, the data with higher details are loaded as the view distance decreases.
Giving the calculated level and its own index, the cube sends a request to the server and retrieves
the desired LOD data. Once a request is sent, the level in the unit is marked and temporarily cached
in memory for future rendering purposes. This way, repeated requests for the same data are avoided.

Data loading and rendering performance are greatly enhanced with the proposed LOD strategy,
especially when the data is observed from a long distance. If the view distance becomes very short or
the observer dives inside the data cubes, however, a large portion or even all of the data is loaded at
the highest LOD. This may keep the user waiting a long time and can greatly impede the efficiency

74



Informatics 2017, 4,17

of visualization. To resolve this issue, we developed a perspective-based data clipper to eliminate
the invisible parts of the data.

The data clipping strategy adopts popular interactive clipping techniques in volume
visualization [52] and the WebGL implementation of clipping pixels, in order to remove the data
not visible in the current viewport. Benefitting from the decomposition of the whole data volume,
the clipping process can be achieved by checking whether the centers of the decomposed cube
are within the viewport by applying the following equation:

cp = VP-ep 3)

where ep denotes the vector consisting of the visual coordinates of the position at the center of
a decomposed cube with a number 1 appended (e.g., [x, y, z, 1]). VP is the view-projection matrix
with a 4 x 4 dimension, produced by how a user views the scene and the view projection setting.
cp is the desired vector, from which whether a point is within the viewport or not can be determined.

For convenience, the elements of the vector cp are sequentially marked as Xy, Yelip, Zetip, and weiip,
and the following calculation is performed:

Xclip

Xviewport = 4)
4 Welip
Yelip

Yoiewport = (5)
P Welip
Yelip

Zoiewport = (6)
P Welip

If Xoiewports Yoiewports AN Zyjewport bOth Tange from —1 to 1 (boundaries excluded), the decomposed
units are determined to be visible. In this case, the data point is reserved and rendered. The data points
that do not fall in the above range are disregarded.

3.2. Data Filtering

This point cloud visualization provides an overview of the entire multi-dimensional data volume.
By adjusting the size or transparency of the points, the internal variation of the data may also
be observed. However, when millions of points are being simultaneously rendered in the viewport,
the information that a user needs may still be hidden. In order to uncover important details of the data,
we suggest three strategies to filter the data points and reveal only the data variables of interests to
end-users in both space and time.

First, a value-based filter is introduced in the system. This approach has a great advantage for
3D visualization. Specifically, filtering the value range requires that only part of the data points need
to be rendered. For example, high temperature values can be filtered out to allow scientists to focus
on analyzing cold spots. These cold spots or regions will form a particular shape and temperature
variance will be differed by colors. This function allows users to investigate data variation by colors as
well as by shape.

Second, a filter of data by regions is developed to regional studies as well as global studies.
For instance, geographical coordinates of the boundary information can filter data within a country
or state. To accomplish this task, point-in-polygon operations are performed for each data point
in the original dataset after orthogonal projection. However, this may present a problem when
the boundary polygons are complex, as computing time for determining the relationship of
a polygon and a point substantially increases as the number of the vertices in the polygon increases.
In order to reduce the computing burden, a generalization process is applied to the polygon before
the point-in-polygon calculation.
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In our work, the Douglas-Peucker line simplification algorithm is adopted [53]. The algorithm
performs as follows: (1) for every two vertices in the polygon that share the same edge, if the distance
between them is under a threshold, they will be merged into a new one—the midpoint of the shared
edge; (2) Step 1 is repeated until there are no pairs of points whose interval is less than the threshold.
It should be noted that while this simplification process helps accelerate the filtering speed, it could
also affect result accuracy. Our preliminary experiments show that with the proper threshold, the time
cost of filtering regional points is greatly reduced with little impact on filtering precision.

The last filter targets the vertical variation. Drawing lines on the surface of Earth, the values on
the vertical slices of the data volume along those lines are extracted and rendered in a special way.
This process is explained in the following section.

3.3. Vertical Profile Visualization

A vertical profile image provides a cross-sectional view of a cubical data. x dimension of
the cross-sectional view is a user-defined path along the Earth’s surface, and y dimension is normally
elevation for spatial data. Interactive vertical profile visualization has the capability to intuitively
demonstrate the inner structure and information inside a 3D volume, and reveal the variation of
a specific factor in a vertical direction (perpendicular to the Earth’s surface), which is very helpful
in climate research [54]. Generally, this function is developed in three steps. The first is a response to
user requests that involve drawing a polyline on the Earth’s surface, indicating a trajectory of interest,
e.g., along the east coastline of Greenland. The second is generation of an image according to the original
three-dimensional data. Each pixel in the image displays the climate variable values at coordinates
(x, z), where the x-axis is the location along the trajectory, and the z-axis shows the location changes on
the 29 vertical pressure levels of the raw data. The third step is displaying the image on the ground
along the user-defined polyline. Three software modules are developed to handle the above tasks.

The Interactive Module (Figure 2) handles user input. The Image Generator Module acquires
the data defined from the user input and converts it to a smooth image, showing the variation from
ground to space as well as along the drawn polyline. The 3D Primitive Module projects the image
from the Image Generator Module on a blank wall created on the surface of the virtual Earth.

Vertical
Profile

3D Primitive 1

Image Generator

Module Module

Interactive l

Figure 2. The workflow for creating a vertical profile.

We built the Interactive and 3D Primitive Modules on the open source library Cesium—a very
popular virtual globe platform that supports the rendering of spatial data in a 3D virtual space.
The following algorithm was developed to generate the image demonstrating the change in some
variables along a specific path inside the data cube.

Given that 3D gridded data is being visualized, a horizontal slice of the data means that the vertical
dimension is the value distribution in a given study area, identified by latitude and longitude,
at a certain altitude. Note that some data might use pressure levels as the vertical dimension, but can
be converted to altitude during preprocessing, if preferred. When we look at the data cube, it would
look like columns of data points neatly standing on the Earth’s surface. When a path of interest is drawn
on the Earth’s surface, we first need to determine all the nearby columns as the gridded data is not
continuous on a 2D surface. The key idea is to rasterize the polyline representing the path. Figure 3
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shows an example. Taking a horizontal data slice as a reference, the user-input vector is rasterized on
a grid. The highlighted data points falling on the path of interest are extracted for all horizontal data
slices to generate the vertical profile image.

Rasterize selection—l
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Figure 3. Rasterization of a user-input trajectory of interest on the Earth’s Surface.

Rasterization is valid only when all the columns are evenly distributed in a grid, which means there
is a specific map projection applied to the data. However, the projection of the input polyline may not
always be the same as the one adopted in the original data source. For example, the polyline retrieved
using the API was provided by Cesium is WGS (World Geodetic System) 84 [55], while the data used
for our study is an azimuthal equidistant projection [56]. In this case, a re-projection process is required
before rasterization. The projection information of a data source can usually be found in its metadata.

The next task is to sequentially project the selected columns on a planar coordinate system, whose
axes stand for elevation and distance. In this way, a 2D grid can be built. This step unfolds the wall
and lays it on a plane (if a user draws a complex path rather than a straight line). Figure 4a shows
an example of the selected data points along a user chosen path. Only one image is produced and
projected on 3D primitives, rather than multiple images that correspond to all the facets of the folded
wall. In this new planar coordinate system, the distance between every two neighboring columns
should be the same as the one in the 3D space. The great circle distance between the locations where
the columns stand determines this. A final image (Figure 4b) is then generated by interpolating all
the data points falling in the image region to generate the raw image matrix. Finally, this matrix
is converted to a RGB image with proper color mapping.
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Figure 4. An example of generating a vertical profile image through interpolation: (a) An illustration of
selected data points (clustered as columns) along a path on the Earth’s surface; (b) Color-coded image
after 2D interpolation (temperature increases from blue to red).
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4. Graphic User Interface

Figure 5 demonstrates the PolarGlobe GUIL The climate data used in the visualization is the air
temperature output from the Polar version of the WRF Model. This data covers 20 degree latitude
and north, and contains 29 vertical layers differed by pressure levels. The spatial resolution
is 30 km. By applying a predefined color map, this panoramic view of data clearly shows the change
in temperature with a cold spot on top of the Greenland ice sheet.

PolarGiobe: 4D Climate Data Visualization

Data Control January 1st, 2012

> A N

Saved Events  Select an Event

Point Cloud View

LEERRREEREL

4338845333

Figure 5. Graphic User Interface of PolarGlobe (http:/ /cici.lab.asu.edu/polarglobe2): (a) a screenshot
of temperature visualization in the whole study area; (b) a close look at the distribution of air
temperature in Alaska, US on 1 January 2012; (c) a view of temperature of Alaska from the side;
(d) the value filtering effect (Air temperature higher than —20 degree Celsius for data presented
is shown here); (e) the vertical profile view and statistics.

A spatial filter can be applied to make further exploration of the air temperature data at an area
of interest, such as Alaska, US. Once “Alaska” is selected from the dropdown menu of the spatial
region, the original data cube (temperature data at all pressure layers) is cut by the geographical
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boundary of Alaska. Figure 5b,c demonstrates the temperature data in the winter (1 January 2012),
from different angles. It can be seen that it is much warmer along the coast of the Gulf of Alaska and
inland (near the south) than in other parts. This observation can be verified by conducting a value
filtering in the PolarGlobe system (see results in Figure 5d).

When an inner structure of the data volume needs to be examined, our vertical profile visualization
will serve this purpose. Figure 5e shows the temperature change along 65 degree North near Alaska and
northwest Canada. It can be observed that the near surface temperature in Canada along the trajectory
of interest is higher than that in Alaska, and the value keeps increasing when moving toward the east.

5. Experiments and Results

This section provides quantitative analysis of the performance improved by the proposed methods
for accomplishing real-time and interactive visualization of the voluminous dataset. The experiments
were conducted on a Dell workstation with 8 cores at 3.4 GHz and 8 gigabytes memory size.

5.1. Performance on Data Loading and Rendering

To accelerate data loading speed, we introduced the enhanced octree-based LOD and viewport
clip to filter out the invisible part of the data volume to reduce data size to be loaded. This experiment
provides a comparison in terms of data loading time, using: (1) the non-optimized approach,
in which the entire dataset will be loading for visualization; (2) the approach that adopts only
the LOD; and (3) the one with both the LOD and viewport clip, applied to reveal the advantages of
the optimization strategy. In the experiment, we assume a user is viewing the Earth from space and
his eye sight falls on the location of 75° W, 60° N on the Earth’s surface. As he looks closer or further,
the angle remains the same and only the view distance changes. The loading efficiency under the three
scenarios is compared and results are shown in Figure 6.

65
— R R L 4
52
&
£
e 39
_%D =4#=Non-optimized
S
§ 9% =i=10D Only
% #=L0D + Clip
a
13
- - T y ™, r
0 ———fe—l Ak
128000 64000 32000 16000 8000 4000 2000 1000

View Distance (unit:km)

Figure 6. Comparison of data loading time before and after applying optimization strategies as the view
distance becomes shorter. (Error bars are smaller than the plot markers).

It can be observed from Figure 6 that data loading with no optimization takes much more time
than in the other two situations, no matter how far away a user views the data volume. When the view
distance is below 8 million meters, the loading time with LOD-adopted is comparable to the LOD + Clip.
Beyond that view distance, the LOD with data clipping presents a conspicuous advantage over
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the LOD alone. As expected when data volume is observed in shorter distances, a greater amount of
points are filtered out because of their invisibility (the smaller the data volume being loaded, the less
computation burden on the graphic processor). Therefore, a higher rendering performance (in terms
of frame rate) can be achieved. We also compare the rendering performances by their frame rates
when refreshing the data volume. Similar results are presented in Figure 7. In Figure 7, an interesting
bell-shaped curve is shown for our proposed LOD + Clip method. At the distances of 6000 km and
4000 km, the frame rate drops to about half of that at other distances. This is due to the reason that
these distances are close enough to load the data at a higher level of detail, but not close enough to
clip the data volume, since most of the data volume remains in the viewport. This fact can be cross
validated with the results in Figure 6 (at the given two distances); there is, in fact, an increase in the data
loading time. The data-loading curve starts to drop when the view distances move below 4000 km for
the LOD + clip method (dashed line in Figure 6).
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Figure 7. Comparison of data rendering performance, before and after applying optimization strategies.

5.2. Experiment on Accuracy vs. Efficiency in Spatial Filtering and Generalization

As mentioned, we introduced a simplification process for determining spatial boundaries.
This clips the original data volume to support the spatial filtering operation. Knowing that an increasing
level of simplification introduces a larger error in the boundary data, and thus affects the accuracy of
the results, we implemented the filtered grid points. Here the level of simplification was determined
by a distance tolerance, used to determine which neighboring vertices should be kept or deleted.
The resulting accuracy was measured by the ratio of correctly filtered grid points, using the simplified
boundary versus the results obtained by using the original boundary.

We used the boundary of Wisconsin, US as the test data (125,612 vertices in total). Figure 8
illustrates the results. The results reveal a rapid decline of time cost when distance tolerance begins
to increase in the simplification process. Here, the unit of this distance tolerance is a degree of
latitude /longitude. Accuracy, on the other hand, remains at 100% until the tolerance value is set
higher than 0.0064. Hence, the threshold 0.0064 is an ideal parameter setting for spatial boundary
simplification that maximizes both filtering efficiency and data accuracy.
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Figure 8. A comparison between time cost and data accuracy in spatial filtering after applying
simplification to the spatial boundary.

5.3. Impact of Interpolation on the Efficiency of Vertical Profile Generation and Visualization

Although interpolation is only a small part of implementing vertical profile visualization, it has
the greatest impact on efficiency in generating a profile. This step is needed, since our original test data
has a relatively coarse resolution—30 km, and the data points are not evenly distributed within space
(see illustration in Figure 4). The time cost of the interpolation is affected by three factors: (1) the number
of input points, namely, how many data values will be selected as the reference for interpolation;
and (2) the number of output points. This is a measure of the resolution of the interpolated image by
the total number of pixels, and (3) which interpolation method is used. We designed two experiments
to reveal the impact of these three factors on the interpolation performance.

In the first one, we controlled the number of output points (the total pixel numbers of the output
image) at 160,000 and compared the performance of different types of interpolation methods by altering
the number of input points. Here, the comparison is applied to three types of interpolation which all
meet the demand in our case. They are nearest neighbor interpolation [57], linear interpolation [58],
and cubic precision Clough-Tocher interpolation [59]. In the second experiment, we controlled
the number of input points at 5000 and changed the number of output points. The results of the two
experiments are presented in Figures 9 and 10, respectively.

Both figures show that, when either the number of input points or output points increases,
an increase in interpolation time can be observed. In addition, it is obvious that linear interpolation
achieves the highest efficiency, while the nearest neighbor performs the worst. This is because
the nearest neighbor interpolation requires the construction of a KD-tree during the processing,
which costs more time. However, the speed is not the only indicator used to evaluate an interpolation
method. It is more important to figure out how well an interpolation method emulates our data.
Therefore, a third experiment was conducted to test the precision of interpolation.

We choose 10,353 points as the data in this experiment. These 10,353 points consist of 357 columns.
In other words, 357 points in the original data grid were selected along a user drawn path on the Earth’s
surface. This number is related to the density of the raw data points. On each column, there exists
29 data points (since the raw data’s z dimension is 29, representing 29 pressure levels). To evaluate
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the accuracy in the interpolation, part of all the data points were selected and served as the input for
interpolation (we call it train data). The rest is used as test/ground truth data.
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Figure 9. A comparison of efficiency by different interpolation methods, as the number of input
points increases.
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Figure 10. Efficiency of different interpolation methods, as the required resolution of the interpolated
image increases.

For the simulated output points, there are two values associated with them: s; (the interpolated
values); and the real values (;). The accuracy J is calculated using the Normalized Euclidean Distance
(NED) between the two vectors, composed respectively by the interpolated and real values:

1
0= NED @)

82



Informatics 2017, 4,17

2
i—1)

NED = f (s ®)
i=1

n

where 1 denotes the number of the points in the test data. When a higher NED is observed, a lower
accuracy value ¢ will be obtained. Figure 11 demonstrates the accuracy of each interpolation approach
by changing the sampling ratio between train and test data.
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Figure 11. A comparison of accuracy across different interpolation methods, as the number of training
data used for interpolation decreases.

As shown, the accuracy of interpolation rapidly declines as fewer training data are selected,
as reflected by a decreasing sampling ratio. This is especially true for linear and Clough-Tocher
interpolations. On the other hand, these two methods still perform better than the nearest neighbor
interpolation at each sampling rate. Clough-Tocher interpolation performs a bit better than linear
interpolation when the sampling ratio is controlled above 1/8. When the ratio is below 1/8, we observe
very similar resultant accuracy values. Synthesizing results from all three experiments, linear
interpolation is the best fit in our visualization system, with real-time requirement due to its fast
speed and high accuracy.

6. Conclusions

This paper introduces PolarGlobe, a Web-based virtual globe system to allow Web-scale access
of big climate simulation data. Different from previous work, our proposed platform does not
require installation of plugins. This substantially reduces the learning curve of the software tool.
Technically, the major contributions of this work include: (1) a server-client architecture powered up by
a new differential-storage-enhanced octree model to support efficient spatial indexing, transmission,
and rendering of big climate data; (2) a combined value and spatial filter to enable perception-based
visualization and interactive data exploration; and (3) vertical profile visualization to allow examination
of variations in climate variables on a cross-section inside the data cube. Although primarily tested
on climate simulation data, visualization techniques can be widely applied to other Earth science
domains, such as oceanography, hydrology, and geology. We believe this platform will provide strong
support to scientists for testing models and validating hypotheses, as well as for the general public to
understand different components of the Earth system and its interactions.
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In the future, we will enhance the PolarGlobe system in the following directions: first, methods
will be developed to effectively present multivariate geoscientific data for an integrated analysis;
second, strategies for visualizing vector data on the globe will also be exploited; and third, we will
extend the current visualization capability with advanced data mining or spatial analysis capability,
to equip PolarGlobe as not only a system for visualization but also for knowledge discovery.
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Abstract: The exploration of multidimensional datasets of all possible sizes and dimensions is a
long-standing challenge in knowledge discovery, machine learning, and visualization. While multiple
efficient visualization methods for n-D data analysis exist, the loss of information, occlusion, and
clutter continue to be a challenge. This paper proposes and explores a new interactive method for
visual discovery of n-D relations for supervised learning. The method includes automatic, interactive,
and combined algorithms for discovering linear relations, dimension reduction, and generalization for
non-linear relations. This method is a special category of reversible General Line Coordinates (GLC).
It produces graphs in 2-D that represent n-D points losslessly, i.e., allowing the restoration of n-D
data from the graphs. The projections of graphs are used for classification. The method is illustrated
by solving machine-learning classification and dimension-reduction tasks from the domains of image
processing, computer-aided medical diagnostics, and finance. Experiments conducted on several
datasets show that this visual interactive method can compete in accuracy with analytical machine
learning algorithms.

Keywords: interactive visualization; classification; clustering; dimension reduction; multidimensional
visual analytics; machine learning; knowledge discovery; linear relations

1. Introduction

Many procedures for n-D data analysis, knowledge discovery and visualization have
demonstrated efficiency for different datasets [1-5]. However, the loss of information, occlusion,
and clutter in visualizations of n-D data continues to be a challenge for knowledge discovery [1,2].
The dimension scalability challenge for visualization of n-D data is present at a low dimension of
n = 4. Since only 2-D and 3-D data can be directly visualized in the physical 3-D world, visualization
of n-D data becomes more difficult with higher dimensions as there is greater loss of information,
occlusion and clutter, Further progress in data science will require greater involvement of end users
in constructing machine learning models, along with more scalable, intuitive and efficient visual
discovery methods and tools [6].

A representative software system for the interactive visual exploration of multivariate datasets
is XmdvTool [7]. It implements well-established algorithms such as parallel coordinates, radial
coordinates, and scatter plots with hierarchical organization of attributes [8]. For a long time, its
functionality was concentrated on exploratory manipulation of records in these visualizations. Recently,
its focus has been extended to support data mining (version 9.0, 2015), including interactive parameter
space exploration for association rules [9], interactive pattern exploration in streaming [10], and time
series [11].
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The goal of this article is to develop a new interactive visual machine learning system for solving
supervised learning classification tasks based on a new algorithm called GLC-L [12]. This study expands
the base GLC-L algorithm to new interactive and automatic algorithms GLC-IL, GLC-AL and GLC-DRL
for discovery of linear and non-linear relations and dimension reduction.

Classification and dimension reduction tasks from three domains: image processing,
computer-aided medical diagnostics, and finance (stock market) are used to illustrate the method.
This method belongs to a class of General Line Coordinates (GLC) [12-15] where the review of the
state of the art is provided. The applications of GLC in finance are presented in [16]. The rest of this
paper is organized as follows. Section 2 presents the approach that includes the base algorithm GLC-L
(Section 2.1) the interactive version of the base algorithm (Section 2.2), the algorithm for automatic
discovery of relations combined with interactions (Section 2.3), visual structure analysis of classes
(Section 2.4), and generalization of algorithms for non-linear relations (Section 2.5). Section 3 presents
the results for five case studies using the algorithms presented in Section 2. Section 4 discusses and
analyses the results in comparison with prior results and software implementation. The conclusion
section presents the advantages and benefits of proposed algorithms for multiple domains.

2. Methods: Linear Dependencies for Classification with Visual Interactive Means

Consider a task of visualizing an n-D linear function F(x) = y where x = (x1, x2, ... , X;;) is an n-D
point and y is a scalar, y = c1x1 + X2 + €3X3 + ... + CyXy + Cpyq. Such functions play important roles
in classification, regression and multi-objective optimization tasks. In regression, F(x) directly serves
as a regression function. In classification, F(x) serves as a discriminant function to separate the two
classes with a classification rule with a threshold T: if y < T then x belongs to class 1, else x belongs to
class 2. In multi-objective optimization, F(x) serves as a tradeoff to reconcile 1 contradictory objective
functions with ¢; serving as weights for objectives.

2.1. Base GLC-L Algorithm

This section presents the visualization algorithm called GLC-L for a linear function [12]. It is used
as a base for other algorithms presented in this paper.

Let K= (ky, ky, ... , kuy1), ki = ¢i/Cmax, where cyar = Imax;—1.n41(ci) |, and G(x) = kyx1 + kpxo +
... .+ kuxyy + ky11. Here all k; are normalized to be in [—1,1] interval. The following property is true
for F and G: F(x) < T if and only if G(x) < T/cpax. Thus, F and G are equivalent linear classification
functions. Below we present steps of GLC-L algorithm for a given linear function F(x) with coefficients
C=(c1,¢2 .-+, Cus1)-

Step 1: Normalize C = (c1, ¢, ... , Cus1) Dy creating as set of normalized parameters
K=(ki, ky, ... , kns1): ki = ci/cpuax. The resulting normalized equation y, = k1x1 + kpxp + ... +
knxn + ky11 with normalized rule: if ¥, < T/cyuax then x belongs to class 1, else x belongs to class 2,
where y;, is a normalized value, v, = F(x)/cpuax. Note that for the classification task we can assume
cn+1 = 0 with the same task generality. For regression, we also deal with all data normalized. If
actual 14t is known, then it is normalized by Cqy for comparison with vy, Yact/Cinax-

Step 2: Compute all angles Q; = arccos(|k; ) of absolute values of k; and locate coordinates X; — X,
in accordance with these angles as shown in Figure 1 relative to the horizontal lines. If k; < 0, then
coordinate X; is oriented to the left, otherwise X; is oriented to the right (see Figure 1). For a given
n-D point x = (x1, x2, ... , x), draw its values as vectors x1, x, . .. , x;; in respective coordinates
X1 — Xy (see Figure 1).

Step 3. Draw vectors x1, Xz, ... , X, one after another, as shown on the left side of Figure 1. Then
project the last point for x;, onto the horizontal axis U (see a red dotted line in Figure 1). To simplify,
visualization axis U can be collocated with the horizontal lines that define the angles Q; as shown
in Figure 2.

Step 4.
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Step 4a. For regression and linear optimization tasks, repeat step 3 for all n-D points as
shown in the upper part of Figure 2a,b.

Step 4b. For the two-class classification task, repeat step 3 for all n-D points of classes 1 and
2 drawn in different colors. Move points of class 2 by mirroring them to the bottom with
axis U doubled as shown in Figure 2. For more than two classes, Figure 1 is created for each
class and m parallel axis U; are generated next to each other similar to Figure 2. Each axis U;
corresponds to a given class j, where m is the number of classes.

Step 4c. For multi-class classification tasks, conduct step 4b for all n-D points of each pair of
classes i and j drawn in different colors, or draw each class against all other classes together.

This algorithm uses the property that cos(arccos k) = k for k € [—1,1], i.e., projection of vectors x;
to axis U will be k;x; and with consecutive location of vectors x; , the projection from the end of the
last vector x;, gives a sum kjx1 + kpxp + ... .+ kyx,; on axis U. It does not include k;;11. To add k;1, it
is sufficient to shift the start point of x; on axis U (in Figure 1) by k;;,1. Alternatively, for the visual
classification task, k;;+1 can be omitted by subtracting k;;+1 from the threshold.

Figure 1. 4-D point A = (1,1,1,1) in GLC-L coordinates X; — X4 with angles (Q1,Q2,Q3,Q4) with vectors
x; shifted to be connected one after another and the end of last vector projected to the black line. X; is
directed to the left due to negative k;. Coordinates for negative k; are always directed to the left.

0 ‘ U
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Figure 2. GLC-L algorithm on real and simulated data. (a) Result with axis X; starting at axis U
and repeated for the second class below it; (b) Visualized data subset from two classes of Wisconsin
breast cancer data from UCI Machine Learning Repository [17]; (¢) 4-D point A = (—1,1,—1,1) in two
representations Aj and A, in GLC-L coordinates X; — X4 with angles Q; — Q.
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Steps 2 and 3 of the algorithm for negative coefficients k; and negative values x; can be
implemented in two ways. The first way represents a negative value x;, e.g., x; = —1 as a vector
x; that is directed backward relative to the vector that represent x; = 1 on coordinate X;. As a result,
such vectors x; go down and to the right. See representation A; in Figure 2c for point A = (-1,1,—1,1)
that is also self-crossing. The alternative representation A, (also shown in Figure 2c) uses the property
that k;x; > 0 when both k; and x; are negative. Such k;x; increases the linear function F by the same
value as positive k; and x;. Therefore, A, uses the positive x;, k; and the “positive” angle associated
with positive k;. This angle is shown below angle Q; in Figure 2c. Thus, for instance, we can use x; = 1,
ki = 0.5 instead of x; = —1 and k; = —0.5. An important advantage of A; is that it is perceptually simpler
than A;. The visualizations presented in this article use A, representation.

A linear function of n variables, where all coefficients ¢; have similar values, is visualized in
GLC-L by a line (graph, path) that is similar to a straight line. In this situation, all attributes bring
similar contributions to the discriminant function and all samples of a class form a “strip” that is a
simple form GLC-L representation.

In general, the term c;,4 is included in F due to both mathematical and the application reasons.
It allows the coverage of the most general linear relations. If a user has a function with a non-zero c;1,
the algorithm will visualize it. Similarly, if an analytical machine learning method produced such a
function, the algorithm will visualize it too. Whether c;; is a meaningful bias or not in the user’s task
does not change the classification result. For regression problems, the situation is different; to get the
exact meaningful result, c;,11 must be added and interpreted by a user. In terms of visualization, it
only leads to the scale shift.

2.2. Interactive GLC-L Algorithm

For the data classification task, the interactive algorithm GLC-IL is as follows:

e Itstarts from the results of GLC-L such as shown in Figure 2b.

e Next, a user can interactively slide a yellow bar in Figure 2b to change a classification threshold.
The algorithm updates the confusion matrix and the accuracy of classification, and pops it up for
the user.

e Anappropriate threshold found by a user can be interactively recorded. Then, a user can request
an analytical form of the linear discrimination rule be produced and also be recorded.

e A user sets up two new thresholds if the accuracy is too low with any threshold (see Figure 3a
with two green bars). The algorithm retrieves all n-points with projections that end in the interval
between these bars. Next, only these n-D points are visualized (see Figure 3b).

o At this stage of the exploration the user has three options:

(a) modify interactively the coefficients by rotating the ends of the selected arrows (see
Figure 4),

(b) run an automatic coefficient optimization algorithm GLC-AL described in Section 2.3,

(c) apply a visual structure analysis of classes presented in the visualization described
in section.
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Figure 3. Interactive GLC-L setting with sliding green bars to define the overlap area of two classes for
further exploration.(a) Interactive defining of the overlap area of two classes; (b) Selected overlapped
n-D points.

Figure 4. Modifying interactively the coefficients by rotating the ends of selected arrows, X, and Xy
are rotated.

For clustering, the interactive algorithm GLC-IL is as follows. A user interactively selects an n-D
point of interest P by clicking on its 2-D graph (path) P*. The system will find all graphs H* that are
close to it according to the rule below.

Let P* = (p1, p2, ..., pn) and H* = (hy, hy, ... , hy), where p; = (pi1, pi2) and h; = (hj1, hjp) are 2-D
points (nodes of graphs),

T be a threshold that a user can change interactively,

L(P, T) be a set of n-D points that are close to point P with threshold T (i.e., a cluster for P with T),

L(P, T) = {H: D(P*, H*) < T}, where D(P*, H*) < T < Vi | |p; — h;| | <T,and

I Ilp; — hi1 | be the Euclidian distance between 2-D points p; and h;.

The automatic version of this algorithm searches for the largest T, such that only n-D points of the

class, which contains point P, are in L(P, T) assuming that the class labels are known,

max T: {H € L(P, T) = H € Class(P)},
where Class(P) is a class that includes n-D point P.

2.3. Algorithm GLC-AL for Automatic Discovery of Relation Combined with Interactions

The GLC-AL algorithm differs from the Fisher Linear Discrimination Analysis (FDA), Linear
SVM, and Logistic Regression algorithms in the criterion used for optimization. The GLC-AL
algorithm directly maximizes some value computed from the confusion matrix (typically accuracy),
A = (TP + TN)/(TP + TN + FP + FN), which is equivalent to the optimization criterion used in the
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linear perceptron [18] and Neural Networks in general. In contrast, the Logistic Regression minimizes
the Log-likelihood [19]. The GLC-AL algorithm also allows maximization of the truth positive (TP).
Fisher Linear Discrimination Analysis maximizes the ratio of between-class to within-class scatter [20].
The Linear SVM algorithm searches for a hyperplane with a large margin of classification, using the
regularization and quadratic programming [21].

The automatic algorithm GLC-AL is combined with interactive capabilities as described below.
The progress in accuracy is shown after every m iterations of optimization, and the user can stop
the optimization at any moment to analyze the current result. It also allows interactive change of
optimization criterion, say from maximization of accuracy to minimization of False Negatives (FN),
which is important in computer-aided cancer diagnostic tasks.

There are several common computation strategies to maximize accuracy A in [—1,1]"*! space of
coefficients k; Gradient-based search, random search, genetic and other algorithms are commonly used
to make the search feasible.

For the practical implementation, in this study, we used a simple random search algorithm that
starts from a randomly generated set of coefficients k;, computes the accuracy A for this set, then
generates another set of coefficients k; again randomly, computes A for this set, and repeats this process
m times. Then the highest value of A is shown to the user to decide if it is satisfactory. This is Step 1
of the algorithm shown below. It is implemented in C++ and linked with OpenGL visualization and
interaction program that implements Steps 2-4. A user runs the process m times more if it is not
satisfactory. In Section 4.1, we show that this automatic step 1 is computationally feasible.

Step 1:
best_coefficients = []
whilen >0
coefficients <- random(—1, 1)
all_lines =0
for i data_samples:
line=0
for x data_dimensions:
if coefficients[x] < 0:
line = line — data_dimensions[x]*cos(acos(coefficients[x]))
else:
line = line + data_dimensions[x]*cos(acos(coefficients[x]))
all_lines.append(line)
/ /update best_coefficients
n—
Step 2: Projects the end points for the set of coefficients that correspond to the highest A value
(in the same way as in Figure 4) and prints off the confusion matrix, i.e., for the best separation of
the two classes.
Step 3:

Step 3a:

1: User moves around the class separation line.
2: A new confusion matrix is calculated.

Step 3b:

1: User picks the two thresholds to project a subset of the dataset.

2: n-D points of this subset (between the two thresholds) are projected.
3: A new confusion matrix is calculated.

4: User visually discovers patterns from the projection.
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Step 4: User can repeat Step 3a or Step 3b to further zoom in on a subset of the projection or go
back to Step 1.

Validation process. Typical 10-fold cross validation with 90-10% splits produces 10 different
90-10% splits of data on the training and validation data. In this study, we used 10 different 70-30%
splits with 70% for the training set and 30% for the validation set in each split. Thus, we have the same
10 tests of accuracy as in the typical cross validation. Note that supervised learning tasks with 70-30%
splits are more challenging than the tasks with 90-10% splits.

These 70-30% splits were selected by using permutation of data. The splitting process is as follows:

(1) indexing all m given samples from 1 tom, w= (1,2, ... ,m)

(2) randomly permuting these indexes, and getting a new order of indexes, 7(w)
(3) picking up first 70% of indexes from 7t (w)

(4) assigning samples with these indexes to be training data

(5) assigning remaining 30% of samples to be validation data.

This splitting process also can be used for a 90-10% split or other splits.
The total validation process for each set of coefficients k includes:

(i) applying data splitting process.

(i) computing accuracy A of classification for this k.

(iii) repeating (i) and (ii) t times (each times with different data split).
(iv) computing average of accuracies found in all these runs.

2.4. Visual Structure Analysis of Classes

For the visual structure analysis, a user can interactively:

e  Select border points of each class, coloring them in different colors.

Outline classes by constructing an envelope in the form of a convex or a non-convex hull.
Select most important coordinates by coloring them differently from other coordinates.
Selecting misclassified and overlapped cases by coloring them differently from other cases.
Drawing the prevailing direction of the envelope and computing its location and angle.

Contrasting envelopes of difference classes to find the separating features.

2.5. Algorithm GLC-DRL for Dimension Reduction

A user can apply the automatic algorithm for dimension reduction anytime a projection is made
to remove dimensions that don’t contribute much to the overall line in the x direction (angles close to
90°). The contribution of each dimension to the line in the horizontal direction is calculated each time
the GLC-AL finds coefficients. The algorithm for automatic dimension reduction is as follows:

Step 1: Setting up a threshold for the dimensions, which did not contribute to the line significantly
in the horizontal projection.

Step 2: Based on the threshold from Step 1, dimensions are removed from the data, and the
threshold is incremented by a constant.

Step 3: A new projection is made from the reduced data.

Step 4: A new confusion matrix is calculated.

The interactive algorithm for dimension reduction allows a user to pick up any coordinate arrow
X; and remove it by clicking on it, which leads to the zeroing of its projection. See coordinates X, and
X7 (in red) in Figure 5b. The computational algorithm for dimension reduction is as follows.
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Step 1: The user visually examines the angles for each dimension, and determines which one is
not contributing much to the overall line.

Step 2: The user selects and clicks on the angle from Step 1.

Step 3: The dimension, which has been selected, is removed from the dataset and a new
projection is made along with a new confusion matrix. The dimension, which has been removed,
is highlighted.

Step 4:

Step 4a: The user goes back to Step 1 to further reduce the dimensions.
Step 4b: The user selects to find other coefficients with the remaining dimensions for a better
projection using the automatic algorithm GLC-AL described above.

P B S S SR L B N A P

(@

Figure 5. Interactive dimension reduction, angles for each dimension are shown on the bottom.
(a) Initial visualization of two classes optimized by GLC-AL algorithm; (b) Visualization of two classes
after 2nd and 7th dimensions (red) with low contribution (angle about 90°) have been removed.

2.6. Generalization of the Algorithms for Discovering Non-Linear Functions and Multiple Classes

Consider a goal of visualizing a function F(x) = c11x1 + C10X12 + Co1X0 + ConXo? + C3X3 + ... + CpXy +
cn+1 With quadratic components. For this F, the algorithm treats x; and x;? as two different variables
X;1 and X, with the separate coordinate arrows similar to Figure 1. Polynomials of higher order
will have more than two such arrows. For a non-polynomial function F(x) = c1f1(x1) + caf2(x2) + . ..
+ Cufu(xn) + Cue1, which is a linear combination of non-linear functions f;, the only modification in
GLC-L is the substitution of x; by f;(x;) in the multiplication with angles still defined by the coefficients
c;. The rest of the algorithm is the same. For the multiple classes the algorithm follows the method
used in the multinomial logistic regression by discrimination of one class against all other k-1 classes
together. Repeating this process k times for each class will give k discrimination functions that allow
the discrimination of all classes.

3. Results: Case Studies

Below we present the results of five case studies. In the selection of data for these studies, we
followed a common practice in the evaluation of new methods—using benchmark data from the
repositories with the published accuracy results for alternative methods as a more objective and less
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biased way than executing alternative methods by ourselves. We used two repositories: Machine
Learning Repository at the University of California Irvine [17,22], and the Modified National Institute
of Standards and Technology (MNIST) set of images of digits [23]. In addition, we used S&P 500 data
for the period that includes the highly volatile time of Brexit.

3.1. Case Study 1

For the first study, Wisconsin Breast Cancer Diagnostic (WBC) data set was used [17]. It has
11 attributes. The first attribute is the id number which was removed and the last attribute is the class
label which was used for classification. These data were donated to the repository in 1992. The samples
with missing values were removed, resulting in 444 benign cases and 239 malignant cases. Figure 6
shows samples of screenshots where these data are interactively visualized and classified in GLC-L for
different linear discrimination functions, providing accuracy over 95% of these data. The malignant
cases are drawn in red and benign in blue.

—lc N2l el N
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Figure 6. Results for the Wisconsin breast cancer data showing the training, validation, and the entire
data set when trained on the entire data set. (a) Entire training and validation data set. Best projections
of one of the first runs of GLC-AL. Coefficients found on the entire data set; (b) Data split into 70/30
(training and validation) showing only 70% of the data, using coefficients and the separation line
found on the entire data set in (a); (c) Showing the 30% (validation set). Using the coefficients and the
separation line same as in (a). Accuracy goes up.

Figures 6 and 7 show examples of how splitting the data into training and validation affects the
accuracy. Figure 6 shows results of training on the entire data set, while Figure 7 shows results of
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training on 70% of the data randomly selected. The visual analysis of Figure 7 shows that 70% of data
used for training are representative for the testing data too. This is also reflected in similar accuracies
of 97.07% and 96.56% on these training and validation data. The next case studies are shown first on
the entire data set to understand the whole dataset. Accuracy on the training and validation data can
be found in Section 3.4, where a 70/30 split was also used.
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Figure 7. Results for the Wisconsin breast cancer data showing the training, validation, and the
entire data set when trained on the training set. (a) Data are split using 70% (training set) to the find
coefficients with the projecting training set. Best result from the first runs of GLC-AL; (b) Using the
coefficients found by the training set in (a) and projecting the validation data set (30% of the data);
(c) Projecting the entire data set using the coefficients found by the training set in (a).
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Figure 8a shows the results for the best linear discrimination function obtained in the first 20 runs
of the random search algorithm GLC-AL. The threshold found by this algorithm automatically is
shown as a yellow bar. Results for the alternative discriminant functions from multiple runs of the
random search by algorithm GLC-AL are shown in Figure 8b,c and Figure 9.

B
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Figure 8. Wisconsin breast cancer data interactively visualized and classified in GLC-L for different
linear discrimination functions. (a) Data visualized and classified using the best function of the first
20 runs of the random search with a threshold found automatically shown as a yellow bar; (b) Data
visualized and classified using an alternative function from the first 20 runs with the threshold (yellow
bar) at the positions having only one malignant (red case) on the wrong side and higher overall accuracy
than in (a). (c) Visualization (b) where the separation threshold is moved to have all malignant (red
cases) on the correct side with the tradeoff in the accuracy.
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Figure 9. Wisconsin breast cancer data interactively projecting a selected subset. (a) Two thresholds are
set from Figure 8c for selecting overlapping cases. (b) Overlapping cases from the interval between
two thresholds from (a). (¢) Overlapping cases from the interval between two thresholds, with the 2nd
dimension with low contribution removed without decreasing accuracy.

In these examples the threshold (yellow bar) is located at the different positions, including the
situations, where all malignant cases (red cases) are on the correct side of the threshold, i.e., no
misclassification of the malignant cases.

Figure 9a—c shows the process and results of interactive selecting subsets of cases using two
thresholds. This tight threshold interval selects heavily overlapping cases for further detailed analysis
and classification. This analysis removed interactively the 2nd dimension with low contribution
without decreasing accuracy (see Figure 9c).
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3.2. Case Study 2

In this study the Parkinson’s data set from UCI Machine Learning Repository [22] was used.
This data set, known as Oxford Parkinson’s Disease Detection Dataset, was donated to the repository
in 2008. The Parkinson’s data set has 23 attributes, one of them being status if the person has
Parkinson’s disease.

The dataset has 195 voice recordings from 31 people of which 23 have Parkinson’s disease.
There are several recordings from each person. Samples with Parkinson’s disease present are colored
red in this study. In the data preparation step of this case study, each column was normalized between
0 and 1 separately.

Figures 10 and 11 show examples of how splitting the data into training and validation sets
affects the accuracy. Figure 10 shows results of training on the entire dataset, while Figure 11 shows
results of training on 70% of the data randomly selected. The visual analysis of Figure 11 shows that
70% data used for training is also representative for the validation data. This is also reflected in similar
accuracies of 91.24% and 88.71% respectively. The rest of illustration for this case study is for the entire
dataset to understand the dataset as a whole. Accuracy on the training and validation can be found
later in Section 3.4, where a 70/30 split was also used.
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Figure 10. Results with Parkinson’s disease data set showing the training, validation and the entire data
set when trained on the entire data set. (a) Training and validation on the entire dataset. Best projections
of one of the first runs of GLC-AL. Coefficients found on the entire data set; (b) Data split into 70/30%
(training /validation) showing only 70% of the data, using the coefficients and the separation line found
on the entire data set in (a). (c) Showing the 30% (validation set). Using coefficients and the separation
line the same as in (a). Accuracy goes down.
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Figure 11. Results with Parkinson’s disease data set showing the training, validation and the entire data
set when trained on the training set. (a) Data is split. Using 70% (training set) to find the coefficients.
Projecting training set, best from the first runs of GLC-A; (b) Using coefficients found by the training
set in (a) and projecting the validation dataset (30% of the data); (c) Projecting the entire data set using
coefficients found by the training set in (a).

The result for the best discrimination function found from the second run of 20 epochs is shown
in Figure 12a. In Figure 12b, five dimensions are removed, some of them are with angles close to 90°,
and the separation line threshold is also moved relative to Figure 12a. In Figure 12c, the two limits for
a subinterval are set to zoom in on the overlapping samples.

In Figure 12d, where the subregion is projected and 42 samples are removed, the accuracy only
decreases by 4% from 86.15% to 82.35%. Out of those 42 cases, 40 of them are samples of Parkinson’s
disease (red cases), and only 2 cases are not Parkinson’s disease.

With such line separation as in Figure 12a—c, it is very easy to classify cases with Parkinson’s
disease from this dataset (high True Positive rate, TP); however, a significant number of cases with no
Parkinson’s disease are classified incorrectly (high False Positive rate, FP).

This indicates the need for improving FP more exploration, such as preliminary clustering of the
data, more iterations to find coefficients, or using non-linear discriminant functions. The first attempt
can be a quadratic function that is done by adding a squared coordinate X;? to the list of coordinates
without changing the GLC-L algorithm (see Section 2.5).
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Figure 12. Additional Parkinson’s disease experiments. (a) Best projection from the second run
of 20 epochs. (b) Projection with 5 dimensions removed. Separation line threshold is also moved.
Accuracy stays the same; (c) Two limits for a subinterval are set; (d) Only cases for the subinterval are
projected with the separation line moved. Accuracy drops.

3.3. Case Study 3

In this study, a subset of the Modified National Institute of Standards and Technology (MNIST)
database [23] was used. Images of digit 0 (red) and digit 1 (blue) were used for projection with
900 samples for each digit. In the preprocessing step, each image is cropped to remove the border.
The images after cropping were 22 x 22, which is 484 dimensions.

Figures 13 and 14 show examples of how splitting the data into training and validation changes
the accuracy. Figure 13 shows the results of training on the entire data set, while Figure 14 shows the
results of training on 70% of the data, which are randomly selected. The visual analysis of Figure 14
shows that 70% of the data used for training are also representative for the validation data. This is
also reflected in similar accuracies of 91.58% and 91.44% respectively. The rest of this case study is
illustrated on the entire data set to understand the dataset as a whole. Accuracy on the training and
validation can be found later in Section 4.1, where a 70/30 split was also used.
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Figure 13. MNIST subset for digits 0 and 1 dataset showing training, validation, and the entire data set
when trained on the entire data set. (a) Training and validation on the entire data set. Best projections
of one of the first runs of GLC-A. Coefficients found on the entire data set; (b) Data split into 70/30%
(training /validation) showing only 70% of the data, using coefficients and separation line found on the
entire data set in (a); (c) Showing the 30% (validation set). Using the coefficients and the separation line
same as in (a). Accuracy goes down.
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Figure 14. MNIST subset for digits 0 and 1 data set showing training, validation, and the entire data
set when trained on the training set. (a) Data is split. Using 70% (training set) to find the coefficients.
Projecting training set, best from the first runs of GLC-A; (b) Using the coefficients found by the training
set in (a) and projecting the validation dataset (30% of the data); (c) Projecting the entire data set using
the coefficients found by the training set in (a).

Figure 15a shows the results of applying the algorithm GLC-AL to these MNIST images. It is
the best discriminant function of the first run of 20 epochs with the accuracy of 95.16%. Figure 15b
shows the result of applying the automatic algorithm GLC-DRL to these data and the discriminant
function. It displays 249 dimensions and removes 235 dimensions, dropping the accuracy only slightly
by 0.28%. Figure 15¢ shows the result when a user decided to run the algorithm GLC-DRL a few more
times. It removed a total of 393 dimensions, kept and projected the remaining 91 dimensions with the
accuracy dropping to 83.77% from 93.84% as shown in Figure 15b.

Figure 15d shows the result of user interaction with the system by setting up the interval (using
two bar thresholds) to select a subset of the data of interest in the overlap of the projections. The selected
data are shown in Figure 16a. Figure 16b shows the results of running GLC-AL algorithm on the
subinterval to find a better discriminant function and projection. Accuracy goes up by 5.6% in
this subinterval.
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Figure 15. Experiments with 900 samples of MNIST dataset for digits 0 and 1. (a) Results for the best
linear discriminant function of the first run of 20 epochs; (b) Results of the automatic dimension
reduction displaying 249 dimensions with 235 dimensions removed with the accuracy dropped
by 0.28%; (c) Automatic dimension reduction, which is run a few more times removing a total of
393 dimensions and keeping 91 dimensions with dropped accuracy; (d) Thresholds for a subinterval
are set (green bars).

Next, the automatic dimension reduction algorithm GLC-DRL is run on these subinterval data,
removing the 46 dimensions and keeping and projecting the 45 dimensions with the accuracy going
up by 1% (see Figure 16¢). Figure 16d shows the result when a user decided to run the algorithm
GLC-DRL a few more times on these data, removing 7 more dimensions, and keeping 38 dimensions,
with the accuracy gaining 6.8%, and reaching 95.76%.
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Figure 16. Experiments with a 900 samples of MNIST dataset for digits 0 and 1 doing automatic
dimension reduction. (a) Data between the two green thresholds are visualized and projected;
(b) GLC-AL algorithm on the subinterval to find a better projection. Accuracy goes up by 5.6%
in the subregion; (c) Result of automatic dimension reduction running a few more times that
removes 46 dimensions and keeps 45 dimensions with accuracy going up by 1%; (d) Result of
automatic dimension reduction running a few more times that removes 7 more dimensions and
keeps 38 dimensions with accuracy going up 6.8% more.

3.4. Case Study 4

Another experiment was done on a different subset of the MNIST database to see if any visual
information could be extracted on encoded images. For this experiment, the training set consisted of all
samples of digit 0 and digit 1 from the training set of MNIST (60,000 images). There was 12,665 samples
of digit 0 and digit 1 combined in the training set. The validation set consisted of all the samples of
digit 0 and digit 1 from the validation set of MNIST (10,000 images). There was 2115 samples of digit 0
and digit 1 combined in the validation set. The preprocessing step for the data was the same as for
case study 3, where pixel padding was removed resulting in 22 x 22 images.

A Neural Network Autoencoder which was constructed using Python library Keras [24] encoded
the images from 484 (22 x 22) dimensions to 24 dimensions. The Keras library originally was
developed by Frangois Chollet [25]. We used Keras version 1.0.2 running with python version 2.7.11.
The Autoencoder had one hidden layer and was trained on the training set (12,665 samples). Examples
of decoded images can be seen in Figure 17. The validation set (2115 images) was passed through the
encoder to get its representation in 24 dimensions. The encoded validation set is what has been used
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in this case study images) was passed through the encoder to get its representation in 24 dimensions.
The encoded validation set is what has been used in this case study.
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Figure 17. Examples of original and encoded images. (a) Example of a digit after preprocessing;
(b) Decoded image from 24 values into 484. Same image as in (a); (c) Another example of a digit after
preprocessing; (d) Decoded image from 24 values into 484. Same image as in (c).

The goal of this case study is to compare side-by-side GLC-L visualization with parallel
coordinates. Figure 18 shows the comparison of these two visualizations using 24 dimensions found
by the Autoencoder among the original 484 dimensions. Figure 18a,b shows the