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micromachines

Editorial

Latest Advancements in Micro Nano Molding
Technologies—Process Developments and Optimization,
Materials, Applications, Key Enabling Technologies

Guido Tosello

Department of Mechanical Engineering, Technical University of Denmark, Produktionstorvet, Building 427A,
2800 Kongens Lyngby, Denmark; guto@mek.dtu.dk; Tel.: +45-45-25-4893

Micro and nano molding technologies are continuously being developed due to en-
during trends such as increasing miniaturization and the higher functional integration of
products, devices and systems. Furthermore, with the introduction of high-engineering-
performance polymers, feedstocks and composites, new opportunities in terms of materials
properties can be exploited, and consequently, more micro product and micro/nano struc-
tured surfaces are currently being designed and manufactured.

Innovations in micro and nano molding techniques are seen in different processes
employed in production (e.g., injection molding, micro injection molding, powder micro
molding, two-component molding, compression molding, hot embossing, nanoimprint
lithography); in the use of new and functional materials including, e.g., nanocomposites;
for an ever-increasing number of applications (health-care devices, micro implants, mi-
cro analytics systems, mobility and communications products, optical elements, micro
electromechanical systems, sensors, micro molded interconnected devices, etc.); in sev-
eral key enabling technologies that support the successful realization of micro and nano
molding processes (micro and nano tooling technologies, process monitoring techniques,
micro and nano metrology methods for quality control, simulation, rapid prototyping tech-
niques for micro product development, etc.) and their integration into new manufacturing
process chains.

Accordingly, this Special Issue seeks to showcase research papers focusing on the latest
developments in micro and nano scale manufacturing using molding techniques as well as
their related key enabling technologies to produce both micro products and micro/nano
structured surfaces.

The Special Issues consists of 10 original research papers and 2 review papers, which
cover fundamental molding process technology development, key enabling technologies,
as well as the design and application of these technologies for the fabrication of micro/nano
devices and micro structured components.

The papers included in the Special Issue address research, development and recent
advancements in four main domains of micro/nano molding: (1) process technology
developments and characterization; (2) modeling and simulation; (3) tooling technologies
and micro tool design; (4) applications.

(1) Process technology developments and characterization. Calaon et al. [1] analyzed and
compared the process capability and design of conventional injection molding and
of micro injection molding machines; Wöhner et al. [2] characterized the formation
of blisters in film micro insert molding; Loaldi et al. [3] integrated direct ink writing
with injection molding to generate micro conductive tracks in polymer devices.

(2) Modeling and simulation. Weng et al. [4] modeled the demolding phase in nano
scale molding by using molecular dynamic simulations; Loaldi et al. [5] simulated
the micro injection molding process of both three-dimensional micro parts and mi-
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cro structured components by applying multi-scale meshing and virtual design of
experiment techniques.

(3) Tooling technologies and micro tool design. Wang et al. [6] developed the air-shielding
electrochemical micromachining (AS-EMM) process to improve the generation of
microstructures on metal surfaces; Li et al. [7] analyzed the effects of machining errors
on the optical performance of optical aspheric components in ultra-precision diamond
turning; Tucker et al. [8] characterized different venting design solutions in micro
molding tools and the influence of micro injection molding process parameters on air
traps and adiabatic heating.

(4) Applications. Kim et al. [9] presented the production of a miniaturized out-of-plane
compliant bistable mechanism (OBM) via micro injection molding; Wu et al. [10]
reviewed the state of the art and perspectives on silicon waveguide crossings and dis-
cussed the use of polymers as vertical directional coupler materials; Cheng et al. [11]
reviewed the design and emerging trends of grating couplers on silicon photonics
and presented the possibility of a polymer-based micro packaging application of
plasmonic surfaces; Takehara et al. [12] fabricated microneedle arrays in Poly (L-lactic
Acid) via micro hot embossing/compression molding and studied the effect of the
thermal history on the material crystallinity during the process.

We wish to thank all of the authors who submitted their papers to this Special Issue,
entitled “Latest Advancements in Micro Nano Molding Technologies—Process Develop-
ments and Optimization, Materials, Applications, Key Enabling Technologies”. We would
also like to acknowledge all of the reviewers whose careful and timely reviews ensured the
high quality of this Special Issue.
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Abstract: The formation of blister in the injection moulded parts, especially in the film insert moulded
parts, is one of most significant causes of part rejection due to cosmetic requirements or functionality
issues. The mechanism and physics of blister formation for molded parts are not well-understood
by the state-of-the-art literature. The current paper increases the fundamental understanding of the
causes for blister formation. In the experiment, a membrane strip of 5 mm in width was overmoulded
with Polypropylene (PP), which formed a disc-shaped part with a diameter of 17.25 mm and a
thickness of 500 μm. To investigate the influence of the processing parameters, a full factorial design
of experiments (DoE) setup was conducted, including mould temperature (Tm), barrel temperature
(Tb), injection speed (Vi) and packing pressure (Pp) as variables. The degree of blistering at the surface
was characterized by the areal surface roughness parameters Spk and Smr1, measured with a confocal
laser microscope. The measurements were taken on the 10 mm long section of the membrane surface
in the centre of the moulded part across the entire width of the film. In addition, the film insert
moulding (FIM)-process was simulated and the average shrinkage of the substrate material under the
membrane was investigated. Eventually, a method and processing window could be defined that
could produce blister-free parts.

Keywords: film insert moulding; surface analysis; blister formation; simulation

1. Introduction

In film insert moulding (FIM) a preformed film is inserted in the mould and subsequently
overmoulded. This injection moulding technique is mainly used to create decorative plastic parts with
a high-quality surface finish and enables one-step fabrication of plastic components with a decorated
or functional surface. FIM parts can be found for example in automotive industry, medical technology,
design and fashion products, household appliances, as well as for mobile phones and many other
applications [1]. Apart from this, FIM has been used to add functional features like nano-patterned
structures [2] or Radio Frequency Identification tags (RFID-tags) [3] to the surface of injection moulded
parts. Furthermore, the use of FIM to overcome the mechanical problems of weld lines in glass fibre
filled thermoplastics has been reported [4]. Despite its manifold applications, the number of scientific
publications on the topic is quite low and many fundamental issues need to be addressed for the
realization of defect free FIM and to exploit the full benefit of FIM.

One of the key areas of research on FIM is the effect of the change in the cooling rate of the
part when a film is inserted. A plastic film insert decreases the heat conduction between melt and
mould by acting as a barrier layer, which influences the filling and cooling behaviour of the part.
The warpage resulting from these uneven cooling conditions was investigated in some publications
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such as [1] and [5–7]. Chen et al. [7] reported an asymmetric flow behaviour of Polypropylene
when a film was inserted, where the mould side covered by the film showed a flow leading effect.
Furthermore, they found that the film insert slows down the increase of the mould surface temperature
under the film insert and reduces the maximum mould surface temperature reached under the film
insert compared to a conventional moulding process with the same mould. The warpage caused by
these asymmetric cooling conditions increases with an increase in film thickness and melt temperature
and decreases with an increase in mould temperature. These results are in good agreement with those
found by Kim, et al. [8] who investigated the increase in the asymmetry of the temperature distribution
with increasing film thickness.

The warpage of FIM-parts can be reduced or even reversed by an annealing step when an
unannealed film was used. According to Kim, et al. [6] this effect is caused by the relaxation of residual
stresses from film production, which can lead to a negative coefficient of thermal expansion (CTE)
of the inserted film. In semi-crystalline materials, the formation of an amorphous skin layer can be
suppressed due to the reduced cooling rate in the sections covered by the film. Kim et al. [9] found
a higher degree of crystallization on the side of the part covered by the film, while the uncovered
side showed an amorphous skin layer. The same effect was found by Chen et al. [7] who described
an increase in crystallinity and the size of the crystallites with a decrease in the cooling rate due to
the film insert, which also leads to an increase in warpage. Warpage in FIM has been investigated in
several pieces of research and is considered as one of the main bottlenecks associated with the FIM
process [10–13].

Another area of interest in FIM research deals with the adhesion between the film insert and the
injection moulded substrate. Leong et al. [14] stated that the bonding strength can be improved by
increasing injection speed and packing pressure. An increase in the barrel temperature below a certain
limit increases the bonding strength, while the effect of an increase in barrel temperature above this
level was found to be negligible. In [15], they describe a reduced peel strength for very high injection
speeds, which is explained by a reduced entanglement of polymer chains across the interface between
film insert and substrate due to an increase in molecular orientation. An additional annealing step led
to even lower peel strength due to an increase in crystallization and the resulting reduction in loose
molecules which are available for entanglements across the interface.

Figure 1. Blistered surface of the film insert after moulding (Z-axis scale 10:1). Moulding parameters:
Mould temperature: 40 ◦C, barrel temperature: 200 ◦C.

In the current work the combination of a dual layer membrane made from a thin membrane
layer, a non-woven support layer and polypropylene (PP) as an overmoulding material were tested
for FIM. The ultimate goal of the work was to use the materials and process for the production of
moulding-based methanol fuel cell (DMFC) containers, which are supposed to be used in hearing
aid applications [16]. During this investigation, it was found that, for some combinations of the
process, parameter blisters occurred in the membrane layer (see Figure 1). This phenomenon, to the
author’s knowledge, has not been described in the literature before. For the investigation of the blisters,
a confocal laser microscopy and film insert moulding simulations have been used. A full factorial
design of experiments (DoE) was performed to define a process window that allows for blister free
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moulding and to investigate the relationship between the average shrinkage under the membrane
found by means of simulation and the blistered surface analysis.

2. Materials and Methods

2.1. Materials

In this work, a SABEU TRAKETCH®-membrane was used as film insert. This membrane has
an overall thickness of 200 ± 20 μm. It consists of a 23 μm thick, porous PET-layer which has an
oleophobic coating and a non-woven PP support. The pore size is 0.22 ± 0.02 μm and the pore-density
is 270 × 106 pores / cm2. PP was used as substrate material (PP579S from SABIC, Riyadh, Saudi Arabia).
This polypropylene grade shows a high melt flow index, provides high stiffness and low warpage
tendency according to the supplier. Further background information on the material selection can be
found in [17].

2.2. Part Design

The moulded part for this investigation was disc-shaped with a diameter of 17.25 mm and a
thickness of 500 μm. In the centre of the disc, a 5 mm wide strip of the film insert was overmoulded
which covered the whole diameter of the disc (see Figure 2). The film insert was aligned in the mould
by placing it into a recess in the movable mould half, so that the support layer was overmoulded. It
was fixed using double-sided adhesive tape at both ends of the film insert and additionally clamped
between the mould halves.

 

Figure 2. Design of the film insert blank (left, all dimensions in mm), film insert moulding (FIM)-part
including sprue, runner, gate and untrimmed film insert (right).

2.3. Moulding Experiments

For the moulding experiments, a Wittmann–Battenfeld Micro Power 15 micro injection moulding
machine was employed (see Figure 3, which also shows the mould insert used for the FIM experiment).
This machine uses a screw (diameter 14 mm) for plastification of the material and an injection plunger
with a diameter of 5 mm for injecting the material. A full factorial DoE analysis was used to investigate
the influence of the injection moulding parameters like mould temperature (Tm), barrel temperature
(Tb), injection speed (Vi) and packing pressure (Pp). The chosen parameter levels can be found in
Table 1.

Table 1. Machine-settings for the moulding experiments.

Parameter Low Level Medium Level High Level

Tm 40 ◦C - 60 ◦C
Tb 200 ◦C 235 ◦C 270 ◦C
Vi 100 mm/s 200 mm/s 300 mm/s
Pp 72 bar 99 bar 126 bar

7
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Figure 3. Wittmann–Battenfeld Micro Power 15 micro injection moulding machine used for the
experiment (left), the injection unit of the of moulding machine (middle); and mould insert used in the
tool to injection moulding of the FIM part (right).

The barrel temperatures were chosen to cover the temperature ranges given in the processing
datasheet for the used polypropylene. The entire mould temperature range suggested in the datasheet
could not be implemented, because the mould temperature control was based on electrical heating
cartridges. This set-up did not allow for temperatures below room temperature. A temperature in the
middle of the suggested Tm range was therefore used as low-level. A mould temperature of 60 ◦C is
recommended in the datasheet for thick walled parts, but is used in these experiments to cover the
range of recommended values as well as possible. To reduce the number of experimental runs, only two
levels for the mould temperature were chosen. This decision was based on a paper by Chen et al. [7].
They found that the influence of mould temperature on warpage, crystallinity and crystal size shows a
linear behaviour using PP in FIM. Therefore, a linear influence of Tm is expected in these experiments.

The packing pressure was set to 40%, 55% and 70% of the Maximum Injection Pressure (MIP).
To define the MIP the DoE-runs showing the highest injection pressure were identified by means
of simulations. The according processing parameters were used in the machine and the MIP was
read from the machine as 180 bar. The packing time was set to four seconds throughout the set of
experiments. This packing time is long enough to guarantee for a frozen gate. The maximum time
for the gate freeze-off found in the simulations was below three seconds. Therefore, the packing time
will have no influence on the experimental results. An additional cooling time of three seconds was
used, to assure that the entire part is solidified. The influence of these two parameters can, therefore,
be excluded. For each of the 54 runs of the DoE-table, five parts with membrane were moulded. Due to
the manual insertion of the film insert, a long mould open time (30 s) had to be chosen. To stabilize the
process conditions, five parts were moulded without membrane and rejected before a part with film
insert was moulded.

2.4. Simulations

Computer modeling and simulation is revolutionizing manufacturing industries, allowing for
optimizing product development process, improving resource management and enhancing the product
quality [18,19]. Simulation aids the entire process, starting from component design, mold design,
and manufacturing, material selection, molding conditions’ enhancement and ending with cooling
optimization (shrinkage and warpage analysis). At present, it is possible to solve 3D problems by
FEM including crystallization models to account for the changes in morphology that occur when
semi-crystalline thermoplastics solidify [20,21]. For the current investigation, the “in-mould label
overmoulding”-feature of Autodesk Mouldflow Simulation Insight 2016 was used to simulate the
process sequence which contained filling, packing and cooling. This feature takes the influence of the
film insert on flow and cooling behaviour into consideration [22]. The film insert was modelled as a
200 μm thick PP-film. The simulation model furthermore contained the mould, venting locations and
the heating cartridges. A multi-scale mesh was used to achieve a sufficient mesh resolution at the edge
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of the film insert at acceptable computation times. It is assumed that the occurrence of the blisters is
related to the shrinkage of the substrate material. If the shrinkage in the substrate is higher than the
contraction of the film insert during the cooling phase of the process, a delamination between the film
insert and the substrate material can occur [23]. For that reason, the average volumetric shrinkage of
the substrate under the film insert was investigated in the simulations. Therefore, this shrinkage value
was taken at 16 different locations under the film insert on the simulated part and the average of these
values was used for the evaluation of the DoE.

2.5. Metrology

To characterize the degree of blistering of the membrane surface an area of 5 × 10 mm2 in the
centre of the disk-shaped part was measured using the 10×magnification lens of an OLYMPUS LEXT
4100 confocal laser scanning microscope (Olympus, Tokyo, Japan) in stitching mode in combination
with post processing with SPIP™ image metrology software by Image Metrology A/S (version 6.4.3).
This post processing routine contained steps for tilt compensation, warpage compensation and the
application of a median filter to remove speckle noise. Eventually, an area of interest was defined (see
Figure 4), the zero level of the measurement was set to the most frequent height level and the areal
surface roughness parameters were calculated. To investigate the influence of the process parameters
on the emergence of blisters the areal surface roughness parameters Spk (reduced peak height) and
Smr1 (peak material portion) were evaluated. Spk, the reduced peak height, is a measure for the
average height of the protruding peaks above the core roughness. The averaging process due to the
calculation of this parameter reduces the influence of outliers. Smr1 is the material ratio above the core
roughness and therefore a measure for the area covered by blisters.

 

Figure 4. Olympus LEXT OLS 4000 3D measuring laser microscope used for the analysis (left),
Measurement area of 5 × 10 mm2 on the membrane in the center of the part—red area (right).

3. Results and Analysis

In the following section, the results of the DoE are presented. The points in the graphs indicate
the mean value of all observations obtained at the indicated level of the parameter. Error bars are used
to indicate a 95% confidence interval based on the estimated standard error of the mean. For each
experiment, 5 parts were molded, evaluated and average results are presented in the paper, hence the
error bars indicate the standard deviation calculated from 5 data points.

3.1. Smr1

According to the evaluation of the DoE, Tb had the greatest influence on the Smr1 value.
Increasing Tb leads to a decrease in the portion of the surface, which is covered by blisters. In this
evaluation, a 2nd order regression model was used to identify the behaviour for the parameters with
three levels. The regression model indicated a non-linear dependency between Tb and Smr1 presented
in Figure 5. Furthermore, it was found that, Tm and Pp had a statistically significant influence on
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Smr1. For both, an increase in the input lead to a decreasing Smr1 value. Only Vi was found to
have a non-significant effect at the chosen statistical significance level (α = 0.05). The only significant
two-factor interaction found was between Tm and Tb (see Figure 6).

 
Figure 5. Main Effect of chosen parameters on the roughness parameter Smr1: effects of barrel
temperature—Tb on Smr1 (top left); effects of mould temperature—Tm on Smr1 (top right); effects of
packing pressure—Pp on Smr1 (bottom left); and effects of injection speed—Vi on Smr1 (bottom right).

Figure 6. Two factor interaction of mould temperature (Tm) and barrel temperature (Tb) on Smr1.

3.2. Spk

The trends in the main effect plots are similar to those found for Smr1 (see Figure 7) This was
expectable since higher blisters also lead to a larger share of the surface above the core roughness.
According to the analysis of variance (ANOVA) for α=0.05, the only nonsignificant main effect is,
as was found for Smr1, Vi. In contrast to Smr1, Spk is influenced by three two-factor interactions.
These are the interactions between Tb and Tm, Tb and Pp and Vi and Tm (see Figure 8).
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Figure 7. Main Effect of chosen parameters on the roughness parameter Spk: main effects of barrel
temperature—Tb on Spk (top left); main effects of mould temperature—Tm on Spk (top right);
main effects of packing pressure—Pp on Spk (bottom left); and main effects of injection speed—Vi on
Spk (bottom right).

 

Figure 8. Two factor interactions for Spk: barrel temperature —Tb and mould temperature—Tm

(top left); barrel temperature—Tb and packing pressure—Pp(top right); injection speed—Vi and mould
temperature—Tm (bottom).

3.3. Average Volumetric Shrinkage under the Film Insert

The evaluation of the simulation showed another order of significance of the process parameters
(see Figure 9). The highest influence on this result was from Pp, followed by Tm. Tb and Vi did not show
any significant influence. Unlike the results for the evaluation of Smr1 and Spk, all the parameters
showed a linear influence in the simulation. A significant two-factor interaction was found between Tb

and Pp (see Figure 10). Main effect and interactions plots obtained by simulation contain error bars in
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the following pictures. The evaluation is done based on an average value of a path in the center of the
part, as shown in the left-hand side picture of Figure 10. The error bars show how much the values of
the “Average Volumetric Shrinkage” are spread along this path. Since the data are based on the 54 runs
of the “virtual” DoE, the values at the different points in the graphs show a certain distribution.

 

Figure 9. Main effects of chosen parameters on Average Volumetric Shrinkage (AVS): main effects of
barrel temperature—Tb on AVS (top left); main effects of mould temperature—Tm on AVS (top right);
main effects of packing pressure—Pp on AVS (bottom left); and main effects of injection speed—Vi on
AVS (bottom right).

 

Figure 10. Average volumetric shrinkage path plot along the middle of the part (left), Two-factor
interaction of Tb and Pp for “Average volumetric shrinkage” (right).

4. Discussion

According to the experimental results, the blister formation mainly depends on the process
temperatures. A higher Tb mainly reduces the viscosity of the injected substrate material and increases
the cooling time, while an increase in Tm increases the cooling time and reduces the thickness of
the frozen layer at the interface between mould and melt and between melt and the film insert.
This can lead to a more homogenous filling behaviour of the gaps between the fibres of the non-woven
support layer, therefore, to a more homogenous cooling and shrinking behaviour under the membrane,
which then would lead to a reduction in the blisters.
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In addition, higher temperatures lead to a longer effective packing phase, since the gate freezes off
later. This extended packing phase could reduce the overall shrinkage of the part, and the emergence
of blisters. Furthermore, this effect could be a possible explanation for the interaction between Pp and
Tb found for Spk. This interaction could indicate that the packing result cannot be further improved by
increasing Pp at the highest level of Tb because, at the extended effective packing time at the highest
temperature level, even the lower levels of Pp are sufficient.

The non-linearity found for Tb could be an effect of crystallization. At the prolonged cooling time
at high temperatures, crystal growth can lead to an increased shrinkage, and to an increase in blister
size and amount. This could also explain the interaction between Tm and Tb found for both Spk and
Smr1. Another possible explanation for the non-linearity of Tb could be a stress-relaxation of the fibres
of the non-woven support layer. When the melt is hot enough to raise the temperature of these fibers
above the relaxation temperature, the relaxation of the frozen-in stresses of the fibres could cause their
contraction. This could then lead to a delamination of the membrane from the support layer.

Eventually, a process window for blister-free parts could be defined. Parts moulded at the high
level of Tm and Pp and the medium or the high level of Tb could be considered blister-free (see
Figure 11) Comparing the experimental results with the simulation, a direct relation between the
simulated parameter “Average Volumetric Shrinkage” and the experimental results could not be
found. This is, however, no proof that the emergence of blisters is unrelated to the shrinkage of the
injected substrate material under the film insert. Because of the different order of influence of the single
parameters, the machine parameters recorded during the experiments were revised. It turned out that
the switch-over point between the filling and packing phase was not hit properly at some of the runs.
This late switch-over led to a significant increase in the maximum injection pressure and was found
more often in runs with high levels of Tb and Tm. The increase in the maximum injection pressure can
lead to a kind of packing which then covers the effect of the actual packing phase. This can be a reason
for the lower significance of the packing phase in the experimental results.

 

Figure 11. Part without blisters on the film insert surface (Z-axis scale 10:1) Molding parameters:
Tm: 60 ◦C, Tb: 235 ◦C, Pp: 126 bar, Vi: 300 mm/s.

Further reasons for a poor reproduction of the experimental results by the simulation could be
caused by the simplified model of the film insert, which did not consider the structure of the non-woven
support layer, and therefore can lead to deviations from the experiments in the simulated filling
behaviour and the simulated heat conduction. On top of that, there is no existing model for crystallinity
for the used material. Even though a model for the calculation of crystallization effects based on [24]
is implemented in the software, only few materials in the database provided the necessary input for
the model when the study was conducted [25]. Therefore, the effects of crystallinity on the shrinkage
are not considered in the simulations, but this is an important issue to achieve accurate simulation
results [26–28]. Both these simplifications could lead to the linear behaviour found in the simulation,
while Tb showed a non-linear influence in the experiments.

5. Conclusions and Outlook

In this paper, the blister formation process in FIM-parts was investigated. For that purpose,
areal surface roughness parameters and simulations were used. It was found that the main influences
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on the formation of blisters were coming from the processing temperatures. An increase in Tm

or Tb leads to a reduced blister height and a lower area portion covered by blisters. Eventually a
process window for blister-free moulding could be defined for the material combinations used in the
experiment. A direct relationship between the simulated shrinkage of the substrate material under
the film insert could not be found, mainly due to problems with the switch-over point between the
filling and packing phase. To improve the accuracy of the simulations, the experiments could be
repeated with a material for which the switch-over point is easier to control. For the used material, the
necessary back-pressure during the metering phase was in the range of the maximum back-pressure
the machine could deliver. This is believed to be the reason for the problems with the switch-over
point. Eliminating the switch-over problems would lead to a better comparability of simulations and
experiments. Furthermore, an investigation of the crystallinity of the substrate material could provide
information about the contribution of crystallization to the non-linear behavior found in the influence
of Tb. Future work should also focus on the combination of insert moulding and injection compression
moulding to minimize the blister formation in FIM parts. Compression moulding has seen successfully
used for the FIM process in several studies [29,30] and forms a strong basis for future research both for
experimental and numerical activities.
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Abstract: The integration of additive manufacturing direct-writing technologies with injection
molding provides a novel method to combine functional features into plastic products, and could
enable mass-manufacturing of custom-molded plastic parts. In this work, direct-write technology is
used to deposit conductive ink traces on the surface of an injection mold. After curing on the mold
surface, the printed trace is transferred into the plastic part by exploiting the high temperature and
pressure of a thermoplastic polymer melt flow. The transfer of the traces is controlled by interlocking
with the polymer system, which creates strong plastic/ink interfacial bonding. The hybrid process
chain uses designed mold/ink surface interactions to manufacture stable ink/polymer interfaces.
Here, the process chain is proposed and validated through systematic interfacial analysis including
feature fidelity, mechanical properties, adhesion, mold topography, surface energy, and hot polymer
contact angle.

Keywords: direct-writing; additive manufacturing; injection molding; micro manufacturing;
functionalization

1. Introduction

Recent research efforts have opened new opportunities for the integration of Additive
Manufacturing (AM) technologies with other mass-market fabrication techniques. The increasing
industrial adoption of AM technologies has been shifting the focus from prototyping to direct
integration with established processing technologies and applications. In particular, direct-write
additive manufacturing has shown promise in a variety of applications ranging from radio frequency
(RF) to sensing and even microfluidic integration [1–10]. Among AM technologies, direct-write
micro-dispensing using silver conductive inks is one of the most common methods used to create
printed electronics [11,12]. However, direct-write applications are no-longer limited to printed
electronics, and inks are no-longer limited to silver-based nano particles. For example, Ruthenium and
Barium Strontium Titanate inks have been developed for dielectric properties, Li4Ti5O12 (LTO) and
LiFePO4 (LFP) have been used for printed batteries, BO3Y (yttrium borate) was used as a printable
luminescent material, and even bio-materials including silk fibroin has been printed with direct-write
methods [13–26]. The material and process flexibility of direct-write AM offers significant opportunities
for integration with mass-manufacturing technologies, such as plastic injection molding.

The current integration of functional features into plastic parts relies on the use of multi-step
technologies, such as insert molding [27] or injection over-molding [28]. These technologies are
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characterized by high productivity, but limited flexibility for the integration of electronic features and
functionalities. High production volumes are guaranteed through the separation of manufacturing in
two consecutive steps: injection molding of the device and fabrication of the circuit traces.

Recent efforts to improve design flexibility have focused on post-processed methods. In particular,
new process chains have been proposed to integrate printed circuits on injection molded parts using
direct-write onto the plastic surface [29]. However, typical direct-write printing would require printing
on difficult-to-reach areas, such as slots or internal surfaces to create complex geometries [30]. Moreover,
the surface roughness, structures adhesion, and mechanical resistance of AM circuits can be critical
factors in some applications, such as RF and sensing.

Here we propose the use of direct-writing AM technology to additively deposit conductive
features on an injection mold surface. The printed traces undergo a transfer process into the polymeric
part during the molding process. The volumetric integration of printed features into plastic parts is
enabled by controlling the relative plastic/ink and mold/ink interfacial strengths. This process can also
be further enhanced through the use of engineered injection-mold surface properties and coatings
which have previously been demonstrated as an effective solution to control polymer flows both during
the injection [31,32] and ejection phase [33].

To understand the printing of functional ink features onto injection mold materials, it is crucial
to understand the interface interactions involved in the process. The creation of a quality ink/mold
interface is the key parameter to achieve consistent printing. However, the ink/polymer interface
should be stronger, to enable the final “transfer” to the plastic part. The ink/polymer interface
is controlled by a variety of phenomena, including surface roughness [34], surface energy [35,36],
and processing conditions [37]. In particular, high surface roughness has been shown to promote
stronger interfacial interactions [38]. For these high roughness interfaces, the polymer melt has the
capability of entering topographical voids, increasing the surface contact area between the melt and
mold [39]. The investigation of these interfaces should also consider the differences in surface energy
(i.e., polar and a-polar components) between two materials. The design of the material systems
involved at the interfaces, allows achievement of stronger or weaker surface adhesion, depending on
the similarities between polar and a-polar components of materials surface energy [40].

In this work, a hybrid molding process chain that enables the combination of ink dispensing
technologies with conventional plastic injection molding is developed. Here we describe how
nano-particle ink is printed, cured, and sintered before exposure to the polymer melt. After molding,
the ink system of traces is embedded in the polymer parts and released from the mold surface
due to a customized ink/polymer interface with differential polymer shrinkage. This work reports
the characterization of the interactions at the mold/ink/polymer interfaces considering topography
parameters, surface energy, and contact angle of the hot polymer melt. Additional mechanical testing
is performed to evaluate the strength of molded devices and the adhesion of ink traces to the plastic
parts produced with this method. It is expected that the advantages of integrating the embedded traces
during molding will enable a stronger ink/polymer interface and improve surface homogeneity and
finish compared to post-process printing methods.

2. Process Chain Development

Figure 1 describes the novel process chain and its main manufacturing steps. The process chain
follows three primary processing steps: (i) mold preparation, (ii) direct-write AM, (iii) injection molding.

(i) Mold preparation: the mold was first pre-treated using a solvent/polymer solution, which was
deposited on the surface where the ink will be printed. The releasing agent ensures high-quality
printing and improves release to the polymer system during the injection molding process.

(ii) Direct-write AM: the printing process was carried out using an ink micro-dispensing system
(Pro4, Nordson EDF, East Providence, RI, USA). The dispensing nozzle can be adjusted for multiple
trace dimensions with the resulting feature sizes dependent on the selected ink, the deposition rate,
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and curing methods. Once printed, the ink was cured/sintered in a vacuum oven. It should be noted
that other curing methods could be used including laser curing and photonic curing.

(iii) Injection molding: the mold, with the printed/sintered traces, was assembled into an injection
molding machine for processing. The injected polymer melt flowed over the structures and the rapid
cooling formed a strong bond between the melt and ink. The final polymer part with integrated traces
was then ejected from the mold, resulting in a hybrid, composite part.

   

  

  

Figure 1. Steps of the process chain developed to manufacture molded interconnect devices.

3. Materials and Methods

3.1. Mold Surface Preparation

Before printing conductive ink onto the injection mold surface, the mold was pretreated with an
ABS (Trilac® ABS-MP1000 Polymer Technology and Services, LLC (PTS), Heath, OH, USA) solvent
solution. A typical coating process would include solution-based spin coating, alternatively, spray
coating techniques to compensate for mold size and/or weight constraints.

The resulting mold surface maintains a thin, uniform, polymer coating directly on the stainless-steel.
After coating, the mold is heated on a hot plate at 120 ◦C for 5 min to remove excess solvent from the
coating. The surface treatment was designed and used to improve relative surface energies, enabling
optimal mold/ink interface for molding “transfer.”

3.2. Direct-Write Printing

A silver nanoparticle ink (CB 028, DuPont®, Wilmington, DE, USA) was selected for testing
as it represents the standard ink-based material system in the field of printed electronics. As such,
this investigation also represents a general proof-of-concept for eventual process integration for
electrical applications.
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Printing was carried out on the pre-treated mold surface using an automated micro-pen dispensing
system (Nordson Pro4 EFD). Figure 2 shows a mold inside of the Nordson Pro4 EFD before printing.
After printing, the mold with the printed traces was placed in a vacuum oven (Isotemp 282A, Thermo
Fischer Scientific, Waltham, MA, USA) for sintering at 220 ◦C for 30 min.

To evaluate the effects of polymer pressure on ink/polymer interlocking and adhesion, printed
traces were located at specific locations of the mold surface, based on the relative distance to the
injection location. Each trace was printed in the form of a line with a design length of 20 mm, and a
design height of 50 μm.

 

Figure 2. Ink dispensing system before printing over the injection mold surface.

3.3. Injection Molding Setup

Injection molding tests were run on a micro injection molding machine (Xplore® IM 12, Xplore
Instruments BV, Sittard, The Netherlands). The machine features an injection cylinder of 10 mm in
diameter with a maximum shot volume of 12 cm3. The injection molding process conditions were
set as follows: mold temperature at 80 ◦C, melt temperature at 260 ◦C, holding time of 8 s at 0.7 MPa.
A single cavity stainless-steel mold was used to manufacture ASTM D638-14 type I tensile bars. During
injection molding experiments, the mold with the printed traces was mounted on the machine and
removed after every cycle for cleaning and additional printing.

The resin used for the experimentation was acrylonitrile butadiene styrene ABS (Trilac®

ABS-MP1000 Polymer Technology and Services, LLC (PTS), Heath, OH, USA). This polymer was
selected for its good processability, low viscosity, and rigidity. Additionally, this ABS resin is compatible
with the coating layer that was used for mold pre-treatment before ink deposition.

3.4. Imaging and Topography Characterization

The dimensions of the traces printed on the mold surface and their qualitative inspection were
performed using a stereomicroscope (SteREO Discovery V20, Zeiss, Oberkochen, Germany) to scan
the whole printing area. Topographies were acquired using an optical profiler (Wyko NT2000, Bruker
Nano, Tucson, AZ, USA), using a 20x magnification lens equipped with a Mireau interferometer.
Figure 3a shows the characterization setup and the areas that were scanned.

From the acquired topographies, surface roughness Sa and mean summit curvature Ssc were
evaluated according to ISO 25178:2012-2. These areal parameters were compared at multiple locations.
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The surface amplitude roughness Sa was used as a quantitative indicator of amplitude while the
average surface summit curvature Ssc characterizes the contact area between multiple surfaces.

The molded parts were sectioned to evaluate interface adhesion and morphology. Samples were
embedded in a thermoset resin for polishing. For a smooth interface, the polishing process (Ecomet 250,
Buehler, Lake Bluff, IL, USA) consisted of alternating pans of increasing mesh up to 3,000 with a total
processing time of 20 min. Figure 3b shows a cross-section of a molded part with the integrated printed
ink trace. The interface surfaces were qualitatively analyzed using Scanning Electron Microscopy
(SEM - FEI, Quanta 400, Thermo Fisher Scientific, Waltham, MA, USA), allowing identification of voids,
interface interlocking, and overall ink/polymer adhesion.

(a) 

 
(b) 

 
(c) 

Figure 3. (a) Characterization of the mold before injection and the plastic replica after transfer.
(b) Cross-section of the plastic part with the embedded traces, and (c) high magnification of the ink
embedded in the printed traces.

3.5. Surface Energy and Polymer Melt Contact Angle

The adhesion at the ink/mold and ink/polymer interfaces was evaluated by quantifying the surface
energy for the different materials involved in the process chain. Surface energy was measured using
a drop shape analyzer (DSA 100, Krüss GmbH, Hamburg, Germany). Two different liquids (water
and diiodomethane) were used for the estimation of surface energy based on the extended Fowkes’
two liquids in contact model [41]. The measurements were performed on the following substrates:
mold-polished steel, mold steel pre-treated for printing, sintered ink, and ABS molded parts in a
trace-free area.

The effect of injection molding on the creation of a strong polymer/ink interface was evaluated by
measuring the contact angle of the hot polymer melt over the mold surface. These tests were performed
using the same drop shape analyzer on which a high temperature syringe dosing unit (TC21, Krüss
GmbH, Hamburg, Germany) and measuring cell (TC3213, Krüss GmbH, Hamburg, Germany) were
mounted. Contact angle measurements were performed using printed/sintered ink and hot ABS at
injection molding melt temperature (i.e., 260 ◦C). The measurements were performed on polished steel.

3.6. Mechanical Properties

Mechanical properties of the injection molded parts with and without embedded traces were
evaluated using standard ASTM dog-bone samples. The mechanical properties of the base ABS
were benchmarked on ten samples manufactured following the procedure described in Section 3.3.
Additionally, the mechanical properties were characterized for five samples manufactured with the
proposed process chain.
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Tensile testing (5966, Instron, Norwood, MA, USA) was carried out at room temperature according
to ASTM D638. A load of 50 kN was used to achieve plastic fracture and the respective stress-strain
curve. Young’s modulus was calculated as the ratio of the stress at a percent strain of 0.2 %, while the
Ultimate Tensile Strength (UTS) was evaluated as the maximum stress value before breakage.

3.7. Peeling Test

Further analysis of the molded parts with the integrated traces was carried out through a peeling
test. The adhesion strength of the ink/plastic interface was evaluated according to ISO 2409:2013
cross-cut test. The test was performed using a hand-held, multi-blade cutting tool with a 1 mm cutting
spacing between each blade. A pressure-sensitive adhesive tape (12.7 mm width, 600 HC-33 from
3M®) was used to remove the loose ink. The embedded ink trace were determined to have height
of 200 μm, width of 2 mm, and length of 6 mm. The test consisted of sectioning the printed traces,
attaching the tape to the surface of the hybrid part, and peeling. The result of the test is evaluated by
inspecting the portions of the printed ink that are removed with the tape.

4. Results and Discussion

4.1. Influence of Surface Roughness

Figure 4 compares the measured surface features over the different surfaces described in the
process chain. The results of the surface roughness evaluation showed significant differences between
the mold, the release coating, and the sintered ink and are described in Table 1.

 
Figure 4. 3D view of the analyzed surface topographies: (a) 3D printed ink on the mold before injection
molding, (b) coating on the mold before injection molding, (c) polished mold surface, (d) plastic part
surface after demolding, (e) embedded ink on the plastic part.
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Table 1. Summary table indicating Sa and Ssc parameter results for the analyzed topographies.

Surface 3D Printed Ink Coating
Polished

Mold Surface
Plastic Part Embedded Ink

Sa/nm 1396 603 39 52 315
Ssc/μm 1.15 0.10 0.01 0.02 0.19

The printed ink surface had the highest roughness and summit curvature (cf. Figure 4a). Compared
to the polished side of the mold, the ink shows a Sa higher by a factor 35x and an Ssc higher by a factor
115x. This is typical of direct-writing and AM technologies and is due to the particle-based nature
of the inks. These traces are usually characterized by high surface roughness and their topography
often exhibits inhomogeneity and macroscopic defects [42]. As shown in Figure 4e, embedding the
traces during the molding process resulted in an average Sa value of 315 nm, which is 4x smaller than
the printed ink trace alone (cf. Figure 4a). This roughness reduction confirms the effectiveness of the
process chain in reducing the surface roughness of the printed electronics in the plastic part. Therefore,
by printing the traces onto the mold and then transfer them via injection molding, it is possible to
embed printed interconnects within a plastic part.

The SEM micrographs (Figure 5) of increasing magnification (500×–3000×–12000×) display the
anisotropic nature and high roughness of the sintered ink surface before molding. As a comparison,
Figure 6 shows the smoother topography resulting from the hybrid process chain presented in this
work. Indeed, the traces printed on the injection mold surface are “flipped” when transferred to the
plastic system in the injection molding process. The “transfer” process has the advantage of creating a
smoother outer surface because of volumetric integration. This volumetric integration also is expected
to result in higher wear resistance and higher resistance to mechanical shears.

(a) (b) (c) 

Figure 5. SEM micrographs at different magnification (500× (a) –3000× (b) –12000× (c)) of the sintered
ink surface before injection molding. Micrographs were taken with an E beam power of 5 kV.

(a) (b) (c) 

Figure 6. SEM micrographs at different magnification (500× (a) –3000× (b) –12000× (c)) of the sintered
ink surface embedded in the injection molded part. Micrographs were taken with an E beam power of
5 kV.
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Moreover, the high initial roughness of the printed traces, facing the polymer melt, favors
interlocking upon injection molding. The molten polymer fills these topographical voids creating
strong interactions at the polymer/ink interface. This exploits the high surface roughness typical of
AM parts to generate higher interface adhesion and guarantees functionality.

4.2. Surface Energy

The surface energy of the different interfaces was used as an indirect measure of the adhesion
strength between different materials interfaces [35]. By using contact angles measurements with a-polar
liquid (water) and a-polar liquid (diiodiomethane) it was possible to calculate the total surface energy
using the Fowkes’ model [41]. From the contact angle measurements with the two liquids (Figure 7a),
surface energy for different surface were obtained (Figure 7b). Then, the percentage of polar or disperse
energy (Figure 7c) were analyzed to evaluate surface interactions.

Considering the experimental results, it was observed that surface energy increases significantly
when reducing the surface roughness. In particular, the polished mold surface revealed a surface
energy composed of 91% disperse and 9% polar contributions, which is double the polar affinity of
an unpolished specimen. Similarly, the ink surface after curing is characterized by higher dispersion
content, equal to 98% but now only a 2% polar contribution. Moreover, the overall surface energy
in the polished mold surface is higher than the sintered ink, increasing from 32.8 ± 3.8 mJ/m2 to
37.5 ± 6.5 mJ/m2.

Contact angle measurements using the liquid ink (Figure 8a), suggest that the mold pre-treatment,
used for release after injection molding (cf. Section 3.1), does not influence the direct-writing process,
and thus the quality of ink deposition. However, the analysis of surface energy shows that higher
surface affinity is formed between the mold and the plastic melt as opposed to the plastic and the
sintered ink. From a process chain perspective, this measured surface affinity is very important to
understand why the mold pre-treatment (cf. Section 3.2) favors the release and transfer mechanism [43].
In the absence of the pre-treatment layer, the ink would have a higher affinity with the mold steel,
and transfer upon injection molding would not occur.

Contact angle measurements of the hot polymer melt were performed using a heated chamber.
ABS samples were heated at 260 ◦C (i.e., molding temperature) and deposited on different surfaces
to study the wetting behavior. The results indicate that a higher contact angle is formed over the
sintered ink (i.e., 111.7◦) and the unpolished mold surface (i.e., 116.4◦) when compared to the polished
mold surface (i.e., 103.2◦). This contact angle adjustment demonstrates the effect of surface roughness
on polymer/mold surface affinity, which is high for the sintered ink. As reported by Sorgato et al.
the wettability of the polymer to a specific mold surface is crucial to determine the capability of the
polymer to replicate the topography [36].
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Figure 7. (a) Contact angle measurements for polar (H2O) and a-polar (CH2I2) liquids: (b) surface
energy for different surfaces; (c) percentage of dispersion and polar content for the analyzed surfaces.
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(a) (b) 

Figure 8. Contact angle measurements using (a) liquid ink and (b) ABS melt at 260 ◦C on
different surfaces.

4.3. Mechanical Integrity and Interface Strength

The Young’s modulus of elasticity, measured at 0.02% of elongation, and the Ultimate Tensile
Strength (UTS) were used to analyze the effects of trace inclusion on the mechanical strength of the
composite parts. The results are shown in Figure 9a,b, respectively. The average Young’s modulus
of the traditional parts is 3.1 ± 0.3 GPa, and the parts with embedded structures show a Young’s
modulus of 3.5 ± 0.2 GPa. This slight difference suggests that the embedded printed traces may act as
a reinforcement, increasing the stiffness of the plastic part.

Analysis of the UTS values suggests that the printed traces embedded in the parts have no
significant effect on the overall mechanical strength. The average for the ABS parts is 43.1 MPa, while
the parts with the embedded traces have an average UTS of 43.2 MPa. This consistent UTS indicates
that integration of the traces does not introduce any points of high-stress concentration, and the hybrid
process chain has no negative effect on the tensile strength of the hybrid part.

 
(a) (b) 

Figure 9. (a) Elastic modulus and (b) Ultimate Tensile Strength for samples with embedded printed
electronics and bulk parts.

The adhesion at the ink/polymer interface for the parts was evaluated by carrying out peeling
tests (Figure 10). The test was conducted on multiple traces located at multiple distances from the
injection location, as described in Section 3.2. For all locations, strong adhesion was observed and no
noticeable loss in adhesion could be measured. The results indicate that the proposed process chain
can create consistent adhesion along the whole cavity where the polymer pressure is different.
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(a) (b) 

Figure 10. Optical images of the embedded traces after the peeling test for a trace with a nominal width
of (a) 250 μm and (b) 2000 μm.

5. Conclusions

This work presented an innovative process to integrate printed silver traces into injection molded
plastic parts. This manufacturing process can be used to produce plastic parts that embed printed silver
traces with custom surface roughness, unaltered mechanical properties, and strong polymer/electronic
adhesion. The experimental results have demonstrated the effectiveness of the process in creating
mechanical interlocking between the polymer system and the printed electronics.

The main findings of this work include:

• Topographical analysis of the different surfaces to verify the proposed process when compared
to printing directly onto molded parts as a post-process. Specifically, the surface roughness of
parts with integrated traces was reported to be low compared to that of post-processed, printed
structures. The improved surface finish is explained by the intrinsic rotation of the structures
during the “transfer” process.

• The high surface roughness of the printed structure before molding was exploited to create
favorable interlocking at the ink/polymer interface, increasing adhesion. The trace transfer process
from the mold/ink interface to the ink/polymer interface is enabled by exploiting the similar
surface energy between the materials. Specifically, the results demonstrated that the surface
energy affinity at the ink/polymer interface must be stronger than that of the ink/mold interface to
promote transfer, indicating the need for a pre-treatment coating.

• It was expected that the composite molded parts would retain the mechanical stability, of bulk
ABS parts. Our statistical analysis verified this effect, where volumetric integration of the printed
traces into the plastic does not affect their structural properties. Moreover, peeling tests and
micrographs of cross-sections demonstrate sufficient adhesion strength between the polymer and
the ink.

• This work presents a first-in-class study on the feasibility, and methods required to integrate,
additive direct-write tools with injection molding. The result is a hybrid technique enabling the
fabrication of custom, design-on-demand plastic parts with integrated conductive structures.
Future work will focus on the integration of additional additive techniques and the integration of
more complex structures and molding techniques.
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Abstract: Injection molding is one of the most potential techniques for fabricating polymeric products
in large numbers. The filling process, but also the demolding process, influence the quality of
injection-molded nanostructures. In this study, nano-cavities with different depth-to-width ratios
(D/W) were built and molecular dynamics simulations on the demolding process were conducted.
Conformation change and density distribution were analyzed. Interfacial adhesion was utilized to
investigate the interaction mechanism between polypropylene (PP) and nickel mold insert. The results
show that the separation would first happen at the shoulder of the nanostructures. Nanostructures
and the whole PP layer are both stretched, resulting in a sharp decrease in average density after
demolding. The largest increase in the radius of gyration and lowest velocity can be observed in
3:1 nanostructure during the separation. Deformation on nanostructure occurs, but nevertheless
the whole structure is still in good shape. The adhesion energy gets higher with the increase of
D/W. The demolding force increases quickly to the peak point and then gradually decreases to zero.
The majority of the force comes from the adhesion and friction on the nanostructure due to the
interfacial interaction.

Keywords: demolding process; molecular dynamics simulation; polypropylene; injection molding;
nanostructure; depth-to-width ratio

1. Introduction

The functional surface with nanostructures exhibits excellent optical, electrochemical,
and biological properties. Typical devices with the functional nanostructured surface, like
super-hydrophobic coating, microfluidic chip, and antireflection film [1–4], are fabricated with
the bottom-up methods, such as the self-assembly technology [5], or the top-down techniques, like
electron beam lithography [1], ultra-precision milling [6], and nano-molding technology [7]. The
fabrication quality of nanostructures plays an important role in its function implementation. Injection
molding is one of the most potential techniques for fabricating polymer products in large numbers, with
the advantages of cheaper and faster production. It is simple and diversified to fabricate nanostructures
on the polymeric surface via injection molding because of the excellent workability, temperature
resistance, and high modulus of elasticity [8].

Recently, surface structures with a higher aspect ratio or smaller dimension are being fabricated
by injection molding [1,7,9,10]. During the injection molding process, the small dimension and
high precision requirements would bring significant challenges, especially when the feature size is
down to tens of nanometer or the aspect ratio is relatively high. The marked difference in thermal
expansion coefficient between the metal insert and polymer material results in different shrinkages
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after demolding. The replication quality of nanostructures is quite sensitive to the change of processing
parameters, which is not only determined by the filling process, but also the demolding process, due
to the scale effect. Common demolding defects, including bending, necking, and structure fracture,
would affect the mechanical properties. Moreover, non-destructive demolding is quite essential for
achieving the performance of micro/nano-structured surfaces [11,12]. Therefore, it is necessary to
analyze the interface behaviors at the nanoscale when the polymer is separated from the metallic
mold insert.

The demolding force is mainly composed of adhesion, friction force, and shrinkage that are caused
by different thermal expansion coefficients [12,13]. When the processing parameters were optimized to
minimize the demolding force, it was found that the adhesion force had a higher influence than the
friction force [14]. When considering the scale effect, the interaction mechanism between the polymer
and mold insert at the nanoscale still requires further investigation. Experimental researches showed
that, when the surface structure/roughness was down to several tens of nanometers, the strength of
interfacial interaction, such as van der Waals force, was drastically increased, which forms a strong
adhesion between polymer and metal insert [15]. Masato et al. [16] studied the influence of surface
roughness of mold insert on the demolding force. If the surface roughness is less than 0.5 μm, the
adhesion between the polymer and the insert dominates the final quality during separation.

Simulation methods that are based on continuum mechanics commonly fail to accurately predict
the polymer behaviors at the nanoscale, because of the drastic changes in material properties. Recently,
molecular dynamics (MD) simulation that is based on the atomistic movement theory provides the
potential to study the interface behaviors at the atomic level [17,18]. The MD method has been
successfully applied to the study the nano-imprinting [19–22] and injection molding process [23–25].
Even though some researchers are focusing on the demolding process in nano-imprinting, which could
give inspiration and guidance to understand the demolding mechanism of polymeric nanostructures in
nano-molding process, little literature on the demolding process of nanostructures in injection molding
by the MD method is reported up to now. Despite the gaps in time-scale and size-scale between
MD method and experimental research, the MD simulation can not only provide insight view of the
movement behavior of polymer molecule, but also qualitatively estimate the morphology development
in the nanoscale.

In this study, MD simulation models were constructed for the demolding investigation.
Nano-cavities with different depth-to-width ratios (D/W) were built. Conformation changes, including
molecular behaviors during the ejection, radius of gyration, and demolding velocity, were studied.
Meanwhile, the density for both nanostructure and the whole polymer layer were compared to
analyze the influence of the D/W. Adhesion energy and demolding force were proposed to understand
the inner mechanism of the interfacial interaction between polymer and mold insert during the
demolding process.

2. Materials and Methods

2.1. Materials and Model Constructing

The simulation system consisted of a polymer layer as the upper layer and a mold insert as the
lower layer, as shown in Figure 1. For polymer layer, polypropylene (PP) was selected as the polymer
material in nano-injection molding. An atomistic model of PP layer was constructed in a square box
with dimensions of 6.0 × 6.0 × 5.3 nm3. The initial density of the layer was set to be 0.9 g/cm3 at
293 K. There were a total of 200 chains in the box, and the degree of polymerization of each chain
was 10. With such a low molecular weight, the nano-cavity can be better filled during the injection
molding process, which would be helpful to build an initial model for the demolding simulation.
Energy minimization and subsequently anneal treatment were utilized to optimize the conformation
of the molecule structure in the PP layer. The layer was then heated up to 523 K to obtain a melt state,
according to the actual condition in injection molding.
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Figure 1. Atomistic model and procedure for the simulation. (a) The PP molecules fill the nano-cavity
via injection molding, forming the nanostructure after cooling process in order to build (b) the initial
model for demolding simulation. Afterwards, (c) the nanostructure is gradually pulled out from the
mold insert.

The mold insert layer was composed of nickel atoms as a FCC structure with (1 0 0) plane. The
insert layer had the same dimension in length and width as the PP layer. It is known that the mold
insert has a much higher stiffness than the polymer. The insert layer was treated as a rigid body, so
that all of the nickel atoms were constrained during the whole simulation. Rectangle nano-cavity was
built in the upper of the nickel layer. The width of nano-cavity was set as a constant value of 2.0 nm,
while the depths were 2.1 nm, 4.0 nm, and 6.1 nm, respectively. Three insert layers with different D/W
were constructed, approximately from 1:1 to 3:1. Period boundary conditions in the x (length) and y
(width) directions were used, while non-periodic and shrink-wrapped boundary condition in z (height)
direction was set. Subsequently, the PP molecules can be shrinked or stretched during the simulation.
The interaction between molecules in the upper region and the nickel atoms could be avoided by such
a boundary condition.

2.2. Force Field and Simulation Procedure

Polymer Consistent Force Field (PCFF) was adopted to describe the intermolecular and non-bonded
interactions between the atoms in the polymer layer. The force field PCFF was based on force field
CFF91 with additional parameters being specified for polymer material. It consisted of not only
the cross-term potentials, valence potentials, such as bond stretching, angular bending, and torsion
potential, but also non-bonded interactions, including Lennard-Jones (9–6) and Coulomb potentials.
The non-bonded interaction between PP molecules and nickel atoms was described with Lennard-Jones
potential, with a cutoff distance of 1.25 nm.

Sufficient packing during the injection molding process is required in order to construct a
demolding model with good replication quality in nano-cavity [26,27]. Hereby, a negative force
(f 1) of 1.0 Kcal/mol·Å in the z-direction was applied to the PP layer. The insert layer was kept at a
constant mold temperature of 373 K. As a result, the PP layer would gradually cool down to the mold
temperature during the filling. The filling process was undertaken within a total of 4.0 ps in a constant
particle number, volume, and temperature (NVT) ensemble, with a time step of 0.1 fs. The whole
system was further cooled down from 373 K to 353 K in 1.0 ps. The final simulation result was treated
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as the initial model for the demolding process investigation. Afterwards, an external force (f 2) of
1.0 Kcal/mol·Å along z-axis was then applied to the PP layer to release the nanostructure from the
insert layer in anotherr NVT ensemble. The demolding process was simulated in a varied time that
depended on the D/W of the nano-cavity until the nanostructure was completely pulled out. All of the
simulations mentioned above were performed by the Large-scale Atomic/Molecular Massively Parallel
Simulator (LAMMPS) [28], which is an open source molecular dynamics package in a computer cluster.

3. Result and Discussion

3.1. Investigation on the Conformation Change

Figure 2 shows the snapshots of PP nanostructures with different D/W during the demolding
process. The nano-cavity is fully filled during the injection molding process, as shown at 0 ps. It
can be seen that there is hardly any separation in 1:1 nano-cavity at the early stage of the demolding
process, while the upper molecules begin to show an upward movement. With the process goes on,
molecules that are close to the nickel surface tend to fall behind because of the interaction with nickel
atoms, as shown at 1.2 ps. Once the nanostructure was pulled out from the nano-cavity, boundary
restriction from the insert layer no longer exists. Deformation in nanostructure gradually occurs and
a slight expansion at the shoulder is eventually observed. This is mainly because of the interfacial
interaction at the shoulder that was formed between PP and nickel atoms during the molding process.
Some atoms in PP nanostructure are adhered to the cavity surface. Meanwhile, negative force is
generated in molecules that are within the cutoff distance of non-bonded interaction, which thus results
in surface unevenness and an elongation of the nanostructure. The nanostructure with D/W of 1:1
is completely released from the mold insert layer at a simulation time of 1.7 ps. With the increase
of D/W, the demolding process becomes slower. Nanostructures are stretched during the pull-out
process, regardless of the value of the D/W. It indicates that, in order to realize perfect replication
fidelity of nanostructure, an anti-sticking treatment is suggested to be done before the demolding
process in actual condition. For 2:1 and 3:1 nano-cavities, the separation first happens at the shoulder
of the PP nanostructures, as shown at the simulation time of 0.6 ps in Figure 2b,c. Non-bonded
interaction strength generated in the injection molding process is shown to be higher because there
are more molecules being filled in the nano-cavity with the aspect ratio of 2:1 and 3:1. For 2:1 and 3:1
nano-cavities, the corresponding times for the complete separation are 2.7 ps and 3.6 ps, respectively.
Although deformation in nanostructure can be observed during the ejection process, the integrity of
each nanostructure is still in good shape generally.

The radius of gyration is commonly used as an indicator for the molecular size of polymer
chains [29]. In this study, the mean square radius of gyration was introduced to analyze the
conformation change of PP chains during the demolding process. It is demonstrated in Figure 3 that
the radius first increases and then gradually seems to be equilibrated. It means that these chains are
stretched away from the mold insert until the PP layer is completely released. Since more molecule
chains are twisted in nano-cavity with 3:1 D/W, it implies greater flexibility for these chains. As a result,
the largest change in the radius of gyration can be observed in this case. The radius of gyration reaches
to 0.78 nm at the end of the demolding stage, being increased by 28.3%. Additionally, the increases in
the radius of gyration are 23.1% for 2:1 nanostructure and 18.1% for 1:1 nanostructure, respectively.
In addition, more simulation time is required to reach the equilibrium state when the depth of the
nano-cavity is higher. Under combined effects of non-bonded interaction and the demolding force that
was applied to the whole layer, the PP chains are greatly stretched, which makes good agreement with
the conformation change in Figure 2.
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Figure 2. Snapshots of the PP nanostructure during the demolding process, with the D/W of these
nano-cavities of (a) 1:1, (b) 2:1, and (c) 3:1, respectively.
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Figure 3. Gyration radii of polypropylene (PP) chain during the demolding process with different
depth-to-width ratios (D/W).

Velocities in PP layer during the demolding process were calculated in order to investigate the
elongation phenomenon of the injection-molded nanostructure. Figure 4 shows the profiles for the
average velocities in both nanostructure and the whole layer. The velocity of the whole layer grows fast
at the early stage and then reaches to a steady state eventually, approximately 2.9 nm/ps to 3.1 nm/ps.
The velocity of PP nanostructure is lower than the whole layer since the PP molecules in nano-cavity
are restrained by the interaction with nickel atoms. The velocity difference between nanostructure
and the whole layer contributes to elongation growth in nanostructure’s length. PP layer with higher
D/W also shows a lower velocity during the demolding process because of the interfacial adhesion. By
comparing the velocities of nanostructures with different D/W, it can be found that atoms in the 3:1
nanostructure move faster at the beginning of demolding. This is mainly because the adhesion energy
that is generated by the non-bonded interaction is less than triple. Nevertheless, due to the spring
back of PP molecules and the decrease of demolding force, the velocity grows fast with the separation
of nanostructure in 1:1 nano-cavity. Section 3.3 will discuss further details regarding the interaction
energy and demolding strength.

Figure 4. Velocities of the whole PP layer and the PP nanostructure during the demolding process with
different D/W.

36



Micromachines 2019, 10, 636

3.2. Determination of Density and Its Distribution

Density in nanostructure is calculated with the same height as the initial value before the
demolding since the outline of PP nanostructure at the end of the demolding process is not so clear. It
is demonstrated that both densities of nanostructures and the whole layer before the demolding were
higher than the initial density (0.9 g/cm3) due to the high pressure that was applied to the PP layer in
injection molding. Polymer molecules are forced towards the insert layer, and the nano-cavity is highly
filled. Similar results in the density change of the injection molded nanostructure were observed in our
previous research [27]. The density of nanostructure remains almost the same, regardless of the aspect
ratio. However, the average density dramatically drops when the nanostructure is completely released
from the nano-cavity, less than half of the density before demolding, as shown in Figure 5. By analyzing
the conformation changes in the radius of gyration and the snapshots during the demolding process, it
can be found that the molecule chains in the whole PP layer were stretched. The total heights of both
nanostructure and the PP layer are increased, while the corresponding mass almost remains the same.

 
Figure 5. Densities of the whole PP layer and the PP nanostructure with different D/W, compared with
the density values before and after demolding.

Figure 6 shows the density distribution of PP molecules in each slice along the z-axis, with a slice
thickness of 0.2 nm and width of 6.0 nm. The density profile reaches a peak point at the top surface
of the insert layer. It means that the PP molecules are enriched at the interface due to the packing
pressure and the interfacial interaction between PP and nickel atoms. The interaction contributes to
the adhesion force that prevents the PP molecules from separation. The density distribution at the
interface further illustrates the reason for the deformation of the shoulder of PP nanostructure. The
calculated slice density in PP nanostructure is much lower than the actual density because the width of
the nanostructure is 2.0 nm while the width of the whole system is 6.0 nm, as shown in Figure 5. By
comparing the density profiles before and after demolding, it can be observed that the total height of
the nanostructure that is pulled out after demolding is obviously higher than the initial height, which
means that the nanostructure is stretched after the demolding process. The density at the bottom of PP
nanostructure shows the lowest value, while the density in the middle area of the nanostructure is
relatively stable.
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Figure 6. Density profiles in each slice of PP layer before and after the demolding process, with the
D/W of these nano-cavities of (a) 1:1, (b) 2:1, and (c) 3:1, respectively.
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3.3. Determination of Adhesion Energy and Demolding Force

According to the previous studies, the adhesion energy between the PP layer and nickel layer is
generated by the non-bonded interaction at the interface [30–32]. In this study, the adhesion energy
could be calculated from Equation (1)

Eadhesion = Einteraction = Etotal − (EPP + ENi) (1)

where Etotal is the total potential energy of the whole simulation system, EPP is the potential energy of
PP layer without any contribution from the mold insert, and ENi is the potential energy of the nickel
layer without PP. The interaction energy is mainly determined by the close contacts between PP and
nickel atoms that are within the cut-off distance (1.25 nm) of the non-bonded interaction. Figure 7
shows the adhesion energy distributions with different D/W during the demolding process. The
negative value indicates that the PP and nickel atom attract to each other. The absolute value of the
adhesion energy rapidly increases at the beginning, which is because the stable state of the initial
conformation turns out to be destabilized due to the external releasing force f 2. The adhesion energy
decreases shortly afterwards since the nanostructure is gradually pulled out from the nano-cavity. The
effective contact area between PP and nickel atom is getting smaller during the demolding process.
Maximum adhesion energy is found in the simulation system, with the aspect ratio of 3:1. The highest
adhesion energy for 3:1 nano-cavity system is −3645.54 Kcal/mol, while the highest energies for 2:1
and 1:1 system are −3154.52 Kcal/mol and −2364.53 Kcal/mol, respectively. When the PP nanostructure
is completely separated from the nano-cavity, the adhesion energy turns to zero, which means that the
non-bonded interaction no longer exists.

Figure 7. Adhesion energies during the demolding process with different D/W.

The total demolding force was investigated by calculating the inner force for each atom. As shown
in Figure 8, the demolding force quickly increases to its peak point, prior to the separation of the
nanostructure. Afterwards, it gradually decreases to zero shortly when the nanostructure is completely
pulled out. Maximum demolding force is observed between the simulation time of 0.3 ps and 0.4 ps.
During this period, most of the PP nanostructure is still in the nano-cavity, generating strong adhesion
to the surface of both nano-cavity and mold insert. With the increase of D/W, a higher demolding force
is generated, since there are more PP molecules surrounding around the interface. Figure 9 shows an
example of the density contour for the whole atoms, with the D/W of 3:1 during the demolding process.
At 0.4 ps, atoms in the nanostructure show relatively higher demolding force, especially these atoms
in the upper area of the nanostructure, due to the strong adhesion. The demolding force per atom
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decreases at 1.2 ps, while the certain area in nanostructure still shows high demolding force, as shown
in Figure 9b. When the nanostructure is pulled out, the demolding force falls to zero correspondingly.

Figure 8. Total demolding forces of PP layer during the separation, with the D/W values of (lower
curve) 1:1, (middle curve) 2:1, and (upper curve) 3:1.

 
Figure 9. Demolding force per atom in 3:1 nanostructure at a simulation time of (a) 0.4 ps, (b) 1.2 ps,
and (c) 3.6 ps.

The total demolding force and the average force were compared during the simulation between
0.3 ps and 0.4 ps in order to better understand the force distribution at the peak point. These forces
on each atom of the whole PP layer and the nanostructure were calculated. It is demonstrated in
Figure 10a that the total demolding force for the whole PP layer are 71.56 nN, 116.12 nN, and 222.23 nN
for 1:1, 2:1, and 3:1 nano-cavity systems, while the total demolding force for PP nanostructure are
47.76 nN, 114.11 nN, and 213.06 nN, respectively. It is demonstrated that the majority of the demolding
force comes from the adhesion and friction on the nanostructure, especially when the values of the
D/W are 2:1 and 3:1. Although the average force per atom on the nanostructure has a relatively high
standard deviation, the demolding force is nevertheless much higher than the average value of the
whole layer. With the increases of D/W, total demolding force and average force on each atom both
increase. It means that a higher resistance is generated at that time. Similar results on the demolding
force distribution can also be observed in other simulation times.
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Figure 10. Demolding forces for different D/W, (a) the total demolding force and (b) the force per atom
were calculated as an average value during the simulation time from 0.3 to 0.4 ps, when the highest
demolding force occurs.

4. Conclusions

In this present work, molecular dynamics simulation system that consisted of a PP layer and
a nickel mold insert layer was constructed to study the demolding process of the nanostructure in
injection molding. The simulation results show that there is hardly any separation of PP molecules
in the nano-cavity at the early demolding stage. The separation first happens at the shoulder of
the nanostructure, especially for the structure with a high D/W. The nanostructure is stretched since
the velocity of PP nanostructure is relatively lower than the whole PP layer. Analyzing the radius
of gyration also stretches the PP chains in the whole layer. Moreover, an obvious drop in density
is found after the demolding. During the separation, the largest increase in the radius of gyration
is approximately 28.3%. The lowest velocity is observed in the 3:1 nanostructure due to the strong
interfacial adhesion. Nanostructure deformation gradually occurs, which results in a slight expansion
at the shoulder eventually. When the D/W is higher, the adhesion energy that is generated by the
non-bonded interaction is higher. It means more demolding time is required for the complete separation.
The demolding force increases quickly to its peak point before the separation of the nanostructure.
Maximum force can be observed between 0.3 ps and 0.4 ps, with the total force of 71.56 nN, 116.12 nN,
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and 222.23 nN for 1:1, 2:1, and 3:1 nano-cavity systems. Atoms in nanostructure, especially in the
upper area, show relatively higher demolding force. The majority of the force comes from the adhesion
and friction on the nanostructure due to the interfacial interaction. With the increases of D/W, total
demolding force and demolding force per atom are both higher.
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Abstract: The increasing demand for micro-injection molding process technology and the
corresponding micro-molded products have materialized in the need for models and simulation
capabilities for the establishment of a digital twin of the manufacturing process. The opportunities
enabled by the correct process simulation include the possibility of forecasting the part quality
and finding optimal process conditions for a given product. The present work displays further
use of micro-injection molding process simulation for the prediction of feature dimensions and its
optimization and microfeature replication behavior due to geometrical boundary effects. The current
work focused on the micro-injection molding of three-dimensional microparts and of single
components featuring microstructures. First, two virtual a studies were performed to predict
the outer diameter of a micro-ring within an accuracy of 10 μm and the flash formation on a
micro-component with mass a 0.1 mg. In the second part of the study, the influence of microstructure
orientation on the filling time of a microcavity design section was investigated for a component
featuring micro grooves with a 15 μm nominal height. Multiscale meshing was employed to model the
replication of microfeatures in a range of 17–346 μm in a Fresnel lens product, allowing the prediction
of the replication behavior of a microfeature at 91% accuracy. The simulations were performed
using 3D modeling and generalized Navier–Stokes equations using a single multi-scale simulation
approach. The current work shows the current potential and limitations in the use of micro-injection
molding process simulations for the optimization of micro 3D-part and microstructured components.

Keywords: modeling; micro-injection molding; micro replication; process simulation

1. Introduction

A consolidated trend in micro-manufacturing consists of the adoption of replication technologies
for large-scale productions. Due to its high throughput and overall capabilities, combined with the
possibility of automating the process, micro-injection molding (μIM) is the most commonly found
replication process in multiple applications and industries including medical, optical, consumer,
sensors, and micro electro-mechanical systems (MEMS) [1]. To hasten the micro product design
phase, optimize μIM process conditions as well as predict process quality and performance, significant
attention has been dedicated to the numerical modeling and the simulation of such technology, aiming
for the establishment of aμIM digital twin. TheμIM process encompasses three families of products that
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significantly constrain the technical equipment required for processing and simulation [2], as described
in Table 1. μIM process simulation has been developed from conventional IM modeling methods.
Multiple commercially available software for the scope includes, for example, Autodesk Moldflow®

(Autodesk Inc., San Rafael, CA, USA), Moldex3D (CoreTech System Co., Hsinchu County, Taiwan),
Simpoe-Mold (Dassault Systèms, Hertogenbosch, Netherlands), Sigmasoft® (SIGMA Engineering
GmbH, Aachen, Germany), and Rem3D® (Transvalor S.A., Mougins, France). The numerical simulation
is structured by solving a system of equations that enclose the conservation of mass (Equation (1)),
linear momentum (Equation (2)), and energy (Equation (3)).

d
dt
ρ+ ∇·(ρv) = 0 (1)

ρ
d
dt

v = ρg−∇P + η∇2v (2)

ρcp

(
∂
∂t

T + v∇T
)
= βT

(
∂
∂t

P +
→
v
′ × →∇P

)
+ ∇·(k∇T) +

.
ηγ2 (3)

where ρ is the density; t is the time; v is the velocity vector; g the gravitational acceleration constant;
P is the hydrostatic pressure; η is the viscosity; cp is the specific heat; T is the temperature; β is the
heat expansion coefficient; k is the thermal conductivity; and γ is the shear rate. Additional boundary
conditions that describe the polymer flow are added to the system, which include the polymer pvT
constitutive relationship often described with the Tait equation, and a velocity-dependent viscosity
model often described with the Cross-WLF [3]. When scaling down from the macro IM toward
μIM, several additional physics should be considered (see Table 2) and a summary of their effects is
discussed below.

Table 1. Conventional product classification for micro-injection molding (μIM).

μIM Product Average Part Size Part Mass Dimensional Tolerance Range Equipment

Single Microparts <10 mm 0.0001–0.1 g 10 μm μIM metering and
dosing system

Parts featuring micro- or
nanostructures >10 mm > 0.1 g 0.01–1 μm

(on features)
Conventional IM
injection system

Micro precision
IM Parts >10 mm > 0.1 g 10–100 μm μIM and IM systems

Table 2. Modeling governing equations and aspects for injection molding (IM) simulation depending
on scale size.

Macro/Meso Micro (μ) Nano (n)

Conservation of Mass Wall-Slip Effect

Molecular Dynamics
Conservation of Momentum Surface Tension

Conservation of Energy Local HTC
Polymer constitutive equation (pvT) Unvented air

Viscosity model Surface Roughness

Regarding the discretization of the solution domain, it is well known that 3D elements are
necessary for decomposing micro-components when the wall thickness to flow length ratio is no longer
negligible [4–6]. In addition, a high fidelity calibration of injection pressure and flow length can be
achieved when the feeding systems (gate, runner, sprue, and injection unit as a hot runner) are included
in the simulation domain [7,8]. At the microscale, the no-slip boundary condition at the wall is no
longer a valid hypothesis. In fact, Cao et al. showed that for microcavities, the required pressure drop
to create the polymer filling induced polymer slippage at the walls. Thus, a non-zero-velocity boundary
condition should be considered for the shear stress at the walls to solve the system of equations
(Equations (1)–(3)) [9,10]. Moreover, capillary effects generated by surface tension forces become
relevant, especially for nanoscale cavities. In order to include the surface tension and to account for
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the pressure loss/gain at the polymer melt interface, Rytka et al. [11] introduced an additional force in
Equation (2). In the same study [11], polymer material properties such as flow temperature and contact
angles were re-engineered or re-measured and modified in the simulation software database, since
small variations of these parameters have been claimed to significantly affect the simulation results at
the microscale. To calibrate the μIM simulations, another parameter that differs significantly from the
macro scale simulations is the local heat transfer coefficient (HTC). Depending on the velocity gradient
from the walls, different shear stress and viscosity are developed, leading to a different Nusselt number
and HTC. Conventional simulation approaches use an average HTC for the filling and packing phases.
However, since the thermal equilibrium between the polymer melt and mold establishes much faster
at the walls than at the cavity core, a local HTC is assigned to the model properties when representing
microfeatures. In this way, a more accurate prediction of the skin layer formation and of the flow rate
can be found [9,12,13].

Other physical phenomena of central importance in μIM that need to be implemented in the
simulation models are the effect of imperfect venting of micro-injection molds and the consequent
counter pressure induced by the residual trapped air inside the tool’s microcavity [14,15]. Furthermore,
one other particularly challenging aspect for μIM process simulation is the implementation of the
cavity’s surface topography into the model. Even though this term was found to be significant in
altering the filling behavior of microfeatures [16], the boundary layer on all the skin parts would require
a consistent extension of the number of elements and time required for the simulation. In addition, it is
not cost-effective to measure the entire surface roughness of a mold cavity and correctly model it in a
digital form.

When focusing on parts featuring surface micro/nano structures, the implementation of simulation
protocols becomes even more challenging due to the intrinsic multiscale nature of the domain. In order
to reduce computational and modeling effort, the μIM simulation is often broken down in two separated
steps: first, a macro/meso scale simulation of the part cavity without surface structures, which is
followed by a second micro/nano simulation of the single surface feature where additional physics are
added based on the size and geometry of the features themselves. In the first step, the temperature,
pressure, and velocity of the polymer melt during injection are found and fed into the second step as
the boundary conditions. For nanoscale features, the size of the polymer chains can also be considered
using molecular dynamics simulation approaches [17–19].

This sequential method is not scalable because it requires case-by-case multi-step validation for
each boundary condition that needs to be extracted, and is fundamentally based on the assumption
that the boundary conditions are providing a sufficiently good approximation as the start input for the
finer model. For this reason, an integrated multi-scale approach would be preferred. With the term
multi-scale, a single simulation that combines a multi-scale mesh or multi-scale model formulation is
intended. In Figure 1, a case selection of modeling studies shows the employed simulation method in
comparison to the feature aspect ratio and its size [9–11,17–29].

This work proposes four case studies in which integrated multi-scale μIM process simulations
are employed as a digital process optimization tool. In the first case, the calibration of the model
using the effective mold microfeature dimension was used for the selection of process parameters in
single micropart production. In the second case, a full factorial design of experiments and simulations
investigated how to predict flash formation in a single micropart production by adding the venting
channel as part of the cavity domain. In the third and fourth cases, meshing and domain partitioning
strategies were proposed. The presented approaches aimed to realize a unique integrated multi-scale
method for the investigation of parts featuring low-aspect-ratio microstructures for optical applications.
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Figure 1. Comparison of μIM modeling cases for parts featuring micro/nano surface structures based
on the structures’ aspect ratio, height, and feature geometry [9–11,17–29].

2. Optimization of 3D Micropart Production

2.1. Case 1—Micro-Ring

The first case under analysis focused on the implementation of the μIM process simulation for the
optimization of the production of a micro-ring. The part was a ring with a nominal outer diameter of
1.5 mm and an internal diameter of 0.45 mm. The part was manufactured with a commercially available
thermoplastic elastomer (TPE) (Cawiton® PR 10589 F, B.V. Rubberfabriek Wittenburg, Zeewolde,
the Netherlands) and its final mass was 2.2 mg. The manufacturing tolerance for the outer diameter
production was 10 μm. The design of the part is reported in Figure 2. The purpose of the simulation
was to predict the dimension of the outer diameter and find an optimal set of process parameters that
would allow for production within the specifications.

 

Figure 2. Design specification of the polymer micro-ring (left) and micro-molded parts (right) [30].

2.2. Case 2—Micro-Cap

The second case refers to another single micro-component that had a nominal part weight of
0.1 mg. The part is depicted in Figure 3, and has application in the medical industry. The part was
made of a high-flowability commercially available polyoxymethylene (POM) (Hostaform C 27021,
Celanese Corporation, Dallas, TX, USA) and had a hollow tapered internal geometry. The critical
production aspect of the part consists of the formation of flash at the end of the part and μIM
simulation was employed for the prediction and evaluation of flash formation based on a given set of
process parameters.
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Figure 3. Design specifications of the polymer micro-cap in the analysis (left and center); scanning
electron microscope image of the micro-injection molded part (right) [31].

2.3. Multi-Scale Modeling and Meshing of Single Micro-Components

Both simulations in Case 1 and Case 2 were implemented in Moldflow® Insight 2017 (Autodesk
Inc., Melbourne, Australia) software using a multi-scale approach. No additional subroutines were
developed in addition to the commercially available version of the software. The mesh was generated
in both cases using tetrahedral elements with varying dimensions from 50 μm to 500 μm for Case
1 (see Figure 4) and 20 μm to 300 μm for Case 2 (see Figure 5). The entire feeding system was
included in the models as it takes most of the overall material to produce single components. The total
number of elements handled in the simulation was 1.4 million in Case 1 and 1.0 million in Case 2.
The material properties in terms of pvT and viscosity follow a double-domain Tait model equation and
a Cross-WLF model, both available in the software library. Experimental μIM parts were produced
using a MicroPower 15 machine, (Wittmann Battenfeld Vienna, Austria). A summary table of the
simulation multi-scale parameters is presented in Table 3.

Figure 4. Multi-scale mesh of Case 1 including: sprue, runners, and multicavity tooling system (left);
detailed view of the molded part and of the venting structure (right) [31].

In Case 1, the measured mold diameter was used as the nominal dimension. The outer diameter
of the micro-ring cavity was measured using an optical coordinate measuring machine (DeMeet
3D, Schut Geometrical Metrology, Groningen, The Netherlands). An initial validation of the model
was performed by comparing the diameters of the measured part and the simulated one. An initial
deviation of 21 μm was measured from the experimental and simulated results. The model validation
was performed using a parametric approach. The nominal outer diameter in the simulation was
systematically reduced by 5 μm and the respective simulated result was compared to the experimental
result until the final deviation from the values was found to be lower than the uncertainty of the
measurement of 2 μm. The total number of iterations to achieve an attuned model was six, and the
individual results are reported in Figure 6. A linear correlation was found from the nominal and

49



Micromachines 2020, 11, 614

resulting diameter, finding a uniform deviation from the simulation input and resulted in a calculated
distance of (38 ± 3) μm. This finding indicates that the systematic difference could be amended by a
correction factor (0.98 in this case), achieving an accuracy below the measurement uncertainty. It was
assumed that a combination of factors including the actual dimension of the other component features
as well as the effective shrinkage of the material at processing conditions, influenced the magnitude of
the correction factor.

Figure 5. Multi-scale mesh and modified model geometry of Case 2 to include the flash formation in
the simulation of the micro-cap [31].

Table 3. Multi-scale meshing parameters for the single micro-plastic components.

Mesh Parameters Case 1 Micro-Ring Case 2 Micro-Cap

Element type 3D Tetrahedral 3D Tetrahedral
Meshing algorithm Advancing Front Advancing Front
Modeling of sprue Yes Yes
Number of cavities 4 1

Minimum element size 50 μm 20 μm
Maximum element size 500 μm 300 μm

Growth rate 1.2 1.2
Total elements 1.4 × 106 1.0 × 106

Figure 6. Design specification of the demonstrator with light selective reflection surface structures.

In Case 2, the model design was modified in order to include flash in the molded part. This was
achieved by adding an outer ring that develops radially from the component right-end of Figure 3.
The modified model of the part is shown in Figure 5. The thickness of the flash domain was set in
two areas, the first one spreading up to twice the cap outer diameter to 0.84 mm with a thickness of
10 μm, while the second part spread to an outer diameter of 1.26 mm with a thickness equal to 20 μm.
The definition of these geometrical properties was based on the outcome of different parametric trials.
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2.4. Process Optimization Based on Calibrated Simulation Results—Case 1

For Case 1, the calibrated simulation model was subsequently used to run an optimization
campaign based on four factors: mold temperature, melt temperature, injection velocity, and holding
pressure. The temperature factors were varied on two levels, {30, 40} ◦C and {210, 225} ◦C, while velocity
and pressure were varied on three levels, {50, 70, 90} mm/s and {30, 50, 70} MPa, respectively. The total
number of the combinations was 22 × 23 = 36. The simulation results were compared with equivalent
experimental analysis, which included five process replications and three repeated measurements for a
total number of 540 data points. In Figure 7, the comparison of the main effects of each individual
process factor on the outer diameter is reported.

Figure 7. Main effects plot of the process factors on the outer diameter of the micro-ring [31].

The main effects showed an average deviation of (2.1± 2.0)μm from the simulated and experimental
values with a maximum deviation of 5.5 μm observed for the cases at high mold temperature. The other
cases indicated a deviation within 3 μm. These results validate the possibility of using the simulation
as a calibrated tool for process optimization. As a matter of fact, an additional factorial design was
simulated to find the optimal process conditions with a range of wider factor levels. There were three
new factors in the analysis: mold temperature {50, 60} ◦C, melt temperature {180, 195} ◦C, and holding
pressure {90, 110} MPa. The results of the investigation are shown in Figure 8, which also presents the
target nominal diameter as well as the uncertainty of measurements and the tolerance limit. In this case,
the μIM process simulation was able to predict that half the process conditions (those corresponding to
high holding pressure, i.e., 110 MPa) investigated in the analysis would yield parts out of specification
when the measurement uncertainty was considered.

Figure 8. Simulated optimal process conditions for the outer diameter of the micro-ring.
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2.5. Optimization of the Flash Formation Using Process Simulation—Case 2

For Case 2, a full factorial design was performed with the following factor levels: mold temperature
(100–110 ◦C), melt temperature (200–220 ◦C), injection velocity (150–350 mm/s), and holding pressure
(25–50 MPa). The total number of experiments was, in this case, replicated five times and the simulation
was carried out once for each process condition. The simulated flash formation at the end of the
cavity filling is shown as the result of the step-by-step flow simulations in Figure 9a. The area of the
experimental flash (Figure 9b) and of the simulated flash (Figure 9c) was then measured by image
processing for each process combination of both the real and virtual DOE. In Figure 10, the comparison
of the main effects affecting the measured flash formed area against the simulated once is reported.
The scale bars of the simulated and actual experiments ranged on a scale of 7 μm. Although the
nominal values of the simulated results were overestimated by a factor 2.1, in relative terms, this means
that the simulation predicted a flash area that was twice as large as the actual experimental case.
Nonetheless, the effect amplitude and sign were congruent for injection velocity, melt temperature, and
mold temperature variations, indicating that the amplitude value could be calibrated by the previously
mentioned factor to obtain an accurate prediction of the flash area for a given set of molding parameters.
With this result, it is possible to use μIM process simulation to find the effect of process parameters on
flash formation and at the same time find a calibration factor for the design of the microcavity vent.

 

(a) 

  

(b) (c) 

Figure 9. (a) Simulated flash formation during cavity filling; (b) real flash on the part; and (c) simulated
flash (the dimensional scale bar is equal in both images) [31].
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Figure 10. Main effects plot of the flash area for the experiments Aflash-meas (in black) and simulations
Aflash-sim (in red). Note that the scales for the two sets of results are different, but the ranges shown are
equal. Interval bars represent the standard errors of experimental data [31].

3. Multi-Scale Filling Simulation of Low Aspect Ratio Structures in Parts
Embedding Microfeatures

3.1. Case 3—Micro-Optical Reflector

The use of μIM process simulation was further extended to parts embedding a microstructured
surface with low aspect ratio micro-grooves. The Case 3 component is an optical demonstrator with
surface features that enable light selective reflection (Figure 11). The structures consist of parallel
triangular grooves with a nominal height of 34 μm, a width of 200 μm, and a slope of 10◦, resulting in
a growing aspect ratio from 0 to 0.17. The part was molded in a commercially available acrylonitrile
butadiene styrene (ABS) (Terluran® GP35, INEOS Styrolution Group GmbH, Frankfurt, Germany) and
the mass of the actual part was 401 mg.

 

Figure 11. Design specification of the micro-optical reflector (left) with a highlight of its surface
structures (center); injection molded part and tool cavity insert (right) [32].

3.2. Case 4—Fresnel Lens

Case 4 is represented by a Fresnel lens whose surface is structured by low aspect ratio features.
The specimen was manufactured in a commercially available cyclo-olefin polymer (COP) (Zeonex
E48R®, Zeon Corporation, Tokyo, Japan) and had a total mass of 13.4 g. The part had global dimensions
of 60 mm × 85 mm and was covered with concentric surface microgrooves. The structures were
semi-pyramidal with a constant pitch of 749 μm and a varying height from 17 μm to 346 μm with a
growing aspect ratio of 0.02 to 0.46 from the center to the outer of the structure array. The total array
covered an area of 40 mm × 40 mm and is shown in Figure 12.
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Figure 12. Design specification of the analyzed Fresnel lens (left) and detail of the low aspect ratio
surface structures (center); injection molded parts (right) [33].

3.3. Multi-Scale Meshing for Microstructured Parts

Both microstructured parts exhibited a highly multi-scale nature of the design with a minimum to
maximum feature dimension ratio of 34 μm (microfeature height)/15.830 mm (part edge length) (i.e.,
aspect ratio 1/466) for the reflector and 17 μm (minimum microfeature height)/85.000 mm (part long
edge length) (i.e., aspect ratio 1/5000) for the Fresnel lens. When generating a mesh that handles this
aspect ratio, it is necessary to find a compromise between the meshing parameters (minimum/maximum
element size, growth rate, and aspect ratio of each element), computational time, and accuracy. Some of
the previously mentioned software providers allow for hybrid mesh generation that refines the element
size at the surface in order to address the surface phenomenon and features. Others allow for mesh
partitioning in order to generate a local surface refinement where required. For the two proposed cases,
the Autodesk Moldflow® Insight 2019 (Autodesk Inc., Melbourne, Australia) software was employed
for mesh generation and simulation. No additional subroutines were developed in addition to the
commercially available version of the software. 3D tetrahedral elements were employed. Two different
approaches were employed in order to find a compromise between the computational effort and the
simulation accuracy.

For Case 3, only a fraction of the microfeatures array was added to the simulation domain (i.e.,
in the simulated geometry). The features closer to the gate were included due to the lower replicability
that was observed experimentally [32]. An advancing layer [34] algorithm was used to first generate the
surface mesh elements, and subsequently in the mesh elements across the part thickness. The meshing
parameters are summarized in Table 4. The part, in this case, was produced in a four cavity mold and
the resulting mesh is shown in Figure 13.

 

Figure 13. The multi-scale mesh of the optical demonstrator with selected surface features included in
the geometry [35].

For Case 4, the whole surface microfeatures were included in the modeled part geometry, but only
a part of them was locally refined using surface mesh partitioning areas. The mesh was created using
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an advancing front [36] algorithm by first generating the surface elements. A local refinement on
the surface microfeatures down to an element size of 10 μm was performed, as shown in Figure 14.
Additional meshing parameters are shown in Table 4.

Table 4. Multi-scale meshing parameters for the micro-structured plastic parts.

Mesh Parameters Case 3 Micro-Optical Reflector Case 4 Fresnel Lens

Element type 3D Tetrahedral 3D Tetrahedral
Meshing algorithm Advancing Layer Advancing Front
Meshing approach Feature restriction Partition refinement

Minimum element size 10 μm 10 μm
Maximum element size 1.000 mm 1.000 mm

Growth rate 1.2 1.5
Total elements 3 047 407 3 248 186

(a) (b) (c) 

Figure 14. The multi-scale mesh of the Fresnel lens with partial surface mesh refinement at (a) part
level, (b) structured area level, and (c) at single micro feature level.

3.4. Multi-Scale Filling Simulation Validation at Mesoscale—Cases 3 and 4

Validation of the filling behavior requires an experimental comparison of injection molded parts
with the simulation results. For Case 3, an Allrounder 370A injection molding machine from Arburg
(Loßburg, Germany) was employed with an injection screw of 18 mm in diameter. For Case 4,
the employed machine was a Ve70 from Negri Bossi (Cologno Monzese, Italy) equipped with an
injection screw with a diameter of 26 mm. The injection screw absolute velocity over time and its initial
position were used as input parameters for the injection molding simulation. The profiles are reported
in Figure 15a for Case 3 and Figure 15b for Case 4.

 
(a) (b) 

Figure 15. Injection speed profiles sampled from the machine controller for Cases 3 (a) and 4 (b).

The simulation validation for Cases 3 and 4 included the injection pressure profiles, as shown in
Figure 16. The actual value was extracted directly from the injection molding machine control interface
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and represents the pressure in the filling phase. The validation plot shows that during filling, the actual
simulated pressure required to fill the cavity was higher than the simulation. For Case 3, the simulated
integral over time of the injection pressure was 20.1 MPa s against 22.0 MPa s with an underestimation of
pressure over time by 1.9 MPa s, which in this case was 8% of the actual value. For Case 4, the simulated
integral had a value of 40.1 MPa s against the effective 41.5 MPa s with a nominal deviation of 1.4 MPa
s, which in relative terms was 3% of the actual value. The pressure underestimation was attributed to
the presence of surface roughness and the absence of a full multi-scale surface microfeature domain.

(a) (b) 

Figure 16. Injection pressure at the injection location comparison from the simulation and actual value
for Cases 3 (a) and 4 (b).

3.5. Multi-Scale Simulation for Filling Time Prediction—Case 3

At the microscale, the surface features were fully replicated in both of the considered design
solutions. Specifically for Case 3, the restricted features under analysis were compared in terms of
filling time. A total of 250 intermediate results during filling were calculated to achieve a time resolution
of 0.8 ms. A filling time comparison from the top edge of the microfeature and corresponding bottom
polished surface at the same X coordinate was made for the three sections shown in Figure 13 intended
as left (L), central (C), and right (R). The results of filling time as function of the X coordinate (i.e.,
the flow length) are reported in Figure 17a–c. A comparison of residual filling time is then presented in
Figure 17d. As can be seen in Figures 12a and 17b, the orientation of the microstructures is orthogonal
with respect to the flow propagation direction (i.e., the flow front velocity vector main direction). As a
matter of fact, it can be seen that the melt flow was delayed when filling of the microfeatures occurred
(Figure 17a,b) in comparison to when the flow was filling the bottom flat (i.e., unstructured, surface,
see Figure 17c).

The delay followed a quadratic trend and was found for the two different and opposite sections of
the flow front. In contrast, at the center, the orientation of the microfeatures is oriented longitudinally
to the melt front, and as shown in Figure 17c, there is no induced delay of the filling time. The result
indicates that μIM simulation can be used to predict the influence of surface microstructure arrays
on melt front propagation. This result is an outcome of the continuity and conservation of linear
momentum, and differently from other studies [37–39], neglects the wall slip. This result leads to the
conclusion that surface microfeature arrays and their orientation affects the melt front propagation;
leading to an even greater need for fully-integrated multi-scale models to avoid inaccurate estimation
of velocity for a multi-step modeling approach. The mesh with a restricted portion of surface features
allowed finding a correlation between flow length and filling time of periodic microfeatures.
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(a) (b) 

 

(c) 

(d) 

Figure 17. Filling time comparison from the microfeature and bottom polished surface as a function of
the flow length for the right (a), left (b), and central (c) section of Case 3 with the summary difference of
filling time for each condition (d).

3.6. Multi-Scale Simulations for Microfeature Replication Prediction—Case 4

In Case 4, the multi-scale approach was employed for the evaluation of microfeature replication
during the molding process. The task was solved by performing injection molding of a short shot that
corresponded to a condition where a microfeature was partially replicated. The aim of this process
was to show a methodology that could be used to validate the simulation with the experimental
data. The evaluation of microfeatures was done experimentally by measuring shots using a laser
confocal microscope (LEXT OLS4100, Olympus, Tokyo, Japan). A cross-section of the sample image
was exported and considered as the reference profile. In a virtual environment, the simulated short
shot was measured after the extraction of the surface elements coordinates and sectioning along the
same axis. To do so, the filling results were exported in the (*.stl) format, and the surface nodal vertex
belonging to the cross-section in the medial axis of the specimen was sampled and plotted to find
the simulated profile of the microfeature. Two-time instances were considered for the comparison:
an initial case when half the microfeature was filled corresponding to a short shot, as shown in
Figure 18a,c, and for full replication, as shown in Figure 18b,d. The shot was sampled at the same
injection screw displacement (16 mm) at a simulated time of 0.485 s. The melt front propagation at
the mesoscale was compared between the simulation and the experiments by overlapping the top
view of the simulated filling step with an optical image of the parts obtained by stitching individual
confocal microscope color image acquisitions. For the full replicated part, the same validation at the
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mesoscale was conducted. Parts were analyzed comparing the flow front final length and injection
stroke (28 mm) at an injection time of 0.752 s. At the microscale, the feature on the short shots had
different height values in terms of peak-to-valley measurements. The simulated feature height was
79 ± 10 μm and the measurements on the molded feature led to 56.9 ± 4.7 μm. The simulated value for
the full replication step was equal to the nominal dimension 185.0 ± 10 μm (i.e., 100% replication),
while the actual value was in fact 169.0 ± 4.7 μm (i.e., 91% replication). The tip radius of the measured
feature (55 μm) was a combination of both the actual mold finite edge, which for the metrological
limitation and implementation on the full scale of the simulation model were not included, and the
replication factor of the molding process.

(a) (b) 

 
(c) (d) 
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Figure 18. Filling volume comparison from the actual and simulated values for a short shot at meso-
(a) and microscale (c), and full replication for the meso- (b) and microscale (d).

4. Conclusions

The current work has shown the current state-of-the-art in the use of μIM simulation capabilities.
In the study, the progress of multi-scale methods against multi-step approaches was further explained
by use cases for single three-dimensional microparts and parts embedding surface microstructures.
From the experimental analysis and the corresponding simulation validation conducted on these cases,
the following conclusions can be obtained:

• Process simulation requires geometrical calibration of the domain by measuring the effective
feature size on the mold insert and feeding this value to the simulation boundary condition.

• μIM process simulation can be used for the optimization of single-part production with a 1 mm
feature dimension at a 10 μm accuracy level.

• μIM process simulation can be used in the prediction of the factors most affecting flash formation in
single micropart production. The punctual estimation of the flash area requires further calibration
of the model geometry and a venting flow volume has to be included in the part design.

• Virtual design of experiments using simulations is an effective digital optimization tool that has the
capability to indicate the effect of μIM process parameters on micro-molded part characteristics.
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• For parts featuring microfeatures, two methods were proposed for the modeling of complex
microstructure arrays: (1) feature restriction and (2) feature refinement.

• The feature restriction approach allowed us to model the filling time delay from the flat polished
and microstructured side of the cavity, allowing us to predict the influence of feature orientation
on the melt front propagation.

• Feature refinement allowed us to punctually investigate the replication development of a single
microfeature. Through combined meso- and micro-dimensional scale comparison, a multi-scale
validation approach was proposed.
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Abstract: Microstructures on metal surfaces with diameters of tens to hundreds of micrometers and
depths of several micrometers to tens of micrometers can improve the performance of engineering
parts. Air-shielding electrochemical micromachining (AS-EMM) is a promising method for fabricating
these microstructures, owing to its advantage of high efficient and better localization. However,
the machining performance is often influenced by the machining or nonmachining parameters
in AS-EMM. In order to get a better machining result in AS-EMM, the optimization of AS-EMM,
including nozzle inclination and process parameters, was studied in this paper. Firstly, nozzle
inclination was optimized by the different selected air incidence angles (θ) in simulation, and θ = π/4
was advised. Then, the grey relational analysis based on the orthogonal test method was used to
analyze the grey relational grade for parameters and obtain the optimal parameter combination, i.e.,
at electrolyte velocity 5.5 m/s, gas velocity 160 m/s, and voltage 8 V. Finally, the optimization result
was verified experimentally.

Keywords: air-shielding electrochemical micro-machining; nozzle design; flow field; grey relational
analysis; optimization

1. Introduction

Modern tribology [1,2], aerodynamics [3], and bionics [4] all confirm that metal surfaces with
morphologies comprising microstructures of tens to hundreds of microns across can significantly
improve equipment performance; for example, reducing friction, wear, and frictional resistance,
improving stiffness, and via the removal of undesirable surface adhesion properties and seizures.
Devaiah et al. [5] investigated the effect of a micropit on cutting performance of tools and found that it
reduced the cutting force of tools and changed chip shape. Li et al. [6] filled the micropits with MnS2

powder with different incidence rates, and found that the fraction coefficient decreased from 0.18 to
0.1, and the wear decreased. Xiao et al. [7] mentioned that dimples in mechanical seals could enhance
heat transfer by increasing the solid–fluid contact area and mixing, thus reducing the seal’s interface
temperature by about 10%. Djamaï [8] found that thermo-hydrodynamic mechanical-face seals, which
were equipped with a notched rotating face, were efficient to reduce friction. Zhuang et al. [9] studied
microstructure heat exchangers with different forms of microstructures and different aspect ratios and
found that the heat transfer performance improved with the increase of aspect ratio of microstructures.

Much attention has been paid to the manufacturing of textures on metals, and Electrochemical
machining (ECM) is one of the nontraditional methods to machine materials into complex shapes with
high precision. In ECM, the material was removed by electrolysis. Compared with other microstructure
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machining methods, ECM has advantages of no mechanical or thermal stress, no burrs or distortion
of features [10], high surface quality, and high material removal rate (MRR), regardless of material
hardness. It has many applications, one of which is electrochemical jet machining (EJM). EJM can
control an electrolyte jet with a high velocity, concentrating on the local range for ejecting the electrolyte
through a nozzle. Therefore, only the workpiece material exposed to the jet is removed by anodic
dissolution. It is widely used in the machining of microstructures due to its high localization, large
aspect ratio of machining morphology, and having no special requirements on tool shape. Liu et al. [11]
investigated abrasive composite EJM by adding a solid micro-abrasive into the electrolyte. The anode
dissolution and micro-abrasive erosion worked together to remove materials and improve the surface
texture processing efficiency. Kunieda et al. [12] proposed an EJM application using a flat electrolyte
jet, which offered a new idea for micromilling and electrochemical turning. Schubert et al. [13] applied
superimposing multidimensional motions to a fabricated 3D complex structure with spiral geometry
by EJM. Clare et al. [14] studied the influence of different parameters (jet angle, electrolyte, and current
density) on the machining morphology by using a nozzle that could change the jet angle and produced
complex structures with better precision. Hackert et al. [15] established a fluid dynamic model with
COMSOL Multiphysics to simulate the formation and change of the liquid beam, and demonstrated
the material removal process in EJM. Zhao et al. [16] established a multiphysics model to simulate
EJM on inclined planes and studied the distribution of current density under different jet angles
and workpiece configurations, and experimental verification was conducted to confirm the analysis.
To reduce the undercutting, Chen et al. [17] proposed a method of conductive mask EJM for generating
a micro-dimple. Speidel et al. [18] investigated different electrolytes for the purpose of enhancing
the effect of processing. However, in EJM, severe stray corrosion around the machining area with
opposite electrodes, which is caused by the hydraulic jump, would seriously affect the accuracy of
microstructures. To solve this problem, Wang et al. [19,20] proposed a new processing method of
air-shielding electrochemical micromachining (AS-EMM), which made a layer of compressed gas film
coat the liquid beam coaxially and control the electrolyte to focus precisely on the workpiece area
where the tool electrode was directly opposite.

Previous studies [19,20] have proved that AS-EMM can significantly reduce stray corrosion and
improve the surface processing quality. However, the optimization of the nozzle inclination and
machining parameters affecting the machining performance is essential. In this study, the nozzle was
firstly optimized in simulation, based on the different incidence angles. Then, Grey relational analysis
based on the orthogonal test method was used to develop a mathematical model for experimental
results, and the built model was used as the objective functions for the multi-objective optimization.
The process parameters were optimized to get the better performance of surface roughness and the
micro pit’s aspect ratio. Finally, the optimization result was verified experimentally.

2. Schematic of the Air-Shielding Electrochemical Micromachining (AS-EMM)

The schematic of AS-EMM is shown in Figure 1. The experimental configuration includes the
machining tool, the control system (computer), the electrolyte recycle system, an air pump, power
supply, and a nozzle. The air pump and electrolyte recycle system provide gas and electrolyte in the
interelectrode gap (IEG) with a certain amount of pressure, respectively. The machine tool is controlled
by the control system. The cathode is fixed in the spindle of the machine tool through the nozzle.
Material on the workpiece surface is eroded via the power supply when connected.
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Figure 1. Schematic of (a) air-shielding electrochemical micromachining (AS-EMM) experimental
set-up; (b) nozzle structure; (c) the flow field in interelectrode gap; (d) research zone.

3. Optimization of Air Incidence Angle

3.1. Model Description

In AS-EMM, nozzle inclination influences the flow field in the machining gap and then the
machined micro pits. The optimization of the nozzle was done in simulation. The numerical model
was created, and Fluent was employed to analyze the flow field characters. Due to the axis symmetry,
the model was built as in Figure 2. There were 30,854 triangle units in total in this model. Considering
the electrolyte and air in the machining gap, the mixture model was selected. The inlets’ boundary
condition for air and the electrolyte were 0.15 MPa and 0.1 MPa, respectively. The initial outlet pressure
was 0 MPa. The distance from the outlet of electrolyte to the workpiece surface is 5 mm. The effect of
the compressed air incidence angle on air void fraction and velocity in the flow field was investigated.
In AS-EMM, lower air fraction in the machining area can improve conductivity of flow, so that the MRR
is improved. Higher velocity of the electrolyte is helpful for removing the products in machining and
updating the electrolyte, which can improve machining localization and MRR. As a result, the specific
air incidence angle leads to lower air void fraction, and a higher flow velocity is required in simulation.

Inlet (NaNO3) Inlet (air)

X

Y

Outlet (Pressure)

Symmetry
axis

Workpiece surface 

Figure 2. The structure model in the flow field.
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3.2. Effects of Compressed Air Incidence Angle on Void Fraction (Air) in the Flow Field

Figure 3 shows the contours of void fraction (air) in the flow field by simulation at different
incidence angles (θ) of compressed air. Blue and red colors represent the electrolyte and air, respectively.
The cloud charts indicate that the electrolyte beam flowing into the machining gap was confined and
becomes thinner with the decrease of the incidence angle (θ). Even, under the condition of θ = π/6, the
electrolyte beam disappears and becomes a mixture of electrolyte and air. That means that more air
flows into the electrolyte beam and forms a mixed flow field to spray to the workpiece surface. In the
machining process, more energy was expected to focus on the region where the material was removed.
If there is more air mixing into the electrolyte, the void fraction of air would increase, which would
lower the conductivity of the electrolyte, and so MRR decreases.

Figure 3. Contours of void fraction (air) in flow field by simulation at different incidence angles (θ):
(a) No compressed air; (b) θ = π/2; (c) θ = π/3; (d) θ = π/4; (e) θ = π/6.

In order to obtain the value of the void fraction of air in the flow field, the data (Y = 4, 0 < X < 2)
were extracted (see Figure 4) from the simulation model. The curve denotes that the void fraction

66



Micromachines 2019, 10, 846

of air increases, surrounding the symmetry Y axis, with the decrease of the incidence angle. When
the incidence angle is larger than π/4, the focused effect is limited. However, under the condition of
θ = π/6, there is no pure electrolyte at the bottom of the cathode electrode. The electrolyte is a mixture
of NaNO3 and air, and this would lead to low MRR, which was not expected in the experiments.
Therefore, based on the discussions above, the air incidence angle of θ = π/4 was advised.
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Figure 4. The extracted void fraction (air) (Y = 4, 0 < X < 2) at different incidence angles.

3.3. Effects of Compressed Air Incidence Angle on Velocity in the Flow Field

In EMM, the products (sludge, gas, and heat) in the machining gap should be removed at a
certain electrolyte velocity. Timely renewal of the electrolyte can improve the machining speed and
stability. It is also very important to remove the machining products and renew the electrolyte in the
machining gap in AS-EMM. Figure 5 shows the contours of velocity in IEG by simulation at different
incidence angles (θ). It can be seen that the NaNO3 solution was shielded more with the decrease of
the incidence angle. The velocity along the Y axis varies when the applied compressed air is different.
Figure 6 depicts the graphs of velocity along the Y axis (X = 0) at different incidence angles. It shows
that the velocity clearly increases with the decrease of incidence angle (θ) and it can be twice the
velocity without compressed air (see Figure 5d,e, θ = π/4 and π/6). The electrolyte would spray to
the workpiece surface (Y = 5) at a higher speed and this would enhance the electrolyte renewal and
discharge of the products. However, considering the void fraction of air, the smaller air incidence
angle is a disadvantage to material removal, and θ = π/4 is more appropriate.

Figure 5. Cont.
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Figure 5. The electrolyte flow velocity in the interelectrode gap (IEG) in simulation at different incidence
angles (θ): (a) No compressed air; (b) θ = π/2; (c) θ = π/3; (d) θ = π/4; (e) θ = π/6.
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Figure 6. Graphs of velocity along the Y axis (X = 0) at different incidence angles (θ).

4. Experimental Design and Machining Results

The optimization of the processing parameters was carried out based on the advised nozzle
inclination with the air incidence angle of π/4.

4.1. Design of Experiment

It was found that electrolyte velocity, gas velocity, and voltage had a great influence on machining
results according to the preliminary experiments. In order to get the optimum processing parameter
combination, an orthogonal test method was employed to design the experiments beforehand.
The orthogonal test method is a kind of experimental design method to study multifactors and
multilevels [21]. According to orthogonality, some representative points are selected from all
experiments. It can greatly reduce the duration of the experiment and help get enough data rapidly.
Therefore, a three-factor and four-level orthogonal experiment was design by Statistical Product and
Service Solution (SPSS). The factors including electrolyte velocity, gas velocity and voltage, and their
levels are shown in Table 1.

Table 1. Parameters and their levels.

Factors Symbol Unit
Levels

1 2 3 4

Electrolyte velocity A m/s 4 4.5 5 5.5
Gas velocity B m/s 0 80 120 160

Voltage C V 6 8 10 12
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4.2. Experimental Details

The experimental condition is shown in Table 2. SS304 stainless steel (Mucheng, Foshan, China)
and tungsten bar (Metalline, Luoyang, China) were selected as the workpiece material and tool material,
respectively. Experiments were done to study the relationship between the machining parameters,
including electrolyte velocity, gas velocity, and voltage, and the objectives, including the aspect ratio
and the roughness (Ra) of the micro pit. Aspect ratio can be defined as λ = H/D (H is the depth, and
D is the diameter of micro pit). The profiles of pit were measured by a 3D profilometer (Olympus
LEXT4500, Olympus, Tokyo, Japan). The roughness was measured by a surface roughness meter
(SJ-411, Mitutoyo, Kawasaki, Japan) and its uncertainty is less than 5%.

Table 2. Parameters of experiment.

Parameters Value

Machining gap 15 μm
Feed rate 60 μm·min−1

Electrode diameter 50 μm
Electrolyte concentration 10% NaNO3

Machining time 30 s
Duty ratio 50%
Frequency 100 kHz

Air incidence angle π/4

4.3. Experimental Results

Scanning electron microscope (SEM) photos of the micro pits processed in AS-EMM, based on the
conditions of Tables 1 and 2, are shown in Figure 7a–p. The measured data of aspect ratio and roughness
for the micro pits from Figure 7a–p are listed in Table 3 (No. 1–16). It can be seen that the micro pit size
and surface morphology processed by AS-EMM vary greatly under different experimental parameters.
The profile of the pit is not obvious when the voltage and electrolyte velocity are too small due to less
material removal (Figure 7a). However, excessive voltage and electrolyte velocity lead to large pit size,
serious stray corrosion, and reduced roughness, as shown in Figure 7i. The average detected aspect
ratio and the roughness obtained with 5 points at different parameters are listed in Table 3.

(a) (b) (c) (d)

(e) (f) (g) (h)

200 m 200 m 200 m

200 m200 m200 m200 m

200 m

Figure 7. Cont.
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(i) (j) (k) (l)

(m) (n) (o) (p)
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200 m 200 m 200 m 200 m

Figure 7. Morphology of machining results.

Table 3. The detected machining results.

Exp. No A B C λ Ra/μm Exp. No A B C λ Ra/μm

1 1 1 1 0.064 0.116 9 3 1 3 0.176 0.113
2 1 2 2 0.099 0.121 10 3 2 4 0.190 0.167
3 1 3 3 0.184 0.128 11 3 3 1 0.132 0.139
4 1 4 4 0.174 0.152 12 3 4 2 0.219 0.081
5 2 1 2 0.140 0.139 13 4 1 4 0.215 0.187
6 2 2 1 0.126 0.097 14 4 2 3 0.196 0.159
7 2 3 4 0.188 0.138 15 4 3 2 0.204 0.072
8 2 4 3 0.201 0.136 16 4 4 1 0.181 0.043

5. Optimization of the Processing Parameters

The grey relational analysis is a method that can be applied to get the relationship between
groups of data [22] and is fundamentally a simple and straightforward multicriteria decision-making
technique [23]. To reduce errors caused by information asymmetry and better show influence of different
parameters on machining results, grey relational analysis is introduced to determine the optimal
parameters combination by analyzing the grey relational grade between parameters and responses.

5.1. Data Preprocessing

The grey relational analysis is based on the calculating the gray relational grade. It can be
calculated according to the original processing results and then its relational coefficient can be
computed. To simplify, it is necessary to make the original data dimensionless in units and orders of
magnitude before calculating the grey relational grade.

The original sequence of 16 experimental results is set as xi(k), i = 1, 2 . . . . . . , 16; k = 1, 2.
Where i is the experimental sequence number, k = 1 represents the aspect ratio, and k = 2 represents

the roughness.
As for the aspect ratio, in ECM, the larger the aspect ratio of pits is, the better localized the removal

of the material is. Therefore, the pretreatment formula of aspect ratio is as follows:

x∗i (k) =
xi(k) −minxi(k)

maxxi(k) −minxi(k)
(1)
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For surface roughness, the lower the machined surface roughness value is, the better the machining
quality is. Therefore, the pretreatment formula of surface roughness is as follows:

x∗i (k) =
maxxi(k) − xi(k)

maxxi(k) −minxi(k)
(2)

In Equations (1) and (2), xi(k),x∗i (k), maxxi(k), and minxi(k) are the original sequence number, the
sequence after data preprocessing, the maximum value, and minimum value in the original sequence,
respectively. The dimensionless experimental results are shown in Table 4.

Table 4. Dimensionless experimental results.

Exp. No
Reference Sequence

Exp. No
Reference Sequence

λ Ra λ Ra

1 0.000 0.493 9 0.724 0.514
2 0.225 0.458 10 0.811 0.139
3 0.772 0.410 11 0.438 0.333
4 0.711 0.243 12 1.000 0.736
5 0.491 0.333 13 0.977 0.000
6 0.397 0.625 14 0.853 0.194
7 0.797 0.340 15 0.901 0.799
8 0.886 0.354 16 0.752 1.000

5.2. Correlation Coefficient

According to Table 4, the grey relational coefficients of aspect ratio and surface roughness are
respectively obtained. The calculation formula can be described as

ζ(x0(k), x∗i (k)) =

min
i

min
k

∣∣∣∣∣x0(k) − x∗i (k)
∣∣∣∣∣+ρmax

i
max

k

∣∣∣∣∣x0(k) − x∗i (k)
∣∣∣∣∣∣∣∣∣∣x0(k) − x∗i (k)

∣∣∣∣∣+ρmax
i

max
k

∣∣∣∣∣x0(k) − x∗i (k)
∣∣∣∣∣

(3)

where ζ is the grey relational coefficient, ρ is distinguishing coefficient, which is usually 0.5, and∣∣∣x0(k) − x∗i (k)
∣∣∣ is the absolute difference between the expected sequence (expected value is 1) and the

sequence after data processing, where x0(k) = 1 (k = 1,2), min
i

min
k

∣∣∣∣∣x0(k) − x∗i (k)
∣∣∣∣∣ is the minimum value

of the absolute difference sequence, and max
i

max
k

∣∣∣∣∣x0(k) − x∗i (k)
∣∣∣∣∣ is the maximum value of the absolute

difference sequence.
The grey relational grade can be obtained by

γi =
1
N

n∑
k = 1

ζ(x0(k), x∗i (k)) (4)

where γi is the grey relational grade, and N is the number of performance characteristics.
The grey relational coefficient, grade of the aspect ratio, and roughness for each experiment were

calculated by Equations (3) and (4) and listed in Table 5. Larger grey relational grade means a closer
machining result to the desired value. From Table 5, the Exp. No. 12 has the highest grade 0.7887,
which means the optimum parameter combination for the best structure morphology is A3B4C2.
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Table 5. Grey relational coefficient and grey relational grade.

Exp. No
GRC

GRG Rank Exp. No
GRC

GRG Rank
λ Ra λ Ra

1 0.3333 0.4966 0.4149 16 9 0.6443 0.4286 0.5364 11
2 0.3920 0.4800 0.4360 15 10 0.7257 0.4513 0.5885 7
3 0.6864 0.4586 0.5725 8 11 0.4709 0.6145 0.5427 10
4 0.6340 0.3978 0.5159 12 12 1.0000 0.5774 0.7887 1
5 0.4954 0.4286 0.4620 14 13 0.9565 0.4977 0.7271 3
6 0.4534 0.5714 0.5124 13 14 0.7725 0.4777 0.6251 6
7 0.7115 0.4311 0.5713 9 15 0.8345 0.6341 0.7343 2
8 0.8145 0.4364 0.6254 5 16 0.6686 0.7294 0.6990 4

However, there are a total of 64 combinations in the three-factor and four-level experiments,
among which there may be a parameter combination whose grey relational grade is higher than that of
A3B4C2. Therefore, the influence of a single factor on the grey relational grade was calculated, which
is shown in Figure 8. Based on Figure 8, the optimal combination of grey relational grade, which has
the highest grade of each parameter, is A4B4C2, i.e., the electrolyte velocity is 5.5 m/s, the gas velocity
is 160 m/s, and the voltage is 8 V.
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0.4

0.5

0.6

0.7

0.8

M
ea

n 
gr

ey
 re

la
tio

na
l g

ra
de

Machining parameters

Figure 8. Mean grey relational grade of each parameter on machining results.

5.3. Experimental Verification

Verification experiments were carried out based on the optimum parameter combination of
electrolyte velocity of 5.5 m/s, gas velocity of 160 m/s, and voltage of 8 V. The machining result is
shown in Figure 9b. Figure 9 shows that the profile border of the machined pit by using the optimum
parameters was sharper than that obtained by using the parameters in group 12. Its aspect ratio and
roughness were 0.226 and 0.072, respectively, which is 3% higher and 11% lower than those of group
12. Verifying experiments denotes that the optimum parameters could be revised using the presented
grey relational analysis method to realize a better machining morphology.
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(a) (b)

200 m 200 m

Figure 9. Micro pits machined using parameter combination of (a) group 12 and (b) the optimum group.

6. Conclusions

AS-EMM method was verified to be vital for machining microstructures on metal surface with
high quality. In this paper, the nozzle inclination and machining parameters were optimized based on
simulation and experiment analysis. Some conclusions are as follows:

1. Simulation results indicated that the void fraction (air) and velocity in the flow field increased
with the decrease of nozzle inclination. According to the demonstrated model in this paper, the
most appropriate nozzle inclination was θ = π/4;

2. The optimal parameter combination for the multi-objective was A4B4C2; i.e., at 5.5 m/s electrolyte
velocity, 160 m/s gas velocity, and 8 V voltage, the micro pit with better performance in aspect
ratio and roughness could be processed at these conditions;

3. The proposed method makes a contribution to the improvement of quality of the micro pits in
AS-EMM. It is also effective for optimization of the structure design and machining parameters in
other machining methods.

Author Contributions: Conceptualization, M.W.; Methodology, M.W. and Y.S.; Software, Y.S.; Formal analysis,
Y.S., K.H. and X.X.; Investigation, K.H.; Data curation, Y.S. and G.C.; Writing—original draft preparation, M.W.
and Y.S.; Writing—review and editing, M.W. and Y.S.; Supervision, M.W.; Project administration, M.W.

Funding: This research was funded by (National Natural Science Foundation of China) grant numbers (51975532,
51475428) and (Natural Science Foundation of Zhejiang Province) grant numbers (LY19E050007).

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Kim, Y.W.; Lee, J.M.; Lee, I.; Lee, S.H.; Ko, L.S. Skin friction reduction in tubes with hydrophobically
structured surfaces. Int. J. Precis. Eng. Manuf. 2013, 14, 403–412. [CrossRef]

2. Huang, W.; Jiang, L.; Zhou, C.; Wang, X. The lubricant retaining effect of micro-dimples on the sliding surface
of PDMS. Tribol. Int. 2012, 52, 87–93. [CrossRef]

3. Zhang, S.; Ochiai, M.; Sunami, Y.; Hashimoto, H. Influence of microstructures on aerodynamic characteristics
for dragonfly wing in gliding flight. J. Bionic Eng. 2019, 16, 423–431. [CrossRef]

4. Bixler, G.D.; Bhushan, B. Bioinspired rice leaf and butterfly wing surface structures combining shark skin
and lotus effects. Soft Matter 2012, 8, 11271–11284. [CrossRef]

5. Devaiah, M.; Santhosh Kumar, S.; Srihari, T.; Rajasekharan, T. SiCp/Al2O3 ceramic matrix composites
prepared by directed oxidation of an aluminium alloy for wear resistance applications. Trans. Indian
Ceram. Soc. 2012, 71, 151–158. [CrossRef]

6. Li, J.; Xiong, D.; Dai, J.; Huang, Z.; Tyagi, R. Effect of surface laser texture on friction properties of nickel-based
composite. Tribol. Int. 2010, 43, 1193–1199. [CrossRef]

7. Xiao, N.; Khonsari, M.M. Thermal performance of mechanical seals with textured side-wall. Tribol. Int. 2012,
45, 1–7. [CrossRef]

73



Micromachines 2019, 10, 846

8. Djamaï, A.; Brunetière, N.; Tournerie, B. Numerical modeling of thermohydrodynamic mechanical face seals.
Tribol. Trans. 2010, 53, 414–425. [CrossRef]

9. Zhuang, J.; Hu, W.; Fan, Y.; Sun, J.; He, X.; Xu, H.; Wu, D. Fabrication and testing of metal/polymer
microstructure heat exchangers based on micro embossed molding method. Microsyst. Technol. 2019,
25, 381–388. [CrossRef]

10. Jain, V.K.; Sidpara, A.; Balasubramaniam, R.; Lodha, G.S.; Dhamgaye, V.P.; Shukla, R. Micromanufacturing:
A review—Part I. Proc. Inst. Mech. Eng. B-J. Eng. 2014, 228, 973–994. [CrossRef]

11. Liu, Z.; Nouraei, H.; Spelt, J.K.; Papini, M. Electrochemical slurry jet micro-machining of tungsten carbide
with a sodium chloride solution. Precis. Eng. 2015, 40, 189–198. [CrossRef]

12. Kunieda, M.; Mizugai, K.; Watanabe, S.; Shibuya, N.; Iwamoto, N. Electrochemical micromachining using
flat electrolyte jet. CIRP Ann. Manuf. Technol. 2011, 60, 251–254. [CrossRef]

13. Schubert, A.; Hackert-Oschätzchen, M.; Martin, A.; Winkler, S.; Kuhn, D.; Meichsner, G.; Zeidler, H.;
Edelmann, J. Generation of complex surfaces by superimposed multi-dimensional motion in electrochemical
machining. Procedia CIRP 2016, 42, 384–389. [CrossRef]

14. Clare, A.T.; Speidel, A.; Bisterov, I.; Jackson, A. Precision enhanced electrochemical jet processing. CIRP Ann.
2018, 67, 205–208. [CrossRef]

15. Hackert-Oschätzchen, M.; Paul, R.; Martin, A.; Meichsner, G.; Lehnert, N.; Schubert, A. Study on the dynamic
generation of the jet shape in jet electrochemical machining. J. Mater. Process. Technol. 2015, 223, 240–251.
[CrossRef]

16. Zhao, Y.H.; Masanori, K. Investigation on electrolyte jet machining of three-dimensional freeform surfaces.
Precis. Eng. 2019, 60, 42–53. [CrossRef]

17. Chen, X.L.; Dong, B.Y.; Zhang, C.Y.; Wu, M.; Guo, Z.N. Jet electrochemical machining of micro dimples with
conductive mask. J. Mater. Process. Technol. 2018, 257, 101–111. [CrossRef]

18. Speidel, A.; Mitchell-Smith, J.; Walsh, D.A.; Hirsch, M.; Clare, A.T. Electrolyte jet machining of titanium
alloys using novel electrolyte solutions. Procedia CIRP 2016, 42, 367–372. [CrossRef]

19. Wang, M.H.; Bao, Z.Y.; Qiu, G.Z.; Xu, X.F. Fabrication of micro-dimple arrays by AS-EMM and EMM. Int. J.
Adv. Manuf. Technol. 2017, 93, 787–797. [CrossRef]

20. Wang, M.H.; Tong, W.J.; Qiu, G.Z.; Xu, X.F.; Speidle, A.; Mitchell-Smith, J. Multiphysics study in air-shielding
electrochemical micromachining. J. Manuf. Process. 2019, 43, 124–135. [CrossRef]

21. Xia, S.; Lin, R.; Cui, X.; Shan, J. The application of orthogonal test method in the parameters optimization of
PEMFC under steady working condition. Int. J. Hydrogen Energy 2016, 41, 11380–11390. [CrossRef]

22. Malik, A.; Manna, A. Multi-response optimization of laser-assisted jet electrochemical machining parameters
based on gray relational analysis. J. Braz. Soc. Mech. Sci. Eng. 2018, 40, 148. [CrossRef]

23. Singh, T.; Patnaik, A.; Chauhan, R. Optimization of tribological properties of cement kiln dust-filled brake
pad using grey relation analysis. Mater. Des. 2016, 89, 1335–1342. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

74



micromachines

Article

Effects of Machining Errors on Optical Performance
of Optical Aspheric Components in Ultra-Precision
Diamond Turning

Yingchun Li 1, Yaoyao Zhang 1, Jieqiong Lin 1,* , Allen Yi 2 and Xiaoqin Zhou 3

1 School of Mechatronic Engineering, Changchun University of Technology, Changchun 130012, China;
chun04230525@126.com (Y.L.); 2201801055@stu.ccut.edu.cn (Y.Z.)

2 Department of Industrial, Welding and systems Engineering, Ohio State University, Columbus, OH 43210,
USA; yi.71@osu.edu

3 School of Mechanical and Aerospace Engineering, Jilin University, Changchun 130022, China;
xqzhou@jlu.edu.cn

* Correspondence: linjieqiong@ccut.edu.cn; Tel.: +86-137-5606-7918

Received: 6 February 2020; Accepted: 19 March 2020; Published: 23 March 2020

Abstract: Optical aspheric components are inevitably affected by various disturbances during their
precision machining, which reduces the actual machining accuracy and affects the optical performance
of components. In this paper, based on the theory of multi-body system, we established a machining
error model for optical aspheric surface machined by fast tool servo turning and analyzed the effect
of the geometric errors on the machining accuracy of optical aspheric surface. We used the method of
ray tracing to analyze the effect of the surface form distortion caused by the machining error on the
optical performance, and identified the main machining errors according to the optical performance.
Finally, the aspheric surface was successfully applied to the design of optical lens components for an
aerial camera. Our research has a certain guiding significance for the identification and compensation
of machining errors of optical components.

Keywords: optical aspheric surface; fast tool serve (FTS); machining error; optical performance

1. Introduction

As a new type of optical surface, an optical aspheric surface has obvious advantages, including
correcting aberration, reducing the size and weight of the system, expanding the field of view,
compared with a traditional regular surface, and has become a core component of modern optical
systems [1–3]. In order to meet the actual optical performance of the components, it is necessary to rely
on high-precision machining. However, the processing of components will inevitably be affected by
various factors, such as geometric error, tool error, and thermal error [4,5]. All error components are
reflected on the surface of the workpiece through the kinematic chain of the machine tool, which causes
the form distortion of actual machined surface and affects optical performance of the components [6].
Therefore, in order to improve the machining accuracy of aspheric components, it is necessary to
perform an error analysis on the machining process.

Usually, the geometric error is a basic factor influencing the machining accuracy [7]. Leete [8],
based on trigonometric relationship, established a geometric error model for a three-axis computer
numerical control (CNC) machine tools. Based on the assumption of rigid body motion and small angle
error, Ferreira [9] proposed an analytical model for the prediction of geometric error of a three-axis
machine tool. Okafor [10] used homogeneous transformation matrix (HTM) to model and analyze the
geometric error and thermal error of the vertical three-axis machining center. Lamikiz et al. [11] used
Denavit–Hartenberg (D–H) convention to model the geometric error of the machining center. Based
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on the theory of multi-body system (MBS), Kong et al. [12] established a volumetric error model for
ultra-precision machine tools. In addition, some scholars use neural network theory and stream of
variation theory to analyze machine tool errors [13,14].

Due to the existence of geometric error of machine tool, the form distortion will occur on the
surface of the workpiece being machined. The sensitivity of the geometric errors’ effect on form error
is different for machining surface, so the compensation of the errors with high sensitivity is more
effective [15]. Li et al. [16] used the matrix differential method to study the effect of geometric error
on machining accuracy. Cheng et al. [17] identified main geometric errors for a multi-axis machine
tool based on the MBS theory. Note that in previous studies, the evaluation of machining quality of
components only relies on geometric form. However, as an applied device, the processing of optical
aspheric components should meet the needs of optical applications [18].

The main evaluation parameters of optical performance for optical surfaces include wavefront
aberration [19,20], modulation transfer function (MTF) [21], point spread function (PSF) [22] and power
spectral density (PSD) [23,24], etc. As a comprehensive index, wavefront aberration can transform
with other evaluation parameters [18], so the evaluation parameter based on wavefront aberration was
applied in this paper to study the influence of machining errors.

In this paper, based on the mothed of creating optical aspheric components by FTS turning,
we studied the geometric error modeling of the machine tool, the modeling of three-dimensional
topography for machined surface, and the evaluation modeling of optical performance. The aim of this
paper was to establish the relationship between the geometric error of machine tool and the form error
of machined surface and the optical performance of aspheric surface, and to realize the identification of
main machining errors based on optical performance, so as to guide the machining for optical aspheric
components with specific optical performance and promote the wide application of aspheric surface.

2. Volumetric Error Modeling

It is important for the analysis, separation and compensation of the machining errors to establish
the volumetric error model of the machine tool [25,26]. The schematic diagram of FTS turning system
is shown in Figure 1a. In the process of machining for aspheric surfaces, the tool reciprocates linearly
in the axial direction under the driving of the FTS, which can be viewed as a prismatic pair along
Z-direction. Therefore, the system includes three translational axes and one rotational axis, i.e., X axis,
Z axis, FTS axis and C axis, respectively.

 

(a) (b) 

Figure 1. (a) Schematic diagram and (b) Kinematic chain diagram of the fast tool serve (FTS) turning system.

The number of error components depending on the number of axes of a particular machine. Since
each axis of the machine system has six degrees of freedom, it has six error components. From the
geometric errors analysis, it can be seen that the FTS turning system has 24 error components provided
by X-axis, Z-axis, C-axis and FTS-axis and 6 squareness errors. However, in order to simplify the error
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model, only the squareness error between X-axis and Z-axis were considered among the 6 squareness
errors. Table 1 shows the 26 geometric errors of the FTS turning system.

Table 1. Geometric error components of the fast tool serve (FTS) turning system.

Axis Error Terms

Axis X δxx, δxy, δxz, εxx, εxy, εxz
Axis Z δzx, δzy, δzz, εzx, εzy, εzz

Spindle (Axis C) δcx, δcy, δcz, εcx, εcy, εcz
Axis FTS δ f x, δ f y, δ f z, ε f x, ε f y, ε f z

Squareness error ηzx

δmn: Displacement errors; εmn: Angular error, where the first subscript refers to the motion axis, the second subscript
refers to the error direction or the rotation axis of angular error, ηzx: the squareness error between axis X and axis Z.

2.1. Transformation Matrix between Adjacent Bodies

The relative location and attitude between two bodies can be obtained through HTM based on
the MBS theory [27]. The topology of the FTS turning system is shown in Figure 1b, which includes a
tool branch form the machine bed to the cutting tool and a workpiece branch from the machine bed to
the workpiece.

When machining aspheric surfaces with FTS turning, the Z-axis carriage of machine tool is only
used to calibrate the initial position of the X-axis carriage and does not participate in the machining
motion. Therefore, the connection between the Z-axis carriage and the machine bed be regarded as
static, that the HTM T12 = I4×4 . Moreover, there is no relative movement between the tool and FTS,
that is T5

4 = I4×4 .
The misalignments between the X-axis carriage and the Z-axis carriage cause a small offset called

the squareness error ηzx . Therefore, the HTM T3
2 between the X-axis carriage and the Z-axis carriage

should take into account the effect of the squareness error ηzx .

T3
2 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 −εxz εxy

εxz

−εxy

0

1
εxx

0

−εxx

1
0

R− x + δxx

δxy

δxz − xηzx

1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (1)

where R represents the radius of the workpiece being machined and x represents the amount of
movement of the X-axis carriage during processing.

The FTS device is mounted on the X-axis carriage, and the tool holder coupled to it moves in the
Z-direction respect to the X-axis carriage. So the HTM T4

3 from the X-axis carriage to the FTS can be
formulated as follows after considering the error components listed in Table 1.

T4
3 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 −ε fz ε f y δ f x
ε fz 1 −ε f x δ f y
−ε f y ε f x 1 S− z f + δ f z

0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (2)

where S represents the surface Sag value of the optical aspheric component being machined; z f
represents the amount of movement of the tool holder in the Z direction during the processing.
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In practice, the actual rotation center of the spindle will shift from the nominal rotation center.
When the spindle rotates θ angle relative to the bed, the HTM T6

1 between them can be represented as
Equation (3) with the assumption of small angle approximation.

T6
1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
cosθ− εczsinθ −sinθ− εczcosθ εcycosθ+ εcxsinθ δcxcosθ− δcysinθ
sinθ+ εczcosθ cosθ− εczsinθ εcysinθ− εcxcosθ δcycosθ+ δcxsinθ

−εcy εcx 1 δcz

0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (3)

Since the workpiece is fixed on the spindle, the HTM T7
6 from the workpiece to the spindle is also

a unitary matrix, that is, T7
6 = I4×4 .

2.2. Integrated Volumetric Errors Model

The process of developing the integrated errors model mainly aims to obtain the relative
displacement error between the cutting tool and the workpiece in the turning process [28]. Assume
that the cutting tool tip position in tool coordinate system (TCS) is as follows.

Pt = [xt, yt, zt, 1]T (4)

Then, the cutting tool position in the workpiece coordinate system (WCS) can be formulated as

Pw =
(
7
1T
)−15

1TPt (5)

where
7
1T = 6

1T7
6T (6)

5
1T = 2

1T3
2T4

3T5
4T (7)

Under ideal conditions, all the errors in Table 1 are equal to zero. Combining the Equations (6)
and (7), the ideal form-shaping function (the ideal cutting tool position in the WCS) can be expressed
as Equation (8):

Pw0 =
(
7
1T0
)−1(5

1T0
)
Pt

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
cosθ −sinθ 0 0
sinθ cosθ 0 0

0 0 1 0
0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

−1⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 R− x
0 1 0 0
0 0 1 0
0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 S−Z f
0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
xt

yt

zt

1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(8)

In the actual machining process, the cutting tool point is the combination of the ideal cutting tool
point and the error motion [29]. Therefore, considering the geometric error terms of machine tool in
Table 1, the actual shape-forming function (the actual cutting tool position in the WCS) is formulated
as Equation (9):
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Pw =
(
7
1T
)−1(5

1T
)
Pt =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
cosθ −sinθ 0 0
sinθ cosθ 0 0

0 0 1 0
0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 −εcz εcy δcx

εcz 1 −εcx δcy

−εcy εcx 1 δcz

0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

−1

=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 R− x
0 1 0 0
0 0 1 0
0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 −εxz εxy δxx

εxz 1 −εxx δxy

−εxy εxx 1 δxz + xηzx

0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 S−Z f
0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 −ε f z ε f y δ f x
ε f z 1 −ε f x δ f y
−ε f y ε f x 1 δ f z

0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
xt

yt

zt

1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(9)

Combining Equations (8) and (9), the volumetric error E of FTS turning system can be obtained.

E =
[
Ex, Ey, Ez, 1

]T
= Pw − Pw0 (10)

Finally, the position deviation of the cutting tool in the WCS can be expressed as follows (ignore
the higher-order terms):

Ex =
(
δ f x + δxx

)
cosθ+

(
δ f y + δxy

)
sinθ− εxx

(
S− z f

)
sinθ

+εxy
(
S− z f

)
cosθ+ εcz(x−R)sinθ− δcx − εcy

(
S− z f

)
Ey =

(
−δ f x − δxx

)
sinθ+

(
δ f y + δxy

)
cosθ− εxx

(
S− z f

)
cosθ

−εxy
(
S− z f

)
sinθ+ εcz(x−R)cosθ− δcy + εcx

(
S− z f

)
Ez =

(
δxz + δ f z − δcz

)
+ εcx(R− x)sinθ+ εcy(R− x)cosθ−Hzxx

(11)

3. The Influence of Machining Errors

According to the effect of the error components on the coordinate distortions [29], the error
components in Equation (11) are simplified to 11 errors as shown in Table 2. The influence of 11
simplified errors on the coordinate distortions is different.

Table 2. The simplified model of the machining errors.

Error Terms
Coordinate Distortion
in the X Direction Ex

Coordinate Distortion
in the Y Direction Ey

Coordinate Distortion
in the Z Direction Ez

δx = δ f x + δxx δx cosθ −δxsinθ 0
δy = δ f y + δxy δysinθ δycosθ 0

δz = δxz + δ f z − δcz 0 0 δz

εxx −εx
(
S− z f

)
sinθ −εx

(
S− z f

)
cosθ 0

εxy εy
(
S− z f

)
cosθ −εy

(
S− z f

)
sinθ 0

εcz εz(x−R)sinθ εz(x−R)cosθ 0
δcx −δcx 0 0
δcy 0 −δcy 0
εcx 0 εcx

(
S− z f

)
εcx(R− x)sinθ

εcy −εcy
(
S− z f

)
0 εcy(R− x)cosθ

Hzx 0 0 −Hzxx

These main error components should be considered in the machining and compensation process.
Therefore, 12 sets of simulation cases are constructed to study the influence of geometric error
components in the process of machining aspheric surface with FTS turning. Due to the distribution
trend of the coordinate distortions will not change with the change of error values, the position errors
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of machine tool are generally less than 0.001mm, and the angle errors are generally less than 0.001◦, so
all error values are set to 0.001mm (0.001

◦
) for simulation. The simulated plans are listed in Table 3.

Table 3. Simulation plans and error values.

Case
No.

δx
(mm)

δy
(mm)

δz
(mm)

εxx
(mm)

εxy
(mm)

εcz
(mm)

δcx
(mm)

δcy
(mm)

εcx
(mm)

εcy
(mm)

Hzx
(mm)

A 0.001 0 0 0 0 0 0 0 0 0 0
B 0 0.001 0 0 0 0 0 0 0 0 0
C 0 0 0.001 0 0 0 0 0 0 0 0
D 0 0 0 0.001 0 0 0 0 0 0 0
E 0 0 0 0 0.001 0 0 0 0 0 0
F 0 0 0 0 0 0.001 0 0 0 0 0
G 0 0 0 0 0 0 0.001 0 0 0 0
H 0 0 0 0 0 0 0 0.001 0 0 0
I 0 0 0 0 0 0 0 0 0.001 0 0
J 0 0 0 0 0 0 0 0 0 0.001 0
K 0 0 0 0 0 0 0 0 0 0 0.001
L 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001

3.1. Effect on Form Distortion

Due to the existence of the coordinate distortions in the X, Y and Z directions caused by the
machining errors, there is a form deviation between the actual (considering the error terms in Table 1)
surface and ideal (each error terms in Table 1 is 0) surface. According to the plans in Table 3, simulation
is performed using a toric surface to study the effect of machining error components on the form
distortion of optical aspheric surface. The toric surface is expressed as Equation (12).

z = Rb −
√(

Rb −Rd +
√

R2
d − ρ2sin2θ

)2
− ρ2cos2θ (12)

where Rb = 265 mm and Rd = 132.5 mm are set in this article.
In the simulation, the tool arc radius is set as r = 0.5 mm, the spindle speed is N = 500 r/mm

and the feed rate is set as af = 0.02 mm/r. Under ideal conditions, the turning surface topography is
shown in Figure 2a. The rotary asymmetry and bisymmetry characteristics of the toric surface can be
seen clearly, which is the desired surface under the Cartesian coordinate system.

 
 

(a) (b) 

Figure 2. Under ideal conditions, toric surface’s (a) Three-dimensional topography map of the machined
surface and (b) Wavefront map.

Under the actual machining situation, the existence of geometric errors of machining system
will affect the shape accuracy of the machined surface for components, and the influence of different
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geometric errors is also different. The main error components should be given priority in the processing
and compensation of components. Figure 2a shows the contribution of the machining error terms
to the form distortion by calculating the root mean square deviation (Sq) values of the form errors.
Among them, the form distortion data is obtained from the surface topography by wavelet analysis,
which only contains the low-frequency components.

Principal component analysis can be used to find the main error terms [28]. As can be from
Figure 3a, the contribution of error δz is significantly larger than that of other errors in the figure, which
is the main machining error term affecting the form accuracy.

(a) 

(b) 

Figure 3. The contribution of different error components: (a) To form distortion; (b) To wavefront increment.

3.2. Effect on Optical Performance

The form distortion of optical aspheric components will affect their own optical performance.
Wavefront aberration is the optical path difference between the actual wavefront and the ideal wavefront,
form which one can easily derive MTF, PSF, and other optical parameters [18,30]. In this paper, the
wavefront aberration was obtained by using the Zernike polynomials to fit the discrete data with the
same phase after the light is refracted (or reflected).

Figure 2b shows the wavefront map corresponding to the machined toric surface under the ideal
conditions. Under the actual machining situation, for aspheric surface, the form distortions caused
by different machining error components are different, and different form distortions will also cause
different aberrations. It has been proven that although the form distortions of the two surfaces had
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similar peak to valley (PV) values, their final optical performances were obviously different due to
the different distribution of the errors [26]. Therefore, the principal component analysis of machining
errors based on optical performance is performed in this paper.

The increment of wavefront aberration is the deviation of the wavefront under the condition with
error disturbances from that the wavefront under the ideal machining condition. As shown in Figure 3b,
the contribution of the geometric error components to the wavefront increment by calculating the Sq

values of the wavefront aberration increment. It can be seen from the figure that the contributions of
error Hzx and error εcy to wavefront increment are close to that of error δz , which are all the main
machining errors that affect the optical performance of the components. In combination with Figure 3a,
it can be concluded that the form distortions caused by the error Hzx and the error εcy will greatly
reduce the optical performance of the components compared with the form distortions caused by other
errors. Error Hzx , εcy , and δz are all the main machining error terms of toric surface created with
FTS turning.

3.3. Details of the Effect on Optical Performace

In this paper, since the wavefront was obtained by fitting using Zernike polynomials and Zernike
polynomials correspond to the primary aberrations, wavefront aberration is a comprehensive reflection
of multiple geometric aberrations. The size of Zernike fitting coefficients symbolizes the size of different
geometric aberrations. From Figure 3, it can be seen that the error components δz , Hzx and εcy are
the main machining error terms in the process of creating toric surface with FTS turning. Therefore,
the first nine items of the fitting coefficients of the wave surface under ideal condition and the wave
surface under cases C, J and K are listed in the Table 4 to further analyze the effect of machining errors
on optical performance.

Table 4. Zernike fitting coefficients of the wavefront of machined toric surface under different conditions.

Coefficient No. qi Ideal Coefficients
Actual Coefficients under the Influence of Different Errors

δz εcy Hzx

q1 0.017775607 0.177403762 0.17765288 0.180462849
q2 2.60 × 10-18 3.10 × 10−7 3.32 × 10−7 2.74 × 10−7

q3 −6.59 × 10−5 −0.002374094 −0.00244473 −0.002048713
q4 4.22 × 10−18 2.86 × 10−7 3.06 × 10−7 2.53 × 10−7

q5 0.311282774 0.34964832 0.35004824 0.3513772
q6 −0.148267872 −0.128465135 −0.128461443 −0.128424573
q7 4.33 × 10−18 −1.35 × 10−7 −1.38 × 10−7 −1.21 × 10−7

q8 9.10 × 10−18 2.51 × 10−7 2.41 × 10−7 2.25 × 10−7

q9 −1.28 × 10−5 −0.003751194 −0.003833412 −0.003912768

It can be seen from Table 4 that due to the influence of machining errors, the fitting coefficients
of the wavefront of the actual toric surface is larger than the ideal coefficients, that is, in the actual
machining process of the optical aspheric components, the existence of the geometric errors will
increase the wavefront aberration and the primary aberrations of the components and reduce the optical
performance of the optical components. In addition, by comparing the values of fitting coefficients of
Zernike polynomials under different conditions, it can be concluded that the variation of coefficients q5

and q6 is larger than that of other coefficients, which correspond to the focus and Y-astigmatism, that is,
the machining errors has the greatest impact on these two aberrations.

In order to further clarify the details of the influence on geometric aberration, a principal
component analysis was carried out to identify the main machining errors that affect the focus and
the Y-astigmatism of the optical aspheric surface. As shown in Figure 4, the maps of focus and
Y-astigmatism under the influence of three main machining errors of δz , Hzx and εcy , and Figure 5 is
the analysis of main machining errors affecting the two aberrations.
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 Focus Y-astigmatism 

 

  

 

  

 

  

Figure 4. The focus map and the Y-astigmatism map under the influence of errors δz , εcy and Hzx.

Figure 5. The contribution of three main error components δz , εcy and Hzx.

The following conclusions can be drawn from Figures 4 and 5.
(1) The machining error δz is not only the main contributor to the wavefront aberration, but also

the main contributor to focus and Y-astigmatism;
(2) According to the contribution to focus, the three machining errors can be sorted, δz > εcy > Hzx ,

but they have the same impact on the focus increment.
(3) The contributions of the three main machining errors to the Y-astigmatism and the increment

of Y-astigmatism all can be sorted, δz > εcy > Hzx .
(4) In the process of machining aspheric surface with FTS turning, we should first control and

compensate the geometric error component δz (δxz , Z-direction displacement error of X-axis; δ f z ,
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Z-direction displacement error of FTS-axis; δcz , Z-direction displacement error of spindle) of the lathe,
and then εcy (Y-direction angular error of spindle) and Hzx (the squareness error between the X and Z
axis).

4. Compensation for Main Machining Errors

The form quality and optical performance of the machined surface mainly depend on the main
machining errors. In Section 3, the main error components in the actual machining process of optical
aspheric surface with FTS turning are δz , Hzx and εcy . Therefore, in order to improve the quality of
machined surface, the main machining error components are compensated in this section.

In Equation (11), the position deviation of the cutting tool under the influence of the errors is
shown. It can be seen that the three main geometric error components mainly affect the Z coordinate,
and distortion values is also obtained. Error compensation requires that a value equal to the distortion
be superimposed in the direction opposite to the distortion direction, i.e., Ez . The identified machining
errors were compensated by modifying the tool path to improve the form equality and the optical
performance in this section. As shown in Figure 6a, the form error before compensation for the
machined toric surface, with a Sq value of 9.25 μm. The form error after compensation, with a Sq value
of 2.26 μm, is shown in Figure 6b. Compared to the form accuracy before compensation, the accuracy
is improved by 82.29%.

 
 

  

 
 

Figure 6. Form error of the machined toric surface: (a) before compensation; (b) after compensation.

Zernike polynomial coefficient corresponding to wavefront aberration before and after
compensation is shown in Table 5, and the coefficient after compensation is reduced. This reduction
in form error and Zernike coefficients proves the validity and effectiveness of improving optical
performance by only compensation the distortion of z-coordinate for cutting tool.

Table 5. Zernike coefficients for wavefront aberration before and after Z-coordinate distortion compensation.

Zernike Item Before Compensation After Compensation

q5 0.356139841 0.355403992
q6 −0.127976253 −0.127969512

5. Conclusions

Based on the theory of machining optical aspheric surface by FTS turning, the volumetric error
modeling and the influence of machining errors are studied in this paper. The effect of the geometric
errors on the form accuracy and optical performance is analyzed and simulated, which can make us
understand the machining errors effect law in nature. The main conclusions that can be drawn are
as follows:

84



Micromachines 2020, 11, 331

(1) The error components δz , εcy and Hzx , as the main machining errors, have an impact on the
form accuracy and optical performance of the optical aspheric components, and the contribution of the
error δz is the largest.

(2) The influence of three main machining error components on wavefront aberration is mainly
through increasing the focus and the Y-astigmatism of the optical aspheric surface.

(3) The three main error components affect the form accuracy of machined surface mainly by
causing z-coordinate distortion of cutting tool. In the actual process of machining with FTS turning,
the compensation in z coordinate of cutting tool will play an active in the form quality and optical
performance of the machined components.
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Abstract: Micro-injection moulding (μ-IM) is a fabrication method that is used to produce miniature
parts on a mass production scale. This work investigates how the process parameter settings result in
adiabatic heating from gas trapped and rapidly compressed within the mould cavity. The heating of
the resident air can result in the diesel effect within the cavity and this can degrade the polymer part
in production and lead to damage of the mould. The study uses Autodesk Moldflow to simulate
the process and identify accurate boundary conditions to be used in a gas law model to generate
an informed prediction of temperatures within the moulding cavity. The results are then compared
to physical experiments using the same processing parameters. Findings from the study show that
without venting extreme temperature conditions can be present during the filling stage of the process
and that venting solutions should be considered when using μ-IM.

Keywords: micro injection moulding; adiabatic heating; diesel effect; venting

1. Introduction

The demand for micro parts has significantly increased due to the ability of the Micro-injection
Moulding (μ-IM) manufacturing process to produce a wide variety of components [1,2]. Different
μ-IM machines are appearing within the market and these machines can now meet the high accuracy
and dimensional requirements demanded by the consumers [3,4]. There is an ever increasing demand
for the production of large quantities of micro parts and μ-IM can meet the technical requirements of
these products [5].

Previous studies in μ-IM have demonstrated that varying processing conditions such as mould
and melt temperature, injection speed and air evacuation in the mould cavity can all have an effect
on the resulting process outputs. A study by Griffiths et al., showed that that barrel temperature
and injection speed are the key factors that influence the aspect ratios of micro features replicated in
Polypropylene (PP) and Acrylonitrile butadiene styrene (ABS) [5]. Further studies have concluded
that in μ-IM a high melt and mould temperature along with high injection speeds are required to
enhance micro component replication fidelity [6–8]. Mönkkönen et al. found that in addition to the
polymer used the most influential parameters were the injection speed, melt temperature and holding
pressure [9], whereas others such as Shen et al., found that the most influential parameter was having
a mould temperature above the polymer glass transition temperature was optimum for consistent
replication of micro injected parts [10]. In a study by Yu et al., the quality of filling as a function of
distance from the gate concluded that cavities towards the end of the melt flow filled to a higher
yield [8]. The general consensus from the literature is that the high processing setting benefit the μ-IM
process [5–10]. Whereas the increase in the process setting of higher temperatures and injection speed
is often seen as an optimisation solution for μ-IM, it is clear that there are also negative effects to these
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process settings. In particular, an increase in the melt and mould temperature increases the process
cycle time as extra cooling time is required [5].

During the filling process, the polymer has a specific volume (V), which varies depending on
both the resultant pressure (P) and temperature (T). PVT data is used to represent the melt flows
compressibility and shows the functional dependence between the polymers volume, pressure and
temperature [11]. When cavity air temperature is kept at a constant heat for a given volume, the
temperature will only rise when the air is further compressed resulting in work performed on the
system. This increase in temperature is referred to as the adiabatic temperature and the whole
procedure is referred to as adiabatic heating. Furthermore, as the temperature is increased there is
an increase in the resulting pressure which will continue to increase the more it is compressed [12].
For the adiabatic heat process, the ideal gas law outlines the relationship between the air Pressure (P),
Volume (V), Temperature (T)and the number of moles (n) of an ideal gas. For an adiabatic process,
there is no heat transfer that takes place, meaning no heat is added or removed to the system. An ideal
gas has a given number of atoms in a specified volume and when this changes it inversely effects the
pressure and linearly the temperature. This is expressed in Equation (1) below where R is the value for
the universal gas constant.

PV = nRT (1)

where for an adiabatic process the final temperature T2 is given as:

T
2=T1(

V1
V2

)
γ−1 (2)

In addition, the final pressure P2 is given as:

P
2=P1(

V1
V2

)
γ (3)

where T1, P1 and V1 are the initial state values and T2, P2 and V2 are the final state values. γ is the
ratio of heat capacity at constant pressure (Cp) to heat capacity at constant volume (Cv) [13]. Air is a
diatomic gas made up of around 78% Nitrogen, 20% Oxygen, 0.9% Argon and the further 1.1% made
up of additional elements and has a specific heat ratio given as γ = 1.4 [13].

The adiabatic process can result in extremely high temperatures within the μ-IM mould, with the
potential to cause ignition of the compressed gases. This combustion is referred to as the diesel effect,
which can lead to damage of the mould cavity as well as degradation of the polymer part [7]. Like
the cycle of a diesel engine, the polymer is injected at high speed where it rapidly compresses the air
within the mould cavity, which in turns leads the temperature to adiabatically increase.

This high-pressure environment within a mould cavity combined with volatile gases chemically
released from the polymer can increase the likelihood of ignition as the auto ignition temperature of
the air and gas mixture is achieved. For ignition to occur, there must be a stoichiometric mixture of
oxygen and process gasses within the cavity [14]. Process issues due to the combustion in the mould
are typically burn marks, short shots, poor surface finish or a change in structural property of the
polymer [15]

During the μ-IM process failure to integrate air evacuation within the cycle has the potential to
introduce poor process control and damage the mould tooling [12]. When the polymer melt is injected
into the mould cavity, the flow front pushes the unvented air towards the end of the cavity causing it
to compress. This compression increases the air temperature significantly within the mould. It can
result in outgassing, decomposition of mould compounds or leave corrosive residue [12]. Within
conventional injection moulding, it is found that the resident air will be evacuated out of the mould
cavity through the mould parting line and coarse grain grinding of the surfaces can be used to facilitate
this [16]. Passive venting can also be provided with gaps machined at the parting line surfaces (usually
at the end of a flow front). These permissible vents allow air to escape without significant pressure
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build. Usually they are 1.5–2.5 mm wide and the vent depth depends on the polymer being processed.
PP, Polyamide (PA), Polyoxymethylene (POM), Polyethylene (PE) use a <15 μm depth vent and
Polystyrene (PS), ABS, Polycarbonate (PC), polymethylmethacrylate (PMMA) use a <30 μm depth
vent [16]. In addition to this, the pressurised flow front can push air into ejector pins. Venting pins can
be made if the pin is 20–50 μm smaller than the bore for a length of 300 μm [16].

Often the dimensions of these vents are larger than some micro parts, so macro venting design
rules do not easily translate to micro moulds. Yao and Kim identified that components manufactured
by μ-IM fall into one of the following two categories. Type A are components with overall sizes of
less than 1 mm while Type B have larger overall dimensions but incorporate micro features with sizes
typically smaller than 200 μm [17]. So it can be seen that due to scaling issues some of the rules for
macro venting solutions cannot be used in μ-IM. Ideally, the primary vent is present at the split line of
the mould faces but with high precision surface achieved when manufacturing moulds using micro
machining processes [18] there can be insufficient gaps between the split lines.

Currently, changes to the processing conditions and altering the injection locations and injection
speed profiles is used to prevent air traps but with very fast injection times this method has limitations.
Also, the majority of micro parts are considered to be ‘blind-holes’ where the air gets trapped and gets
compressed at high flow speeds and this cause resistance to the melt flow resulting in abnormalities
within the final part production such as uneven flow fronts [19].

To aid the evacuation of air from a mould cavity, vacuum venting has been introduced within
μ-IM tooling platforms. This feature aids in the counteracting pressure that is being produced by
the compressed air at the flow front which improves replication accuracy and process control [20].
Utilising vacuum venting results in the ability to reduce the flow resistance of the polymer melt that
would usually be effected by trapped air within the cavity or micro features [21]. In the study by
Lucchetta et al., the importance of ensuring that assisted venting does not reduce the temperature of
the mould surface was highlighted for temperature sensitive polymers [22].

This research will demonstrate the requirement for venting design solutions when considering
mass manufacture of polymer micro components. A micro test part will be produced using the μ-IM
process to establish if adiabatic heating will occur from gas trapped and rapidly compressed within
the mould cavity. In the methodology section, the Autodesk Moldflow (Autodesk, San Rafael, CA,
USA) setup for simulating part manufacture with varying processing parameters using the Design
of Experiments (DOE) method is shown. This is then followed by the application of an adiabatic
heating model using the boundary conditions established from the simulation to generate an informed
prediction of temperatures within the moulding cavity. Finally, the adiabatic heating and diesel
effect results are presented and compared to parts produced with the same process settings used in
the simulation.

2. Experimental Procedure

2.1. Part Design

For this study, a geometry (Figure 1) was used which is suitable for replication using a Battenfeld
Microsystem 50 μ-IM machine (Wittmann Battenfeld GmbH, Kottingbrunn, Austria). The geometry
had a constant thickness of 0.5 mm, a runner length of 40 mm and a final rectangular section measuring
15 mm × 5 mm. Each of the corners had a radius of 0.5 mm in order to reduce shear. The geometry had
an overall surface area of 249.75 mm2 and a volume of 47.61 mm3. The total flow length of the part
was 55.8 mm (Table 1).
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Figure 1. Test part geometry.

Table 1. Section dimensions for the test part.

Length L1 L2 L3 L4 L5

Distance (mm) 5 14.5 7.3 14 15

Length sum (mm) 5 19.5 26.8 40.8 55.8

2.2. Moldflow Simulation

In this study, the simulation software Autodesk Moldflow Insight 2018 was used. A study by Xie
et al. concluded that a 2.5D meshes such as the Moldflow dual domain mesh do not capture all effects
taking place [23]. Therefore, a full 3D meshwais used. Following preliminary mesh sensitivity analysis
an element size of 0.1 mm was used as illustrated in Figure 2.

 
Figure 2. Element size 0.1mm 3D (Fine mesh).

2.3. Materials

The material properties for PP and ABS are displayed in Table 2. Both materials are used
extensively within an industrial context [24].
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Table 2. Material properties of Polypropylene (PP) and Acrylonitrile butadiene styrene (ABS).

Description (PP) (ABS)

Family Name Polypropylenes (PP) Acrylonitrile Copolymers

Trade Name SABIC PP 56M10 MAGNUM 8434

Manufacturer SABIC Europe B.V. Trinseo EUR

Moldflow Viscosity Index VI(240)0087 VI(240)0212

Transition Temperature ◦C 150 50

Specific Heat Data

Temperature ◦C 240 240

Specific Heat (Cp) J/kg·◦C 2750 2032

Thermal Conductivity Data

Temperature ◦C 240 240

Thermal Conductivity W/m·◦C 0.18 0.152

Mechanical Properties

Elastic Modulus 1340 MPa 2240 MPa

Poisson Ratio 0.392 0.392

Shear Modulus 481.3 MPa 804.6 MPa

Environmental Impact

Resin ID code 5 7

Energy Usage Indicator 3 5

2.4. Boundary Conditions

The simulation boundary conditions and process settings were the same as those used when
processing PP and ABS on the Battenfeld 50 μ-IM machine. The mould geometry was set as solid
walls whilst the tooling material was P-20 tool steel. Table 3 below shows the mechanical and thermal
properties of the steel. One injection gate was used and is displayed in Figure 2. Table 4 illustrates the
process variables used for the simulation L9 DOE.

Table 3. Mechanical and thermal properties of P-20 tool steel.

Mould Specific Heat 460 J/Kg·◦C
Mould Thermal conductivity 29 W/m·◦C

Elastic Modulus 205,000 MPa

Poisson ratio 0.29

Table 4. Test parameters.

Test No.
Melt Temp (◦C) Mould Temp (◦C) Injection Speed (mm/s)

PP ABS PP ABS PP ABS

Test 1 220 220 20 40 200 200

Test 2 250 250 40 60 500 500

Test 3 270 280 60 80 800 800

Test 4 220 220 40 60 800 800

Test 5 250 250 60 80 200 200

Test 6 270 280 20 40 500 500

Test 7 220 220 60 80 500 500

Test 8 250 250 20 40 800 800

Test 9 270 280 40 60 200 200
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3. Results

3.1. Simulation

3.1.1. Moldflow Air Trap Results

Air traps are formed when the flow front of the polymer melt compresses air against the cavity
wall when there is insufficient venting in place. The simulations identify regions of the test part where
air is trapped and where there is potential for the diesel effect. For PP all nine tests successfully filled
the mould and all contain air traps on the end wall of the cavity. Figure 3 shows an air trap witnessed in
test one and this is a typical representation from all performed experiments. The result is informative
in that it shows the part and tool designer where potential part quality issues may arise due to gassing
and where vents need to be considered. When processing with ABS only three tests which utilised the
higher melt temperatures (Test 3, 6 and 9) achieved a completely filled cavity. For the filled parts the
air trap positions are similar to those observed for the PP simulations.

Figure 3. Air traps witnessed in Polypropylene (PP) simulations.

3.1.2. Moldflow PP and ABS Temperature Results

Figure 4 displays the resulting Flow Front Temperatures (Tff) reached in the simulations when
compared against the input Temperatures (Ti) detailed in Table 4. For both materials an increase in Tff
temperature from the Ti is observed. Test 4 had the largest increase in temperatures from the Ti. In
particular, for PP and ABS an increase in 8.13% and 19.5% respectively was witnessed.

Typically, polymers have an absolute maximum melt temperature. Any increase in this value
can result in degradation of the polymer. For the PP test 3 experiment, the absolute maximum melt
temperature for the material (280 ◦C) is exceeded by 2.6 ◦C due to a shear heating temperature in the
cavity. This means that this setting should be avoided and that there is also potential for increased
gassing from polymer degradation. For both materials it can be seen that the process window based
on the four factors has a large influence on the temperature of the polymer within the cavity and this
has the potential to influence the temperature of the resident air within the cavity.

3.1.3. Moldflow PP and ABS Shear Rate Results

In Figure 5, the simulation shear rate results for PP and ABS are presented. For both materials,
tests three, four and eight had the largest presence of shear within their cycles. These three tests utilised
the highest injection speed of 800 mm/s. In comparison tests one, five and nine achieved the lowest
presence of shear having been processed at the lowest injection speeds of 200 mm/s. The findings
demonstrate that the process parameters have a major influence on the resulting shear but importantly
no single test goes above the critical shear rate for PP (1 × 105 1/S) and ABS (5 × 104 1/S) [25]. The results
demonstrate the potential of shear to increase the temperature and contribute to the formation of
gasses within the moulding cavity.
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Figure 4. Comparison between Ti and Tff on filling for PP and Acrylonitrile butadiene styrene (ABS).

 

Test 1 Test 2 Test 3 Test 4 Test 5 Test 6 Test 7 Test 8 Test 9
PP 14,526 30,659 45,186 50,780 11,378 30,664 31,605 50,087 11,222
ABS 7287 25,180 42,265 31,520 8692 24,520 19,701 40,542 8534

5,000
10,000
15,000
20,000
25,000
30,000
35,000
40,000
45,000
50,000
55,000

Figure 5. Maximum shear rate for PP and ABS.

3.1.4. PP Analysis of Individual Tests

Further analysis has been performed using the results presented in Figure 4. In particular, test
three where the highest bulk and Tff have been observed. Bulk temperature is used, as it is too difficult
to display the temperature change of the polymer within one display as the temperature profile is
dynamic and changes with time, location and thickness during the injection process. It also represents
the energy transported through particular locations in which it has more physical significance than
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average temperature. The Tff value is obtained via the fill analysis within Moldflow and represents the
polymer temperature as it reaches a specified point. The original melt temperature Ti at the point of
injection for test three was 270 ◦C (Ti) and it increased to 286 ◦C (Tff) for the bulk temperature. Also,
the flow front temperature had an increase from 270 ◦C (Ti) to 282.6 ◦C (Tff). Within the Moldflow
analysis the largest region of temperature increase is within the runner of the moulded part where the
polymer is experiencing shear, then when it flows into the main cavity it starts to cool. Moldflow does
not account for adiabatic heating of the resident air within the model hence no further temperature
increases are observed. In reality the flow conditions within the mould presents an ideal environment
for the diesel effect to occur whereby the resident air would see a rapid rise in initial temperature
before adiabatically compressed.

3.1.5. ABS Analysis of Individual Tests

As with the comparison of the temperature results for PP, test three will be used as this has the
highest process parameter conditions and is the most likely test that would see the diesel effect occur.
The original melt temperature Ti at the point of injection was 280 ◦C (Ti) and it increased to 303.4 ◦C
(Tff) for the bulk temperature. Also, the flow front temperature increased from 280 ◦C (Ti) to 302.7 ◦C
(Tff). This temperature rise is the consequence of shear heating as observed in Figure 5.

3.2. Adiabatic Heating

3.2.1. Adiabatic Conditions for PP

As the Moldflow software does not account for compressional heat rise in the model, further
analysis is required to understand the temperature and shear rate simulation results. Using the results
of the Tff from Moldflow together with the ideal gas law for adiabatic heating (Equation (1)), it is
possible to estimate the temperature of the compressed air within the mould cavity. Figure 6 shows the
pressure conditions that lead to adiabatic heating occurring for both the PP and ABS polymers. It can
be seen that the pressure increases in accordance to the reduction of the volume within the mould
cavity. In particular of major relevance for μ-IM is that when the unfilled cavity volume is reduced
beyond 5 mm3 the pressure gradients are altered significantly and there is an exponential increase of
pressure in the mould cavity. This shows that without venting of the air within the cavity there is an
adiabatic process that is taking place, which can result in diesel effect occurring within the mould.

If the temperature of the resident air within the cavity is already equal to the mould temperature,
it can be expected that the resident air will heat up rapidly when in contact with the flow front
temperature. Without any venting, the rapid compression of this heated air during the filling process
will result in a diesel effect where temperatures within the mould will rise to above 1300 ◦C (Figure 7).
The model calculates that the resident air is compressed to around 0.5 mm3, which simulates an air
trap in the mould cavity. According to the ideal gas law the smaller the volume that is achieved under
compression the higher the final temperature and it is expected that combustion will occur before such
extreme temperatures are reached. At high temperature gassing has already occurred in which fumes
are released from the chemical properties of the polymers; this is potentially harmful to the mould and
localised etching can be expected. Ignition of the resident gas can take place above 357 ◦C, as this is the
flashpoint of PP as marked by the blue dashed line on the graph in Figure 7. Above this line the risk of
damage to the part and the mould remain high. As shown, combustion will occur when the resident
air is compressed to around 15 mm3. However, it can be seen that the air-gas mixture has the potential
to reach higher temperatures as the volume of air is reduced.
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Figure 6. Pressure increase when air is compressed in mould.

Figure 7. Adiabatic temperature increase when air is compressed in mould, PP.

The results in Figure 7 display extremely high temperatures that without adequate venting could
be experienced for all nine tests. This can cause extreme problems for the mould cavity itself. To

95



Micromachines 2020, 11, 358

demonstrate this, Figure 7 also displays a red horizontal dashed line indicating the melting temperature
of the P20 steel at 1426 ◦C. The continuous cyclic temperature rise and fall has the potential of causing
damage to the mould steel. The potential localised microstructure change could compromise the tooling
integrity as typically clamping forces for the mould can reach 50 kN [26]. Previous research studies
have demonstrated that venting has proven to reduce the resulting cavity pressure [27]. In addition,
studies have demonstrated that when processing PP above the recommended melt temperatures of
180 ◦C to 240 ◦C in non-vented moulds there can be severe chemical degradation within the polymer
part brought on by elevated temperatures [28].

3.2.2. Adiabatic Conditions for ABS

Similar to the results for PP, the ABS polymer also undergoes adiabatic heating according to the
ideal gas law. Assuming that the polymer Tff increases the resident air temperature, Figure 8 shows the
temperature profile when adiabatic heating occurs. All test results show a resulting cavity temperature
above 1300 ◦C. It is noted that the Tff received from the ABS results in a higher adiabatic temperature
increase when compared to PP. In Figure 8 the red dashed lines indicates the melt point temperature of
1426 ◦C for the P20 tool steel mould material [29]. With the addition of adiabatic temperature rises,
mould temperatures can exceed the auto ignition temperature of ABS which is between 500 ◦C and 575
◦C and represented by the blue dashed line in Figure 8. This demonstrates that without venting all
experiments can produce the diesel effect and lead to part and mould damage.

Figure 8. Adiabatic temperature increase when air is compressed in mould, ABS.

3.3. Comparison with Experimental Data

In order to validate the simulation results, the experimental work that Griffiths et al. presented is
used. This work uses the same part (Figure 1) and process settings (Table 4) used for the simulation
results. 180 test runs were performed and the part flow lengths of ten parts for each process combination
were measured. For the simulations the Moldflow measurement tool is used to measure the part flow
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length and it is calculated from the beginning of the runner to the end of the flow front. The physical
parts produced had irregular flow fronts so the difference between the highest and lowest portion of
the flow front was measured for each part.

It was found that the tests with the highest process parameters had the largest flow lengths
(Table 5) [30]. The experimental tests revealed that when comparing the two polymers, PP had the
highest average flow length for all nine of the tests conducted. Not all of the ABS parts filled so it
was not possible to produce a trapped air and diesel effect in the cavity, therefore these experiments
are not considered. For the PP physical experiments, tests three, six and nine had the highest melt
temperature and achieved the best filling results (Figure 9). Figure 9 also shows the end of fill images
imposed on the CAD model for test one, seven and three. Test three had the highest flow length and
this was achieved with high melt and mould temperatures and the highest injection speed of 800 mm/s.
This supports the simulation results, which show that these tests can reach the highest Tff (Figure 4).
However, the simulation could not show the trapped air pocket as the simulation assumes the mould
is fully vented and therefore no air is trapped.

Table 5. Flow lengths for tests of PP and ABS [30].

Test Number Flow Length PP (mm) Flow Length ABS (mm)

Test 1 47.2 32.6

Test 2 52 42.4

Test 3 54.7 45

Test 4 48.9 39.8

Test 5 52.8 32.5

Test 6 54.6 29.3

Test 7 49.7 32.8

Test 8 52.7 36.4

Test 9 54.1 33.1

Figure 9. PP flow lengths for physical Tests 1-9.

The adiabatic model used in this research proves that it is possible to produce a diesel effect if
the mould used does not have sufficient venting. The physical experiments also show that the diesel
effect is present. The PP results show that the experiment with the lowest flow length (Table 5) and the
lowest Tff (Figure 4) was test 1. It can be seen in Figure 10 that the part has a rounded flow front as
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expected for a part that is unfilled. Because the part is unfilled there is no possibility of an excessive
gas trap. For test three in Figure 9 there is clear evidence of a gas trap. This experiment has the highest
flow length and the highest Tff and as seen in the figure the flow front is uneven and uncharacteristic
of a normal flow front. On further inspection of test part from this experiment it can be seen that there
are gas pockets within the parts and there is evidence of polymer damage (Figure 11). The PP test
parts produced with a high melt temperature displayed signs of part damage due to the resident air
inside the cavity, this result confirms the high temperatures observed in the simulations.

 
Test 1 Test 3 

Figure 10. Flow fronts for test parts 1 and 3.

 

Figure 11. Test part 3 flow fronts with gas trapped within the parts.

4. Conclusions

This paper presents an investigation on the influence on μ-IM process parameter settings on
adiabatic heating from gas trapped and rapidly compressed within the mould cavity. In the study PP
and ABS polymers were processed with a range of different parameters to identify boundary conditions
for use within a gas law model. The model is then used to identify adiabatic conditions within the
mould cavity. The conclusions are as follows:

• Autodesk Moldflow simulations of an established part design can predict accurate temperature
distributions within the μ-IM process. These results can then be used to identify accurate boundary
conditions to be used in the gas law model to generate an informed prediction of temperature
increases within the moulding cavity.

• In a mould with limited venting, extreme temperature conditions can be present during the filling
stage of the process. The results show the maximum air temperature while processing PP can
exceed 1300 ◦C when the melt flow front temperatures are between 238–283 ◦C. When processing
ABS material the mould temperature can exceed 1400 ◦C when the melt flow front temperatures
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are above 270 ◦C. With such significant temperature increases it is highly likely that the polymer
parts will degrade and the tooling will experience damage with prolonged use.

• Further work should consider improving the model by the addition of the heat transfer rate of
the polymer flow front temperature to the resident air within the mould cavity. The influence of
different polymer gases during processing should also be considered for their contribution to the
diesel effect.

• The simulation of the factors that influence temperature together with the gas model highlight the
potential for adiabatic heating and the physical experiments show that gas traps and part damage
are experienced with combinations of process settings. The model shows extreme temperatures
within the cavity, the highest temperatures are unlikely to arise as there will always be some
natural venting. However, it also shows that with limited venting there is a temperature increase
that is detrimental to the process. Due to size limitations macro mould venting solutions cannot
always be considered for micro moulds and the findings highlight the need for designs that
consider novel venting and air evacuation solutions for improved part quality and tool life.
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Abstract: We present a novel fabrication technique of a miniaturized out-of-plane compliant
bistable mechanism (OBM) by microinjection molding (MM) and assembling. OBMs are mostly
in-plane monolithic devices containing delicate elastic elements fabricated in metal, plastic, or by a
microelectromechanical system (MEMS) process. The proposed technique is based on stacking two
out-of-plane V-beam structures obtained by mold fabrication and MM of thermoplastic polyacetal resin
(POM) and joining their centers and outer frames to construct a double V-beam structure. A copper
alloy mold insert was machined with the sectional dimensions of the V-beam cavities. Next, the insert
was re-machined to reduce dimensional errors caused by part shrinkage. The V-beam structure was
injection-molded at a high temperature. Gradually elongated short-shots were obtained by increasing
pressure, showing the symmetrical melt filling through the V-beam cavities. The as-molded structure
was buckled elastically by an external-force load but showed a monostable behavior because of a
higher unconstrained buckling mode. The double V-beam device assembled with two single-molded
structures shows clear bistability. The experimental force-displacement curve of the molded structure
is presented for examination. This work can potentially contribute to the fabrication of architected
materials with periodic assembly of the plastic bistable mechanism for diverse functionalities, such as
energy absorption and shape morphing.

Keywords: bistable mechanism; V-beam structure; compliant mechanism; microinjection molding;
out-of-plane

1. Introduction

Bistable mechanisms (BMs) are defined as mechanical systems that exhibit two stable states
in two different positions [1,2]. A movable structure in BMs switches quickly from one position
to another when a force is exerted beyond a threshold value and keeps a stable state even under
small environmental disturbances without an external power. Due to their unique force-displacement
behavior, BMs have been used for diverse applications such as switches, latches, valves, clamps,
actuators, robotics, and energy harvesting [3–8].

Unlike the traditional latch-lock, a compliant mechanism produces bistability by storing and
releasing strain energy from its flexible structural members during movement. In many microsystems,
a compliant bistable (CB) mechanism has been widely used because devices are easily fabricated in
monolithic form with no conventional mechanical elements to be assembled, such as bearing, pin and
spring. The simplest elastic-buckling CB structure is a bent beam or plate created by simply holding a
business card between two fingers and folding it. It snaps laterally and stays this way after applying
an external force to its surface.

To create this buckling behavior on a small-scale structure, the axial load necessary may result
from the fabrication process residual stress or from direct compression of the corresponding beam with
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a come drive or electrothermal actuator conveniently placed on it [9,10]. A more simplified method to
obtain buckling motion without residual stress and stress loading is to use double curved or V-shaped
beams clamped together at their centers [11–13].

In microsystems, BMs use mainly silicon-based materials, bringing benefits such as compliant
structure precision, process reproducibility, and high mechanical strength. However, silicon materials,
as compared to polymer and metal, suffer from compliant-motion limited displacement due to their
small yield strain (Ratio of strength to Young’s modulus). Metal offers good properties to BMs for its
strength and toughness. However, it has limited miniaturization and a high manufacturing cost, the
latter due to elaborate fabrication processes such as wire electric discharge machining (WEDM) and
precision cutting. On the other hand, MEMS fabrication, using metal and silicon materials, need a
complex process to produce three-dimensional structures [14,15].

Plastic is a good candidate for compliant mechanisms (CMs) including bistable systems due to
its flexibility and cost effectiveness. Its yield strain is in the order of 5% to 10%, higher than that of
metal, silicon, and ceramics (in metals it is close to 0.1% [16]). Although plastic is less resistant and its
behavior unpredictable, it is essentially useful for structures with low stiffness and large displacement.

An injection molding process (IM) can offer the freedom to create three-dimensional structures
WEDM and MEMS cannot provide; it offers mass production at a relatively low cost, making it suitable
for micro-CMs. Nevertheless, there are typical problems with monolithic CMs injection molding. It is
a challenge to apply it to an elastic member like a slender beam, as the small cavity thickness caused
by short shot causes the quick cooling of the molten polymer. This is common in the MM process
for various high precision micro-components such as micro-gear, microfluidic devices, and microlens
arrays [17,18]. For more than ten years, there has been a growing interest in MM, especially on the
influence of replication-fidelity process parameters such as melting and molding temperature, injection
speed and holding pressure. High settings of these parameters generally give a positive effect on the
replication of micro-features. In addition, the influence degree of key parameters could depend on
part layout, materials, and mold roughness and coating features [19–22].

Plastic micro-cantilever beams have been injection-molded into micro-chemical and biomedical
sensors, atomic force microscopes, and micro-springs. Injection molding of micro-cantilever or
micro-bridge structures were the subject of several studies that seek to understand the mechanism
of microinjection molding [23–28]. A few of those reveal a high length-to-thickness ratio in beam
structures in the order of tens or even over a hundred. This is possible using a mold temperature
controller that switches to a high setting in a melt-filling stage and to low in a cooling one. Except for a
micro-cantilever, there has been little research on good quality, high length-to-thickness ratio beams for
specific function; that is, fabrication and testing of compliant BMs using MM, and as far as the authors
know, it has hardly ever been researched.

In this study, stacking two single V-beam structures to construct the double V-beam structure
is proposed as a new method to produce OBMs. We first designed out-of-plane BMs using 150 μm
thick vertically inclined slender beams, forming V-shape structures. We examined the part layout
for IM success of a single V-beam structure and observed the force-displacement behavior of the
stacked double V-beam structure dimension through a finite element analysis (FEA). Then, IM was
used to create the designed single mechanisms and molding parameters were set to obtain parts
without defects, such as flashes and short shots. Dimensional errors caused by shrinkage were
compensated by re-machining mold inserts. Finally, two molded V-beam structures were stacked up to
construct a double V-beam device to produce bistable motion and testing was completed by measuring
force-displacement relationships for every molded part.
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2. Design of Double V-Beam Bistable Mechanism

2.1. Beam-Based Bistable Mechanisms (BM)

The V-beam BM was inspired by a stress-free, as-fabricated curved beam with an initial first
buckling-mode shape. Figure 1a shows the single cosine curved beam that was made rectilinear with
fixed ends. When a lateral force is applied, bistable motion is produced by post-buckling phenomena
and the beam takes the shape of the first deflection mode. In this single-curved beam, however, the
buckled beam in the first deflection mode moves back to its original shape when the lateral force is
removed. Qiu et al. presented two criteria for bistable motion to occur, based on the buckling mode
analysis of a curved beam: (1) the ratio of the curve height (apex height) to the beam thickness is large
and (2) the asymmetric second mode must be constrained because the force with the second mode acts
in the direction to original state of the beam [2]. To obtain stable bistability with a single-curved beam,
compressive internal stress needs to be induced. Generally, two or several parallel beams connected at
their centers are used to constrain the secondary mode and produce robust bistability, since adding
axial loads would complicate a system, as shown in Figure 1b. The straight parallel V-beam structure
in Figure 1c was manufactured using in-plane processes such as surface micromachining and WEDM.

Figure 1. Compliant bistable mechanisms: (a) First and second post-buckling states of a pre-compressed
beam; (b) curved parallel beams; (c) V-shaped parallel beams.

Fabrication of three-dimensional compliant members with force transfer and/or out-of-plane
displacement is generally challenging, especially in miniaturized devices, leading to the design of
complex 2.5D structures. Substrate out-of-plane BMs are very useful in various micro-systems. Beam
buckling and bimorph effect of in-plane structure multi-materials have been used for out-of-plane
motion, but in general, the creation of three-dimensional structure of at a micro level is quietly complex.

The V-beam bistable behavior can be expressed as the relationship between force and displacement,
as shown in Figure 2. The first stable point is when the force does not have an effect, and as it increases
to a maximum, it reaches the first critical-buckling force. After this point, we observe two different
behaviors. In a bistable system, over the negative stiffness region, the beam reaches a snap-through
point where the force starts to act opposite to the first stable point and quickly shifts to the second
bistable point, passing a minimum value, the second critical-buckling force. At the second bistable
point, the V-beam remains bent without the effect of an external force. In a non-bistable system, the
beam never reaches the negative force, even as the displacement increases. The beam moves back to
original position when the force is eliminated.
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Figure 2. Force-displacement relation of a V-beam structure.

Force-displacement modelling and the resulting bistability predictability of pre-shaped beam
structures were performed by the numerical solution for the differential equations of a post-buckling
beam as well as the buckling mode analysis which can consider multiple (symmetric and asymmetric)
buckling modes [2,12,13,15,29]. When the asymmetric mode can be constrained like in the double
V-beam structure, the non-linear static FEA is also used for the force-displacement behavior [30–33].

2.2. Design Consideration for Injection Molding (IM) of Single V-Beam and Bistability

In the design stage, moldability and bistability should be considered simultaneously for successful
fabrication. Essential features of compliant microsystem bodies are thin elastic beam segments.
While beam slenderness is required, the attainable thickness-to-length ratio is limited because
of its increased flow resistance of thermoplastic melt through cavities during a melt-filling stage.
Consequently, the molded structure needs to be designed based on realistic data. In the author’s
previous studies, a cantilever 50 μm thick and 2 mm long was made using a two-stage mold
containing a cavity of beams formed along the parting plane with thermoplastic polystyrene (PS) and
polyoxymethylene (POM) resin, using a mold temperature controller [23]. A longer beam could be
moldable, although severe flashes appeared unavoidably on its edge along the parting plane, and
low strength caused beam deformation during ejection. Beam thickness was set to 150 μm, and other
parameters such as length and V-beam inclined angles were determined from nonlinear FEA, which
evaluates the given structure and POM material force–displacement relationship (elastic modulus:
2570 MPa, yield strength: 62 MPa).

As described in Section 2.1, double centrally clamped beams are required with a high apex
height to bean thickness ratio to achieve the bistable snap-through behavior. However, direct injection
molding of double V-beams aligned in out-of-plane direction is considerably challenging because
undercuts appear between two beams, preventing their ejection from the mold. Therefore, we designed
a single V-beam structure as a molded part first and analyzed the force-displacement relation using
nonlinear structural static FEA (ANSYS workbench 19, ANSYS, Inc., Canonsburg, PA, USA) for two
single V-beams structures that were stacked and bonded into double V-beam structures.

Figure 3a shows a sectional drawing of a designed bistable structure. Two symmetrically inclined
beams of 5.2 mm long form a V-beam with a central shuttle. They connect to a rectangular main frame
1.5 mm thick through a 1-mm-long horizontal beam segment, including lower taper. The latter is for
smooth thermoplastic melt flow from thick to thin and to lower pressure loss and residual stress after
solidification. The beam width in the ground direction was designed with two values: 0.2 mm and
0.3 mm and was 0.15 mm thick. The whole BM consisted of three parallel V-beams having the same
center shuttle, fixed to the main frame (18.8 mm × 11.5 mm × 1.5 mm), as shown in Figure 3b.
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(a) (b) 

Figure 3. Design of single V-beam structures as mold part: (a) Cross section drawing; (b) 3D model.

Figure 4a presents a three-dimensional cross section of the two-stacked model shown in Figure 3b.
A connecting insert is placed between two center shuttles and put in bonded contact with the faces of
two center shuttles (the insert, the same POM as the structure here, is replaced with glue, as described
later in Section 4.2). Two main frames were also put in boned contact with each other. A half-symmetry
model of one double V-beam structure was built with the boundary conditions, as shown in Figure 4b.
Hexahedral meshing was applied to the model and the total number of elements were 8190 for the
0.3 mm wide V-beam model and 7410 for the 0.2 mm model, respectively. The displacement of 2.8 mm
was applied with 24 loading steps (0.02 mm successive increments to 0.2 mm, the 0.2 mm increments
up to 2.8 mm). The calculated displacement as a function of applied force for the designed BM with
three double V-beams is shown in Figure 4c. It is known that it has enough bistability.

 
(a) 

 
(b) (c) 

Figure 4. OBM based on V-beam structure stacking: (a) 3D sectional view; (b) FE model with boundary
conditions; (c) simulated static force-displacement curves.

3. Fabrication

3.1. Layout and Tooling

A melt delivery system was designed using a symmetric two-cavity layout, as shown in Figure 5,
considering the filling pattern of thermoplastic melt in mold cavities. Flow, cooling and solidification
different in melt delivery can cause non-uniform material properties of the molded part. Gates (width
2 mm, thickness 0.8 mm, land 1 mm) were placed at the center of the long side of the main frame so
that the beams on both sides of the center shuttle were subjected to the same conditions, as weld lines
are formed inside where the fronts of two melt flows meet.
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Figure 5. Melt delivery system.

The runner diameter is 4 mm and its length (from the sprue center to the gate) is 5.8 mm. An alloy
of beryllium copper was used for the unibody insert, containing the melt delivery system and the part
cavities, and fabricated using a high-speed milling machine. The parting line was created along the top
edge of the V-beam and the cavities formed in a movable sided mold insert that is shown in Figure 6.
Upper and lower cavities were for a 0.3 mm and a 0.2 mm wide beam, respectively.

Figure 6. Machined mold insert: (a) fixed side; (b) movable side.

A 3-D digital microscope (Keyence VHX-900F, Keyence Corporation, Osaka, Japan) was used
to measure the micro-cavities dimensions and the results are shown in Figure 7. The cavity sections
were close to trapezoidal form and the corners were round at the bottom edge, presumably caused
by tool deflection [28,29]. The beam cavities widths at the midpoints of the thickness were 330.5 μm
and 238.1 μm respectively, and their thicknesses about 144 μm and 142 μm. Even though dimensional
errors in beam cavities are directly associated to the molded beams and their stiffness, their effect is
negligible as the moment of inertia for each beam changes less than 3%. The surface roughness on the
cavity bottom is Rms 0.25 μm. The ejector pins contact four points on the rectangular frame and one
pin was pushed up the center shuttle.

 
(a) (b) 

Figure 7. Three dimensional digital microscope images of machined cavities for 0.3 mm (a) and 0.2 mm
(b) wide beam.
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3.2. Material and Injection Molding

The polymer material used in IM is a POM (Lucel N109, melt flow index: 9 g/10 min, supplied by
LG Chemistry, Seoul, Korea), the semi-crystalline engineering plastic. POM has been widely used in
MM research due to its processability, such as low viscosity and thermal stability. POM is also known
for its high-tensile strength, rigidity, high fatigue resistance, natural lubricity, and environmental
stability. An IM machine with a vertical single plunger and a diameter of 16 mm (LS-30, Canon
Electronics, Tokyo, Japan) was used. Its maximum injection speed is 75 mm/s and clamp force is 29 kN.

In order to fill the cavities completely through the melt delivery system in Figure 4, high settings
for injection speed and holding pressure are required. A fast mold temperature control is also
indispensable, in which heater rods and chilled air are applied into the mold insert of Figure 5 [23,26].

The process parameter values applied for a successfully molded BM are shown in Table 1.

Table 1. Parameter settings for complete filling.

Process Parameters Value

Injection speed (mm/s) 75
Injection pressure (MPa) 75
Pressure holding time (s) 4

Melt temperature (◦C) 220
Mold temperature (◦C) 130 (filling), 100 (ejecting)

Figure 8 shows the short shots obtained by increasing the injection pressure from 20 MPa to
65 MPa, filling the micro-cavity by the stagnant pressure in the main cavity. The left side of the
central sprue contains the micro-cavities of the 0.3 mm wide beam and the right side contains those
of the 0.2 mm wide beam. As shown in Figure 8a, filling begins in all micro-cavities on both sides
and its length increases symmetrically but slightly faster in the left side due to its higher width,
described in Figure 8b–d. Figure 8e shows the two-melt fronts meeting at the central shuttle in the
left-side cavity, but the weld lines are out of center in the right one, which might have been caused by
asymmetrical-cavity dimensional error. Such unbalanced filling gives rise to asymmetrical deformation
of the molded V-beam when a force acts on the center shuttle after.

Figure 8. Short shots obtained during melt filling stage, by increasing injection pressure with other
factors fixed (Injection pressure of (a) 20, (b) 25, (c) 30, (d) 45, (e) 55, and (f) 65 MPa).

Flash is a common defect in IM caused not only by an excessive cavity pressure over the nominal
clamping force, but plastic melt high flowability due to high mold or melt temperature. Especially
when molding a micro-beam, flash can easily occur under high settings of mold/melt temperature and
injection speed [24,27]. In our experiment, severe flash was encountered when the mold temperature
controller increased to 140 ◦C at filling, as shown in Figure 9. It formed even at 130 ◦C but this
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amount of flash did not adversely affect the deformation. To obtain a part with no defects, successful
molding condition should be set carefully because the range is very narrow between short shot and
flash occurrence.

  
(a) (b) 

Figure 9. Molded V-beam structures in good quality (a) and with flashes (b).

3.3. Shrinkage and Shape Error Compensation

The elimination of thermal shrinkage of molded parts during cooling and ejection is likely a
challenge even when melt fills completely the micro-cavities. Thermal shrinkage causes V-beam
geometric errors from the original design, which needs to be minimized as to not affect the bistability.
As described in Figure 10a, it was assumed that shrinkage occurs towards the center of the part, and
main frame and beams longitudinal shrinkages give rise to vertical position changes of the center
shuttle as well as of the inclined beam angles (Δh and Δθ = θ − θ′). It is also assumed that the shrinkage
ratios are different between the beam and the main frame because a thinner beam cools much faster.

 
(a) 

 
(b) 

Figure 10. Model of shrinkage for mold compensation: (a) shrinkage and change of geometry (half of
molded part); (b) notations of dimension for shrunk structure.

The length of the main frame was measured with a profile projector (PJ-A3000, Mitutoyo, Kawasaki,
Japan) taking the average of six molded samples (The distance is measured between the edges of the
fixed end of a beam) and used to determine the shrinkage ratio along the same length in the mold
insert. Instead of measuring the V-beam length directly due to it difficulty, a height gauge was used
to measure the vertical deviation of the center shuttle. Taking the shrinkage ratio in the longitudinal
direction of the micro-beam δb, the right-angled triangle relation can be applied to find δb, as shown
in Figure 10b. The original lengths of the horizontal and inclined sections of the beam are lf and ls.
The horizontally shrunken length of the main frame in the region of the beam is L′, and h′ is the
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vertical position of the center shuttle, which can be determined by measuring the gap between the two
horizontal planes formed by the main frame and the center shuttle. The inclined angle of the beam in
the molded part is θ′.

Using the Pythagorean Theorem, beam shrinkage ratios are shown in Table 2. The ratio for the
beam was 1.08%, smaller than that of the main frame at 1.78%. The general shrinkage ratio from the
supplier is 1.8%–2.1%, close to the main frame value. We modified the dimensions to reduce a large
error in h, θ, and L. Those for the compensated mold and those resulting under the same conditions
used for the first molding experiment are shown in Table 2. The shrinkage is similar in both the main
frame and the beam. The error values compared to the original design were clearly reduced.

Table 2. Dimensions of mold and molded parts of the original and the compensated mold, whose
errors were obtained by comparing original design dimensions.

Design Geometric Variable Mold Part Shrinkage (%) Error (%)

Original

L (mm) 5.83 5.726 1.78 −1.78
lf (mm) 1.0 0.99

1.08
−1

li (mm) 5.0 4.95 −1
h (mm) 1.294 1.175 – −9.1
θ (◦) 15.0 13.74 – −8.4

Compensation

L (mm) 5.99 5.869 2.02 0.6
lf (mm) 1 0.99

1.01
−1

li (mm) 5.2 5.15 3
h (mm) 1.45 1.34 – 3.6
θ (◦) 16.4 15.08 – 0.6

4. Experiment

4.1. Setup for Measurement of Force-Displacement Behavior

To obtain the relationship between the driving force and the center-shuttle vertical displacement
in molded V-beam structures, a digital force gauge (ZTA-5N, Imada, force resolution 1 mN, maximum
force capacity 5 N) was fixed on a linear stage so its probe can press the shuttle central point, as shown
in Figure 11. Both molded main-frame sides were attached to a block with a XY-stage-mounted groove.
After touching the center of the shuttle, the probe moved down further 2.8 mm while deforming the
V-beam. Force values of 10 as-molded samples were measured at intervals of 1 mm from the point
of contact.

 

Figure 11. Setup of the force-displacement measurement experiment.
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4.2. Force–Displacement Relationship of Molded V-beam Structures

Figure 12 shows the measured force-displacement curves for the ten as-molded single V-beam
structures. In the curves, the force increases with the displacement in the early region and after the
peak point, the measured forces show negative stiffness, though they do not become negative, failing
to produce bistable motion as previously discussed in Section 2.1. This is because the unconstrained,
S-shaped second mode was produced, thus preventing snap-through bistable motion.

Figure 12. Experimental force–displacement relationship for ten molded samples of single V-beam
structure.

We constructed a double V-beam structure OBM by stacking up two molded V-beams structures
using hot melt adhesive to glue the top and bottom surfaces of the main frames and the center shuttle
together, as shown in Figure 13.

Figure 13. Double V-beam structure made by stacking up two molded single V-beam parts.

Figure 14 shows a graph of its experimental behavior from three fabricated samples. The peak force
doubles with respect to the displacement of a single V-beam structure. All assembled-double-V-beam
structures show clear snap-through behavior and bistability.

Figure 14. Experimental force-displacement relationship for three assembled double V-beam samples.
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Negative stiffness leads to zero at displacements of 1.5–2 mm, caused by quick snap-through
action. The negative force data did not appear on the graph because the shuttle was detached from the
probe when the snapping action occurred. The experimental results show some discrepancies with
the numerical solution, especially in the early displacement and after the snap-through point, which
may be due to soft adhesive layer connecting two parts and relative position errors. If assembling
the two structures was more improved, the behavior would be more predictable. The bistability
of the assembled double V-beam structure is shown in Figure 15, in which the V-beams are at two
stable points.

  
(a) (b) 

Figure 15. Photograph of the structure (front main frame segment is cut off and a black paper strip
covers the rear frame to make the micro-beams clearly visible) in (a) the original position and (b) the
second stable position after snap-through.

5. Conclusions

Our study highlights that miniaturized plastic BMs based on compliant V-beam-like structures can
be fabricated with good quality by MM technology and stacking up two V-beam structures. In the MM
process, thermoplastic melt fills completely the micro-beam cavities of the high length-to-thickness ratio
over 40 using high-temperature conditions with design for injection-molding. If bistable motion can
be extended to multiple dimensions with balanced kinetic characteristics through mechanism design
research and/or automatic motion can be produced by smart or stimuli responsive designs using like
shape memory polymers, the high productivity and low cost characteristics of the injection-molding
process could eventually lead to its application in various microsystems [34–37].

Recently, architected materials, defined as materials whose effective properties result from
their ordered microarchitecture rather than their intrinsic material properties have been attracting
considerable interest [38–43]. Fast advances in additive manufacturing technologies have enabled
precise fabrication of new types of complex architected materials. Periodic BMs with symmetric slender
beams can be applied to reversible energy-absorbing and tunable morphological changing architected
materials, opening a range of new functionalities. We hope that a bottom-up assembly process can be
used as the fabrication technique for three-dimensional functional materials along with the advanced
additive manufacturing techniques. Furthermore, BMs fabricated by MM have enough potential to
be used as a unit cell if a modular design plan and the optimized mechanical response are provided,
together with the proper part design of the assembly [44,45].
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Abstract: In the past few decades, silicon photonics has witnessed a ramp-up of investment in
both research and industry. As a basic building block, silicon waveguide crossing is inevitable
for dense silicon photonic integrated circuits and efficient crossing designs will greatly improve
the performance of photonic devices with multiple crossings. In this paper, we focus on the
state-of-the-art and perspectives on silicon waveguide crossings. It reviews several classical structures
in silicon waveguide crossing design, such as shaped taper, multimode interference, subwavelength
grating, holey subwavelength grating and vertical directional coupler by forward or inverse design
method. In addition, we introduce some emerging research directions in crossing design including
polarization-division-multiplexing and mode-division-multiplexing technologies.

Keywords: silicon photonics; integrated optics; waveguide crossing design; multimode interference
(MMI); sub-wavelength grating (SWG); multiplexing technology

1. Introduction

Towards the increasing demands of higher data rates, the issues of electric signal attenuation and
power dissipation rise dramatically due to the intrinsic limitation of the parasitic effects in current
metallic interconnection [1]. Moore’s law, the principle that has powered the information-technology
revolution since the 1960s, is approaching its growth limit [2]. Fortunately, photons that have zero rest
mass and zero charge, and can travel at the speed of light without interfering with electromagnetic
field, is nearly 1000 times faster than electrons. The photonics integrated circuits (PICs) have greater
advantages over the traditional integrated circuits (ICs) including higher data rate, larger bandwidth
and lower power consumption. Hybrid technologies utilizing both PICs and ICs are advancing,
enabling next generation science and technology for information society, pushing the boundaries of
what is possible for telecommunications, computing, defense and consumer technology [3–5].

Silicon is a semiconductor that can both conduct electrons as a conductor or function as an insulator
by controlling the charge and number of activated carriers in the doping processes, which makes
silicon an ideal material to become the basis of memory chips, powering various devices from portable
calculators to supercomputers. On the other hand, silicon is the second most abundant element on
the earth. Besides, high-yield, large-scale silicon electronic devices can be manufactured with the
current mature complementary metal-oxide semiconductor (CMOS) techniques. In terms of optical
property, silicon is transparent for wavelengths from 1.1 to 8 μm, which covers near-infrared (NIR)
and parts of mid-infrared (MIR) region [6]. The NIR covering the entire original-band (O-band)
and conventional-band (C-band) with extremely low attenuation has been well studied for current
fiber-optic communications. The MIR silicon photonics, which includes both atmospheric window
(3–5 μm) and absorption bands (2.6–2.9 μm and >3.6 μm) of most chemical and biological molecules,
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as well as fingerprint region has recently been studied for optical interconnect and spectroscopic
sensing, respectively [7,8]. As a result, silicon is regarded as an excellent candidate for the marriage of
PICs and ICs on the same CMOS platform. The term “silicon photonics” refers to the applications of
photonic systems which use silicon as an optical or sensing medium [9–11].

Silicon photonics, named by Soref, can date back to mid-1980s and began commercialization by
Bookham Technology Ltd. in 1989 [12,13]. An explosive developments of silicon photonics have been
witnessed in recent decades, revolutionizing a number of application areas, for example, data centers,
high-performance computing and sensing [14,15]. The silicon-on-insulator (SOI) platform is promising
due to its high refractive index contrast and the compatibility with commercial CMOS technology.
In order to design dense and fully functional photonic components on a SOI platform, silicon waveguide
crossing is critical and inevitable when the system is becoming more and more complexed, while,
on the other hand, a compact device footprint is increasingly in demand. For electrical circuits, most of
the printed circuit boards (PCBs) have four to eight layers and supercomputers typically contain
boards with more than sixteen layers to improve the computation functionalities [16]. Controlling the
PCB layers is a very flexible and mature technique for balancing the device performance and power
consumption. However, efficient optical vias for multiple layers are very difficult to implement in the
high-index contrast SOI platform. Therefore, this method cannot be employed in the silicon photonic
circuits due to the limitations of optical mode coupling and fabrication cost [17]. For a typical direct
silicon waveguide crossing design, the insertion loss is around 1.4 dB and the crosstalk is −9.2 dB [18],
which means that the optical power nearly shrinks into a half after passing through only two cascaded
silicon waveguide crossings. This kind of inefficient waveguide crossing design will greatly aggravate
the performance of the advanced PICs devices with many cascaded waveguide crossings involved,
such as optical routers [19,20]. In this review paper, we discuss and summarize different kinds of
silicon waveguide crossing designs (e.g., shaped taper, multimode interference, subwavelength grating
and vertical directional coupler structure). In addition, we introduce several recent hot research topics
for the waveguide crossing design (e.g., polarization-multiplexing technology and mode-multiplexing
technology).

2. The Key Technologies of Silicon Waveguide Crossing

Silicon waveguide usually consists of a 2 μm silica lower cladding, 220 nm silicon core and silica
upper cladding on the 200 mm (8 inch) wafers, as shown in Figure 1a. It is fabricated by the deep
ultraviolet (DUV) lithography and this technique can provide fast and reliable patterns. The refractive
indexes of silicon and silica are 3.45 and 1.44, respectively, at 1550 nm, and the high refractive index
contrast between the core and cladding results in strong optical confinement and ultra-small bending
radius for fundamental modes [21]. The dimension of silicon core fulfills the optical single-mode
condition and the experimental propagation losses of the fundamental mode are 2.4 ± 0.2 and
0.59 ± 0.32 dB/cm for transverse-electric (TE) and transverse-magnetic (TM) modes, respectively [22,23].
For the low refractive index contrast structure, such as optical fiber, direct waveguide crossings are just
a minor perturbation of the straight waveguide [24]. However, side effects of the direct waveguide
crossings cannot be ignored in the SOI platform for the beam is dramatically diffracted in the silicon
intersection region, as shown in Figure 1b.
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(a) (b) (c) 

Figure 1. (a) Cross section of a typical silicon photonic wire waveguide. The grey structure represents
the material silicon and the tawny one represents the material silica. The following schematic figure
obeys the same rule. (b) Scheme of the direct silicon waveguide crossing on silicon-on-insulator (SOI)
platform. (c) The ray model of the fundamental mode in the waveguide. θp is the light projection angle
and θh is the horn angle of the optical waveguide.

These phenomena can be approximately explained by the mode–conversion relationship between
ray angle of the light and horn angle of the waveguide [25], as shown in Figure 1c. The silicon
waveguide allows a total internal reflection of over 60◦ incidence angle due to the large refractive index
contrast, while the horn angle jumps abruptly to 90◦ at intersection region for the direct waveguide
crossing design. Huge mismatch between the projection angle and horn angle cannot maintain
a smooth power transition. The large portions of light are excited into leaky higher-order modes and
propagate into the vertical waveguides at the core region, resulting in the side effects of crosstalk
and large insertion loss. From another point of view, the light is kept well confined in the silicon
waveguide channel due to high refractive index difference before entering the “dangerous” core section.
Once entering the intersection region, the horizontal silica cladding suddenly disappears and the
optical power begins to scatter in all directions, resulting in severe effects of insertion loss, crosstalk and
back-reflection. This section is organized to introduce several silicon waveguide crossing designs and
explains their principles for improving the crossing performance.

2.1. Shaped Taper Method

Shaped taper waveguide crossing is to tailor the width of the silicon channel towards the center
region, which decreases the diffraction effects by avoiding the shape mutation between the channel
waveguide and crossing region. Shaped taper design includes different mathematic types, such as
linear taper, parabolic taper, exponential taper and Gaussian taper [26]. With the shaped taper structure,
the guided modes are expanded and the wide-angle spatial components are reduced, since the widths
of waveguides are smoothly getting larger [27]. The diffraction side effects can be greatly controlled
when the optical modes have fewer wide-angle spatial components.

The elliptical taper profile is used to get a narrow angular spectrum of the expanded mode,
as shown in Figure 2a. The insertion loss and crosstalk of the device are <0.1 and <−30 dB with
a footprint of 7.2 × 1.5 μm2, respectively [18]. For the nonadiabatic taper, the higher-order leaky optical
modes will be excited and a sizable fraction of the power will be radiated away in the core region.
The adiabatic taper can smoothly expand the guided modes, while the large taper footprint is not
preferred for highly integrated PICs. As a result, a trade-off between its optical performance and
footprint needs to be carefully considered. The double etching scheme consists of the high-contrast
photonic wires in the upper level and the shadow-etched parabolic tapers in the lower level, as shown
in Figure 2b. The confinement of the high refractive index contrast is maintained in the upper part
and the lower parabolic expanded tapers play a role to adjust the optical phase fronts. The double
DUV etching scheme waveguide crossing can greatly shrink the footprint to 6 × 6 μm2 and the
insertion loss and crosstalk are 0.16 and −40 dB, respectively [28]. However, the additional DUV
stepper lithography increases the fabrication complexity and cost of the dual-etching device are much
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higher than that of the conventional single DUV etching process, which are the main limitations
of this kind of waveguide crossing design. Different from the assumed mathematical taper profile
with only a few parameters to be determined, a numerical optimization method has more degrees of
freedom by separating the entire taper into many spaced segments with different widths, as shown in
Figure 2c. The shaped taper can be formed by connecting all the segments with the spline function
and the optimization process is implemented to minimize the insertion loss and crosstalk by tuning
the widths of all the segments with the help of advanced algorithms. The insertion loss and crosstalk
are <0.2 and <−40 dB, respectively. The footprint is 6 × 6 μm2 for the silicon waveguide crossing
designed by genetic algorithm (GA) [29]. For particle swarm optimization algorithm (PSO) assisted
silicon waveguide crossing design, the insertion loss and crosstalk are −0.0278 ± 0.0092 and <−37 dB,
respectively. The device has a footprint of 9 × 9 μm2 [30]. However, DUV steppers are not designed
for high resolution purposes and the performance begins to degrade for small designs. The small
numerical optimized shaped taper can be fabricated with single etch process, while the fabrication
tolerance is small since the performance is sensitive to the device geometry. The design performance
varies greatly in terms of the fabrication errors in DUV technology and this is the main drawback for
this crossing design. For the conventional silicon waveguide crossing, the crossing angle is 90◦ and the
device is consisted of two perpendicular arms. Researchers find that the crosstalk can be improved by
more than 10 dB without degrading transmission losses where the crossing angle is set to be 60◦ for the
direct waveguide crossing. For the double-etched waveguide crossing, the crosstalk can be reduced
by 3.7 dB without degrading transmission losses by titling waveguide crossing angle to be 60◦ [31],
as shown in Figure 2d. The offset crossing with a small angle of 20◦ is also proposed and proves to be
beneficial for further reducing the crosstalk [32].

  
(a) (b) 

  

(c) (d) 

Figure 2. Schematics of (a) the shaped taper waveguide crossing and (b) the double-etched shaped
taper silicon waveguide crossing; (c) the top view of the shaped waveguide crossing designed by
the genetic algorithm (GA); (d) Schematic of the titled double-etched silicon waveguide crossing,
ϕ represents the crossing angle.

2.2. Multimode Interference Method

The structure of the multimode interference (MMI) device is such that single-mode waveguide
connects to both sides of a multimode waveguide, and there exists the self-imaging phenomena that
an input signal pattern is replicated, at periodic intervals, once or multiple times along the direction of
propagation along the waveguide [33]. If the light is launched at the center position of the waveguide,
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only the even symmetric modes will be excited and a symmetric field profile is obtained by the
linear combinations of the even modes [34]. For the symmetric field interference, the light from
the single-mode waveguide firstly diverges in the first half and focus at the middle-central position
where the replicated optical spot size from the single-mode waveguide is much smaller than the MMI
waveguide cross-section. Then the light diverges in the next half of the MMI section and recouples to
the single-mode waveguide. The self-imaging property in the MMI structure proves to be robust where
the lateral confinement is relieved in the silica waveguide crossing design, which is quite suitable for
the waveguide crossing design [35].

A typical MMI silicon waveguide crossing consists of four single-mode arms and two multimode
waveguides supporting both TE0 and TE2 modes, as shown in Figure 3a. The tapers connecting
single-mode and multimode waveguides are usually employed to reduce the back-reflection at the
intersection region. The insertion loss and crosstalk of the tapered MMI silicon waveguide crossing are
~0.4 and <−30 dB, respectively. It has a footprint of 13 × 13 μm2 [36]. In addition, the length of the MMI
core can be reduced to less than 6 μm with a sophisticated taper by matching the Gaussian beam pattern
with 0.21 dB insertion loss and −44.4 dB crosstalk [37]. Another method to fulfill the phase difference
requirements between the two lowest even modes is to employ three cascaded multimode tapers,
and the insertion loss is 0.13 dB and the crosstalk is −43.5 dB at the footprint of 4.16 × 4.16 μm2 [38],
as shown in Figure 3b. The symmetric MMI crossing supporting TE0, TE2 and TE4 modes with wider
MMI waveguides and the synthesized Gaussian-like focusing pattern mode has an extremely low
insertion loss of 0.007 dB ± 0.004 dB and crosstalk of <−40 dB at a footprint of 30 × 30 μm2 [39].
The low-loss Bloch waves can be viewed as the combination of the multimode self-focusing property
with the matching of the field pattern and dielectric structure periodicities, which have low insertion
loss of 0.045 dB and crosstalk of −34 dB [40]. However, the Bloch wave waveguide crossings have
low fabrication tolerance and the mismatched periods can cause 0.65 dB loss, which is 15 times larger
than that of the matched periods. The self-imaging property can also be employed in the silicon-based
slot–waveguide crossing with insertion loss of 0.086 dB and crosstalk of −27.51 dB [41]. Similar to the
shaped taper waveguide crossing, the crosstalk of MMI waveguide crossing with 110◦ crossing angle
can be improved by more than 14 dB compared with the conventional waveguide crossing with 90◦
crossing angle [42]. On the other hand, the multiple ports silicon star-like crossings can greatly improve
the system capacity compared with the traditional 2 × 2 crossing design [43–45]. The MMI-based
star-like 3 × 3, 4 × 4, 5 × 5 and 6 × 6 silicon crossings are proposed and have very low insertion
loss and crosstalk for all propagation channels [46]. MMI waveguide crossing is robust against the
fabrication errors because the large waveguide width in MMI design is very suitable for the mature
DUV technique. MMI waveguide crossing is the most popular waveguide crossing design in PICs
for industry. However, the device footprint is relatively larger compared with other crossing designs,
which limits its applications for ultra-compact PICs.

  
(a) (b) 

Figure 3. Schematics of (a) the traditional multimode interference (MMI) silicon waveguide crossing
with taper transition and (b) the three cascaded multimode tapers silicon waveguide crossing.
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2.3. Sub-Wavelength Grating Method

Sub-wavelength grating (SWG) waveguide is a periodic arrangement of two different materials
having a period that is shorter than the wavelength of light. The electromagnetic wave propagation in
SWGs structures with dielectric and metal layers have been theoretically studied since 1943 [47,48].
The light propagation in the SWG waveguide can be divided into three operation regimes,
including reflection regime, diffraction regime and subwavelength regime. The periodic waveguides
are often employed as distributed Bragg reflector (DBR) lasers in reflection regime while as grating
couplers in diffraction regime [49–51]. In the subwavelength regime, the diffraction and reflection effects
are eliminated and the SWG waveguide can be treated as an equivalent homogeneous medium with
an approximately effective refractive index given by Rytov, which is widely used in SWG waveguide
crossing design.

For SOI material platform, the SWG waveguide consists of a periodic arrangement of silicon
and silica (air) layers and the effective refractive index can be tuned by chirping the duty cycle,
pitch and tapering the width of the grating segments, as shown in Figure 4a. In the SWG waveguide,
Bloch–Floquet optical mode is excited and its unique delocalizing property results in the efficient
waveguide crossing [52]. The modal optical confinement is partly maintained for the SWG unique
structure at the intersection region and the diffracting loss is reduced compared with the direct
waveguide crossing [53]. On the other hand, the effective refractive index of SWG waveguide is smaller
than that of the conventional silicon channel, and the scattering portion is not as strong as that in the
relatively low refractive index waveguide crossing. SWG is intrinsically birefringent and the refractive
indexes of the parallel and perpendicular directions are different, which can be beneficial for designing
a polarization-insensitive waveguide crossing for both TE and TM modes. For the SWG waveguide
crossing design, it has impressive insertion losses of 0.02 and 0.04 dB for TE and TM polarizations,
respectively, and crosstalk below −40 dB with single etch fabrication step [54]. To reduce the mode
mismatch introduced loss and prevent back reflection at the interface, SWG taper is often used to
couple light from a conventional strip waveguide to the SWG waveguide by gradually reducing the
waveguide width for fulfilling the effective index matching condition [55], as illustrated in Figure 4b.
However, the structure requires ~10 × 10 μm2 large adiabatic taper and an induced 0.3 dB loss per
taper, which are the main drawbacks of this design. In another point of view, the SWG can be served
as a refractive index engineering method and is flexible to be adopted in the mature crossing method,
such as MMI crossing. E-beam lithography (EBL) is often employed due to the very small structures in
SWG. EBL works by directing a beam of electros at the wafer exposing an EBL resist point by point,
which is much slower than the DUV technique. The silicon waveguide crossings using the lateral
index-engineered cascaded multimode-interference couplers are proved to have <0.01 dB insertion
loss and <−40 dB crosstalk [56]. Owning to the compact size of MMI crossing, the index-engineered
MMI coupler waveguide crossing can further reduce the footprint to around ~3 × 3 μm2.

  
(a) (b) 

Figure 4. (a) Schematic of the sub-wavelength grating (SWG) silicon waveguide and (b) top view of
SWGs silicon waveguide crossing with tapers.
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2.4. Holey Subwavelength Grating Method

In recent years, numerical optimization methods are becoming more and more powerful and
the single-layer inverse-designed structure is popular because the device can be easily divided into
m × n pixels. Each pixel can have the assumed shapes, like square or circle, and the topology
optimization process is to decide the presence or absence of these silicon pixels [57]. Figure 5a depicts
the conventional inverse designed silicon waveguide crossing. To prevent the optical power diffracting
into the transverse ports, the center of the intersection region and four arms are occupied by arrayed
circular holes. The optical mode in the input port belongs to the resonant mode and the diffraction
loss will be suppressed according to the phenomenon of resonant tunneling through a cavity with
the insertion loss of ~0.2 dB [58,59]. However, the optical wavelength range is so restricted and it
is impractical for the real applications. Different from the traditional etched holes, the four etched
lens-like structures are placed before the intersection and form a waveguide guiding region in the
crossing section, resulting in high power transmission and low crosstalk [60]. The device has a low
insertion loss of <0.175 dB and low crosstalk <−37 dB with an extremely small footprint of ~1 × 1 μm2,
which is the most compact silicon waveguide crossing to the best of our knowledge, as shown in
Figure 5b.

  
(a) (b) 

Figure 5. (a) Schematic of the inverse-designed silicon waveguide crossing and (b) top view of the
ultra-compact silicon waveguide crossing with holey SWG grating method.

The inverse-designed waveguide crossing is a refractive index engineering method and can
modify the refractive effective index distribution of the device as wanted. In the design [61], the silicon
waveguide crossing has a square-assembling pattern with 51 × 51 pixels and the dimension of each
pixel is 100 × 100 nm2. The expensive EBL technique is required due to the ultra-small pixel size.
The advanced algorithm determines the states of each pixel and engineer the refractive index distribution.
The waveguide crossing has an insertion loss of 0.1–0.3 dB and crosstalk of <−3 dB at a footprint
of 5 × 5 μm2. From the large scales of optical channels to intercross connects, like 6 × 6 crossing,
the utilization of the traditional 2 × 2 waveguide crossing will be very inefficient and take up huge
footprint. Some multiple-input multiple-output (MIMO) crossing designs have been proposed to
increase the density of the ports in a given area. The 4 × 4 PhC star-like inverse-designed waveguide
crossing is proposed with a nonlinear direct-binary-search (DBS) optimization algorithm, and the
insertion loss is 0.75 ± 0.2 dB and the crosstalk is <−20 dB [62].

2.5. Vertical Directional Coupler Method

Different from the previous methods of realizing the efficient silicon waveguide crossing in a single
layer, the vertical directional coupler method is used to couple light from the base silicon channel to
the upper or lower optical waveguide and transfer the power back into the original silicon waveguide
without coming through the “dangerous” crossing region. The vertical directional coupler method,
also named the waveguide bridge method, has the lowest crosstalk in theory and the key consideration
for this design is to realize the efficient power coupling in the limited device footprint together with an
acceptable fabrication cost.
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For the silicon and silica-based waveguides, the large difference in propagation constants is
difficult for transferring the optical power between these two layers [63], which results in the inefficient
direction coupler and causes a large device footprint. Vertical optical waveguide coupler consisting of
SOI and amorphous silicon is proposed to solve this issue, and it has the insertion loss of 0.2 dB [64] in
reasonable transition length while the fabrication cost is unacceptable. For the integration of silicon and
polymer layers, the optical power is coupled up and down when passing through the silicon waveguide
crossings and the performances are much better with 0.08 dB insertion loss and −70 dB crosstalk [65],
as shown in Figure 6a. However, the dimension of polymer waveguide is much larger than the silicon
waveguide due to the weak optical confinement and the bridge waveguide crossing takes up more
space compared with the crossings in a single layer. The main drawback is that the laterally stacked
three silicon optical waveguides are very complicated to fabricate and these fabrication techniques are
not wildly used in the mature CMOS process. Silicon nitride (SiN) is probably the most promising
material for the integration with the SOI platform due to its excellent CMOS fabrication compatibility
and low propagation loss in the optical communication band. The SiN over Si bridge waveguide
crossing has an extremely low insertion loss of −49 dB and crosstalk of −65 dB [66], as shown in
Figure 6b. For multilayer SiN-on-Si integrated photonic platforms, bilevel and trilevel grating couplers
are used in these three layers platforms and they have been demonstrated to have low-loss interlayer
insertion loss and ultralow-loss crosstalk.

 

(a) (b) 

Figure 6. Schematics of the silicon waveguide crossing with vertical directional coupler consisting of
(a) silicon and polymer layers and (b) silicon and SiN layers.

The low-loss, low-crosstalk, compact and low-cost integrated silicon waveguide crossings are
designed to satisfy the increasing demands of PICs in the coming era of the “BIG DATA” and the “Internet
of Things” [67,68]. Table 1 summarizes the typical results of different silicon waveguide crossing
design methods and includes the key information about the insertion loss, crosstalk, device footprint,
silicon platform thickness and fabrication cost. These sophisticated silicon waveguide crossings are
proposed to fulfill all these figure of merits (FOMs) and each structure has its unique advantages
and disadvantages in these FOMs. For example, the vertical directional coupler waveguide crossing
has probably the best crosstalk and insertion loss performance but is not popular for its expensive
fabrication cost. In addition, the MMI waveguide crossing is widely acknowledged for its fabrication
tolerance and moderate insertion loss and crosstalk performances, while it is limited by its relatively
large device footprint. Different silicon waveguide crossing designs are employed in different PICs.

122



Micromachines 2020, 11, 326

Table 1. Comparisons of different silicon waveguide crossing designs.

Type Institute
Insertion loss

(dB)
Crosstalk

(dB)
Footprint

(μm2)
Thick
(nm)

Fabrication
Cost

Ref.

Shaped taper YNU1 <0.1 <−30 7.2×1.5 320 Low [18]
Shaped taper Ghent Uni. 0.16 −40 6× 6 220 Low [28]
Shaped taper UPV2 <0.2 <−40 6× 6 250 Medium [29]

Shaped taper Univ. of
Delaware ~0.028 <−37 9× 9 220 Medium [30]

MMI HKUST3 ~0.4 −30 13× 13 340 Low [36]
MMI NCTU4 0.13 −43.5 4.1×4.16 220 Low [38]
MMI Huawei ~0.007 < −40 30× 30 220 Low [39]

MMI Southeast
Uni. 0.086 −35.58 ~16×16 250 Low [41]

SWG NRC5 0.023 <−40 ~10×10 260 Medium [54]

SWG UT
Austin6 ~0.02 <−40 ~3×3 250 Medium [56]

Holey SWG SYSU Uni. 0.1~0.3 <−35 ~5×5 220 High [61]
Holey SWG HUST7 0.75 <−20 – 220 High [62]

Vertical DC ISP SB
RAS8 0.08 −70 – – High [65]

Vertical DC SNL9 0.16 −49 – – High [66]

1. Yokohama National University. 2. Valencia Nanophotonics Technology Center. 3. Hong Kong University of Science
and Technology. 4. National Chiao Tung University. 5. National Research Council, Ottawa, Canada. 6. University of
Texas at Austin. 7. Huazhong University of Science and Technology. 8. Rzhanov Institute of Semiconductor Physics
of the Siberian Branch of the RAS, Russian. 9. Sandia National Laboratories, Albuquerque, USA.

3. The Future Trends of Silicon Waveguide Crossing

As there is an increasing demand for ultra-high capacity optical interconnects, different
silicon-based multiplexing technologies have been investigated to achieve a high-data rate [69,70].
Polarization-division-multiplexing (PDM) and mode-division-multiplexing (MDM) technologies are
becoming hot research topics, because they make it possible to increase the optical link capacity
by introducing dual polarization states as well as several mode states in the optical channel [71].
Polarization dependent loss (PDL) and the mode dependent loss (MDL) become additional FOMs for
the silicon waveguide crossing design. Polarization and mode insensitive silicon waveguide crossings
are the future trends and have great potential to be employed in the dense photonic integrated systems.
Table 2 summarizes the FOMs of silicon waveguide crossing designs with multiplexing technologies
and detailed characteristics will be discussed in the following paragraphs.

Table 2. Comparisons of silicon crossing with mode-division-multiplexing (MDM) and
polarization-division-multiplexing (PDM) technologies.

Type Institute Insertion Loss (dB)
Crosstalk

(dB)
Footprint

(μm2)
Thick
(nm)

Ref.

MDM HUST1 TE0: ~1.82
TE1: ~0.46 <−18 21×21 220 [72]

MDM HUST TE0: 0.87
TE1: 0.54 <−50 33.7× 33.7 220 [73]

MDM Zhejiang
Uni.

TM0: 0.56
TM1: 0.84 <−20 ~32× 32 340 [74]

PDM Zhejiang
Uni.

TE0: 1.2
TM0: 1.5 <−25 23×23 220 [75]

PDM CUHK2 TE0: 0.2
TM0: 0.5 <−28 6× 6 250 [76]

PDM TBSI3 TE0: 0.67
TM0: 0.69 <−20 3.6× 3.6 340 [77]

1. Huazhong University of Science and Technology. 2. Chinese University of Hong Kong. 3. Tsinghua-Berkeley
Shenzhen Institute, Tsinghua University.

3.1. Mode-Division-Multiplexing Technology

Most traditional PICs are designed only for the fundamental optical mode for its characteristic of
low loss and crosstalk. Higher order modes are attracting much more attention and are introduced
to carry signals together with the fundamental modes to increase the link capacity for the PICs.
The mode-division-multiplexing technology (MDM) is becoming more and more popular [78–81].
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The sophisticated waveguide crossings used for the single-mode cannot be directly applied for higher
order modes due to the different refractive indexes and optical power distributions, while the design
principles and process may be similar to those in the single-mode waveguide crossing.

The most straightforward method is to separate the combined modes into different paths by using
the mode splitter device, so the design of the single-mode waveguide crossing can be utilized in each
optical path. Figure 7a shows the mode-multiplex silicon waveguide crossing with a Y-junction-based
mode splitter. The TE0 and TE1 modes are separated and the traditional MMI silicon waveguide
crossing is selected to form the efficient 2 × 2 crossing matrix [72]. The MMI length needs to be
optimized to get a good balance between TE0 and TE1 modes, since there exists a gap between the beat
lengths for those two modes. The device has the insertion loss of 1.82 (0.46) dB for TE0 (TE1) mode
at 1550 nm and crosstalk of −18 dB with the device length of 23 μm. Another kind of efficient mode
splitter is the PhC-assisted subwavelength asymmetric Y-junction structure and it can separate the TE0,
TE1 and TE2 modes simultaneously [82,83]. Similarly, a 3 × 3 crossing matrix is achieved by the MMI
waveguide crossing whose insertion loss is less than 0.9 dB and crosstalk is lower than –24 dB for all
the three modes at the length of 34 μm [84]. The other category of MDM silicon waveguide crossing is
not to separate the combined modes but to manipulate the optical modes in the same crossing design.
The launched TM0 (TM1) mode is converted to the combination of TM0 (TM1) and TM2 (TM3) mode
after the tapered waveguide and self-imaging property is applied to form the efficient waveguide
crossing, as shown in Figure 7b. The drawback of this MMI is that its length usually expands to the
least common multiple (LCM) between these two beat lengths, so it is hard to get good transmission
performances for both TM0 and TM1 modes. This device has an insertion of around 1.5 dB and crosstalk
of −18 dB for TM0 and TM1 modes at a length of larger than 55 μm. The same MDM crossing design
can be employed for TE0 and TE1 modes. The combination of strip and rib waveguides can compensate
the gap of the beat length for the two modes, and reduce the device footprint with the cost of double
etch fabrication. The insertion loss is <0.87 (0.54) dB for TE0 (TE1) mode and the crosstalk is less than
−50 dB for both modes at the device length of 33.7 μm. Different from the combination of strip and rib
waveguides, the subwavelength MMI crossing can realize the identical beat length for TE0 and TE1

mode by engineering the refractive index with the inverse design method to get the complex refractive
index distribution [85]. The device has an insertion of less than 0.6 dB and crosstalk of −42 dB for both
TE0 and TE1 modes at a length of 4.8 μm, which is a very compact device footprint for the MMI-based
crossing. This design has large scalability and can be redesigned to support more modes in the future.
Like the polarization-multiplexing technology, the designing process of mode-division-multiplexing
technology can also be viewed as a further step compared to the traditional silicon waveguide crossing
design, since more than one optical mode needs to be considered.

  
(a) (b) 

Figure 7. (a) Schematic of the mode-multiplexed silicon waveguide crossing with Y-junction mode
splitter for fundamental transverse-electric (TE0) and first-order transverse-electric (TE1) mode; (b) top
view of the mode-multiplexed silicon waveguide crossing with multimode interference structure for
fundamental transverse-magnetic (TM0) and first-order transverse-magnetic (TM1) mode.
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3.2. Polarization-Division-Multiplexing Technology

TE mode is general used in silicon channel application due to its ultra-small bending radius as
small as 2.5μm, while a few tens of micrometers are needed for TM-like mode [86]. Polarization splitters
and rotators (PSRs) are used in the polarization diversity systems [87–89]. For the previously proposed
waveguide crossing designs, they are more focused on TE-like mode while TM-like mode has not
attracted much attention. It is intuitive that PDM technology with dual polarizations is capable of
doubling the link capacity in silicon waveguide, since optical polarization states can be intrinsically
divided into two perpendicular polarization states, TE and TM polarizations [90]. However, the high
structural birefringence of SOI platform introduces a large effective refractive index gap and an
imbalanced performance of TE and TM polarizations in the previous proposed silicon waveguide
crossing designs.

For the MMI silicon waveguide crossing design, the length of the MMI section is mainly
determined by the optical beat length which depends on the effective refractive index of the optical
mode. Unfortunately, the beat lengths for TE and TM polarizations are not the same and a trade-off
needs to be made by expanding the device into the position near the LCM to get a good transmission
performance for dual polarizations, as shown in Figure 8a. The polarization-insensitive silicon MMI
crossing is proposed and has the insertion loss of 0.73 dB (0.65 dB) and crosstalk of −30 dB (−45 dB) for
TE (TM) polarization with the device length of 23 × 23 μm2 at 220 nm SOI platform, which is a relatively
large device footprint in the modern PICs. The polarization-insensitive silicon shaped taper waveguide
crossing is demonstrated by using the numerical inverse design method and the device can achieve
insertion loss of 0.08 (0.07) dB and the crosstalk of −32 (−35) dB for TE (TM) mode with the device
length of 6 μm at 250 nm SOI platform. Previously, we have explained the theoretical principle of
tuning the effective refractive index with the subwavelength grating method. However, the taper will
introduce the additional insertion loss. We proposed a SWG-assisted MMI crossing and reduced the
MMI-based device footprint by narrowing the refractive index gap between TE and TM polarizations
with the SWGs structure [91]. The device has the insertion loss of 0.69 (0.61) dB and crosstalk of −45
(−35) dB for TE (TM) polarization at the moderate footprint of 12.5 × 12.5 μm2 on 220 nm SOI platform.
For the holey SWG silicon waveguide crossing, the PDL is also taken into consideration as another
designing targets, as shown in Figure 8b. The device can achieve the insertion loss of −0.67 (−0.69 dB)
and less than –20 dB for TE (TM) mode at the extremely small footprint of 3.6 × 3.6 μm2 at 340 nm SOI
platform. The designing principle and process keep roughly the same whether the waveguide crossing
is polarization sensitive or not. The polarization-insensitive waveguide crossing adds another design
constraint since the TM polarization mode is also needed to be considered.

  
(a) (b) 

Figure 8. (a) Schematic of the polarization-multiplexed MMI silicon waveguide crossing; (b) top view
of the polarization-multiplexed inverse-designed silicon waveguide crossing.
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3.3. Summary

Silicon photonic waveguide crossing is a basic passive building block in PICs and the target
is manipulating light to effectively go through the “dangerous” intersection region of structures,
with features near or below the scale of the electromagnetic wavelength. The workflow is to design new
crossing structures with some prior known physical effects in waveguide crossing, such as the optical
coupling theory in taper, the self-imaging principle in multimode waveguide and so on. To meet
the increasing requirements for the optical interconnect, the effective waveguide crossing is not only
limited to low insertion loss and crosstalk but also needs to be integrated with different merits, such as
the polarization insensitivity, mode multiplexing technology and ultra-compact footprint. On the other
hand, inverse-design methods in nanophotonics are widely adopted by researchers and impressive
progresses are achieved in different photonic devices [92,93].

4. Conclusions

In this paper, we reviewed the state-of-the-art and provided our perspectives on the silicon
waveguide crossing. It gives the theoretical principle and device performance about several important
waveguide crossing design methods such as shaped taper, multimode interference, subwavelength
grating, holey subwavelength grating and vertical directional coupler. On the other hand, we also
include some future trends of silicon waveguide crossing to meet the increasing requirements in data
rates for PICs, like polarization-division-multiplexing and mode-division-multiplexing technologies.
We believe that a boost in the number of silicon photonic products is coming to the market and an
increase in the number of complex silicon photonic systems is being developed in both academia
and industry. The silicon waveguide crossing is one of the basic building blocks in PICs and its
development will pave the path of complex and functional PICs in the near future.
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Abstract: The micromolding process using biocompatible thermoplastic polymers is highly
attractive as a fabrication process of microdevices in biomedical applications. In this study, we
investigated the effect of the thermal history in the micromolding process on the crystallinity of
semi-crystalline polymers, such as poly (L-lactic acid) (PLLA), during their crystallization from the
amorphous and molten states. In particular, the thermal history in the micromolding process using
poly(dimethylsiloxane) replica mold embedded with a thermocouple was recorded. The crystallinity
of PLLA constructs fabricated using the micromolding process was measured via wide-angle X-ray
scattering, and crystallization kinetics was analyzed based on the Kolmogorov–Johnson–Mehl–Avrami
equation. A crystallization rate of k = 0.061 min−n was obtained in the micromolding process of
PLLA crystallization from the amorphous state, accompanied by the quenching operation, forming
a large number of crystal nuclei. Finally, the fabrication of PLLA microneedles was performed
using micromolding processes with different thermal histories. The information about the thermal
history during the micromolding process is significant in the development of polymer microdevices
to achieve better material properties.

Keywords: semi-crystalline polymer; PLLA; thermoplastics; microdevice

1. Introduction

Bioabsorbable polymers are useful as materials for constructing medical devices used in the
human body. Furthermore, the development of precision processing and microfabrication techniques
for device miniaturization is in progress. Poly (lactic acid) polymers such as PLLA are approved by the
US Food and Drug Administration (FDA) as generally recognized as safe (GRAS) [1]. Therefore, poly
(L-lactic acid) (PLLA) is one of the most promising thermoplastic materials for biomedical applications,
including surgical sutures, implants, and microneedles [2,3].

The micromolding process is an established manufacturing technology for fabricating biomedical
microdevices using thermoplastic polymers. The production cost of the micromolding process mainly
relies on the fabrication cost for the master mold, and thus, the cost of the employed material is
negligibly low. This aspect of the micromolding process enables the use of high-end materials (e.g., the
pharmaceutical grade) even for disposable usage [4]. However, polymer materials change their material
properties depending on the process conditions, especially the thermal history during the molding
process [5,6].

The information regarding the fabrication process and material properties can be used as a guideline
for the development of polymer microdevices to ensure their excellent material properties. In particular,
semi-crystalline polymers including PLLA change their crystallinity during the micromolding process.
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It has been found that the degree of crystallinity of PLLA impacts the hydrolytic degradation kinetics
inside the human body in clinical applications [7]. The mechanism of the hydrolytic degradation
could be considered as the combination of chemical hydrolysis of polymer chain scission at the
ester bond [8] and the diffusion of water molecules and divided oligomers via the bulk-erosion
mechanism [9]. The hydrolysis of PLLA predominantly occurs in the amorphous region [10] because
of the difficulty of the diffusion of water molecules into the rigid crystalline region [11]. The degree of
crystallinity also determines their physical properties, including mechanical behavior. The mechanism
of the deformation of the amorphous and crystalline PLLA polymers indicates that the amorphous
region could be deformed by crazing, and the crystalline region could show cavitation and fibrillated
shear [12]. Crystalline PLLA materials often show a higher modulus of elasticity than amorphous
PLLA materials [13]. In contrast, amorphous PLLA materials show higher bending strength than
crystalline because of the plastic deformation after reaching their yield point [14].

Although previous research well-argued and disclosed the correlation between the crystallinities of
PLLA and the material properties of hydrolysis and mechanical behavior, there is limited research about
the implementation of the above knowledge into the micromolding process for fabricating biomedical
microdevices. Harris and Lee reported that adding talc and ethylenebis-stearamide (EBS) increases the
crystallization rate in the injection molding process [15]. This finding could indicate that the talc and
EBS function as a physical nucleation agent, and thus, shortens the nucleation and crystal growth rate.
Although such an approach is feasible to use as environmentally friendly materials, it might not be
feasible in clinical use because of the necessity to guaranty the safety of the added materials. Iozzino et
al. reported that crystalline regions show better resistance to hydrolysis than amorphous regions in
the micromolded pure PLA biphasic samples [16]. However, the crystallization rate of the PLLA in
the micromolding process and the difference in the thermal histories (i.e., crystallization processes
from the amorphous state and the molten state) have not been investigated, despite the importance of
this information for fabricating biomedical microdevices, such as microneedles. To obtain polymeric
devices with sufficient crystallinity to control optimal physical and chemical properties, the information
about the crystallization rate in the micromolding process has importance.

To understand how to control the crystallinity of polymer materials fabricated using the
micromolding process, we investigated the effect of the thermal history on the crystallinity of
PLLA during the micromolding process. The findings of this study can be applied to the fabrication
process of microdevices for biomedical applications. The crystallization of semi-crystalline polymers
during the micromolding process can be classified into two main types: (i) the crystallization from the
molten state and (ii) the crystallization from the amorphous (glassy) state. This study investigates the
effect of the thermal history during the two types of the crystallization process on the crystallinity and
crystallization kinetics of PLLA.

2. Materials and Methods

2.1. Materials

PLLA pellet (Lot # STBH0071, Resomer L 206 S, Sigma-Aldrich Corp., St. Louis, MO, USA) and a
prepolymer of poly(dimethylsiloxane) (PDMS) (Sylgard 184, Dow Corning Co., Midland, MI, USA)
were used in this study. The PLLA pellet was characterized by gel-permeation chromatography (GPC)
analysis. Monodisperse polystyrene standards (Sigma-Aldrich Corp., St. Louis, MO, USA) were
used for calibration using GPC KF-804L column (Shodex, Showa Denko K.K., Tokyo, Japan) with
tetrahydrofuran (THF, Fujifilm Wako Pure Chemical Corp., Tokyo, Japan) as an eluent at 40 ◦C and a
flow rate of 1 mL/min. The molecular weight (Mw) and polydispersity index (Mw/Mn) of the PLLA
pellet were evaluated as Mw = 12.1 kg/mol and Mw/Mn = 1.34, respectively. The PDMS prepolymer
was prepared using the mixing ratio of BASE:CAT = 10:1.5. To form molds for the micromolding
process, the prepolymer solution was cured at 85 ◦C for 2 h.
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2.2. Sample Preparation with Different Thermal History in the Micromolding Process

The change in the crystallinity of the PLLA due to the temperature change during molding was
examined using a PLLA flat plate sample. Figure 1 shows the PLLA micromolding process, including
its thermal history. The PLLA pellet was melted on a PDMS mold and molded into the PLLA flat plate
sample (width 20 mm, height 20 mm, thickness 0.1 mm). The process temperature was measured
using a thermocouple (TCTG022, Sakaguchi E.H VOC Corp., Tokyo, Japan) embedded inside the
PDMS mold. To record the thermal history during the micromolding process, the thermocouple was
connected to a thermometer (BAT-10, Physitemp Instruments LLC, Clifton, NJ, USA) and a multimeter
(7461A, ADCMT Corp., Tokyo, Japan).

Crystallization of semi-crystalline polymers can be classified into two processes of crystallization
from the molten and amorphous states. Therefore, micromolding processes with two different
thermal histories were performed (referred to as process (i) and process (ii)). In process (i), the mold
was maintained at the crystallization temperature (120–130 ◦C) for 2.5, 5.0, 7.5, 10.0, 12.5, 15, and
20 min after PLLA melting and then cooled to room temperature. In process (ii), the mold was
rapidly cooled after PLLA melting to 40–50 ◦C, which is below Tg of PLLA, and then heated to the
crystallization temperature (120–130 ◦C) and held for the crystallization time t = 3.0, 4.0, 5.0, 7.5, 10,
and 15 min. For preparing the samples with a crystallization time of 0 min, the mold was rapidly
cooled (>200 ◦C/min) to room temperature (20–25 ◦C) after PLLA melting.

Figure 1. Schematic illustration of the poly (L-lactic acid) (PLLA) micromolding process with recording
its thermal history using a poly(dimethylsiloxane) (PDMS) replica mold.

2.3. Microneedle Fabrication Using the Micromolding Process

Figure 2a shows the fabrication process of microneedles using the micromolding process. In the
fabrication process of the microneedles with a crystallization time of 0 min, the PLLA pellet was
melted into the mold at 220–240 ◦C, and then, rapidly cooled (>200 ◦C/min) to room temperature
(20–25 ◦C). In the fabrication process of the PLLA microneedles with crystallization from the molten
state (crystallization time t = 20 min), the PLLA pellet was melted into the mold at 220–240 ◦C, and then,
the mold was maintained at the crystallization temperature (120–130 ◦C) for 20 min. Finally, the mold
was cooled to room temperature (20–25 ◦C). A microneedle mold (ST-17, Micropoint Technologies Pte
Ltd., Singapore) was used for the fabrication of microneedles with different thermal histories. Figure 2b
indicates the microneedle mold dimensions used in the micromolding process.
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Figure 2. (a) Schematic illustration of the procedures of the micromolding process for fabricating the
PLLA microneedles. (b) The dimensions of the fabricated PLLA microneedles.

2.4. Characterization

Wide-angle X-ray scattering (WAXS) analysis was performed on the PLLA flat samples using
Cu-Kα X-ray sources (λ = 0.154 nm), working at 40 kV and 30 mA, a step size of 0.05 deg, and a scan
speed of 20 deg/min (SmartLab, Rigaku Corp., Tokyo, Japan). WAXS analysis was also performed
on the PLLA microneedles using the Cu-Kα X-ray sources working at 40 kV and 15 mA, a step size
of 0.02 deg, and a scan speed of 10 deg/min (MiniFlex600, Rigaku Corp.). The crystallinity (%) was
estimated from Ic/(Ic + Ia), where Ic denotes the diffraction intensity derived from crystalline state and
Ia denotes the diffraction intensity derived from the amorphous state from the WAXS spectra, using a
software (PDXL, Rigaku Corp.) [17].

3. Results

3.1. Thermal History

The PLLA plate samples were formed using the micromolding process (i) with crystallization
from the molten state and (ii) with crystallization from the amorphous state. Figure 3a,b shows
the representative thermal histories obtained with processes (i) and (ii), respectively. In process (i),
the temperature of the PDMS mold was kept over Tm to form the molten state of PLLA, and then the
PDMS mold was kept at crystallization temperature (120–130 ◦C) and cooled to room temperature.
In process (ii), the temperature of the PDMS mold was kept over Tm and then rapidly cooled below Tg

to form the amorphous state of PLLA. The rapid cooling rate of >200 ◦C/min was measured to form
the amorphous state in process (ii) as shown in Figure 3b.

134



Micromachines 2020, 11, 452

Figure 3. Temperature during the micromolding process. (a) After PLLA melting, it was maintained at
crystallization temperature (120–130 ◦C) and then cooled to room temperature (micromolding process
(i)). (b) After PLLA melting, it was rapidly cooled from >200 ◦C/min to below Tg and then heated to
crystallization temperature (micromolding process (ii)).

3.2. Crystallinity

Figure 4a shows the WAXS pattern of PLLA for the thermal history of process (i). The crystallization
times were 2.5, 5.0, 7.5, 10.0, 12.5, 15, and 20 min. Figure 4b shows the WAXS pattern of PLLA for
the thermal history of process (ii). The crystallization times were 3.0, 4.0, 5.0, 7.5, 10, and 15 min.
The WAXS pattern of PLLA without the crystallization time, which is characterized by a broad band
with the maximum value at 2θ = 16.6◦, indicates a complete amorphous state (Figure 4a,b, indicated as
0 min). The WAXS patterns of PLLA for the thermal histories of processes (i) and (ii) demonstrate sharp
peaks at 16.7◦ and 19.1◦, respectively (Figure 4a,b). The intensities of each peak increase depending on
the increase of the crystallization time. The peaks at 16.7◦ and 19.1◦ were derived from the reflections
of 110/200 and 203 planes of the orthorhombic unit cell of the α-form crystal structure of PLLA,
respectively [18].

 
Figure 4. X-ray diffraction peaks obtained from the tested micromolded PLLA samples. (a) PLLA
formed in micromolding process (i) with crystallization from the molten state. (b) PLLA formed in
micromolding process (ii) with crystallization from the amorphous state.

3.3. Crystallization Kinetics

Figure 5 shows the degree of the crystallinity (%) of the PLLA that was formed during micromolding
processes (i) and (ii). The plots were fitted using the Kolmogorov–Johnson–Mehl–Avrami (KJMA)
equation as [19,20]

X(t) = X∞
[
1− exp

{
−k(t− τ)n

}]
, (1)
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where X(t) denotes the crystallinity at time t; X∞ denotes the crystallinity after infinite time; k denotes
the overall crystallization rate constant depending on the nucleation and crystal growth rate; n denotes
the Avrami exponent; and τ denotes the induction period considered as the period required to form a
critical nucleus [21]. Figure 6 shows the plots of ln[−ln(1 − X(t))] vs. ln(t) for the micromolded PLLA
substrates during processes (i) and (ii). It is widely known that the inhomogeneous distribution of
nuclei results in nonlinearity of the plots, particularly at high-volume crystallinity X(t) [20]. Thus, the
curves present a nonlinear end part; however, only the parts used to perform the fitting are shown
in Figure 6 [21]. The induction time τ was considered to be 4.0 min for process (i) and 2.5 min for
process (ii). The crystallization parameters n and k were 2.3 and 0.011 min−n for process (i) and 2.7
and 0.061 min−n for process (ii), respectively. The n and k values obtained during the micromolding
process were consistent with those previously reported for the crystallization of PLLA obtained using
differential scanning calorimetry (DSC) data [22–24]. The Avrami exponent value n in the range of 2–3
indicated that mainly a two-dimensional crystal growth was favored [25]. In contrast to process (i), an
increase of the overall crystallization rate constant k was obtained during process (ii), accompanied
with the quenching operation after PLLA melting. It is considered that the quenching operation formed
a large number of crystal nuclei, and thus, the overall crystallization rate constant k increased [26].

Figure 5. Crystallinity change with time determined using WAXS data. (a) PLLA formed in the
micromolding process (i) with crystallization from the molten state. Chi-square value X2 = 34.7.
(b) PLLA formed in the micromolding process (ii) with crystallization from the amorphous state.
Chi-square value X2 = 20.2.

Figure 6. Avrami plots obtained from wide-angle X-ray scattering (WAXS) data: micromolding process
(i) with crystallization from the molten state is represented with white triangles, while micromolding
process (ii) with crystallization from the amorphous state is represented with black triangles.

3.4. Demonstration of Microneedle Fabrication with Different Thermal History

Finally, we demonstrated the fabrication of microneedles using the micromolding process with
different thermal histories. Microneedles are widely used in biomedical microdevices for the drug
delivery and vaccination technology [27–34]. The fabrication process of microneedle arrays was
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performed using the same procedure of forming PLLA sheet samples. PDMS replica molds were used
to form microneedles with a needle height of 500 μm and a needle squared base of 200 μm. Figure 7
shows the PLLA microneedle arrays fabricated using the micromolding process with two different
thermal histories. The microneedle fabricated with a crystallization time of 0 min was constructed
using amorphous PLLA (Figure 7a). WAXS analysis evaluated the crystallinity 0.1%. The PLLA
microneedle fabricated with crystallization from the molten state and a crystallization time of 20 min
was mainly constructed using crystalline PLLA (Figure 7b). The crystallinity was evaluated as 53.9%.
These structural differences of polymer materials due to the differences in the thermal histories of the
micromolding process often affect material properties, such as the degradation rate and mechanical
strengths. Therefore, the thermal history during the micromolding process should be considered to
obtain biomedical microdevices with well-adapted material properties.

Figure 7. Photographs of the PLLA microneedle arrays fabricated using micromolding processes with
different thermal histories. (a) PLLA microneedle array formed during micromolding with a rapid
cooling process (>200 ◦C/min) from the molten state; crystallization time t = 0 min. The crystallinity was
evaluated as 0.1%. (b) PLLA microneedle array formed in the micromolding process with crystallization
from the molten state; crystallization time t = 20 min. The crystallinity was evaluated as 53.9%.

4. Discussion

Crystallization kinetics is critical when considering the productivity of fabricating products.
A slow crystallization rate would result in long processing time in fabricating products. An extremely
long processing time would be impractical and economically unfeasible for mass production. Therefore,
increasing the crystallization rate in the micromolding process is critical. Controlling the crystallization
rate is interesting and several techniques have been investigated by blending specific fillers [15,21].
Such approaches are effective and practical for use in the automotive, electronic, and agriculture sectors
as environmentally friendly materials. However, they might be unfeasible in medical applications such
as sutures, implants, and microneedles because the safety of the additive materials must be guaranteed.
This study showed the crystallization rates of pure PLLA in two main types of crystallization processes
during the micromolding fabrication technique, namely crystallization from the molten state, process
(i), and crystallization from the amorphous state, process (ii). The crystallization process from the
amorphous state (process (ii)), showed a high crystallization rate of 0.061 min−n and might be favorable
to shorten the crystallization process time to obtain the fully crystallized products. On the other
hand, the crystallization process from the molten state (process (i)) might make it easy to control the
crystallinity by controlling the crystallization time and fabricate products with a middle range of about
10%–40% crystallinity.

5. Conclusions

This study investigated the effect of the thermal history during the micromolding process on
the crystallinity of a semi-crystalline polymer, namely, PLLA. Two micromolding processes with
crystallization from the amorphous and molten states were performed, and their thermal histories were
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recorded. The crystallinity of PLLA was obtained using WAXS, and crystallization kinetics was analyzed
according to the KJMA equation. Compared to the micromolding process with crystallization from the
molten state, a crystallization rate of k = 0.061 min−n was obtained during the micromolding process
with crystallization from the amorphous state, accompanied with the quenching operation forming a
large number of crystal nuclei. Finally, PLLA microneedles were fabricated using the micromolding
process with two different thermal histories. The thermal history during the micromolding process is
important in the fabrication of polymeric microdevices with desired material properties because of its
ability to change polymer material morphology.
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