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#### Abstract

Microwave thermography (MWT) has many advantages including strong penetrability, selective heating, volumetric heating, significant energy savings, uniform heating, and good thermal efficiency. MWT has received growing interest due to its potential to overcome some of the limitations of microwave nondestructive testing (NDT) and thermal NDT. Moreover, during the last few decades MWT has attracted growing interest in materials assessment. In this paper, a comprehensive review of MWT techniques for materials evaluation is conducted based on a detailed literature survey. First, the basic principles of MWT are described. Different types of MWT, including microwave pulsed thermography, microwave step thermography, microwave pulsed phase thermography, and microwave lock-in thermography are defined and introduced. Then, MWT case studies are discussed. Next, comparisons with other thermography and NDT methods are conducted. Finally, the trends in MWT research are outlined, including new theoretical studies, simulations and modelling, signal processing algorithms, internal properties characterization, automatic separation and inspection systems. This work provides a summary of MWT, which can be utilized for material failures prevention and quality control.


Keywords: infrared thermography; NDT; microwave thermography; volumetric heating; material

## 1. Introduction

Infrared (IR) thermography plays an important role in structural health monitoring (SHM) [1] and non-destructive testing (NDT) [2]. IR thermography has great potential and advantages, including fast inspection time, high sensitivity and spatial resolution owing to commercial IR cameras' ability to detect inner defects as a result of heat conduction. It can be split into two categories: passive and active. For the passive approach, the IR camera is used to measure the temperature of materials under test without any external excitation source. The passive thermography configuration is illustrated in Figure 1a. In many industrial processes, passive thermography has been used in production and predictive maintenance [3]. While passive thermography allows qualitative analyses to be performed, active thermography is both qualitative and quantitative [4].

Contrary to the passive approach, an external thermal excitation is required for active thermography. The known characteristics of this external excitation enable depth quantification
in composites' debonding detection [5]. As shown in Figure 1b, the configuration of the active infrared approach is similar to that of the passive approach, except for the utilization of an excitation source to generate a distinctive thermal contrast. As illustrated in Figure 1b, the IR camera is situated on the same side of the excitation source in reflection configuration. For transmission configuration, the IR camera is situated on the opposite side of the excitation source. The IR camera is synchronized with the excitation source by a control unit. A computer is required to process and display the obtained thermal images. To improve contrast and quantify defects, active thermography is often performed with advanced signal processing methods. Normally, the reflection mode is suitable for detecting defects situated near the surface, while deeper defects can be detected in the transmission mode. However, the transmission approach cannot be used in some cases where the target is inaccessible [6-8].


Figure 1. MWT setup for (a) the passive approach and (b) the active approach.

Depending on the external thermal excitation, different active thermography methods have been developed, such as pulsed thermography (PT) [9], step thermography (ST) [10] and modulated thermography (MT) or so-called lock-in thermography (LT) [11]. Finally, there is pulsed phase thermography (PPT) [12], developed by Maldague and Marinetti in 1996, which combines the advantages of PT and MT [13,14].

Various physical heating sources have been adopted as thermal stimulation sources, such as thermal lamps, lasers, ultrasound devices, and electromagnetic waves. Accordingly, laser thermography [15], ultrasonic thermography and eddy current thermography [16,17] were developed. Taking eddy current thermography as an example, it combines the advantages of IR thermography and eddy current testing, such as being fast and non-contact [18-21]. Eddy current thermography can heat many materials such as metals and carbon fiber reinforced polymer (CFRP) with eddy current heating. However, it only works for conductive materials [22-24], therefore, the excitation source needs to be chosen according to the specific problem. In the last decade, researchers have shown an increased interest in microwave heating techniques. Microwave heating has been exhibited advantages of rapid heat transfer (due to volumetric heating), efficiency, heating uniformity, compact equipment, and being easy to control, etc. Meanwhile, microwave heating has emerged as a powerful platform due to dielectric loss and eddy current heating with different materials under test. So far, built microwave thermography devices have shown some unique advantages such as: (1) microwaves will produce reflection, scattering, transmission at a discontinuous interface. With microwave signal reflection and scattering in the defect area, less microwave energy can be used for heating, and the temperature raise
in a defect area is slower than in a non-defect area during microwave heating. IR cameras will capture this abnormal thermal image which will strengthen the effectiveness of defect detection; (2) the heating pattern of microwave heating is relatively uniform, volumetric and selective, and can be achieved in a short time; (3) microwave heating is easy to control, and it is easy to implement different heating function modulations. However, it is necessary to restrict microwave leakage as they are dangerous to human health, therefore, the leakage of the microwaves needs to be kept below a certain recommended level. Generally, in industry microwave heating is operated from 890 MHz to 2.45 GHz to minimize any possible interference with communication services [25].

Thermography has been associated with microwaves in numerous applications. MWT has been employed by some scientists to detect wet rotten wood [26], mines and surrogate signatures [27,28]. MWT has also been used to inspect and characterize various kinds of materials and phenomena, such as debonding and delamination in composite materials [29]. So far, although there are several review works [30-44], they have been limited to a specific field such as composite or renewable energy, so a review of MWT in the material detection field which includes the principles, advantages and disadvantages, developments and research trends is still needed. In this paper, a comprehensive review of MWT techniques for material evaluation has been provided, based on a detailed literature survey.

The overall structure of this paper includes the following: the principle of MWT is presented in Section 2. Then, typical types of MWT applications are summarized in Section 3. Section 4 reviews the development of MWT with case studies. Then, a comparison and discussion are provided in Section 5. Trends are shown in Section 6. Finally, the conclusions are outlined in Section 7.

## 2. Principle of Microwave Thermography

The principles of MWT mainly include microwave heating and 3D heat conduction. These are analyzed theoretically in the following subsections.

### 2.1. Microwave Based Heating

The heating style of microwave thermography can be divided into volume heating and surface heating [45], therefore the heating process can be divided into volumetric heating (i.e., dielectric loss heating) and surface heating (i.e., eddy current heating).

### 2.1.1. Dielectric Loss Heating

For dielectric materials, such as glass fiber composite materials, microwave heating is volumetric heating (i.e., dielectric loss heating). Considering glass fiber composites for instance, material dielectric loss in the microwave radiation field will generate heat. The dissipated power $P$ per unit volume can be expressed as follows [46]:

$$
\begin{equation*}
P=2 \pi f \varepsilon_{0} \varepsilon^{\prime \prime} E^{2} \tag{1}
\end{equation*}
$$

where $f$ is the frequency of an electric field, $E$ is the RMS value of the electric field, $\varepsilon_{0}$ is the permittivity of air, and $\varepsilon^{\prime \prime}$ is the relative loss factor. Without considering the heat diffusion, the temperature change per unit at heating time $t$ with a continuous microwave source is [46]:

$$
\begin{equation*}
T(t)=\frac{P t}{\rho C p}=\frac{\omega \varepsilon_{0} \varepsilon^{\prime \prime} E^{2}}{\rho C p} t \tag{2}
\end{equation*}
$$

where $\rho$ is the density of the material and $C p$ is heat capacity. Obviously, with constant microwave parameters and constant properties of the material under test, the temperature increases linearly with time (during a short period of time).

The basic principles of MWT volumetric heating are shown in Figure 2a: firstly, a microwave excitation module is used to generate a microwave radiation field; secondly, microwaves penetrate the material under test, and the medium molecules will move at the frequency of the electric field which generates heat and eventually is converted into Joule heat, which then will transfer around the
material based on the diffusion equation; finally, an IR camera is utilized to obtain the temperature variation in the material under test. Due to the differences in density and heat capacity between the materials under test and defects, information about surface and internal defects can be obtained. Thus, the processes of MWT for dielectric materials evaluation are based on microwave radiation, dielectric loss to generate Joule heat, heat transfer, and IR radiation.


Figure 2. Basic schematic of MWT: dielectric material (a) and conductive material (b).

### 2.1.2. Eddy Current Heating

For conductive materials, like metals and carbon fiber composites, microwave heating is eddy current heating. Since the material under test is electrically conductive, microwaves cannot penetrate the conductor material. Thus, the principle of microwave heating is that the energy is radiated to the conductive material surface by microwaves, an alternating electric field is generated, then, induced surface currents are excited from the alternating electric field, resulting in an alternating magnetic field. Next, a vortex electric field is generated by this alternating magnetic field, the vortex electric field promotes the movement of electrons which will generate Joule heat. Finally, the conduct material is heated by Joule heat as shown in Figure 2b. Power $P$ and heat $Q$ generated by eddy current heating can be expressed as [47]:

$$
\begin{gather*}
P \sim I_{\text {inductor }}^{2} \sqrt{\frac{\mu f}{\sigma}}  \tag{3}\\
Q=P t \sim I_{\text {inductor }}^{2} \sqrt{\frac{\mu f}{\sigma}} t \tag{4}
\end{gather*}
$$

where, $I_{\text {inductor }}$ is the current flowing through the inductor, $\sigma$ is the conductivity $(\mathrm{S} / \mathrm{m}), \mu$ is the magnetic permeability of the material under test and $f$ is the frequency of the induced current. It is observed that with a stable induced current and induced current frequency, the generated heat is directly proportional to the microwave excitation time and it is inversely proportional to the square root of the conductivity. However, due to the presence of heat transfer and dissipation problems during actual applications, MWT must be corrected in order to minimize the measurement error.

Due to the skin effect, induced current depth (within the skin depth) in the conductive material is an extremely important factor. The skin depth can be obtained by the following equation [48]:

$$
\begin{equation*}
\delta=\frac{1}{\sqrt{\pi \mu \sigma f}} \tag{5}
\end{equation*}
$$

where $f$ is the microwave's frequency, $\sigma$ is the conductivity $(\mathrm{S} / \mathrm{m})$, and $\mu$ is the magnetic permeability $(\mathrm{H} / \mathrm{m})$ of the material under test. A typical conductivity of CFRP is probably $1000 \mathrm{~S} / \mathrm{m}$, and the
permeability is around 1. With 2.4 GHz microwave excitation, the skin depth is about 0.002 mm . Therefore, MWT belongs to the surface heating category as only the surface of the CFRP is heated.

### 2.2. 3D Heat Transfer and Temperature Field

Heat $Q$ generated by dielectric loss or the Joule heat will be conducted from inside to the surrounding material. The heat conduction equation is a time-dependent heat diffusion equation [49]:

$$
\begin{equation*}
\frac{\partial T}{\partial t}=\underbrace{\frac{k}{\rho C_{p}}\left(\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}+\frac{\partial^{2} T}{\partial z^{2}}\right)}_{\text {Thermal diffusion }}+\underbrace{\frac{1}{\rho C_{p}} Q(x, y, z, t)}_{\text {Microwave heating }} \tag{6}
\end{equation*}
$$

where, $T=T(x, y, z, t)$ is the temperature distribution of the surface, $k$ is the material thermal conductivity $(\mathrm{W} / \mathrm{m} \times \mathrm{K}), C_{p}$ is specific heat capacity $(\mathrm{J} / \mathrm{kg} \times \mathrm{K}), \rho$ is the density $\left(\mathrm{kg} / \mathrm{m}^{3}\right)$, and $Q(x, y, z, t)$ is the heat generation function with microwave heating (the dielectric loss heating or eddy current heating). A surface temperature distribution will eventually reflect disturbances of the electromagnetic and thermal fields. Therefore, MWT has the potential to characterize and track the property variations of the material, such as magnetic permeability, electrical conductivity, permittivity, thermal conductivity, thermal diffusivity, etc. In addition, the depth of defects can be quantified. The heat generated by Joule heat will propagate a certain distance within the material in the form of heat waves. The penetration depth $\delta_{\text {th }}$ of these heat waves is [50]:

$$
\begin{gather*}
\delta_{t h} \approx 2 \sqrt{\alpha t}  \tag{7}\\
\alpha=(k / \rho C p) \tag{8}
\end{gather*}
$$

where, $\alpha$ is the thermal diffusivity, and $t$ is the observation time. $\alpha$ can be expressed as a function of the density of the material $\rho$, heat capacity $C p$ and thermal conductivity $k$, as shown in Equation (8). It shows that the penetration depth of heat $\delta_{t h}$ is proportional to the square root of $t$ and $\alpha$ [11]. In the case of a modulated thermal wave, the length of thermal diffusion decides the penetration depth, which can be found from the following equation [11]:

$$
\begin{equation*}
\mu_{t}=\sqrt{\frac{2 k}{\omega \rho C p}}=\sqrt{\frac{\alpha}{\pi f}} \tag{9}
\end{equation*}
$$

where, $\rho$ is density, $k$ is thermal conductivity, $\alpha$ is thermal diffusivity, $C p$ is heat capacity, and $f$ is the frequency of the thermal wave. The penetration depth is proportional to the reciprocal of the square root of $f$ and $\alpha$. In other words, the detection depth varies according to the modulation frequency. In summary, the detection ability of microwave thermography is closely related to the electrical, dielectric and thermal properties of the material under test.

## 3. Types of Microwave Thermography

### 3.1. Classification of Excitation Configuration

According to the excitation configurations of microwave heating, MWT can be divided into microwave pulsed thermography (MPT),microwave pulsed phase thermography (MPPT), microwave lock-in thermography (MLT) [51], or microwave step thermography (MST), also known as microwave time-resolved thermography [52]. With MPT, the material under test is heated by a small period of microwave excitation as shown in Figure 3a. The variation of temperature is observed in the heating phase and the cooling phase. For MST, the sample is step heated by a long pulse as shown in Figure 3b, and the variation of temperature is observed in the heating phase. As shown in Figure 3c, the material under test is heated by a periodic amplitude modulated microwave with MLT and the periodic temperature change is captured. A square pulsed modulated excitation is used to derive phase
information from multiple thermal waves with one inspection. The influence of non-uniform heating is been reduced and deeper defects can be displayed with a higher contrast. A pulse excitation signal is used by MPPT. Phase analysis is carried out in the frequency domain [13]. Predictably, microwave frequency modulated thermography will employ a frequency modulated microwave excitation in order to derive phase information. From the above analysis, the conclusion can be reached that: MPT and MST analyze the temperature of thermal imaging in the time domain, which is affected by surface emissivity variations and non-uniform heating; MLT obtains information in the frequency domain such as phase, which can suppress the influence of the surface emissivity variations and non-uniform heating. However, the MLT inspection system requires a long measurement time and it is relatively complex.


Figure 3. Excitation functions of MWT: (a) MPT; (b) MST; (c) MLT.

Comparisons among MPT, MST, MLT, and MPPT are listed in Table 1. Due to the use of an IR camera, all of them exhibit high sensitivity, high resolution, full-field detection and good visibility. In addition, quantification information can be achieved based on the heat conduction:

1. MPT can be fast and easily deployed. Surface temperature gradients will be introduced not only from defects, but also local variations in surface emissivity and non-uniform heating. A long inspection time is required for a thick material. In addition, the material could be damaged due to the high heating energy.
2. MST is a time-resolved method and it can be used to quantify defect depth. However, the radiation from the heat source in the continuous heating process could deteriorate the temperature measurements. Also, the non-uniform heating and surface emissivity variation have adverse effects on defect evaluation.
3. MLT generally required less excitation energy than MPT. MLT exhibits a higher sensitivity than MPT. The phase data can be extracted which is independent of surface emissivity and heating variations. Tests are repeated with various frequencies and it becomes a time-consuming process to detect defects with various depths. However, MLT offer a compromise with a better depth resolution.
4. MPPT combines the advantages of MPT and MLT. MPPT is less sensitive to non-uniform heating and surface emissivity than MLT as only phase information can be obtained. Moreover, MPPT employed a short excitation pulse which is faster than MLT and wide frequency spectra can be obtained. However, with increasing frequency, the transferred energy is decreased with MPPT. With post processing algorithm, MPPT exhibits better detect ability and resolution than MPT for deeper defects.
Table 1. Comparisons among MPT, MST, MLT and MPPT.

| Techniques | Strength | Limitation |
| :---: | :---: | :---: |
| Microwave pulsed thermography [13] | Full-field, high resolution, high sensitivity, good visibility, <br> quantification, fast, easy deployment | Small depth, long time for thick material, emissivity and <br> non-uniform heating dependence, high power |
| Microwave step thermography [52] | Full-field, high resolution, high sensitivity, good visibility, <br> quantification, fast, easy deployment, time-resolved | The radiation from heat source in the continuous heating process <br> could have a negative influence on temperature measurements of <br> MUT, emissivity, and non-uniform heating dependence |
| Microwave lock-in thermography [51] | Full-field, high resolution, higher sensitivity, good visibility, <br> quantification, low power, emissivity independence, <br> elimination of non-uniform heating | Compromise between depth and depth <br> resolution, time-consuming, |
| Microwave pulsed phase thermography | Full-field, high resolution, high sensitivity, good visibility, <br> quantification, fast, emissivity independence, elimination of <br> non-uniform heating, greater depth and resolution, better detectability | Post signal processing, <br> energy attenuation with frequency |

### 3.2. Classification by Heating Style

MWT can be classified into surface heating thermography, volume heating thermography, and abnormal heating thermography [14,45]. In Figure 4a, for eddy current heating, MWT can be also called surface heating thermography (SHT). Due to the great permeability, the skin depth is very small [53-55]. Thus, it can be classified as part of the SHT family. With reflection mode, the heat conduction from surface to inside is used to quantify the depth of defect.

MWT exhibits volumetric heating for dielectric material inspection. MWT can be called volume heating thermography (VHT), as illustrated in Figure 4b [45,55]. For the transmission and reflection modes with VHT, the characterizations of defects are similar [54]. Only interesting areas are heated without heating the host material in some cases. Abnormal heat will caused by defects. Furthermore, this abnormal heat is used to quantify depth information of the related defect. In Figure 4 c , these methods are called abnormal heating thermography (AHT). For detecting water in concrete structures, MWT can be considered as a kind of AHT.

(a)

(b)

(c)

Figure 4. Styles of heating: (a) SHT; (b) VHT; (c) AHT.

## 4. Developments and Case Studies

### 4.1. A History of MWT Development

Developed countries have taken the lead on the use of MWT to carry out related researches and achieved some interesting results [56-58]. Levesque and Ambrosio did a preliminary study on MWT in the 1990s. Levesque et al. employed X and Ku bands (range from 8 GHz to 18 GHz ) horns and parabolic antennas to excite the sample under test [59]. The excitation of the antenna is provided by a 100 W amplifier. Thermal images are produced by an AGEMA (model 782 LWB) IR camera with $8 \mu \mathrm{~m}-12 \mu \mathrm{~m}$ range. An area of $300 \times 300 \mathrm{~mm}^{2}$ is been measured due to the limited excitation area. Several 10 mm thick glass-epoxy composites have been tested to identify the inserted carbon particles area. The proposed method were used to characterize artificial defects' size and location under different depths in composite materials. Ambrosio et al. used a cavity with a minimum 600 W to detect artificial defects in non-metallic composites [60]. The cavity was $300 \times 200 \times 280 \mathrm{~mm}^{3}$ which is excited by a 2.45 GHz magnetron and an Alter VPG1540 power supply unit (maximum power 1200 W ). They used a Cober PM45 power meter to monitor the incident and reflected microwave powers. Two cavity applicators (an open cavity applicator and a large cavity applicator) have been proposed to avoid the aperture edge effects and to improve the field uniformity over the sample. To estimate the defect permittivity and depth influence on surface temperature perturbation, theoretical modeling and numerical simulations were carried out.

In 1999, Takahide et al. at Osaka University applied MWT to detect surface breaking cracks in reinforced concrete structures and they pointed out that the tip of crack will produce more heat during the test [61]. Heat was introduced by a time-gated microwave source into the homogeneously reinforced concrete structure. With the microwave penetration features, the subsurface of the reinforced concrete structure could be inspected. Moreover, wet cracks could be selectively heated. Therefore, subsurface cracks will be immediately identified with MWT. Analyses of time and spatial dependence features of measured thermal images are possible to quantify cracks' depth and thermal diffusivity information [61]. In the 21st century, groups in the USA, UK, France, Poland, Italy, Korea, etc. have developed MWT for metal, dielectric material, cement/concrete, GFRP, CFRP, honeycomb and cement-based composites detection problems. These works have been simply summarized in Table 2 and are introduced in detail in the following Sections 4.2-4.9.
Table 2. Summary of researches with MWT.

| Hardware Development |  |  |  | Software Development |  |  | Experimental Study |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Operation Frequency | Antenna/Sensor | Power | IR Camera | Simulation Study | Sampling Software | Signal Processing | Material under Test | Defects |
| $\begin{gathered} 8 \mathrm{GHz} \text { to } \\ 18 \mathrm{GHz}[59] \end{gathered}$ | Horns and parabolic antennas [59] | 100 W [59] | $\begin{aligned} & \text { AGEMA } 782 \\ & \text { LWB [59] } \end{aligned}$ | Not available | CEDIP PTR-9010 <br> system [59] | Normalized the infrared images pixel by pixel [59] | Glass-epoxy composites [59] | Delaminations |
| $2.45 \mathrm{GHz}[60,61]$ | Magnetron [60] | $600 \mathrm{~W}-1700 \mathrm{~W}$ [60] | AGEMA AGA $880[60]$ | Influence of defect permittivity and depth has been estimated [60]. | HP 8757 C network analyzer [60] | Open cavity applicator and large cavity applicator have been designed [60] | Kevlar or fiberglass slabs and sandwich samples [60] | Defects |
|  | Microwave oven [61] | 1400 W [61] | Nikon LAIRD-3 [61] | Not available | Not available | Thermal image was taken at 20 s [61] | Mortar block [61] | Cracks |
| $\begin{gathered} 2 \mathrm{GHz} \text { to } \\ 3 \mathrm{GHz}[62], \\ 2.45 \mathrm{GHz}[63,64] \end{gathered}$ | TEM horn antenna $[62,64]$ | $\begin{gathered} 50 \mathrm{~W}[62,64], \\ 10 \mathrm{~W}[63] \end{gathered}$ | $\begin{gathered} \text { DRS Tamarisk } \\ 320[62,64], \text { FLIR SC } \\ 500[63]] \end{gathered}$ | CST Microwave Studio and MPHYSICS Studio [62]. | Not available | The surface thermal profile was taken after 10 s of heating [62]. The surface thermal profile was taken after 5 s and 15 s of heating [63]. | Reinforced steel bars [62], Rebar in air [63]; Embedded in cement | Corrosion, delaminations, debonding and crack |
| 2.45 GHz [65] | Magnetron generated horn antenna [65] | 600 W [65] | Not available | Not available | ALTAIR software | A contrast algorithm is used to analyze the thermogram series with 5 min of heating [65]. | [63,60], CFRP [64] | Steel bar corrosion |
| $\begin{gathered} 5 \mathrm{GHz} \text { to } \\ 10 \mathrm{GHz}[66] \end{gathered}$ | Horn antenna [66] | $2.3 \mathrm{~W}[66,67]$ | Mikron 6T61 and SantaBarbara IR camera [66] | Not available | Macintosh microcompute [66] | A 2.7 s microwave pulse was used [66] | Multilayered plexiglass-water-teflon specimen [66] | Debonding |
| $9 \mathrm{GHz}[67]$ | A single flare horn antenna [67] |  | Santa Barbara Focalplane [67] | Not available | LabVIEW | The surface thermal profile was taken after 8 s and $10 s$ of heating [67] | Carbon fibers in different epoxy structures [67] | Embedded fibers |
| 18 GHz [57] | Flann 18 094-SF40 waveguide [57] | 1 W [57] | FLIR SC7500 [57] | COMSOL Multiphysics | Rohde \& Schwarz SMF 100 A signal generator [57] | The surface thermal profile was taken after 10 min of heating [57] | CFRP [57] | Defects |
| $2.45 \mathrm{GHz}[56,68]$ | WR430 waveguide [57] | 1000 W [57] | Flir A325 [57,68] | and CST Microwave Studio [57] | Not available | The surface thermal profile was obtained after 10 s to 15 s of heating [57] | - | Debonding and delamination |
|  | Magnetron [68] | 500 W [68] |  | Not available |  | A sequence of 180 thermograms was obtained and processed by using normalized, standardized contrast and cosine transform [68] | Composite materials with adhesive bounded joints [68] | Defects |
|  | Pyramidal horn antenna [56] | 360 W [56] | Not available | Not available | $\begin{gathered} \text { ALTAIR } \\ \text { program [56] } \\ \hline \end{gathered}$ | The surface thermal profile was taken after 150 s of heating [56] | CFRP [56] | Defects |
| 1 GHz [69] | Coaxial-type probes [69] | 0.1 W [69] | FLIR T620 [69] | CST Microwave Studio [69] | Spectrometer [69] | Normalized to the maximum value of field intensity [69] | Carbon-fiber composite materials [69] | Conductivity measurement |

### 4.2. Metals and Corrosion

Foudazi et al. from the Missouri University of Science and Technology proposed the use of MWT for the detection and characterization of corroded reinforced steel bars [62]. In Figure 5a, the measurement setup for steel bars is illustrated. They employed a $14 \times 24 \mathrm{~cm}^{2}$ horn antenna to irradiate steel bars with a 50 W microwave signal for 10 s . The distance between the steel bars and the antenna was 1 cm . During the experiment, four pieces of corroded material were mounted on steel bars and spaced 1 cm apart. A DRS Tamarisk 320 thermal camera was utilized to obtain the thermal profile of the steel bars with a 0.05 K sensitivity. In Figure 5b, the surface thermal profiles for steel bars after 10 s as detected with $2 \mathrm{GHz}, 2.5 \mathrm{GHz}$, and 3 GHz energy are provided. The steel bars were a smooth rebar without ribs. The radius of this rebar was 4.8 cm which contained a 1 cm corrosion area. In Figure 5b, the visible hot spots are the corroded areas on these steel bars. Because of the relatively low thermal conductivity of corroded steel, heat quickly dissipates in uncorroded steel. Moreover, these temperature differences between the corroded areas indicated that different amounts of corrosion absorb different amounts of microwave energy. With a preliminary simulation and experimental study of the MWT, it demonstrated that a higher excitation microwave frequency will lead to a higher temperature for corrosion detection in steel bars. Moreover, increased corrosion leads to absorption of microwave energy increasing results in a greater difference in the measured IR images.


Figure 5. (a) MWT measurement setup for corroded rebar detection; (b) temperature profile for corroded steel bar [62]. Reprinted/reproduced with permission from IEEE. .

Pieper et al. demonstrated an active MWT for inspection of large corrosion areas on reinforcing steel bars for cement-based structures [63]. They used CST Microwave studio and MultiPhysics studio to construct a coupled microwave and thermal simulation model. The effects of steel bars have been investigated in the air and in concrete. To detect the change in temperature with a thermal camera, the incident microwave power should be increased because some of the microwave energy is absorbed by the concrete. The effect of different polarization has been studied with CST. With 10 W incident power, the parallel polarization generates the most uniform heating in that of orthogonal polarization and circular polarization, but the temperature increase was the lowest (only $0.014^{\circ} \mathrm{C}$ ). The highest temperature increase was generated by orthogonal polarization (around $0.025^{\circ} \mathrm{C}$ ), therefore, orthogonal polarization is the best choice for thin corrosion detection.

During the experimental study, two steel (AISI 1008) bars (each of length 150 mm and radius 4.8 mm ) were measured, which have been embedded in parallel in a concrete block ( $170 \times 150 \times 50 \mathrm{~mm}^{3}$ ). The sample was heated for 5 s by a microwave oven operating at 2.45 GHz . A FLIR Thermacam SC 500 was used to provide thermal images with a sensitivity of $0.1^{\circ} \mathrm{C}$. In Figure 6 a , the two steel bars have been heated by microwave energy for 15 s . One (top) with localized significant corrosion (on the order of $1 \mathrm{~mm}-4 \mathrm{~mm}$ ) on a portion of its length, the one below with light corrosion (on the order 0.2 mm or less) along half of its length. As illustrated in Figure 6b,c, the corroded areas in the two steel bars have been identified in the thermal images as indicated by the black circle. Moreover, in Figure 6c, the uncorroded area in the steel bar is also visible, appearing as a relatively lower temperature line (in the left of the black circle). In Figure 6e, the corroded steel bar is still
detectable when embedded in a concrete block as highlighted by the black circle. These results show that steel corrosion in concrete will lead to a higher loss tangent and the thermal properties are changed. With microwave heating, the physical property changes due to corrosion become measurable in the thermograms. Depending on the orientation and thickness of corrosion, the polarization of the incident microwave signal can be optimized through simulation. The effect of corrosion layer thickness on microwave heating has been investigated.


Figure 6. (a) Photograph of localized corrosion (top) and light corrosion (bottom); (b) thermal images of a steel bar with light corrosion and (c) localized corrosion; (d) photograph of clean (left) and corroded (right) steel bars; (e) thermal images of clean (left) and corroded (right) steel bars embedded in the concrete block after microwave heating [63]. Reprinted/Reproduced with permission from AIP Publishing LLC.

Keo et al. presented a pyramidal horn antenna based MWT to detect corroded steel in a reinforced concrete wall [65]. During the experimental study, a commercial magnetron operating at 2.45 GHz was used to irradiate a maximum 800 W of microwave energy. The steel reinforcements (each one with a diameter of 12 mm , located at a regular spacing of 10 cm ) with a 38 mm concrete covering were embedded in a concrete block ( $1000 \times 1000 \times 65 \mathrm{~mm}^{3}$ ). The specimen was heated by 600 W microwave energy for 5 min . The reflection mode was used as the thermal camera was placed on the same side as the excitation source. A data analysis method based on a contrast algorithm was used to analyze the thermogram series to reduce the effect of non-uniform excitation. As shown in Figure 7a, the infrared camera was composed of a $320 \times 256$ matrix detector of indium antimonide ( InSb ) with a sensitivity range of $3-5 \mu \mathrm{~m}$. The excitation antenna was placed in a $45^{\circ}$ direction to heat the largest surface area of the specimen. In addition, the infrared camera was placed at 2.32 m away from the specimen in a $30^{\circ}$ direction which can detect the largest possible surface area of the specimen. Thermograms were recorded at 1 image per s by using the ALTAIR software (developed by FLIR for obtaining measurement data). Figure 7 b shows the obtained thermograms at the 250 s instant. The abnormal temperature areas correspond to the corrosion area in the steel reinforcements. In the preliminary experimental study of the MWT, it was demonstrated that the detection depth of MWT was about 3.8 cm in a thick concrete block.


Figure 7. Photograph of microwave thermography measurement setup (a) and temperature profile for corroded steel bar (b) [65]. Reprinted/reproduced with permission from Elsevier.

### 4.3. Dielectric Materials

Osiander et al. employed a time-resolved MWT system for surface and sub-surface inspection on Plexiglass-water-Teflon specimens with absorbers at different depths ( $0.15,0.30$ and 0.45 mm ) [66]. Figure 8a shows a diagram of the experimental setup. An HP 6890B oscillator was used to generate microwave pulses with a frequency range from 5 GHz to 10 GHz . A Hughes 1277 X-band traveling wave tube amplifier with 2.3 W maximum power was utilized as a power amplifier. An excitation horn antenna was placed in a $45^{\circ}$ direction with respect to the sample surface. Two infrared cameras were used to monitor the surface temperature of the sample under test. One was a Mikron 6T61 infrared scanner with an HgCdTe detector. The second one was a SantaBarbara infrared camera with a $128 \times 128$ pixels InSb focal plane array. The temperature resolution of the first camera was 0.1 K . For the second IR camera, the temperature resolution is about 0.003 K . The specimen under test is illustrated in Figure 8b. It is structured with a Teflon layer of varied thickness and a water layer with a constant thickness backed with Plexiglass layers. Considering the power, the microwave horn was working in the near field. The measured data was normalized to the peak amplitude to eliminate the effects of non-uniform microwave distribution. Figure 8c shows IR images of the test sample before, during and after a 2.7 s microwave pulse. Three water layers corresponding to the Teflon layer thicknesses appear in the IR images in a temporal order. With MWT, the potential of surface temperature versus time has been shown for subsurface defects quantitative characterization. Compared with laser beam heating, dry epoxy coated steel samples exhibit a very small response with microwave heating. When a debonding region contains water, the whole structure of the debonding region can be illustrated. The wavelength independent resolution has been demonstrated to be $30 \mu \mathrm{~m}$. An analytical model has been provided to extract the time dependence of the surface temperature where quantitative data such as the depth of the defect can be extracted.


Figure 8. Schematic diagram of the experimental setup (a), the specimen under test (b) and IR images (c) [66]. Reprinted/reproduced with permission from SPIE.

### 4.4. Cement and Concrete

Takahide et al. proposed the use of MWT for detecting surface-breaking cracks in concrete [61]. Surface-breaking cracks can be penetrated with water. The crack opening distance was 0.2 mm and 0.4 mm . The size of the cracks was 10 mm in depth and 40 mm in width. Since the microwave absorptivity of the concrete is much smaller than that of water, cracks containing water can be selectively heated. By applying microwaves to the concrete structure, the thermal conduction of these heated cracks will generate localized high-temperature regions. The experimental MWT setup is illustrated in Figure 9a. A commercially available 2.45 GHz magnetron was used to irradiate microwaves into the mortar block with a maximum 1400 W output power. The specimen under test was placed in the microwave oven. A Nikon LAIRD-3 with PtSi array was used to measure the temperature distribution of the mortar block. In Figure 9b, four artificial cracks have been introduced to a rapid hardening mortar block specimen. By injecting water into crack $C$ and applying microwaves for 5 s , crack C with water was selectively heated. Compared with the non-crack area, the temperature of the crack rose about $6{ }^{\circ} \mathrm{C}$ to $8{ }^{\circ} \mathrm{C}$ after microwave heating. As shown in Figure 9 c , the position of the crack $C$ can be easily detected from the thermal image taken immediately after the microwave excitation. Meanwhile, the authors found that the temperature region of the crack degraded after 20 s due to the thermal diffusion from the crack into the surrounding area. The relation between the crack size and temperature rise should be determined for quantitative investigations.


Figure 9. Schematic diagram of MWT (a), mortar block specimen with artificial cracks (b) and thermal images taken after microwave heating (c) [61]. Reprinted/reproduced with permission from SPIE.

### 4.5. Glass Fiber Composite Structures

Bowen et al. introduced microwave-source time-resolved infrared radiometry for detecting and characterizing microwave absorption in dielectric materials [67]. An HP 6890B oscillator was used to excite a 9 GHz microwave signal. A Hughes 1277 X-band traveling wave tube amplifier was used to amplify this signal to a maximum 2.3 W power. A single flare horn antenna with about $50^{\circ}$ beam width was placed 15 cm from the sample under test. A Santa Barbara camera with $128 \times 128 \mathrm{InSb}$ focal plane array was used to detect the IR radiation. The temperature resolution is about 0.003 K . With embedded fibers at different locations, a fiberglass-epoxy specimen was measured. The depth of the fibers was 0.25 mm and 0.75 mm . Due to the loss tangent and Joule heating, there is a very high contrast for defects in embedded epoxy materials. The size and orientation of these embedded fibers in the measured thermal images have been studied. The interaction is strongly dependent on the length of the fiber ( 9 mm to 30 mm ) and orientations. The temperature shows a modal distribution along the fiber for fibers longer than 12 mm .

Cheng et al. [57] developed a microwave pulsed thermography system for glass fiber composite measurement. Figure 10a illustrates the setup of the experimental system: (1) an adaptor connected with the waveguide; (2) GFRP wind turbine blade; (3) microwave generator linked with cable; (4) IR camera. GFRP wind turbine blade with 4 holes ( 4.5 mm in radius) at the root was heated by an open-ended waveguide connected with a Flann 18 094-SF40 adaptor. The adaptor was linked to a signal generator (Rohde \& Schwarz SMF 100 A ) with the maximum output power of 30 dBm $(1 \mathrm{~W})$ at 18 GHz . The waveguide was placed above the sample with roughly a 45 degree illumination direction. A FLIR SC7500 IR camera was used to obtain the temperature distribution. Artificial holes with 4.5 mm radius were investigated. During the experiment, the signal generator provided 1 W microwave power, although only 115.2 mW microwave power was emitted from the waveguide due to the cable loss. In order to maximize the actual illumination power and minimize the power loss during the transmission, 22.7 mm was selected as the standoff distance (distance between the microwave antenna aperture and sample under test) due to the impedance matching (this distance should be around $\lambda / 4$ to maximum power transfer, where $\lambda$ is the wavelength of microwave). In their primary experimental results, a discontinuous temperature was captured in the defect region (mainly at the edges). A high power heating system is required for a better contrast of heat patterns between defect and non-defect regions.


Figure 10. MWT setup in Newcastle University (a) and West Pomeranian University of Technology (b) [57]. Reprinted/reproduced with permission from IEEE.

A magnetron-based microwave pulsed thermography system has been developed by West Pomeranian University of Technology for glass fiber composite debonding and delamination detection [57]. A GFRP wind turbine blade (BLADES200W from Navitron) with a 4.5 mm hole at the middle was the study object. Figure 10b illustrates system setup for high power microwave pulsed thermography. With a maximum 1 kW power, the microwave excitation was a 2.45 GHz magnetron. An open-ended aperture was matched impedance with a WR-430 waveguide. Dipolar Magdrive 1000 was used to control the output power. A Flir A325 device was used to obtain thermograms. A $0.238^{\circ} \mathrm{C}$ maximum temperature raise can be obtained from 2 s heating. In their primary experiment results, the location and the size information of the defect have been detected from the continuities in the line-scan results.

Ryszard et al. also employed MWT for inspecting adhesive joints in composite materials [68]. Due to the dielectric property differences between defects (lack of adhesive or delamination) and the background, the induced thermal energy in the defect region and the background in the material under
test is different. The experimental setup is illustrated in Figure 11a: (1) an IR camera in a protective box to prevent damage caused by the high power microwaves; (2) a 500 W magnetron working at 2.45 GHz ; (3) microwave absorbers; (4) an open-ended rectangular waveguide; (5) the sample under test; (6) a cooling system for the magnetron. The MWT observation time was set to 180 s to obtain 180 thermograms in one sequence. The measured results were obtained by using dedicated image processing algorithms. As shown in Figure 11b-e, the original thermogram (b), cosine transform (c), standardized contrast (d) and contrast enhancement (e) were used to obtain images of the defect. In the primary experiment results, approximate location and the size information about delamination can be obtained in the thermograms after processing.


Figure 11. Experimental setup for MWT (a) and measurement results (b-e) [68]. Reprinted/reproduced with permission from authors.

We also investigated MWT for defect detection in a glass fiber wind turbine blade, as shown in Figure 12. A horn antenna (ETS Lindgren 3115, frequency range: $750 \mathrm{MHz}-18 \mathrm{GHz}$.) was used for microwave excitation. The antenna was connected to Rohde \& Schwarz SMF 100 A signal generator with a maximum output power of 1 W . The waveguide was placed above the sample with roughly 90 degree illumination direction. A FLIR SC7500 IR camera was used to obtain the temperature distribution of sample under test. During the experiment, the signal generator provided 1 W at 0.915 GHz and 2.45 GHz . In order to detect defects during the experiment, the microwave heating duration was selected as 1 min (as shown in Figure 13a,c) and 2 min (as shown in Figure 13b,d). In our initial experiment results, a discontinuous temperature was captured in the defect region. Furthermore, the heating effect of 2.4 GHz is not as good as 0.915 GHz due to the penetration ability difference. With the captured IR images, defects around 1 mm radius with 0.2 mm in depth could be obtained in the GFRP sample. With a longer heating duration, the number of defects became hard to identify due to the heat diffusion, therefore, the heating time must be optimized for different situations.


Figure 12. Experimental setup for defect detection with MWT.


Figure 13. IR results with MWT for defect detection in glass fiber wind blade after 1 min microwave excitation with $0.915 \mathrm{GHz}(\mathbf{a})$, after 2 min microwave excitation with 0.915 GHz (b), after 1 min microwave excitation with 2.45 GHz (c) and after 2 min microwave excitation with $2.45 \mathrm{GHz}(\mathrm{d})$.

### 4.6. Carbon Fiber Composite Materials

In France, Keo et al. developed a microwave pulsed thermography for CFRP detection [56]. They used a commercial 2.45 GHz magnetron to generate microwave signals. With a detector with a $320 \times 256 \mathrm{InSb}$ matrix, the sensitivity of the IR camera is in a range of $3 \mu \mathrm{~m}-5 \mu \mathrm{~m}$. To capture the whole inspection area, the sample was placed 1.5 m away from IR camera at $55^{\circ}$. The CFRP sample was $40 \times 40 \times 4.5 \mathrm{~cm}^{3}$. A $10 \times 10 \mathrm{~cm}^{2}$ defect was created at the middle of the CFRP sample by the absence of adhesive. The antenna was placed in the $45^{\circ}$ direction as shown in Figure 14a. In Figure 14b, the microwave beam was guided by a $59 \times 56 \mathrm{~cm}^{2}$ pyramidal horn antenna onto the sample under
test. With the ALTAIR program provided by FLIR, a computer was used to record thermograms at 1 Hz . A 360 W microwave was used to heat the specimen for 150 s . The same testing procedure was carried out on samples with/without defect. As shown in Figure 15, the thermograms at the 100 s were obtained. In Figure 15a, a non-defect specimen has been shown in the thermogram at the 100 s instant. In Figure 15b, a specimen with a defect has been shown in the thermogram. In Figure 15c, the thermogram of the sample with a defect (Figure 15a) has been subtracted with the thermogram of the sample without defect (Figure 15b) at the same instant. In Figure 15d, the thermogram in Figure 15c is subtracted from its initial thermogram in order to highlight the defect. In the primary experiment results, the CFRP defect area can be clearly found. It is hotter than the non-defect area due to the absence of adhesive. The defect area can be estimated directly from the thermograms (about $10 \times 10 \mathrm{~cm}^{2}$ ) [56].


Figure 14. MWT setup (a) and Horn (b) in University Institute of Technology of Bethune [56]. Reprinted/reproduced with permission from Scientific Research Publishing Inc.


Figure 15. MWT results for the absence of adhesive in CFRP: the thermogram of the sample without defect (a), the thermogram of the sample with the defect (b), the subtraction between the thermograms of the sample with and without the defect (c), thermogram subtracted from its initial thermogram (d) [56]. Reprinted/reproduced with permission from Scientific Research Publishing Inc.

In 2014, Foudazi et al. investigated MWT for the inspection of rehabilitated cement-based structures [64]. The experimental setup is shown in Figure 16a,b, 2.4 GHz microwaves have been transmitted with 50 W power. A sweep oscillator (HP8690B) and a power amplifier (OphirRF 5303084) are used to generate high power microwave signals. The sample under test was illuminated by a horn antenna. With a sensitivity of 0.05 K , the thermal profile of the sample's surface was captured by an IR camera (DRS Tamarisk 320). In Figure 16c, the sample is a $20 \times 20 \times 4 \mathrm{~cm}^{3}$ mortar sample covered with a $13 \times 13 \mathrm{~cm}^{2}$ CFRP. There is a $2 \times 2 \mathrm{~cm}^{2}$ and 2 mm depth delamination in the center of the sample [58]. With 5 s heating time, measurements were performed at a 6 cm standoff distance. Meanwhile, measurements were also performed at a 45 cm standoff distance with 15 s heating time.

Thermal profiles were captured before and after heating. In Figure 16d, the thermal image before heating is provided. Figure 16e shows the thermal image after 5 s heating. In their primary experiment results, the delamination in CFRP can be easily identified. Both the level of power and heating time should be optimized to detect small size disbands. In addition, they found that the measured result is evidently affected by edge effects with 45 cm standoff distance, as shown in Figure 16f.


Figure 16. MWT measurement system setup used for $45 \mathrm{~cm}(\mathbf{a})$ and $6 \mathrm{~cm}(\mathbf{b})$ standoff, photograph of mortar sample with delamination (c). Measurements on mortar sample before heating (d), 6 cm standoff after 5 s heat (e) and 45 cm standoff after 15 s heat (f) [58]. Reprinted/reproduced with permission from IEEE.

Recently, Foudazi has shown that the MWT method can be used for detection of delaminations, debonding and cracks in rehabilitated cement-based materials [70]. The experimental setup is shown in Figure 17a. Three CFRP-strengthened cement-based specimens have been measured (a unbonded defect was made by placing a 5 mm thin sheet of foam with dimensions of $6 \mathrm{~cm} \times 8 \mathrm{~cm}$ in a sample with $52 \times 38 \times 9 \mathrm{~cm}^{3}$, several delaminations (with thicknesses ranging from 1 mm to 3 mm and areas ranging from $10 \mathrm{~cm}^{2}$ to $100 \mathrm{~cm}^{2}$ ) have been formed in a sample with dimensions of $52 \times 38 \times 7.8 \mathrm{~cm}^{3}$, the crack sample had dimensions of $52 \times 38 \times 9 \mathrm{~cm}^{3}$ ), as shown in Figure 17b. Thermal profiles for these specimens are illustrated in Figure 17c. The approximate location and the size information about defects in these specimens have been obtained. Meanwhile, the temperature of the defect will be affected by the orientation of the carbon fibers (due to the electric field difference). In their initial experimental results, for the case of unidirectional carbon fiber, if the electric field is along the fiber direction, the temperature change for the defected area will be smaller compared to the case of perpendicular polarization. This is due to the different electromagnetic response of the carbon fiber at different polarizations. In other words, if the wave is parallel to the fiber orientation, it will react as an electric conductor, while for the perpendicular case it is similar to high loss dielectric materials. Additionally, the thermal contrast (TC) between healthy and defective areas is much greater. Moreover, increasing defect dimensions also led to a greater TC.

Furthermore, the authors used MWT to monitor debonding in CFRP by using different excitation antennas [64]. A horn antenna linked with a double-ridged waveguide operating at frequency ranged from 0.75 GHz to 18 GHz was employed. The aperture size of this antenna is $14 \times 24 \mathrm{~cm}^{2}$. In Figure 18a, the CFRP sample is $30 \times 30 \times 0.2 \mathrm{~cm}^{3}$ backed with $40 \times 40 \times 5 \mathrm{~cm}^{3} \mathrm{Al}$ sheet which containing six debonds with dimensions of $6 \times 6 \mathrm{~cm}^{2}, 5 \times 5 \mathrm{~cm}^{2}, 4 \times 4 \mathrm{~cm}^{2}, 3 \times 3 \mathrm{~cm}^{2}, 2 \times 2 \mathrm{~cm}^{2}$, and $1 \times 1 \mathrm{~cm}^{2}$, respectively. Figure 18b shows top and side views of the CFRP backed by a layer of Al sheet. During
experiment, the sample under test was illuminated at 2.4 GHz microwave signal of different power ( $50,100,150$ and 200 W ). In addition, the effect of the heating time (from 10 s to 30 s ) has been investigated by using CST Microwave Studio and MultiPhysics Studio. As shown in Figure 18c,d, normalized thermal images of CFRP with different excitation power levels at 10 s and 30 s have been demonstrated. In the preliminary experimental results, they found that a higher excitation microwave power is needed for a smaller debond detection. In addition, the debonding becomes clearly visible with increasing excitation power due to the temperature difference increase. Therefore, increasing the incident power improves the detection of small disbonds. Meanwhile, an increase of the heating time leads to an increased temperature throughout the sample under test, thereby the possibility of detecting the disbonds is reduced, therefore, the heating time must be optimized according to the actual situation.


Figure 17. MWT measurement setup (a), samples under test (b) and thermal profiles for samples under test (c) [70]. Reprinted/reproduced with permission from IEEE.


Figure 18. MWT experimental setup (a), sample (b), measurement results for 10 s heating (c) and 30 s heating (d) [64]. Reprinted/reproduced with permission from IEEE.

A microwave time-resolved infrared radiometry system was proposed by scientists in The John Hopkins University [71]. The experimental setup is shown in Figure 19a. 9 GHz microwave signals
were produced by an HP 6890B Oscillator. A Hughes 1277 X-band traveling wave tube amplifier was used to amplify these signals and then to feed them into a rectangular waveguide linked with a single flare horn antenna. The beam width of this horn antenna is about $50^{\circ}$ and the sample was placed about 15 cm away. 2.3 W input power was transmitted to the antenna and a $20 \mathrm{~mW} / \mathrm{cm}^{2}$ power density was created for the experimental study. Both the polarization of the microwave and the angle of incidence were controlled. By operating in the $3 \mu \mathrm{~m}-5 \mu \mathrm{~m}$ band, a $128 \times 128 \mathrm{InSb}$ focal plane array infrared camera was used to monitor the surface temperature of the sample under test. Before, during and after the application of the microwave step heating pulse, a series of frames were recorded for time-dependent measurements. In the initial experimental results, the authors measured carbon fibers with two different depths ( 0.25 mm and 0.75 mm ) in fiberglass-epoxy. The temperature at the center of the fiber is shown in Figure 19b. Moreover, they found that the experimental data can be fitted with a solid line. The determination of surface layer thickness and thermal diffusivity can be almost independent from the surface properties of the layer.


Figure 19. Schematic diagram of the experimental setup in The John Hopkins University (a) and Surface temperature as a function of square root time for a single point on fibers in 0.25 mm and 0.75 mm depth (b) [71]. Reprinted/reproduced with permission from SPIE.

Lee et al. proposed a microwave probe pumping technique to characterize the anisotropic electrical conductivity in carbon-fiber composite materials [69]. They used CST Microwave Studio to investigate the electromagnetic field distribution with different anisotropic conductivity. Two 10 mm coaxial probes were used to pump and scan the microwave field. The pumping probe was fixed on the backside of the sample under test. The near-field distribution was scanned by the scanning probe. A spectrometer was used to measure the microwave power. A network analyzer was used as the microwave source with a continuous mode. A FLIR T620 was used for measurement. A 1 GHz microwave source with 20 dbm power was used during the measurements. A $50 \times 50 \times 0.1 \mathrm{~mm}^{3}$ carbon-fiber/PEEK composite sheet with a defect (characteristic length is 5 mm ) has been measured. In the initial experimental results, they obtained an intense area around the scanning probe. Moreover, they found that the conductivity of the carbon-fiber/PEEK has an elliptical distribution.

### 4.7. Honeycomb Structures

Microwave pulsed thermography for water measurement in honeycomb materials was developed by scientists in Poland [72]. They introduced 2 GHz antennas with a $30^{\circ}$ beam width. The surface of a honeycomb sample was illuminated with a $30 \mathrm{~mW} / \mathrm{cm}^{2}$ power density. The antenna and IR camera were arranged in a reflection configuration. The proposed MWT detection system is shown in Figure 20a. The antenna was located at 1 m away from the sample under test and the IR camera was placed at 0.7 m . The sample was a $290 \times 215 \mathrm{~mm}^{2}$ sandwich panel with two 0.7 mm thickness Fibredux face skins. Different quantities of water ( $5.0,2.5,1.2$ and $<1 \mathrm{~mL}$ ) are introduced in the sample to form four defects. Microwaves were used to irradiate the sample for 5 s , and then the IR camera
was used to capture thermal images for 20 s at a rate of 1 Hz . In their experiment results, as shown in Figure 20b, the location of water can be well visible even in small quantities with the reflection and transmission arrangement, but it is difficult to qualify precisely the water content due to the phenomenon of longitudinal heat diffusion.


Figure 20. MWT setup at the Military Institute of Armament Technology (a) and results for water in the honeycomb material (b) [72].

### 4.8. Cement Based Composite

Foudazi et al. proposed active MWT to evaluate steel fiber distribution in cement-based mortars [73]. $200 \times 200 \times 200 \mathrm{~mm}^{3}$ fiber-reinforced cement-based mortar (FRCM) samples were measured. The steel fibers have diameters of 0.55 mm and lengths of 30 mm . The effects of clumping, dielectric properties and fiber depth have been evaluated with a full-wave coupled electromagnetic-thermal simulation which was conducted by using CST MultiPhysics Studio ${ }^{\mathrm{TM}}$. As illustrated in Figure 21a, microwave signals were generated by a signal generator at the desired 2.4 GHz operational frequency. A 50 W power amplifier was used to amplify the excitation power level. A horn antenna was used to radiate a relatively uniform microwave excitation toward the sample's surface. A DRS Tamarisk 320 thermal camera was utilized to capture the surface thermal profile of the sample.


Figure 21. MWT measurement setup (a) and specimen surface temperature variation with different steel fiber contents (b) [73]. Reprinted/reproduced with permission from Springer.

During measurements, microwave energy was applied for 30 s and an additional 90 s of thermal profile measurement followed to capture the cooling period. As shown in Figure 21b, surface temperature differences after 30 s microwave heating were provided for $1 \%, 2 \%$ and $3 \%$ of steel
fiber contents. In their primary experiment results, they found that a larger temperature difference was contributed by the induced surface current on areas containing steel fibers. Therefore, with increasing volume content of steel fibers, the temperature will increase. Due to variation in heating associated with induced surface current and dielectric heating, fiber depth and dielectric properties of mortar have a significant influence on the temperature difference at the surface of samples. They found that MWT is capable of determining the presence of the fiber clumping in the cement-based composite structures: $1 \%$ and $2 \%$ steel fibers are shown to have higher surface temperature difference compared to the sample made with $3 \%$ fiber content.

### 4.9. Advanced Signal and Image Processing Methods

Microwave lock-in thermography has been developed by scientists at Politecnico di Bari [74]. A function generator was used to control the power by switching the oven off/on. The frequency of excitation was 0.1 Hz . As shown in Figure 22a, the IR camera was positioned at 15 cm from the oven to allow it to focus on and frame the whole specimen. The dimensions of the specimen were 76 mm in length, 76 mm in width and 8 mm in thickness. Due to the low heat diffusion velocity and thermal conductivity, a strong drift in the temperature evolution over time is noted. Moreover, this setup can avoid damage due to possible microwave leakage. To obtain the amplitude and the phase information, Fast Fourier Transform-based algorithms were used to process the thermal image data which acquires thermal images frame by frame over time. Figure 22b shows the phase image and Figure 22c shows amplitude image. In the experimental results, the problem of the specimen's edges was observed. Due to the interaction between the specimen geometry and the electromagnetic field, a high temperature was exhibited near the edge of the specimen. Nevertheless, the authors could clearly identify the damage area in the captured thermograms. In addition, quantitative analysis of the damaged areas showed a good agreement between the defect area results obtained with microwave thermography ( $1693 \mathrm{~mm}^{2}$ ) and X-ray scanning ( $1385 \mathrm{~mm}^{2}$ ).


Figure 22. The experimental set-up used for relay (a), lock-in phase image (b) and amplitude image (c) [74].

In 2014, Palumbo et al. investigated MWT for quantitative evaluation of damaged areas in CFRP through experiments and numerical simulations [75]. Damaged CFRP samples were inspected by microwave pulsed thermography. The dimensions of the four sandwich tested specimens were $76 \times 76 \mathrm{~mm}^{2}$ with 8 mm thickness. Non-linear heating behavior was characterized and the undamaged area exhibited a higher slope during the heating and cooling phases. A new approach was proposed to process the obtained thermographic data. Numerical simulations were carried out to assess the sensitivity. An IR camera was located at 150 mm from the samples under test. To acquire the heating phase and subsequent cooling phase, the IR camera recorded for 7 s at 100 Hz . This proposed technique offers advantages in term of testing time (only 2 s of heating and a very fast data processing). In Figure 23a, X-ray images of the specimens under test are provided for comparison with the MWT results. As shown in Figure 23b, $\mathrm{T}_{\max }$ analysis can be used to quantitatively indicate damaged areas located at a greater depth. The authors proposed a new algorithm based on the non-linear heating and
cooling thermal behavior of damaged and undamaged areas for the quantification of damaged areas. The image after the data binarization is shown in Figure 23c. The location and size information of the damaged area can be obtained from these measured results. Quantitative analysis of the damaged areas shows a good agreement between results obtained with microwave thermography ( $784.3 \mathrm{~mm}^{2}$ with heating slope), X-ray ( $769.4 \mathrm{~mm}^{2}$ ) and lock-in thermography ( $779.3 \mathrm{~mm}^{2}$ ). The size of the minimum resolvable defect was $2 \times 2 \times 0.5 \mathrm{~mm}^{3}$, with a depth of 1.3 mm .

(c)

Figure 23. X-ray images of three samples (a), $\mathrm{T}_{\text {max }}$ maps during all acquisition sequence (b), and binary images obtained by $\mathrm{T}_{\max }$ maps (c) [75]. Reprinted/reproduced with permission from Springer.

Usamentiaga et al. proposed an artificial neural network for automatic energy estimation of impact damages in carbon fiber composite materials, but the data acquisition time required for each inspection area was at least 30 s [76]. Three specimens were measured: specimen 1 was a carbon fiber composite made up of 12 plies with 2.5 mm in thickness. Specimens 2 and 3 were composite panels with two stiff facings made of carbon fiber and a low density material bonded between them. These two specimens have two valid sides, side A made up of six plies ( 1.5 mm in thickness) and side B made up of 12 plies ( 2.5 mm in thickness). A FLIR SC5000 IR camera was used to acquire infrared images for damages caused by impacts of different energy, ranging from 6 J to 50 J . With 12 bits per pixel, $320 \times 256$ pixel thermal images are produced by the FLIR SC5000 and its' thermal sensitivity is 0.02 K . To cut down the number of obtained images, the experimental acquisition rate is 50 Hz while the maximum frame rate is 383 Hz . To improve the signal-to-noise ratio in the thermal images, a post-processing method was applied. With a Discrete Fourier Transform (DFT), the temperature-time history of each pixel during the heating period is transformed into the frequency domain and the phase information can be calculated based on it. As shown in Figure 24, the value below each defect is the estimated impact energy and the real impact energy is the number in brackets. In their primary experiment results, the impact energy of nearly half of the defects was estimated with an error of less than 2.5 J . This percentage increases to $80 \%$ when the considered error is 5 J , and nearly $100 \%$ when the estimated error is 10 J . The results indicate that an artificial neural network (ANN) is able to quantitatively characterize impact damages.


Figure 24. Estimated impact energy using artificial neural networks: specimen 2 front side (a), specimen 2 backside (b), specimen 3 front side (c), specimen 3 backside (d) [76]. Reprinted/reproduced with permission from Elsevier.

In summary, the purpose of adopting advanced signal processing methods in MWT is to eliminate noise, increase the signal to noise ratio for extracting the abnormality information of defects, enhance the contrast of detection images and improve the assessment accuracy. Meanwhile, the inspection time can be further reduced.

## 5. Discussion

### 5.1. Comparison with Other Excitation Sources

As mentioned before, a thermal contrast between surface/subsurface defects and the surrounding material can be produced by many energy sources. Some works are focused on the comparison between heating methods. For example, Keo et al. [56] compared microwave infrared thermography with $\mathrm{CO}_{2}$ laser thermography. MWT was found to be more suitable for the detection of deeper defects while $\mathrm{CO}_{2}$ laser thermography was more suitable for the detection of surface/near surface defects in CFRP.

According to a literature review [14,30,56,77], a comparison between MWT and other thermography excitation sources has been provided in Table 3. Due to the use of an IR camera, most of the thermography methods can offer fast inspection, non-contact, full-field, great sensitivity, high resolution, and quantitative analyses. As listed in Table 3, energy sources can be divided into:

1. Flash/lamp: halogen or IR lamps are commonly employed for a long period in large inspection areas with an $x-y$ scanner/robot. In all cases, the measurement surface is been illumined by light to transfer heat and to propagate inside the specimen (containing a wavelength range from the ultraviolet, visible and infrared spectrum).
2. Laser: the heat is introduced into the material under test by the laser. Compared with lamps, a scan of the inspection area is needed.
3. Mechanical: sound or ultrasound waves are injected by transducers. With waves propagating through the specimen, heat is produced by slapping and rubbing of the surfaces (mostly in the defect areas). Compared with optical excitation, non-uniform heating is considerably reduced and the visibility of sub-surface defects is improved.
4. Induction: eddy currents are generated by an excitation coil. The penetration depth varies inversely with the operation frequency. The induction heating is limited to conductive materials. Compared with mechanical heating, heating non-uniformities have less influence in induction heating since heat is produced locally.
5. Microwave: the heat is introduced into the specimen by a time-gated microwave excitation source. The sub-surface microwave absorbing features can be used for measurements (such as metal bars/fibers, water-filled areas). By analyzing the time of the thermal images, quantitative defect information can be extracted (such as depth and size).

Table 3. Comparison of thermography inspection methods with different excitation sources.

| Heating Sources | Strengths | Limitations |
| :---: | :--- | :--- |
| Flash, lamp | Non-contact, full-field, low cost, methods are mature | Surface heating, impact of surface condition <br> on heating, heating reflection |
| Laser | Non-contact, remote heating from a far distance, <br> high sensitivity, great resolution, quantification, fast | Heating area relies on excitation source, <br> scanning is required, more suitable for <br> surface defect detection |
| Mechanical | Full-field, high resolution, high sensitivity, <br> quantification, fast, selective heating | Contact, know-how, specimen needs to be <br> fixed, lack of quantitative information |
| Induction | Non-contact, relatively low-cost of excitation system, <br> full-field, high resolution, great sensitivity, <br> quantification, fast, inner heating | Limited to conductive material, <br> non-uniform heating, complex heating <br> system, near-field heating, heating area is <br> limited to the excitation coil |
| Microwave | Non-contact, remote excitation, full-field, high <br> resolution, great sensitivity, quantification, fast, <br> uniform heating, selective heating | Complex and expensive microwave <br> excitation system, electromagnetic radiation |

### 5.2. Comparison with Other NDT Methods

Eight major categories of NDT techniques are listed in Table 4. A comparison of these technologies is provided and an overview of each method given to identify the advantages and limitations of current NDT techniques.

Table 4. Summary and comparison for MWT with major NDT methods.

| NDT Techniques | Strength | Limitation |
| :--- | :--- | :--- |
| Ultrasound-echo/Phased <br> array/Linear array | Great depth, high resolution, many <br> deployment options | Sound attenuation, coupling for contact testing, <br> non-sensitive to surface defects |
| Guide wave | Large areas | Sound attenuation, coupling for contact testing |
| Acoustic emission | In-service, passive, large areas, | Noise, bad quantitation, non-sensitive <br> to static defects |
| Shearography | Non-contact, full-field, fast, high sensitivity | Sensitive to part movement, small <br> thickness/stiffness, require unique test set-ups, <br> expensive, hard to quantitatively analyze |
| Eddy current | Non-contact, low-cost, no surface treatment | Conductive material, scanner required, sensitive <br> to lift-off, low resolution |
| Microwave | Non-contact, high resolution, suitable for <br> dielectric material | Scanner required, near-field, lift-off influence |
| Microwave thermography | Non-contact, full-field, high resolution, <br> high sensitivity, quantification, fast, <br> uniform heating, selective heating | Heating system complex, <br> electromagnetic radiation |
| X-ray/Gamma-ray | High resolution, non-contact X-ray radiation hazards, operation complex, <br> scanner required |  |

For materials inspection, there is no universally applicable method. Selection of a particular NDT technique requires more consideration than the detection capabilities. Meanwhile, the application, portability of equipment, inspection schedule, inspection area, types of materials, accessibility, costs and expected defects types are also important.

### 5.3. Shortcomings of MWT

From the MWT literature, it can be found that MWT is not always perfect for quantitative material detection. There are still many shortcomings in existing studies, which can be mainly summarized as follows:

1. Inadequate theoretical studies

Multi-physics coupling mechanisms of metal/composite materials detection with microwave thermography are not deeply studied. For example, composite materials are typically composed of a variety of materials, and the microwave heating principles of composite materials are different from those of conductive and dielectric materials. Meanwhile, the physical processes of MWT for material evaluation are very complex, which includes microwave heating, heat conduction, and heat diffusion. For example, microwave heating represents a dielectric loss in glass fiber composite materials, where it is a volumetric heating method; while microwave heating is Joule heat for conductive materials which is affected by skin effects, and it is a surface heating method.
2. Lack of study on excitation signal modulation and corresponding data processing methods

As mentioned above, IR thermography techniques can be subdivided into pulse thermography, lock-in thermography, pulse phase thermography and step heating thermography [14]. Many scholars have studied microwave pulse thermography, microwave step heating thermography and microwave lock-in thermography. However, no researcher has studied pulse phase microwave heating in the frequency domain. Microwave pulse phase thermography combines the advantages of MPT and MLT which can inhibit change in the surface emissivity and other negative factors; the pulse width can bring a stronger contrast and a deeper defect can be detected.
3. Lack of systematic research on microwave excitation module optimization

Microwave excitation module is an important part of MWT, and the heating effect is directly reliant on it. Furthermore, the subsequent thermal imaging is directly affected by rapid and uniform heating. British and Polish researchers have investigated waveguides as excitation modules [57,72]; French scholars have studied the pyramidal horn antenna as an excitation module [56]; South Korean scholars have studied the coaxial setup as excitation module [69]. However, the advantages and disadvantages of these microwave excitation modules are not thoroughly studied, which results in is it being difficult to achieve the optimal detection ability with MWT systems.
4. Lack of internal properties characterization and defect quantification methods

Temperature variation from the infrared camera is a result of joint action by the surface properties of materials (emissivity), internal thermal properties (thermal conductivity, diffusivity, interlayer reflection coefficient), electrical properties (conductivity and permittivity) and other factors. How to extract these features from the surface temperature response and to further quantitatively characterize the material properties is important and difficult in the current studies. Existing studies did not provide an effective method for property characterization and defect quantification.
5. Lack of automatic separation and damage area quantification methods

Some scholars have studied several prefabricated macroscopic defects in composite materials (lamination defects, cracks and debonding, etc.), and experimental empirical formulas have been established; but there is a lack of related research on automatic separation of different defects and damage area quantification. The data acquired with MWT is an image sequence or a three-dimensional matrix. Matrix analysis method is theoretically possible to achieve fast imaging, automatic separation and damage area quantification. However, existing studies employed advanced matrix decomposition methods for MWT data processing.

## 6. Trends

1. Multiple physics and new physics

The physical properties of the specimens are different which results in the physics of MWT being different. For example, composites are multi-layered and their parameters are anisotropic as a result of fiber reinforcement. In addition, several composite materials are often included in a composite structure (such as a sandwich structure). Hence, the physics of metals differ from those of composites. Furthermore, the effects of the electromagnetic field, microwave propagation and other multiple-physical field also need to be investigated, such as thermal pattern interpretation [78] in thermal optical flow [79], and the spatial-, time-, frequency-, and sparse-pattern domains. Thus, multiple physics and new physics-based MWT methods are required for materials evaluation.
2. Computer simulation and modeling

Over the last several years, computer modeling and simulation (such as method of moments or MoM and finite element method or FEM) have been employed for understanding the physics during MWT measurements (such as microwave radiation and propagation, heat generation and diffusion). In the past, researchers have investigated three different approaches to resolving the electromagnetic phenomena of microwave propagation and heating processes. Firstly, time-domain solvers have been applied to microwave heating problems [80]. These use a time-marching algorithm to predict the electric and magnetic fields at the next time step. Secondly, frequency-domain methods have been investigated [81], where the numerical solution strategy uses a particular frequency to predict the electric and magnetic fields. Lastly, a method that combines an efficient time-domain solver with the power of a frequency-domain solver, has been used to predict the power distribution generated in a lossy medium during microwave heating [82]. Moreover, the operational frequency and radiation pattern of microwave excitation system can be optimized with simulation and modeling for better detection performance. In addition, the influence of materials' properties (such as conductivity, dielectric, size and shape) can be investigated with simulation and the total cost of experiments will be reduced. What's more, the parameters of defects (such as location, size, orientation and shape) can be examined. For composite materials, the influence of different fiber orientations in the microwave EM field can be investigated too. Therefore, simulation and modeling are needed to improve the reliability and accuracy of MWT systems.

## 3. Microwave excitation system optimization

MWT is based on microwave heating. The thermal profile of a material under test is created by an IR camera after microwave excitation. With MWT, a large amount of microwave excitation systems can be used to introduce the heat, however, the heating efficiency of microwave excitation systems is not only dependent on the properties of the microwave system (such as operational frequency, radiation pattern and power, etc.) but also relies on the physical properties of the material under test (such as size, shape, conductivity, dielectrics and microwave energy absorbing ability, etc.). Thus, the optimization of microwave excitation systems is required to improve the ability and sensitivity of MWT systems.

## 4. Signal processing algorithms

To extract useful features from the captured thermal images, advanced signal processing algorithms have been used. These algorithms includes wavelet transform [83], independent components analysis (ICA) [84], principal components analysis (PCA) [85,86], pattern recognition [87], support vector machine [88,89] and Tucker decomposition [90]. With suitable signal processing algorithms, the inspection results for size and depth identification, subsurface defect detection, emissivity variation reduction and defect dimension quantification can be significantly improved.

Therefore, more advanced signal processing algorithms are needed to further improve the sensitivity and quantification ability of MWT systems.

## 5. Intelligent inspection systems

The efficiency of a MWT system can be improved by implementing an intelligent inspection system with artificial intelligence. As various types of defects can be acquired during material measurement, the treatment for different types of defects is different. Taking a composite material for example, the most common embedded defects are delamination, adhesive debonding and out-of-plane waviness. These defects are the most typical defects observed during manufacturing which need to be identified to improve the manufacturing quality of the composite. Therefore, it is important to classify the defect type with an intelligent inspection system. As computers become increasingly capable, artificial intelligence methods can be used in MWT to reduce the inspection time and improve the reliability of MWT systems. For example, Moomen et al. employed machine learning for feature selection in microwave NDT [91].

## 6. Mobile inspection systems

For a large material under test, the MWT needs to be placed in a mobile robot or a vehicle. In Figure 25, a MWT inspection system has been combined with a vehicle [61]. The inspection time of MWT for a large material can be significantly reduced. The whole inspection can be performed autonomously. The safety and efficiency of the MWT systems are being improved too. However, lightweight equipment and advanced detection algorithms including compressed sensing are also required in order to provide automatic inspection capability.


Figure 25. MWT combined with a vehicle [61]. Reprinted/reproduced with permission from SPIE.

## 7. Conclusions

The basic principles and types of MWT have been reviewed in this paper. MWT exhibits great potential, including fast heating, high resolution, fast inspection and high sensitivity, no contact requirement and better detectability for inner defects. Moreover, the manufacturing quality and reliability of materials can be improved to prevent failures. In this work, a comprehensive review of MWT techniques for material inspection has been reported based on a detailed literature survey. Firstly, the theory of MWT has been presented and MWT has been classified into four categories. Then, the development of MWT has been outlined through case studies. Next, limitations in current MWT research have been outlined based on detailed comparisons. Finally, some research trends in MWT are predicted. It is concluded that:

1. MWT combines the advantages of microwave technology and infrared thermography. A higher heating efficiency and uniform heating pattern can be expected. A full-field, non-contact, fast detection can be performed.
2. MWT can be divided into MPT, MPPT, MST and MLT. In the near future, microwave frequency modulated thermography and microwave pulsed phase thermography will be achieved.
3. MWT is a fast and effective non-destructive method for material inspection, especially for water/defects identification in concrete/composite structures.
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## Abbreviations

| AHT | Abnormal heating thermography |
| :--- | :--- |
| ANN | Artificial neural networks |
| CFRP | Carbon fiber reinforced polymer |
| DFT | Discrete Fourier transform |
| ECLT | Eddy current lock-in thermography |
| ECPT | Eddy current pulsed thermography |
| ECPPT | Eddy current pulsed phase thermography |
| ECST | Eddy current step thermography |
| FEM | Finite element method |
| FRCM | Fiber-reinforced cement-based mortars |
| GFRP | Glass fiber reinforced polymer |
| LT | Lock-in thermography |
| MLT | Microwave lock-in thermography |
| MoM | Method of moments |
| MPT | Microwave pulsed thermography |
| MPPT | Microwave pulsed phase thermography |
| MST | Microwave step thermography |
| MT | Modulated thermography |
| MUT | Material under test |
| MWT | Microwave thermography |
| NDT | Nondestructive testing |
| PMC | Polymer matrix composites |
| PPT | Pulsed phase thermography |
| PT | Pulsed thermography |
| SHM | Structural health monitoring |
| SHT | Surface heating thermography |
| ST | Step thermography |
| VHT | Volume heating thermography |
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#### Abstract

Electromagnetic acoustic transducers (EMATs) are non-contact, ultrasonic transducers that are usually kept within 5 mm from the sample surface to obtain a sufficient signal-to-noise ratio (SNR). One important issue associated with operation on a ferromagnetic plate is that the strong attraction force from the magnet can affect measurements and make scanning difficult. This paper investigates a method to generate fundamental, symmetric Lamb waves on a ferromagnetic plate. A coil-only, low-weight, generation EMAT is designed and investigated, operating at lift-offs of over 5 mm . Another design of an EMAT is investigated using a rectangular magnet with a much higher lift-off than the coil, of up to 19 mm . This results in a much lower force between the EMAT and sample, making scanning the EMAT much easier.
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## 1. Introduction

An electromagnetic acoustic transducer (EMAT) can generate and detect ultrasonic waves on electrically-conductive samples without making physical contact, making it possible to take measurements on moving or hot objects. Another advantage of EMATs is the capability of generating various ultrasonic wave modes by careful design of the coils and magnets [1-9]. However, EMATs have some disadvantages: the signal-to-noise ratio is relatively low compared with piezoelectric transducers and the gap between the bottom of the EMAT and the conductive material is typically limited to less than 5 mm , even after signal averaging and optimized design [10,11].

Traditional EMATs consist of a coil and a magnet, and are used to generate ultrasonic waves in metallic samples that are under test. EMATs generate and detect these ultrasonic waves mainly through two mechanisms: the Lorentz force and magnetoelastic mechanisms [12-15], depending on the experimental sample properties. The Lorentz force can be produced in any electrically-conducting material. When an alternating current is driven through the coil, it generates a dynamic, time varying magnetic flux density, $B_{\mathrm{d}}$ that, in turn, generates an eddy current, $J_{\mathrm{E}}$, in the surface region of the metallic plate. The Lorentz force describes the forces generated by the interaction between the eddy current and the magnetic field [16] (both the dynamic magnetic field, $B_{d}$, from the coil and static
magnetic field, $B_{\mathrm{s}}$, provided by the permanent or electromagnet). This gives rise to a temporally and spatially varying Lorentz force under the EMAT, described by:

$$
\begin{equation*}
f=J_{\mathrm{E}} \times\left(B_{\mathrm{s}}+B_{\mathrm{d}}\right) \tag{1}
\end{equation*}
$$

When the dynamic magnetic field is relatively small, there is a linear relationship between the applied static magnetic field and the Lorentz force component of the amplitude of the generated ultrasonic waves. If the applied static magnetic field is parallel to the surface of the sample, then the other main transduction mechanism is typically magnetostriction [12,17]. This occurs only in ferromagnetic media and is highly sensitive to material properties and operational conditions, such as the magnetostriction coefficient $\lambda$, relative magnetic permeability $\mu$, and bias magnetic field $B_{\mathrm{s}}$. Ferromagnetic materials have a structure that is divided into domains, each of which is a region of uniform magnetic polarization. When a magnetic field is applied, the domains tend to align parallel to the total magnetic field, inducing mechanical strains in the material. Magnetostriction is highly non-linear, and depends on the surface conditions, the previous history of magneto-mechanical loads, and the residual stress [18]. The receiving processes are also different for the Lorentz mechanism and the magnetostriction mechanism. For detection of ultrasonic waves via the Lorentz mechanism, when a passing acoustic wave oscillates the atomic lattice beneath the receiving EMAT, the oscillatory movement in the static field causes an oscillation flow of electrons within the metal plate. The alternating electromagnetic field from the electron flow in the surface of the metal induces an alternating voltage in the coil of the receiving EMAT. The inverse magnetostrictive effect (also known as the Villari effect) is used for the detection of ultrasonic waves via the magnetostrictive mechanism. The time-varying stress induced by the ultrasonic wave, beneath the receiving EMAT, induces a change in the magnetisation of ferromagnetic sample. This results in a time varying magnetic flux density change under the EMAT coil, which induces electric potential difference in the coil. The permanent magnetic field provides a magnetic bias that significantly increases the efficiency of the detection mechanism. A third transduction mechanism on ferromagnetic materials is the magnetization force. When providing a tangential bias magnetic field, a major part of the Lorentz force will be cancelled by magnetization force. The contribution of magnetization force is relatively small compared with the Lorentz force and the magnetostriction force in our EMAT design, so it will be neglected in the subsequent analysis [19].

When designing the EMAT, the important point to bear in mind is that the generation efficiency of the ultrasonic wave is dependent on both the sample under test and the configuration of EMATs. Compared with aluminium, it is generally considered more challenging to perform EMAT measurements on un-oxidised steel because of the lower conductivity and higher density of the steel, both of which serve to reduce the EMAT efficiency in the Lorentz mechanism of operation, whilst the magnetostriction force in ferromagnetic material can also produce forces that contribute to the generation of ultrasonic waves [20,21], especially when the bias magnetic is parallel to the sample surface.

In this paper, we designed a coil-only EMAT, which generates Lamb waves in mild steel plate via the interaction between the steel plate and the dynamic magnetic field generated by the coil. Our experimental results demonstrated that the transduction efficiency in the steel plate is higher than that in aluminium plate due to the ferromagnetic nature of the steel and the S 0 mode is mainly produced by magnetostrictive mechanism. A rectangular magnet is then applied to provide a bias magnetic field for the coil-only EMAT to enable it to detect ultrasonic signals and also to increase the efficiency of the ultrasonic generation. The results show that the EMATs are able to work over a wide range of lift-offs and the attraction force between the EMAT and the steel plate are reduced dramatically.

## 2. Lamb Waves

Lamb waves are of practical importance in guided-wave inspection and have been widely utilised in modern engineering for crack detection [22], texture measurement [23], and corrosion
monitoring [24]. Lamb waves are capable of propagating over relatively long distances with low attenuation and large areas can be inspected efficiently. However, the multimode and the dispersive nature of Lamb waves can make the interpretation of the received signal difficult. In order to simplify the analysis of the signal in our experiments, the current drive to the EMAT coil is at a sufficiently low frequency to excite only the fundamental modes with any significant amplitude. Whilst the A0 mode may have better detection resolution to defect characterisations because of the shorter wavelength compared with S 0 mode at the same frequency, the A 0 mode is also highly dispersive at low frequencies. This dispersion has been exploited to measure sample thickness, but in some cases the dispersive nature of the A0 mode can make defect detection more difficult. In contrast, the fundamental symmetric or SO Lamb wave is less dispersive at low frequencies, making the analysis of the signal simpler, to some extent.

## 3. Design of a Coil-Only EMAT

### 3.1. Theoretical Analysis

Linear coils have been used widely to generate both Lamb and Rayleigh waves for a range of applications $[25,26]$. As shown in Figure 1a, the conventional linear coil can be constructed by wrapping a single layer of insulated (lacquered) copper wire around a cylindrical magnet. EMATs with this configuration are difficult to operate at a lift-off distance over 5 mm because both the magnetic flux density and the sensitivity of the coil to generate or detect eddy currents in the sample surface decrease rapidly with an increase in lift-off distance. The coil, wound around the sides and top of the permanent magnet, can also dissipate energy as eddy currents can also be generated in the magnet, leading to the reduction of EMAT efficiency. Additionally, the magnet attracts ferromagnetic particles, which may cause mechanical damage to the EMAT and the test object. Previous studies have shown that it is possible to achieve ultrasonic generation with the 'self-field' generated by the coil [16]. The contribution of the dynamic field should not be ignored because the displacement due to the dynamic magnetic field may exceed the displacement caused by the static magnetic field when the excitation current is large, such as in the order of hundreds of amps [27]. Compared with the meander coil in [27], a linear coil is more feasible for generating high-intensity dynamic magnetic fields, because the dynamic magnetic field produced by each turn of the coil adds constructively. Compared with aluminium, it is much more practicable to generate a strong magnetic field in steel because of the ferromagnetic nature of the steel.


Figure 1. (a) Schematic diagram of the EMAT construction. The gap between the coils is depicted much larger than the actual EMAT for clarity. (b) The cross-sectional view of the eddy current and dynamic magnetic field generated by linear coils.

When designing a coil-only EMAT, the magnet in Figure 1a is substituted by a 3D-printed, cylindrical plastic model. The diameter is 35 mm , whilst the d_model parameter represents the height
of the model. Figure 1 b shows the eddy current and dynamic magnetic field produced in the test piece. The coordinate reference frame for the model is placed on the surface of the plate. The $x$-axis coincides with the surface of the plate. The positive part of $y$-axis refers to the air domain and the negative part of the $y$-axis represents the metallic plate. The coil provides a dynamic magnetic field parallel to the surface of the plate. Figure 2 a shows the forces that arise due to the interaction of the dynamic magnetic field with the eddy current, which is based on the Lorentz mechanism. Figure $2 b$ depicts the forces generated by magnetostriction. For the Lorentz force, the out-of-plane component is large, while the in-plane component is relatively small. On the contrary, magnetostriction mainly produces in-plane force and the out-of-plane component is relatively small. In the low frequency-thickness regime, the vibration associated with S0 mode is predominantly in-plane [15], meaning that the S0 Lamb wave mode can be efficiently generated by the in-plane, magnetostrictive forces. The A0 mode is mainly generated by the out-of-plane force, which is through the Lorentz mechanism in our design.


Figure 2. Forces that produced by the coil-only EMAT. $B_{d t}$ and $B_{d n}$ are transverse and normal component of dynamic magnetic field. (a) Lorentz forces that arise due to the interaction of the dynamic magnetic with the eddy current. (b) Magnetostriction forces that arise due to magnetostrictive mechanism.

### 3.2. Simulation of Magnetic Flux Density with Lift-Off

When considering how lift-off will change the coil-only EMAT performance, the dynamic magnetic field generated by the coil is expected to be the most important factor. A finite element (FE) numerical model was firstly implemented in Comsol Multiphysics ( 5.1 version, COMSOL Inc. Burlington, MA, USA) to simulate the dynamic magnetic field density in the skin depth of the metallic plate. The coils used in the FE model employed a single layer of 10 turns of 0.68 mm diameter wire. The current pulse used in our simulation is broadband pulse with frequency component mainly from 0 to 300 kHz . Low frequency ensures that the wavelength of the Lamb wave is much larger than the sheet thickness, so higher-order wave modes can be suppressed. The pulse through the coil is shown in Figure 3 and the data was collected by measuring the voltage across a resistor in series with the coil-only EMAT. The current peak value is approximately 270 A with several microseconds duration.


Figure 3. Experimental excitation pulse.

The lift-off distance started from 0 mm and increased to 14 mm in 2 mm increments. The simulation was done on both steel and aluminium plate in order to compare the difference of magnetic flux density due to the ferromagnetic properties. The $x$ component of the magnetic flux density (parallel to the plate surface), at the same position in the skin depth, was collected.

The results are depicted in Figure 4a,b. The magnetic flux density generated by the dynamic field in steel and aluminium plate both decrease exponentially. If the $x$ component of magnetic flux density in steel at a lift-off of 0 mm is defined as $100 \%$, the value at the lift-off of 0 mm on aluminium is only $2.89 \%$. The magnetic flux density in the steel is obviously stronger than that in aluminium at all lift-off distances because of the higher relative permeability. When the coils are placed on a ferromagnetic plate with high magnetic permeability, most of the magnetic flux is confined in the plate and parallel to the surface inside the plate. Although the magnetic flux density in the steel plate drops dramatically at low lift-offs, it is still possible to generate a strong horizontal dynamic magnetic field in the surface region of the steel plate. The $y$ component of the magnetic flux density was also collected and the field intensity is insignificant compared with the $x$ component.


Figure 4. The variation of $x$ component of magnetic flux density as the lift-off of coil-only EMAT is varied on steel (a) and aluminium (b) samples. The results are normalized to aid comparison, with the magnetic flux density at a 0 mm lift-off defined as $100 \%$.

### 3.3. Experimental Procedure

EMATs were set in a 'pitch-catch' arrangement, with one EMAT generating a signal that is received by a second one a short distance away. Both a non-oxidized mild steel plate and an aluminium plate were used in the experiment, with a thickness of 1 mm in both cases. The generation EMAT was constructed by wrapping a single layer of insulated copper wire around the 35 mm diameter 3D-printed plastic model, which has a height equal to 20 mm (d_model = 20 mm in Figure 1a). Both the diameter of the coil and number of turns were varied in order to find the optimum conditions for the maximum peak-to-peak amplitude in the steel plate, and it was found that the optimized coil consisted of 10 turns of 0.68 mm diameter insulated wire. The receiving EMAT employed a single layer of 40 turns of 0.1 diameter wire wound onto a cylindrical permanent magnet ( 35 mm in diameter and 20 mm in height), which provided a static magnetic field normal to the plane of the steel plate. The receiving EMAT is predominantly sensitive to in-plane vibration, but will have some out-of-plane motion sensitivity because of the fringing field of the permanent magnet. The lift-off of receiver was kept constantly at 0 mm during the whole experimental process.

A low-pass filter, with a cut-off frequency of 500 kHz , was used in order to reduce the level of noise. The received signal was then transmitted to a broadband pre-amplifier with a gain of 50 dB . The pre-amplifier was connected to a digital oscilloscope with 8-bit resolution to record signals in the time-domain, which were averaged 32 times before storage. The results are shown in Figure 5. The group velocity of S0 mode was calculated and the result corresponds with theoretical calculation.

The S 0 mode shows less dispersion and is temporally sharp due to its broadband nature. $\mathrm{V}_{\mathrm{pp}}$ shown in Figure 5 is the peak-to-peak value of the SO Lamb wave. A larger $\mathrm{V}_{\mathrm{pp}}$ value is often considered a higher transduction efficiency in EMAT design and this value will be used to evaluate the EMAT performance in our experiments.


Figure 5. Pulse-echo signal from the coil-only EMAT on steel (a) and aluminium (b) samples. The amplitude of SO and A 0 mode is much larger in the steel sample.

The experimental results illustrate that coil-only EMAT driven by large current could generate fundamental Lamb waves in ferromagnetic plate more efficiently than in aluminium plate. The peak-to-peak amplitudes of S0 Lamb waves are 1.1 V and 0.1 V , respectively. Based on the theoretical analysis in Section 3.1 and simulation results in Section 3.2, the increased amplitude of the S 0 mode is caused by the magnetostrictive force on the ferromagnetic plate, whilst the increase in the A 0 mode amplitude is due to the enhancement of the $x$-component of the magnetic flux density. In order to prove this hypothesis, an experimental test of transducer lift-off was carried out. The lift-off distance was increased using plastic spacer in a 1 mm step normal to the steel plate and measurements were taken after each step, up to a maximal lift-off of 9 mm . The thickness of the plastic spacer was measured by a micrometer and the maximal relative error was $1.7 \%$. Figure 6 illustrates how the peak-to-peak amplitude of S0 and A0 mode varies with the increment of the lift-off distance.


Figure 6. The variation in the peak-to-peak amplitude of SO and A 0 mode. The results are normalized with the peak-to-peak amplitude at a 0 mm lift-off defined as $100 \%$.

We can observe that the amplitude of the A 0 mode attenuates faster than that of the S 0 mode. The main reason is that, with the growth of lift-off distance, the Lorentz force falls off more rapidly as both the image current and dynamic magnetic field decrease exponentially. The force caused by
magnetostriction simply varies with the decrease of dynamic magnetic field, so the Lorentz force decreases more rapidly than the magnetostriction force with the rise of the gap between EMAT and the ferromagnetic plate. In the low lift-off range (lower than 1 mm ), the amplitude varies very little because both the Lorentz force and the magnetostriction force contribute to the generation of ultrasonic waves. A portion of the force produced due to magnetostriction may be counteracted by the force generated by the Lorentz force. Additionally, the magnetostrictive effect is non-linear, making the analysis of the signal complicated. When the lift-off distance is higher than 2 mm , the main transduction mechanism for S 0 and A 0 become the magnetostriction force and Lorentz force, respectively, and the peak-to-peak values decrease almost exponentially. The amplitude is relatively stable after 7 mm , but the peak-to-peak amplitude is smaller. Figure 7 depicts the A-scan of the S0 Lamb wave generated by the coil-only EMAT in our experiment when the lift-off distance is 10 mm . The result demonstrates that it is possible to generate an S 0 Lamb wave with a high signal-to-noise ratio at higher lift-off distance via magnetostriction because eddy current generation is not a requisite factor for the magnetostrictive effect.


Figure 7. An averaged A-scan of S 0 mode Lamb wave when the lift-off distance is 10 mm .

It is important to note that the top layer of the linear coil shown in Figure 1 can also produce a dynamic field in the steel plate in the opposite direction to that from the bottom layer, so we need to ensure the dynamic magnet field from the top layer does not reduce the magnetic field intensity in the surface region of the steel plate. If the maximum operational lift-off distance is $\mathrm{D}_{\max }$, the following equation should be satisfied:

$$
\begin{equation*}
\text { d_model }+\mathrm{D} \geq \mathrm{D}_{\max } \tag{2}
\end{equation*}
$$

In Equation (2), d_model is the height of the plastic model as shown in Figure 1. D represents the operational lift-off distance of the EMAT, which is the distance between the bottom layer of the coil and the steel plate. (d_model + D) is the lift-off distance of the top layer coil. This equation can ensure that the steel plate is not influenced by the dynamic magnetic field produced by the top layer coil.

Previously-published work has shown that the angle and magnitude of the bias magnetic field has important influence on magnetostrictive transducer efficiency [28,29]. A block NdFeB magnet was employed for the purpose of investigating the influence of the bias magnetic field to the excitation efficiency in the following section.

## 4. Generation and Reception of S0 Lamb Wave Based on the Magnetostrictive Mechanism

### 4.1. Design of the Magnetostrictive EMAT

The magnetostrictive EMAT (shown in Figure 8) consists of a magnet and a coil-only EMAT described in Section 3. The magnet used in the experiment is a block NdFeB magnet ( N 40 grade with a
residual magnetization of 1.26 T ) with a nickel ( $\mathrm{Ni}-\mathrm{Cu}-\mathrm{Ni}$ ) coating and it is polarised, such that the magnetic axis is parallel to the steel plate.


Figure 8. Magnetostrictive EMAT based on the coil-only EMAT described in Section 3. The operational lift-off distance of the coil is 5 mm , so the influence of the Lorentz force can be neglected. The height of the plastic model is set equal to 12 mm (d_model $=12 \mathrm{~mm}$ in Figure 1) to avoid interference from the top layer.

This configuration is able to reduce energy dissipation because less eddy currents can be generated in the magnet. Another advantage is that it can reduce the magnetic attraction force between the magnet and the ferromagnetic particles. A finite element method (FEM) model was constructed using COMSOL, consisting of a rectangular magnet and steel plate. After defining the geometry corresponding to the magnet arrangement and ferromagnetic plate, a residual magnetization of 1.26 T was applied to the model along the $x$-axis. All other magnetization components were set to zero. Figure 9 shows the magnetic force as a function of lift-off distance and the force drops dramatically at low lift-off distance. This reduced magnetic attraction can diminish the interference with signal measurements and decrease the risk of mechanical collision during the testing process.


Figure 9. The variation of magnetic force between the magnet and steel plate as the magnet lift-off distance is varied.

The minimum lift-off distance of the magnet is 19 mm due to the present of the plastic model and coils in Figure 8. At this lift-off distance, the magnetic force has dropped to $10 \%$ of the maximum value. The magnetic field strength was also calculated using the FE model, with Figure 10 depicting the simulation result at the surface of the steel plate when the magnet lift-off is 19 mm and 25 mm . The static magnetic field provided by the magnet is about $22 \mathrm{kA} / \mathrm{m}$ and $17 \mathrm{kA} / \mathrm{m}$ respectively. The magnetostrictive strain coefficients are related to the slope of the magnetostriction curve and the slope value in mild steel is large when the bias magnetic field $\overline{\mathrm{H}}$ is located in a certain interval [29]:

$$
\begin{equation*}
16 \mathrm{kA} / \mathrm{m} \leq \overline{\mathrm{H}} \leq 32 \mathrm{kA} / \mathrm{m} \tag{3}
\end{equation*}
$$

In this interval, greater dynamic strain can be produced, which leads to a larger ultrasonic signal strength.


Figure 10. The $x$ component of the magnetic field at the surface when the magnet lift-off is 19 mm and 25 mm .

An experiment was conducted to study the influence of a bias magnet on the excitation efficiency. In order to reduce influence from Lorentz force and design EMATs based on the magnetostriction mechanism, the lift-off of the coil was kept at 5 mm and the lift-off of the magnet varied. The impact from the top layer coil could be neglected at the lift-off values higher than 19 mm .

Figure 11 depicts the comparison between the coil-only EMAT and EMAT with a bias magnet. The lift-off of the Lorentz receiver was kept at 0 mm in order to capture more energy. With a bias magnetic field, the wave packet broadens and the peak-to-peak value triples. For the coil-only EMAT, magnetization can be associated with domain wall movement induced by the dynamic magnetic field. When a bias magnet is utilized, magnetization is expected to change primarily by reversible domain rotations [30]. The experimental result demonstrates that the new configuration is able to generate the S 0 Lamb wave more efficiently. This raises the question of whether the same configuration can be used as a receiver. A receiving EMAT was also manufactured by winding a single layer of 20 turns of 0.1 diameter wire, as shown in Figure 8. An experiment was carried out to compare the receiving capability of the EMATs based on Lorentz mechanism and magnetostrictive mechanism. The Lorentz receiver has been introduced in Section 3.2 and the lift-off was set to 0 mm . For the magnetostrictive receiver, the lift-off of the coil and magnet were 5 mm and 19 mm respectively. Figure 12 depicts that the peak-to-peak value from the magnetostrictive receiver was two-fold higher than that from the Lorentz receiver. Furthermore, more peaks can be observed using the magnetostrictive receiver.


Figure 11. SO Lamb wave generated by the EMATs with/without a bias magnet.


Figure 12. S0 Lamb wave received by the EMATs based on Lorentz/magnetostrictive mechanism.

### 4.2. Experimental Study of Magnetostrictive EMAT Lift-Off

Obtaining experimental lift-off data on a steel sample is easier in our experiment compared with traditional EMATs because the steel sample could not be lifted by the magnetic attraction. In the experiment, the lift-off distances were controlled by plastic spacers with different thicknesses. The lift-off of the coils was kept at 5 mm consistently, to provide a sufficient dynamic magnetic field and the lift-off of the magnet varied. Two procedures were performed: the magnet lift-off of the generator was maintained at 19 mm and the magnet of the receiver varied, and then the magnet of the receiver was fixed at 19 mm and the magnet of the generator varied. The variable magnet lift-off started at 19 mm and increased to 29 mm in 1 mm increments. The peak-to-peak value of each step was recorded. Figure 13 reveals the relative value of the amplitude as a function of magnet lift-off distance.


Figure 13. The variation in the peak-to-peak amplitude of the S 0 Lamb wave. The lift-off of the coils was kept at 5 mm . The magnet of one EMAT is varied with the other transducer at a fixed magnet lift-off.

The generator output varies slower with changes in the magnet lift-off. For the receiver, the signal attenuates almost linearly. It could be expected that signals could be generated and received at a magnet lift-off of 25 mm . The newly-designed EMATs were tested on different kinds of ferromagnetic materials. The results show that the EMATs can be successfully utilized to inspect various types of ferromagnetic steel plate. However, the magnetostriction curve is dissimilar for different ferromagnetic materials and the results depend significantly on the material properties. The lift-offs of the coil and magnet should be optimized for each kind of ferromagnetic steel sample.

## 5. Conclusions

Electromagnetic acoustic transducers are one of the most important non-contact methods for defect detection and material characterization. However, traditional linear EMATs, which are usually constructed by wrapping a signal layer of insulated copper wire around a magnet, need to be kept close to the sample surface to obtain a sufficient SNR. When conducting measurements on ferromagnetic samples, things become more complicated because the attraction between the magnet and the sample may disturb the measurements, or even lead to mechanical damage to the transducers. A coil-only EMAT was firstly designed and investigated. The amplitude of both S 0 mode and A 0 mode are larger in mild steel than in aluminium. The Lorentz force from the interaction of the dynamic magnetic field and eddy current mainly causes out-of-plane force. The enhancement of the magnetic field in mild steel is the primary reason for the A0 mode increment. The magnetostriction force is the main source of the in-plane force, which produce the S Lamb wave efficiently. The coil-only EMAT is able to operate over a larger range of lift-offs than conventional EMATs because eddy current generation is not a requisite factor for the magnetostrictive mechanism. Based on the coil-only EMAT, a horizontal bias magnetic field was applied to increase the generating and receiving efficiency. This arrangement is able to generate and receive S0 Lamb waves predominantly via the magnetostrictive mechanism and the generating and receiving efficiency both increased by a factor of about three. The block magnet can provide a bias magnetic field over a 19 mm lift-off distance with the coil fixed at a lift-off of 5 mm , leading to a dramatic decrease of the magnetic force between the magnet and ferromagnetic samples. Compared with traditional EMATs, the higher operational lift-off distance and smaller magnetic force make the new EMAT more suitable for commercial environments.
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#### Abstract

In this study, a non-contact laser ultrasonic propagation imaging technique was applied to detect the damage of plate-like structures. Lamb waves were generated by an Nd:YAG pulse laser system, while a galvanometer-based laser scanner was used to scan the preliminarily designated area. The signals of the structural responses were measured using a piezoelectric sensor attached on the front or back side of the plates. The obtained responses were analyzed by calculating the root mean square (RMS) values to achieve the visualization of structural defects such as crack, corrosion, and so on. If the propagating waves encounter the damage, the waves are scattered at the damage and the energy of the scattered waves can be expressed by the RMS values. In this study, notch and corrosion were artificially formed on aluminum plates and were considered as structural defects. The notches were created with different depths and angles on the aluminum plates, and the corrosion damage was formed with different depths and areas. To visualize the damage more clearly, edge detection methodologies were applied to the RMS images and the feasibility of the methods was investigated. The results showed that most of the edge detection methods were good at detecting the shape and/or the size of the damage while they had poor performance of detecting the depth of the damage.


Keywords: pulsed laser scanning; ultrasonic waves; plate-like structures; crack; corrosion; edge detection

## 1. Introduction

Non-destructive testing (NDT) technology has been used for a number of decades, and NDT techniques have been successfully applied in many practical applications in various fields such as civil, mechanical, and aerospace engineering, etc. [1]. These methods can prolong the lifetimes of structures, and facilitate maintenance of structural health to minimize premature part changes. The method that can easily generate understandable detection results is preferred. With these methods, the cost of training personnel can be reduced, and the risk of human error can be decreased. In this case, the methods for damage detection with imaging capabilities have great potential to fulfill these requirements. Multiple locations on a target structure, which potentially contain various types of damage, can be monitored at the same time by using these methods. The location and degree of damage is very important for making a decision about a maintenance plan [2]. For example, due to the restricted accessibility of some structures such as nuclear power plants and due to the high-precision geometries or other inaccessible parts of a structure, the detection of structural safety is particularly
difficult. Therefore, when damage detection is needed in a large-scale structure, it is necessary to develop a non-contact NDT method for damage detection [3].

In NDT, the methods for damage detection should be effective and also have high throughput, because of the increasing size of structures which need to be inspected. Ultrasonic waves are sensitive to most material damage and are not radiation hazards. In addition, they also can provide many features for damage characterization. Therefore, a wide range of inspection methods based on acoustic-ultrasonic waves have imaging capabilities. Not only that, most laser-ultrasonic systems can be integrated into mobile systems, and the laser also provides non-contact remote characteristics. To achieve that goal, some acoustic and ultrasonic wave technologies have been developed, such as full-field laser wave field imaging, laser vibrometry, laser interferometry, and pulsed lasers. As one of the full-field laser wave field imaging techniques, the holography based imaging technique requires a highly diffusive surface of the target structure. However, holography is always regarded as a technique which requires dark rooms. Therefore this method is inappropriate for remote automatic detection, even though it has the capability of noncontact detection [4]. A previous study [5] showed that Lamb waves were generated in an aluminum plate immersed in water. The laser vibrometer was used to scan the target surface, in which the laser beam was perpendicular to the surface. The scan locations can be changed by moving the laser head. It was verified that Lamb waves can be propagated in an aluminum plate, in the previous study [6]. The result was confirmed by using a laser scanning vibrometer, and the propagating waves were visualized in the vicinity of flaw area. Their results showed that the effectiveness of flaw detection depends on the flaw size. Other studies [7-9] have used Lamb waves to detect the damage of aluminum plates by using a laser scanning vibrometer to scan the surface of the target side. Due to their low noise and narrow line widths (on the order of a few millihertz), a single-mode HeNe laser is the preferred light source for the laser Doppler vibrometers (LDVs). The flaws were measured by finding the areas with bigger signal values. However, laser scanning vibrometers still have some disadvantages, such as the limiting factor about capturing a full field, and the signal-to-noise ratio of the photodetector output [10,11]. To overcome these drawbacks, an Nd:YAG pulse laser system has been developed to generate the ultrasonic waves. This pulsed laser could provide many advantages such as fast wave generation with low pulse energy, good detection capability in complex structures, and a high spatial resolution $[12,13]$.

In this study, a non-contact laser ultrasonic wave propagation imaging (UWPI) method using a Nd:YAG pulsed laser system was used to detect the damage on aluminum plates. An Nd:YAG pulse laser was used to generate the ultrasonic waves, and the laser scanner based on a galvanometer was used to scan the target structure. In order to measure the wave responses at this stage, a piezoelectric sensor was installed to the central position on the front or the back side of the scanned surface. The damage can be visualized by obtaining root mean square (RMS) images [14]. Additionally, a series of edge detection methodologies were applied to the RMS images and compared to improve the performance of the damage visualization. To verify the feasibility of the approach, aluminum plates with notch and corrosion damages were tested. In the case of notch damage, different depths and angles were considered while different area and depths were investigated for the corrosion damage.

## 2. Ultrasonic Wave Propagation Imaging (UWPI) System

As shown in Figure 1, the UWPI system includes an image processor, a high-speed data digitizer, a Q-switch pulsed laser system, a laser mirror scanner based on a galvanometer, and an ultrasound transducer. In this study, a Q-switch diode-pumped high-power solid-state Nd:YAG pulse laser [15] is used, with the wavelength of 532 nm and the maximum pulse repetition rate of 20 Hz . The laser mirror scanner can adjust the scanning location of the target structure, which is designed so that the laser beam can be reflected at the tilting mirrors in the scanner with the wavelength of 532 nm . For ensuring that the laser beam can efficiently scan the two dimensional area of the target structure, the tilting mirrors are designed so that the operating angles are orthogonal to each other. An f-theta lens is installed at the end of the laser scanner system so that the laser beam can be focused on the
target area. In this study, the laser beam vertically scans the target structure in the horizontal direction along the scanning coordinate as shown in Figure 1, which is preliminarily designed at the image processor. Also, the measured wave signals from the ultrasonic sensor were saved and treated to obtain ultrasonic wave propagation images (UWPI). The details of the process for the UWPI are explained in the following section.


Figure 1. A schematic diagram of the laser-induced ultrasonic wave propagation imaging (UWPI) system.

During the scanning process, due to the thermoelastic mechanism, the ultrasonic waves are generated at the point where the laser beam is impinged on the surface of the target structure and propagated to the ultrasonic sensor. An ultrasonic transducer which is installed at the front or the back side of the scanned surface measures the wave responses. In this study, an acoustic emission sensor (AE sensor) which is made of lead zirconate titanate piezoelectric ceramics is selected as an ultrasonic transducer. The imaging process of ultrasonic wave propagation is shown in Figure 2. Firstly, the time-domain signal is also obtained at each laser scanning point. In addition, a band-pass digital filter is used to filter the noise signals and improve the signal-to-noise ratio. After that, the filtered signal groups in a vertical structure on a spreadsheet can be stacked, for each laser scanning point on the vertical axis. Then, the stacked vertical data need to be stacked repeatedly along the horizontal axis. Finally, 3-D UWPI data can be obtained with the three axes of the vertical scan, horizontal scan, and time frame [16]. A snapshot of the ultrasonic wave propagation image can be captured by slicing the 3-D data at a certain time point. Using these snapshots, post image processing for damage detection is performed.


Figure 2. Ultrasonic wave propagation imaging process.

## 3. Imaging Process Algorithm for Damage Detection

### 3.1. Visualization Method Using Root Mean Square (RMS)

The propagating characteristics of ultrasonic waves can be more clearly expressed using the RMS images of the wave signals, because the RMS images can describe the energy distribution of the signals. The equation is shown in [17]:

$$
\begin{equation*}
w_{R M S}(x, y)=\left[\frac{1}{N} \sum_{i=1}^{N}\left(w_{i}(x, y, t)\right)^{2}\right]^{\frac{1}{2}} \tag{1}
\end{equation*}
$$

where $N$ is the number of signal samples, and $w(x, y, t)$ are the reflected signals.
Because of more frequent accumulations of the standing wave energy at the location of the sensor, the bigger RMS values will be produced in this area. This makes it hard to detect damage far from the sensor. In this case, multiplying a weighting parameter can equalize the RMS value of entire area, as follows:

$$
\begin{equation*}
w_{R M S}(x, y)_{-} W^{p}=\left[\frac{1}{N} \sum_{i=1}^{N}\left(w_{i}(x, y, t)\right)^{2} \cdot t^{p}\right]^{\frac{1}{2}} \tag{2}
\end{equation*}
$$

where $p$ is the weighting parameter and $w_{R M S}(x, y)_{\_} W^{p}$ is the weighted RMS function.
In this study, the weighting parameter was 2.

### 3.2. Edge Detection Method

Edge detection techniques are very popular and essential image preprocessing steps, especially in the areas of feature detection and feature extraction. In an image, the quantity of data significantly reduces at an edge area, but these data still retain basic information of the objects in the area. If the value of a pixel point exceeds a designated threshold, that point is declared as an edge location.

Therefore, the edges have the higher pixel intensity values than the surrounding points. In this way, the edges can be detected by comparing the gradient value to the threshold value, and when the 1 st derivative is the maximum, the 2nd derivative will be 0 . This characteristic can be used for computer vision and image processing. The method has major features for a good ability to create the exact edge line. Therefore, edge detection is an active research area for better facilitating the image analysis. Nowadays, edge detection is usually used for object detection such as medical image processing, biometrics, and advanced computer imaging techniques [18]. Not only that, this method can also be used in SHM (Strutural Health Monitoring). In this study, the Sobel, Prewitt, Roberts, and Laplacian of Gaussian (LoG) operators are used to filter the images of the testing results.

### 3.2.1. Sobel Operator

The Sobel edge detection technique was proposed by Sobel in 1970 [19]. The method is a spatial domain gradient-based edge detector. The Sobel operator performs a 2-D spatial gradient measurement on an image which consists of two gradient masks of size $3 \times 3$, one for horizontal changes, and another for vertical changes. In general, it is used to calculate the approximate absolute gradient magnitude (edge strength) at each single pixel point. The actual Sobel masks are as follows:

$$
G x_{(\text {sobel })}=\left[\begin{array}{lll}
-1 & 0 & +1  \tag{3}\\
-2 & 0 & +2 \\
-1 & 0 & +1
\end{array}\right] \text { and } G y_{(\text {sobel })}=\left[\begin{array}{ccc}
+1 & +2 & +1 \\
0 & 0 & 0 \\
-1 & -2 & -1
\end{array}\right]
$$

where $G x$ and $G y$ are the gradient component at each point that contain the horizontal and vertical direction. The gradient magnitude can be calculated using the formula:

$$
\begin{equation*}
|G|=\sqrt{G x^{2}+G y^{2}} \tag{4}
\end{equation*}
$$

Then, the approximate absolute gradient magnitude can be calculated using:

$$
\begin{equation*}
|G|=|G x|+|G y| \tag{5}
\end{equation*}
$$

Finally, using this information, the gradient direction $\theta$ is given by:

$$
\begin{equation*}
\theta=\arctan \left(\frac{G y}{G x}\right) \tag{6}
\end{equation*}
$$

where in this case, $\theta=0$ means the direction of maximum contrast from the color of black to white runs from left to right on the image, and other angles can be measured anti-clockwise from it.

In general, the absolute magnitude is the output that only the researchers can observe. Figure 3 shows that by using the pseudo-convolution operator, the two components of the gradient could be conveniently computed and added in a single pass over the input image.

Using this mask, the equation of approximate magnitude is given by:

$$
\begin{equation*}
|G|=\left|\left(P_{1}+2 \times P_{2}+P_{3}\right)-\left(P_{7}+2 \times P_{8}+P_{2}\right)\right|+\left|\left(P_{3}+2 \times P_{6}+P_{2}\right)-\left(P_{1}+2 \times P_{4}+P_{7}\right)\right| \tag{7}
\end{equation*}
$$

| $P_{1}$ | $P_{2}$ | $P_{3}$ |
| :--- | :--- | :--- |
| $P_{4}$ | $P_{5}$ | $P_{6}$ |
| $P_{7}$ | $P_{8}$ | $P_{9}$ |

Figure 3. Pseudo-convolution masks for the Sobel operator used to quickly compute the approximate gradient magnitude.

### 3.2.2. Roberts Cross Operator

The Roberts cross operator has a good ability to perform a simple, quick calculation and 2-D spatial gradient measurement on an image [20]. The Roberts cross operator for the input is a grayscale image, as is the output. Pixel values of each point in the output data are the estimated absolute magnitude of the spatial gradient at that point. This operator consists of a pair of $2 \times 2$ convolution kernels as follows:

$$
G x_{(\text {Robert })}=\left[\begin{array}{cc}
+1 & 0  \tag{8}\\
0 & -1
\end{array}\right] \quad \text { and } \quad G y_{(\text {Robert })}=\left[\begin{array}{cc}
0 & +1 \\
-1 & 0
\end{array}\right]
$$

where one kernel is simply rotated by $90^{\circ}$ to the other, and this mask is very similar to the Sobel operator.

The kernels are designed to maximize the response to the edges running at $45^{\circ}$ to the pixel grid, one kernel will correspond to each of the two perpendicular orientations. These kernels are applied separately to form gradient components in each orientation ( $G x$ and $G y$ ). Therefore, the gradient magnitude can be defined as:

$$
\begin{equation*}
\left|G_{(\text {Robert })}\right|=\sqrt{G x_{(\text {Robert })}^{2}+G y_{(\text {Robert })}^{2}} \tag{9}
\end{equation*}
$$

The approximate magnitude can be calculated by:

$$
\begin{equation*}
\left|G_{(\text {Robert })}\right|=\left|G x_{(\text {Robert })}\right|+\left|G y_{(\text {Robert })}\right| \tag{10}
\end{equation*}
$$

The direction of the gradient (relative to the pixel grid orientation) is given by:

$$
\begin{equation*}
\theta=\arctan \left(\frac{G y_{(\text {Robert })}}{G x_{(\text {Robert })}}\right)-3 \frac{\pi}{4} \tag{11}
\end{equation*}
$$

When $\theta=0$, it has same characteristics as the Sobel operator.
Not only that, the absolute magnitude is the output that only the researchers can observe. A pseudo-convolution operator is used to computed the gradient components and add in a single pass over the input image, as shown in Figure 4.


Figure 4. Pseudo-convolution masks for the Robert operator.

The approximate magnitude can be given by:

$$
\begin{equation*}
\left|G_{(\text {Robert })}\right|=\left|\left(P_{1}-P_{4}\right)\right|+\left|P_{2}-P_{3}\right| \tag{12}
\end{equation*}
$$

### 3.2.3. Prewitt Operator

The Prewitt operator [21] is similar to the Sobel operator. This operator can be used for detecting vertical and horizontal edges of the images. The Prewitt operator kernel is given by:

$$
G x_{(\text {Prewitt })}=\left[\begin{array}{ccc}
+1 & +1 & +1  \tag{13}\\
0 & 0 & 0 \\
-1 & -1 & -1
\end{array}\right] \text { and } G y_{(\text {Prewitt })}=\left[\begin{array}{ccc}
-1 & 0 & +1 \\
-1 & 0 & +1 \\
-1 & 0 & +1
\end{array}\right]
$$

### 3.2.4. Laplacian of Gaussian (LoG) Operator

A method was proposed where finding the zero-crossings in the 2nd derivative of the image intensity can detect the edge point in an image. Unfortunately, the 2 nd derivative is very sensitive to noise. In this case, the noise should be filtered before edge detection. In order to achieve that, the LoG operator performs Gaussian smoothing before applying Laplacian [22].

In this method, the image is convolved with a Gaussian filter first. This step can smoothen the image and reduces noise. Since the width of the edge increases in the smoothing process, only the point having the local maximum value should be regarded as an edge. Therefore, the 2nd derivative operator, Laplacian, is used for this purpose. In order to reduce unnecessary edge pixels, only pixels whose first-order differential values (threshold) of zero-crossings exceed a certain degree are treated as edge points.

The output of the LoG operator: $h(x, y)$ is obtained by the convolution operation:

$$
\begin{equation*}
h(x, y)=\Delta^{2}[G(x, y) \times f(x, y)]=\left[\Delta^{2} G(x, y)\right] \times f(x, y) \tag{14}
\end{equation*}
$$

where the following equation is normally called the Mexican hat operator.

$$
\begin{equation*}
\Delta^{2} G_{(\log )}(x, y)=\left(\frac{x^{2}+y^{2}-2 \sigma^{2}}{\sigma^{4}}\right)^{-\left(x^{2}+y^{2}\right) / 2 \sigma^{2}} \tag{15}
\end{equation*}
$$

## 4. Experimental Study

### 4.1. Experimental Setup

In this study, the 6061-T6 aluminum plates were selected as test specimens, which had dimensions of $400 \times 400 \mathrm{~mm}$ with the thickness of 3 mm . After scanning the intact specimen, the notche and the corrosion damages were artificially formed on four specimens, as shown in Figures 5 and 6. Figure 5a
shows the designed condition of the first specimen; four notches were made as the same angles which are parallel to the tangent of wave front. This notch direction arrangement is used to verify the influence of the notch depth on the test results. Figure 5b shows the designed condition of the second specimen; seven artificial notches were formed on the plate, and the dimensions of each notch was 20 mm long, 1 mm long, and 2 mm deep. In addition, the direction of the notches is formed with a counter-clockwise increase of $15^{\circ}$ for each notch, starting from the notch at the right area which is tangential to the wave front. This notch direction arrangement is used to verify the influence of the notch direction on the test results.


Figure 5. Configuration of notch damage on the aluminum plate (subscripts for the dimension of the notch, $L, W$, and $D$ mean length, width, and depth, respectively), (a) different depth, (b) different angle.

Next, corrosion damages were considered. The corrosion damages on the aluminum plates were artificially formed using concentrated hydrochloric acid, as shown in Figure 6. Figure 6a shows the designed condition of the third specimen, all corroded areas had the same size of $50 \times 50 \mathrm{~mm}$, but they had different depths with $0.5,1.0,1.5$, and 2.0 mm . This arrangement is used to verify the influence of the depth of the corrosion on the test results. Figure 6b shows the designed condition of the forth specimen, and the corrosion areas had the same corrosion depth but different dimensions with $5 \times 5$, $10 \times 10,15 \times 15$, and $20 \times 20 \mathrm{~mm}$. This arrangement was used to verify the influence of the corroded area on the test results.

Figure 7 shows that the specimen was fixed on a metal support. The bottom part of the specimen was tightly clamped with two clamps on the metal frame. In this study, the sensor was attached to the central position on the back side of the scanned surface. An amplifier-integrated acoustic emission (AE) sensor was used to measure the multiple wave signals. The AE sensor has a broadband characteristic with upper and lower cutoff frequencies of 2 MHz and 100 kHz , respectively. The resonant frequency of the sensor is $200 \mathrm{kHz} \pm 20 \%$. The maximum sensitivity of the sensor is $120 \pm 3 \mathrm{~dB}$ at the resonant frequency. The scanned area was $300 \times 300 \mathrm{~mm}$ at the central part of the specimen; in this area, a $151 \times 151$ point grid can be generated, with the scanning interval of 2 mm . The distance between the laser mirror scanner and the target specimen was 2 m .


Figure 6. Configuration of corrosion damage on the aluminum plate (subscripts for the dimension of the notch, $L, W$, and $D$ mean length, width, and depth, respectively), (a) different depth, (b) different size.


Figure 7. Location of the fixed target specimen during scanning.

### 4.2. Comparison between RMS Images and Edge Detection Results

### 4.2.1. Damage Case 1: Notch

Figure 8 shows the scanning results of the intact specimen at $40 \mu \mathrm{~s}$. For the UWPI snapshots, the wave packet propagated radially in a dispersed fashion from the central location in the circumferential boundary condition as shown in Figure 8a. Figure 8b shows the estimated RMS snapshots from Figure 8a. The results showed that the color of the scanned area is uniform; this means a structural condition of the smooth plate surface. Because more wave energy was accumulated in the vicinity of the sensor location at the early stage, the color was lighter than for the other areas; this means that bigger RMS values were estimated in the sensor location.

The edge detection results for the intact condition are shown in Figure 9. In this study, four types of operators, which were Sobel, Roberts, Prewitt, and LoG operators, were applied to the RMS images. In this case, the RMS values were dramatically changed only at the vicinity of the sensor. On the other hand, the RMS values were varied smoothly at the boundary of the wave front. As a result, the edge was detected at the sensor location clearly for all operators.


Figure 8. Snapshots of the intact specimen at $40 \mu$ s: (a) UWPI snapshot, (b) RMS (Root Mean Square) snapshot.
(a)

(c)

(b)

(d)


Figure 9. The edge detection results of the intact condition, (a) Sobel operator (threshold $=1.3$ ), (b) Roberts cross operator (threshold $=0.3$ ), (c) Prewitt operator (threshold =1.4), (d) LoG (Laplacian of Gaussian) operator (threshold $=0.3$ ).

Next, the variation in depth of the notch was considered. Figure 10a shows a UWPI snapshot at $40 \mu \mathrm{~s}$, and anomalous wave due to the damage can be observed near the damage locations. Furthermore, the reflected wave became a source of new scattered waves when the propagating waves encountered the damage. The influence of the reflected waves at the right area (depth $=1 \mathrm{~mm}$ ) was the lowest, and was also not significant. On the other hand, the influence of the reflected waves at two notches (depth $=2 \mathrm{~mm}$ ) which are located in the upper and lower area can be more clearly observed than a notch at the right area (depth $=1 \mathrm{~mm}$ ). Furthermore, the result at the left area (depth $=3 \mathrm{~mm}$ ) was most significant. In Figure 10b, the results showed that the larger values occurred at reflected wave paths. Any reflected waves almost cannot be observed at the notch with the depth of

1 mm , but the other three notches were observed successfully because the RMS values are lowest at the shallowest notch. Because the two notches of the upper and lower parts have the same condition, their results were very similar, and the biggest RMS value was measured at the notch of 3 mm .


Figure 10. Snapshots of specimen 1 at $40 \mu \mathrm{~s}$ : (a) UWPI snapshot, (b) RMS snapshot.

The edge detection process was applied again in this case as shown in Figure 11. The shallowest notch at the right side can be visualized, but it is not still clear, while it is hard to identify this notch through the RMS image. Unfortunately, however, the variation in the depth of the notches is not clearly expressed in the results of the edge detection operations although the edges of the notches are clearly detected. It means that the edge detection process may be appropriate for detecting the shape of the damage. On the contrary, the method has poor quality to detect the depth of the damage.


Figure 11. The edge detection results of the damaged condition with the different depth, (a) Sobel operator (threshold $=1.1$ ), (b) Roberts cross operator (threshold $=0.2$ ), (c) Prewitt operator (threshold $=0.8$ ), $(\mathbf{d})$ LoG operator (threshold $=0.15$ ).

The UWPI and RMS snapshots of the notches with different angles were captured at $40 \mu \mathrm{~s}$ and are shown in Figure 12. Since the waves propagate along the radial direction, the wave portions have stress components in the vertical and horizontal directions and hence the reflected waves can be observed regardless of the angle between the wave front and the notch, as shown in Figure 12b. In this case, the energy of the reflected waves is largest when the notch is tangential to the wave front. On the other hand, the smallest value of RMS is observed when the notch is perpendicular to the wave front. This is because the wider notch can reflect the incident waves.


Figure 12. Snapshots of specimen 2 at $40 \mu \mathrm{~s}$ : (a) UWPI snapshot, (b) RMS snapshot.

In this case, the edges of the notches were most clearly detected compared to the other case. Additionally, the noise near the notches is hardly observed because the depths of the notches were identical and the size of the notches was enough to reflect the incident waves. As mentioned previously, the edge detection is good at detecting the shape of the damage and hence the angles of the notches are clearly visualized using the edge detection process as shown in Figure 13.


Figure 13. The edge detection results of the damaged condition with the different angle, (a) Sobel operator (threshold $=1.8$ ), (b) Roberts cross operator (threshold $=0.3$ ), (c) Prewitt operator (threshold = 1.4), (d) LoG operator (threshold =0.3).

### 4.2.2. Damage Case 2: Corrosion

Figure 14 shows the UWPI results of the two specimens, in which one includes corrosion with different depths and the corrosion with different areas is made on the other plate, at $60 \mu \mathrm{~s}$. Figure 14a shows a front side result of the first specimen at $60 \mu \mathrm{~s}$, and the damage-induced anomalous wave can be observed at the damage locations. Furthermore, the reflected wave became a source of new scattering waves when the propagating waves encountered the damage. The result in Figure 14a showed that the propagating waves were obviously scattered. At the top left area, the scattering influence was the smallest, and the corrosion at the top right was more significant. Additionally, the wave reflection phenomena occurred at the bottom left and bottom right areas, which at the area with greater depth was clearer. Therefore, these features can be used for damage detection. Figure 14b shows the back side result of the first specimen. The results were almost the same as the results obtained from the front side. Figure $14 \mathrm{c}, \mathrm{d}$ shows the results from both sides of the second specimen. The scattering phenomenon also occurred at the corrosion areas, and the degrees of interference at both sides were similar. Figure 15 shows the RMS result of the two specimens. The results showed that the corrosion areas were observed clearly, the damage with deeper depth showed a deeper color on the front side, and a lighter color was shown at a deeper depth on the back side. Therefore the damage was successfully detected. In addition, the results show that the RMS method has a good ability for classification of the damage depth.


Figure 14. UWPI snapshots at $60 \mu \mathrm{~s}$ : (a) Front side of the first specimen, (b) Back side of the first specimen, (c) Front side of the second specimen, (d) Back side of the second specimen.

After edge detection processing, the grayscale images of Sobel, Roberts, Prewitt, and LoG operators are shown in Figures 16-19, respectively. The color axis showed a standard of edge strength, in which a bigger RMS value has a more dramatic change of the gray-scale (strong edge), and it also can be considered as deeper damage in this study. In this case, the threshold of the Sobel, Roberts, Prewitt, and LOG operators were $2,0.4,1$, and 0.3 , respectively.


Figure 15. RMS snapshots at $400 \mu \mathrm{~s}$ : (a) Front side of the first specimen, (b) Back side of the first specimen, (c) Front side of the second specimen, (d) Back side of the second specimen.


Figure 16. The edge detection results using the Sobel operator (threshold = 2); (a) Front side of the first specimen, (b) Back side of the first specimen, (c) Front side of the second specimen, (d) Back side of the second specimen.


Figure 17. The edge detection results using the Roberts cross operator (threshold $=0.4$ ); (a) Front side of the first specimen, (b) Back side of the first specimen, (c) Front side of the second specimen, (d) Back side of the second specimen.


Figure 18. The edge detection results using the Prewitt operator (threshold $=1$ ); (a) Front side of the first specimen, (b) Back side of the first specimen, (c) Front side of the second specimen, (d) Back side of the second specimen.


Figure 19. The edge detection results using the LoG operator (threshold $=0.3$ ); (a) Front side of the first specimen, (b) Back side of the first specimen, (c) Front side of the second specimen, (d) Back side of the second specimen.

For the Sobel operator, Figure 16a shows a remarkable classification of the damage degrees. A deeper damage has a more dramatic change of the gray-scale (a bigger value). The result of Figure 16c shows a similar degree of edge with the same depths. For the back side, in Figure 16b the damages of 1.5 mm and 2 mm are observed clearly. However, because the depth of some damage is not deep enough ( 1 mm or less than 1 mm ), it cannot be observed very clearly in Figure 16b,d. Compared with the Roberts and Prewitt operator, the results were very similar. It is worth noting that the effect of the Prewitt operator for a small area of corrosion damage detection was better, as shown in Figure 18c. This result means that the Prewitt operator is more sensitive to horizontal and vertical damage. However, the result of the LoG operator was not clearer than the other three operators, possibly due to the method further reducing the number of unnecessary pixels. On the other hand, the result in Figure 19d showed that the LoG operator is more sensitive to the diagonal edges. In summary, the results successfully detected the corrosion. In addition, the results from the measurement at the front side of the plate, where the corrosion damages were directly exposed to the laser beam, were better than the results from the back-side scanning. Additionally, the damage detection for the corrosion damages based on the edge detection method will not be as good as the RMS method.

## 5. Conclusions

In this study, notch and corrosion damage on aluminum plates were investigated using the UWPI imaging system, which utilizes a Q-switched Nd:YAG pulsed laser system and a laser scanner based on a galvanometer. First, an intact aluminum plate without any damage was scanned. In this case, the results showed continuities of the propagating waves in the snapshots at the raw UWPI, filtered UWPI, and RMS snapshots. Then, two conditions of notches were artificially formed, in which one was the notches with different depths and different angles were considered in the other condition. In the case of different depths of the notches, the reflected waves could be clearly visualized through the RMS calculation except for the shallowest notch. The energy of the reflection at the shallowest notch was
relatively low compared to other notches because the depth which could reflect the incident waves was shallow. After the edge detection processing, the notches were clearly visualized even at the point of the shallowest notch. However, the differences in depth were hardly detected using the edge detection method. In the case of different angles of the notches, the damage was clearly detected in the RMS snapshots and in the images obtained from the edge detection process. Since the incident waves in this study propagated along the radial direction, the waves had stress components in the vertical and horizontal directions. Also, all of the notches had the same depth in this case. Therefore, the reflected waves were clearly observed regardless of the angles of the notches. However, the tangential notch to the wave front was most clearly detected while the energy of the notch perpendicular to the wave front was the lowest, because the reflected waves were affected by the width of the notch. Next, corrosion damage was considered in a similar manner with that of the notch damage. Also, in this case, the depth and the area of the corrosion damage were investigated. For both conditions, the scanning results obtained from the front side of the specimens were clearer than the back side of the specimens at the RMS and edge detection snapshots. In this case, the depth of the damage was hard to detect while the size of the damage could be clearly identified. As a result, the RMS snapshots are appropriate for observing the energy flow of the propagating wave while the image obtained from the edge detection method is good for distinguishing the shape of the damage. Unfortunately, however, the variation in the depth of the damage is hardly investigated using the edge detection method.
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#### Abstract

In this study, a flexible ultrasonic transducer (FUT) was applied in a laser ultrasonic technique (LUT) for non-destructive characterization of metallic pipes at high temperatures of up to $176{ }^{\circ} \mathrm{C}$. Compared with normal ultrasound transducers, a FUT is a piezoelectric film made of a PZT/PZT sol-gel composite which has advantages due to its high sensitivity, curved surface adaptability and high temperature durability. By operating a pulsed laser in B-scan mode along with the integration of FUT and LUT, a multi-mode dispersion spectrum of a stainless steel pipe at high temperature can be measured. In addition, dynamic wave propagation behaviors are experimentally visualized with two dimensional scanning. The images directly interpret the reflections from the interior defects and also can locate their positions. This hybrid technique shows great potential for non-destructive evaluation of structures with complex geometry, especially in high temperature environments.


Keywords: flexible ultrasonic transducer; laser ultrasonic technique; laser ultrasonic visualization; material characterization; defect detection; Non-destructive testing; high temperature measurement

## 1. Introduction

Structures with curved surfaces such as pipelines or pressured vessels that are required to operate at elevated temperatures are commonly seen. Defects due to corrosion, erosion, and cracks may lead to catastrophic outcomes. Nondestructive testing (NDT) techniques have been continuously developing for early detection of possible defects to ensure a structure's integrity. Among them, ultrasound techniques are widely used because of their advantages in terms of cost effectiveness, being free of radiation, and their versatility to be applied under numerous different conditions. In recent years, ultrasonic techniques (UTs) have been based on guided wave detection and were developed for the detection of subsurface and interior faults. However, UTs have some limitations such as their range of working temperatures and incomplete surface conductivity. Currently, when using ultrasonic wave detection at high temperatures, optical interferometers have overcome the temperature shortcoming, but their sensitivity is low and the preparation of a smooth specimen surface is necessary. Therefore, a more robust inspection technique, which can be applied to more complex geometry at high temperatures is very desirable.

A thorough review of various piezoelectric materials and bonding techniques was compiled by Kažys [1]. In the past decade, many researchers have developed high temperature sensors for inspection and condition monitoring [2,3]. The most often used piezoelectric materials in manufacturing ultrasonic
transducers and their applications are as follows: first, lithium niobate $\left(\mathrm{LiNbO}_{3}\right)$ single crystals are one of the most well-known elements due to its high Curie temperature threshold of $\mathrm{T}_{\mathrm{c}} 1142-1210^{\circ} \mathrm{C}$ and its ideal piezoelectric element performance. It has been used in high temperature transducers for ultrasonic testing at $400^{\circ} \mathrm{C}$ since 1989 [4]. Since then, a series of studies have focused on the improvement of its working temperature by using the dice and fill method [5-8]. However, $\mathrm{LiNbO}_{3}$ has low thermal shock durability due to its single crystal structure. In addition, $\mathrm{LiNbO}_{3}$ cannot sustain high temperatures for long terms because of oxidation losses. Bismuth titanate (BIT) and modified bismuth titanate (MBIT) are also commonly used as the piezoelectric element for direct contact ultrasonic transducers. These materials exhibit a low dielectric constant, low dielectric losses and their properties are stable up to very high temperatures. In earlier applications, BIT and MBIT successfully served as a tool for ultrasonic thickness monitoring [9] and pipeline defect inspection [10] at temperatures of up to $350^{\circ} \mathrm{C}$. The most popular piezoelectric material used for manufacture of ultrasonic transducers is lead zirconate titanate (PZT). It has very good electromechanical properties, but is compromised by having a relatively low $\mathrm{T}_{\mathrm{c}}$ threshold/tolerance of $350^{\circ} \mathrm{C}$ which is far below that of most other piezoelectric materials such as $\mathrm{LiNbO}_{3}, \mathrm{BIT}, \mathrm{GaPO}_{4}$, etc. An NDT device fabricated with a combination of PZT and $\mathrm{LiNbO}_{3}$ or $\mathrm{PbTiO}_{3}(\mathrm{PT})$ and PZT as a composite piezoelectric material was successfully tested by Kobayashi et al. for uses at elevated temperatures [11,12]. In their studies, a sol-gel composite was developed to solve the problems caused by high temperatures [13]. A sol-gel composite consists of a piezoelectric powder phase and a high dielectric constant sol-gel phase. It can be applied to the piezoelectric material [14] and thick film ultrasonic transducer by using the sol-gel spray technique [15-17]. With this technique, a piezoelectric ceramic film can be easily fabricated at the desired location on the surface of molds or dies through a shadow mask. In addition, the film can be sprayed onto a thin plate substrate to be used as a flexible ultrasonic transducer (FUT) which takes advantages of its curved surface adaptability, high temperature durability, broad band frequency response and high signal-to-noise ratio [18-21]. In this process, a FUT with PZT/PZT composite film is applied to receive the laser induced guided waves propagating on the curved surface at high temperature. The acoustic performance of this sensor has been verified in previous studies [22-24].

A laser-induced ultrasonic wave is one of the most powerful techniques in the field of nondestructive evaluation (NDE) or structure health monitoring (SHM). The ability of contact-free excitation, multi-mode guided wave generation, and rapid inspection of various structures are among the main advantages of laser ultrasound [25-28]. In fact, when a pulsed laser beam is irradiated onto a solid, those waves can be considered a versatile means for the evaluation of the elastic properties of materials. In our previous studies, laser-induced ultrasound was used to measure the dispersions of guided waves and characterize material properties such as the material's hydrogen concentration [29], solid oxide full cells [30] and nickel aluminum coatings [31].

Laser ultrasound imaging (LUI) is a cutting-edge inspection technique, which employs a pulsed laser to scan over the area of interest and visualize the resulting wave propagations. It effectively shortens the analysis time and satisfies the requirements for easy interpretation of ultrasonic propagation without reference data. In previous studies [32-38], a Q-switched pulsed laser and a galvano-motorized mirror were utilized to generate guided waves, and a PZT ultrasonic transducer used as a receiver was fixed on to the specimen during scanning. The wave field visualization application included measurement of the phase and group velocities of Lamb waves, wave propagation on different structures and defect detection, and all these parameters had been successfully demonstrated. When analyzing defect detection by using LUI, the research focused on the interaction of the laser-generated Rayleigh wave on surface-breaking cracks [39,40]. However, any inner defect of a piece of equipment should be taken seriously during any industrial inspection.

The main objective of this work is material characterization and defect detection based on laser-induced ultrasound on a metallic pipe at high temperature. The dispersion curves can represent the material characterization with the change of temperature by using laser ultrasonic technique (LUT). Additionally, defect detection can be performed by using LUI to monitor the dynamic wave
propagation behaviors. A PZT/PZT based FUT is applied to be a sensor due to its self-alignment to the curved surface and high temperature durability. The outline of this research is as follows: Section 2 briefly describes the fabrication process of the FUT and its ultrasonic performance testing. The experimental setup and the sketches for the LUT and LUI methods are shown in Section 3. Section 4 illustrates the results from the LUT and LUI experiments. Section 5 presents our/the conclusions of this work.

## 2. Flexible Ultrasound Transducer

The PZT/PZT transducer is fabricated by utilizing the sol-gel spray method which is outlined in Figure 1. In this process, a submicron fine PZT powder is first dispersed into the sol-gel solution by ball milling. The liquid mixture is sprayed directly onto a $40 \mathrm{~mm} \times 40 \mathrm{~mm}, 50 \mu \mathrm{~m}$-thick piece of stainless steel substrate (SS304) by an airbrush to form a layer of coating. The coated layer on the substrate is then dried by a plate heater at $150^{\circ} \mathrm{C}$ for 5 min and then baked in a furnace at $650^{\circ} \mathrm{C}$ for another 5 min . The coating and thermal processes are repeated until the sprayed film reaches the desired thickness. Later on, the coated film is electrically poled by using a corona discharging technique. For corona poling, positive high voltage power is fed into a sharp, thin needle that is above the film. After polarization through the corona discharging at room temperature, a colloidal silver is sprayed on to the sensor area of the PZT/PZT that was layered by the air brush.


Figure 1. FUT fabrication process.

Figure 2 shows four fabricated FUTs labeled as PzPzss01, PzPzss02, PzPzss03 and PzPzss04 corresponding to sprayed film thicknesses of $80,72,146$ and $138 \mu \mathrm{~m}$, respectively.


Figure 2. Fabricated FUTs: (a) PzPzss01; (b) PzPzss02; (c) PzPzss03; (d) PzPzss04.

The performance of the FUTs was further tested after the fabrication process using the experimental setup as shown in Figure 3. A pulser/receiver (Panametric 5900PR, Olympus, Waltham, MA, USA) is used to drive the FUTs in the pulse/echo mode. The testing specimen is an aluminum plate with a thickness of 8.5 mm . The detected signal was recorded with a digital oscilloscope (WR44Xi, LeCroy, Thief River Falls, MN, USA) and transferred to a computer for data processing.


Figure 3. Schematic diagram of ultrasonic performance for FUT.

Figure 4a shows the received pulse/echo signal by using the Pzpzss01 FUT transducer with the experimental setup shown in Figure 3. In this time domain trace, S1 corresponds to the initial pulse, S2, S3, and S4 for the first, second and third reflections from the bottom surface of the plate. The signals in the window are designated as W which are multiple reflections between the top and bottom surfaces of the FUT substrate. Figure $4 b$ shows the frequency spectrum after a Fast Fourier Transform (FFT) from the S2 signal. With a film thicknesses of $80 \mu \mathrm{~m}$ on the Pzpzss01 sensor, the central frequency is 9.18 MHz . Similar signals with good SNR for the other 3 FUTs are shown in Figures 5-7 with central frequencies of $9.18 \mathrm{MHz}, 4.89 \mathrm{MHz}$ and 6.45 MHz for the Pzpzss02, Pzpzss03 and Pzpzss04, respectively. As shown in Table 1, the central frequency of the FUT decreases as the sprayed film thickness increases. With this information, we can customize the central frequency by controlling the film thickness of the FUT.


Figure 4. Performance of Pzpzss01: (a) Time domain signal; (b) spectrum.


Figure 5. Performance of Pzpzss02: (a) Time domain signal; (b) spectrum.


Figure 6. Performance of Pzpzss03: (a) Time domain signal; (b) spectrum


Figure 7. Performance of Pzpzss04: (a) Time domain signal; (b) spectrum.

Table 1. Film thickness and central frequency of the FUTs.

| Label | Film Thickness ( $\mu \mathrm{m}$ ) | Central Frequency (MHz) |
| :---: | :---: | :---: |
| PzPzss01 | 83 | 9.18 |
| PzPzss02 | 72 | 9.18 |
| PzPzss03 | 146 | 4.89 |
| PzPzss04 | 138 | 6.45 |

## 3. Laser Ultrasonic Technique (LUT) Tests

In the LUT test, dispersion spectra of guided acoustic waves traveling along a metal tube at elevated temperatures are measured by laser-generation and FUT detection. A stainless steel pipe with an outer diameter of 48 mm and a thickness of 2.2 mm is tested with the LUT while Pzpzss 02 is used as an ultrasound detector. Figure 8 is a schematic for the experimental configuration of the LUT system at elevated temperatures. A pulsed Nd:YAG laser (Quantel, Brilliant B, Les Ulis, France) with a wavelength of 532 nm , a duration time of 6.6 ns , and an energy output of about 100 mJ is used for the ultrasound generation. The sensor is attached with a small amount of ultrasonic coupler on the surface of the pipe and fixed using a high temperature durable tape made of polytetrafluoroethylene (PTFE). Meanwhile, a thermocouple is also attached on to the interior of the pipe for monitoring the temperature. The stainless steel pipe is heated with a hot plate and covered with an asbestos cover to maintain temperatures of $25^{\circ} \mathrm{C}, 65^{\circ} \mathrm{C}, 92^{\circ} \mathrm{C}, 119{ }^{\circ} \mathrm{C}, 148^{\circ} \mathrm{C}$ and $176^{\circ} \mathrm{C}$. When the temperature reaches a steady state, the scanning stage controlled by a computer drives a mirror to scan a Nd:YAG laser beam along the axial direction of the pipe. A computer with a fast analog to digital converter (ADC) is used for controlling the scanning stage, waveform acquisition, temperature recording and further signal processing. Guided waves are generated with the pulsed laser to propagate throughout the heated stainless steel pipe.


Figure 8. Experimental setup for the LUT with FUT.

By collecting the waveforms at each step, Figure 9 shows the set of B-scan data collected at room temperature with a total scanning distance of 20 mm with 200 steps. The B-scan data is further processed with a two-dimensional fast Fourier transform (2D-FFT) signal processing. During the 2D-FFT, the first FFT is taken with respect to time, and the second FFT with respect to the scanning position. The 2D-FFT transforms the B-scan data into ultrasound amplitude as a function of frequency $(f)$ and wavenumber $(k)$. A peak-detection routine is used to find the trajectories of peak amplitudes in the f-k space. Finally, dispersion curves in the form of ultrasound phase velocity $(V)$ versus frequency are obtained with the aid of the relation $V=2 \pi f / k$.


Figure 9. B-scan data for the stainless steel pipe with the LUT/FUT at room temperature.

## 4. Laser Ultrasonic Imaging (LUI) Tests

An aluminum pipe with an outer diameter of 50 mm and a thickness of 3 mm , which has an interior crack, is used as a specimen for LUI as shown in Figure 10. Figure 11 illustrates the experimental setup. A pulsed Nd:YLF laser (Optowave, Awave, Ronkonkoma, NY, USA) with a wavelength of 1064 nm , a maximum repetition rate of up to 20 kHz , a pulse energy of about 2 mJ , with a 0.7 mm beam diameter is employed to generate guided waves. The Pzpzss02 sensor is attached on to the surface of pipe with a small amount of ultrasonic coupler and fixed using PTFE tape. The scanning mechanism is a two axis galvano-mirror, which is controlled by the computer to scan the Nd:YLF laser beam onto the exterior surface of the pipe. The specimen is heated with an asbestos cover and operated at room temperature,
$75^{\circ} \mathrm{C}$ and $95^{\circ} \mathrm{C}$. A computer with a fast analog to digital converter is used for signal acquisition, scanning control and image post-processing. With the LUI system, the pulsed laser scans over the area of interest and the detected signals pile up into a data cube with the dimensions of $(x, y, t)$ as shown in Figure 12. The data cube is time-gated at various elapsed times, so a series of pictures are created. With the aid of reciprocal theorem, these pictures represent many instantaneous frames representing wavefronts generated by the FUT that were detected at the scanning area. The measured points are arranged in a $470 \times 150$ grid with a pitch of 0.1 mm at room temperature, and a $150 \times 100$ grid with a pitch of 0.1 mm at $75^{\circ} \mathrm{C}$ and $95^{\circ} \mathrm{C}$. An imaging process to superimpose all the frames is employed in order to specify the position of defect.


Figure 10. (a) Aluminum pipe with defect; and (b) schematic graph of defect.


Figure 11. Schematic experiment setup graph of LUI with FUT.


Figure 12. LUI imaging processing.

## 5. Results and Discussion

### 5.1. LUT Testing Results

Figure 13 shows waveforms generated with the pulsed Nd:YAG laser in the LUT and detected with the FUT for temperatures from $25^{\circ} \mathrm{C}$ to $176^{\circ} \mathrm{C}$. With B-scan and 2D-FFT processing, Figure 14 a shows the measured dispersion spectrum for the stainless steel pipe at various temperatures. Dispersion spectra with obvious multi-mode structures from the guided waves propagating through the sample at elevated temperatures are obtained. The dispersion curves shift in a downward trend towards the lower frequencies and lower phase velocities as the temperature increases. With the aid of a zoomed-in graph of the data shown in Figure 14b, the phase velocity of surface wave is noticeably reduced as the temperature increases. The measured surface wave velocity is $2900 \mathrm{~m} / \mathrm{s}$ at $25^{\circ} \mathrm{C}$ and $2780 \mathrm{~m} / \mathrm{s}$ at $176^{\circ} \mathrm{C}$, corresponding to a reduction of $100 \mathrm{~m} / \mathrm{s}$ due to the increased temperature. Compared with other ultrasound probes, a FUT mounted on a pipe for can last as long as 3 h which shows that this system has the capability to continuously inspect, monitor and gather data in an elevated temperature environment.


Figure 13. Measured signals in LUT/FUT at (a) $25^{\circ} \mathrm{C}$; (b) $65^{\circ} \mathrm{C}$; (c) $92{ }^{\circ} \mathrm{C}$; (d) $119{ }^{\circ} \mathrm{C}$; (e) $148^{\circ} \mathrm{C}$; and (f) $176{ }^{\circ} \mathrm{C}$.


Figure 14. (a) Measured dispersions at various temperatures; and (b) a zoom-in for the measured dispersions.

### 5.2. LUI Testing Results

Figure 15a shows visualized images for the laser-generated/FUT-detected guided wave propagation along the pipe at room temperature. Here, at least two guided wave modes can be seen propagating along the pipe by observing different elapsed times. One is a faster mode ( $\mathrm{L}(0,2)$ ) and the other is a slower mode $(\mathrm{L}(0,1))$ with a larger amplitude. The ultrasonic waves passed through a hole with a diameter of 4 mm , and are scattered in the image at $9.76 \mu \mathrm{~s}$. The defects relative position is ensured though the dynamic imaging and our understanding of guided wave propagation behavior. Besides, the defect can be emphasized by further signal processing and can be displayed in a static image. We accumulated the amplitudes of each time domain signal at the same $x$ and $y$ position for every image. Figure 15b displays the processed static image obtained from the dynamic result with a
total of 500 frames. By accumulating the energy of each frame, the defect region is able to be more easily seen because the reflected and scattered waves primarily originated from the defect itself.


Figure 15. (a) Frames of guided waves propagating on the stainless steel pipe with an interior defect; and (b) the processed image by accumulating the intensity of each of the frames at room temperature.

Figures 16a and 17a present the wave propagation images which were extracted from the LUI at $75{ }^{\circ} \mathrm{C}$ and $95{ }^{\circ} \mathrm{C}$. With the relative small scanning area compared with the room temperature measurements, the two guided wave modes can be observed clearly at different elapsed times. For the $75{ }^{\circ} \mathrm{C}$ LUI test, the wave propagations of ( $\mathrm{L}(0,2)$ ) mode and ( $\mathrm{L}(0,1)$ ) mode are visualized at $1.50 \mu \mathrm{~s}$ and $3.58 \mu \mathrm{~s}$, respectively. Both of them show the reflections and the changes in the wave fronts that resulted from the interior defect. In contrast with dynamic wave propagation behavior, the change in the waveform can be observed only when the slower mode ( $L(0,1)$ ), passes through the defect at the $95^{\circ} \mathrm{C}$ point of the LUI test. To enhance the defects location with respect to the scanning area, the post-processed images are shown in Figures 16b and 17b. The defect comes out clearly by cumulating 500 frames of both processed static images. Some energy appeared on the top of the reconstructed image because the sensor was placed close to the edge of scanning area. There are also a few anomalies that can be seen in the reconstructed image because of the imperfect contact between the BNC cable and the FUT anode during the scanning process.


Figure 16. (a) Frames of guided waves propagating on the stainless steel pipe with an interior defect and (b) the processed image gathered by accumulating the intensity of each of the frames at $75^{\circ} \mathrm{C}$.


Figure 17. (a) Frames of guided waves propagating on the stainless steel pipe with an interior defect; and (b) the processed image gathered by accumulating the intensity of each of the frames at $95^{\circ} \mathrm{C}$.

## 6. Conclusions

This paper demonstrates that the integration of FUT's and laser-induced ultrasound applied during material characterization and defect detection for curved surfaced structures at high temperatures has merit. With FUT fabrication, the frequency response can be controlled through the sol-gel spraying process. The PZT/PZT film thickness is inversely proportional to its central frequency. In this study, a 9.18 MHz FUT with a film thickness around $80 \mu \mathrm{~m}$ was utilized to be the ultrasonic receiver in two experiments. For material characterization, the multi-mode dispersion spectrum of a stainless steel pipe can be obtained through signal processing at high temperatures of up to $176^{\circ} \mathrm{C}$. The guided wave modes shifted at a downward trend towards the lower frequencies and lower phase velocities when the temperature was increased. Furthermore, the FUT was able to continuously measure at elevated temperatures for as long as 3 h . For defect detection, although the signals were affected by the thermal noise from the heater and an inadequate connection to the FUT, the dynamic wave propagation behaviors of an aluminum pipe with an interior defect were still visualized through two-dimensional scanning. Although the reflections from the interior defect become weaker when the temperature is raised, the defect can be still highlighted by compiling each frame obtained from LUI. The performance results of LUI with the FUT were outstanding and they included curved surface analysis feasibility as well as the ability to quickly scan specific areas and easy identification of any defects from the guided wave propagation images.
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#### Abstract

High data transmission efficiency is a key requirement for an ultrasonic phased array with multi-group ultrasonic sensors. Here, a novel FIFOs scheduling algorithm was proposed and the data transmission efficiency with hardware technology was improved. This algorithm includes FIFOs as caches for the ultrasonic scanning data obtained from the sensors with the output data in a bandwidth-sharing way, on the basis of which an optimal length ratio of all the FIFOs is achieved, allowing the reading operations to be switched among all the FIFOs without time slot waiting. Therefore, this algorithm enhances the utilization ratio of the reading bandwidth resources so as to obtain higher efficiency than the traditional scheduling algorithms. The reliability and validity of the algorithm are substantiated after its implementation in the field programmable gate array (FPGA) technology, and the bandwidth utilization ratio and the real-time performance of the ultrasonic phased array are enhanced.
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## 1. Introduction

The technology of multi-group ultrasonic sensors that consist of lots of piezoelectric elements and various scanning patterns of an ultrasonic phased array (UPA) have recently attracted widespread attention in the non-destructive testing area [1,2]. The UPA produces a series of the ultrasonic waves controlled by the amplitudes and phases of the electrical pulses to excite a series of elements of the sensors. The waves can easily penetrate inside some materials by adjusting their radiation direction to synthesize flexible and rapidly focused scanning ultrasonic beams. The parameters of beams such as angles, focal distances, and focal spot sizes can be readily tuned with suitable software. Therefore, the beams can be used to detect defects that possibly occur at random positions of the materials [3-6].

To increase the focusing ability, a UPA instrument is often equipped with multiple ultrasonic sensors to collect the ultrasonic echo data from different directions. Each sensor can work in one or more groups so that a variety of scanning modes are generated [7-10], which can be called as a multi-group scanning, and each group scanning includes many focused beams. Hence, the number of the sensors and the scanning groups are two important factors to determine detection accuracy [11,12], such as size, location, and orientation of defects. For example, Song et al. verified that a large-aperture hemispherical phased array can restore a sharp focus and maximize acoustic energy delivery at target tissue [11]. Regardless of the orientation of individual focused beams, the multiple focused beams can change their focal depths and sweeping angles through the phase interference. As a consequence, it is possible to precisely detect the position and the size of defects by means of increasing the number of the
sensors, the scanning groups, and the focused beams. However, this strategy will in turn significantly increase the amount of scanning data in the process of the defect detection, which makes these data difficult to be transmitted to a peripheral through a single (or small quantity) high-speed serial bus, and subsequently produces an ultrasound image.

Each focused beam often brings different sampling rates and sizes of data stream. During the transmission process, different data streams compete against each other to gain access to the unique high-speed serial bus. An excellent transmission scheduling algorithm should allow all the data streams to be transferred to a peripheral without any blocking in a serialized way. Otherwise, the data streams would be blocked or severely delayed. Therefore, it is very desirable to design an effective algorithm to serially transmit a great amount of the data streams. Several well-known scheduling algorithms have been proposed, such as Time Division Multiple Access (TDMA) [13] and Round Robin (RR) [14]. The verification, analysis, and comparison of the two algorithms were presented in literature [15], which proves that the TDMA strategy based on the fixed allocation of a time slot to each master process may lead to important latencies as a time slot, and the RR protocol allows any unused slots to be reallocated to a master process to provide higher bandwidth. Unfortunately, the process of the reallocation will make the time slice resources more fragmented, and increase the complexity of the scheduling algorithm. Multiple examples of implementation for the scheduling algorithm are available in the open literatures [16-23]. Srinivasan et al. designed a self-configuring scheduling protocol for ultrasonic sensor systems by using an algorithm of the timeslot allocation, which simplified the deployment of the present detection system [16]. Long et al. proposed a time-division-multiple-access-based energy consumption balancing algorithm for the general k -hop wireless sensor networks, where one data packet is collected in one cycle, and the results demonstrated the effectiveness of the algorithm in terms of energy efficiency and time slot scheduling [19]. However, although these strategies can effectively improve the efficiency of the data transmission, they increase the complexities of both hardware and software, and their application scopes are limited, which makes such strategies not suitable for UPA of the multi-group sensor scanning system because of limited hardware and software resources and high real-time request.

FPGA, which is short for the term field programmable logic gate array, has the characteristics of static system repeatable programming and dynamic system reconfiguration, so that hardware can be modified programmatically, and FPGA also is a special kind of ASIC with the advantages of parallel processing, high speed and flexibility. In this paper, we used a series of FIFOs as high-speed caches and cache times as weights to propose a novel FIFOs and bandwidth-sharing scheduling (MFBSS) algorithm of the data transmission, where the lengths of the FIFOs are achieved by a series of multivariate equations. Actually, the algorithm shows many advantages such as real-time and high efficiency when it is implemented by FPGA technology. As far as the UPA system of the array sensors is concerned, we designed a data stream transmission scheduling mode based on the MFBSS algorithm, with which reading operations among all the FIFOs shares a fast reading bus without time slot waiting when the reading bus switches between any two FIFOs. Hence, such algorithm gives the maximum bandwidth utilization ratio and improves the real-time performance of the UPA instruments with minimal consumption of time and space resources.

In Section 2 of the paper, we will describe the data transmission of ultrasonic scanning for UPA [24-26]. In Section 3, we will study scheduling mechanism of the MFBSS algorithm for the data transmission. Section 4 will describe the results of implementation for the scheduling algorithm by FPGA technology. Finally, Section 5 will summarize the research to derive the conclusion.

## 2. Multi-Group Sensor Scanning Ultrasonic Data Transmission

Figure 1 shows the UPA data transmission framework of the bandwidth-sharing with multiple scanning patterns [7-10]. In order to realize the optimal sampling of the UPA's echoes, different frequency echoes should be digitized with different sampling frequencies [27-29]. A sensor with a frequency of $f_{p} \mathrm{~Hz}$ produces ultrasonic echoes with the same frequency after excitation, and thus the
sampling frequency is $f_{s}=\mathrm{K} \times f_{p} \mathrm{~Hz}$ ( K is a scaling factor, and $\mathrm{K} \geq 2$ ). Hence, $N$-group sensors can form $N$-group scanning patterns, generating $N$ sampling frequencies ( $f_{s 0} \sim f_{s N-1}$, where 0 and $N-1$ represent the numbers of sampling) and forming $N$ focusing beams with specific speeds and sizes.


Figure 1. The diagram of the ultrasonic data transmission for the multi-sensor scanning.
As shown in Figure 1, the data of various scanning groups such as $G p_{0}, G p_{1}, \ldots$, and $G p_{N-1}$ produced from the ultrasonic sensors are written into $\mathrm{FIFO}_{0}, \mathrm{FIFO}_{1}, \ldots, \mathrm{FIFO}_{N-1}$, respectively, which are cached by a DDR3 through the Avalon bus in the bandwidth-sharing way [30]. Then, the data from the DDR3 are transmitted to the host computer through the PCIe bus [31,32]. The entire data transmission process is controlled by a bandwidth scheduler, which is composed of a controller with all the FIFOs' lengths and a reading arbiter, and usually runs the following scheduling algorithms such as First Come First Serve (FCFS), TDMA and Equal Time Slice Polling Scheduling (ETSPS) based on the principle of the RR scheduling which will be mentioned in Section 4, and so on. This paper will adopt the MFBSS algorithm to realize reading operations from every FIFO without time slot waiting through adjusting the lengths of FIFOs, timings of the reading and writing, and priority of the interrupts. Therefore, this algorithm can not only ensure the data transmission synchronization but also maximize the bandwidth utilization in all groups, which is readily implemented by FPGA technology with parallel processing.

## 3. Data Transmission Scheduling Mechanism of MFBSS Algorithm

### 3.1. The principle of the Maximal Bandwidth Utilization

To evaluate the utilization ratio of the data transmission bandwidth of the $N$-group scanning in the multi-input and single-output interfaces of the UPA system, the following requirements are satisfied:

- Data transmission models $\mathrm{Gp}(n), n=0,1, \ldots, N-1$ are independent from each other and have identical distributions for every group.
- The sum of the data bandwidth [ $\left.\sum_{n=0}^{N-1} B_{v-G p}(n)\right]$ of all the groups and the sum of the memory bandwidth ( $\sum B_{v-R A M}$ ) and the sum of the transmission bandwidth ( $\sum B_{v-T r a n s}$ ) of the peripheral need to satisfy the following inequality:

$$
\begin{equation*}
\sum_{n=0}^{N-1} B_{v-G p}(n) \leq \min \left(\sum B_{v-R A M}, \sum B_{v-T r a n s}\right) \tag{1}
\end{equation*}
$$

The defined parameters of the $N$-group scanning and the $N$ FIFOs caches are listed in Table 1. The writing bandwidth and the reading bandwidth of the $n$th $\mathrm{FIFO}_{n}$ are $V_{W}(n)\left[V_{W}(n)=f_{s n} \times \Delta \mathrm{B}\right]$ and $V_{R}$
bit/s, respectively. The sum of the writing bandwidth of all the FIFOs $\left[\sum_{n=0}^{N-1} V_{W}(n)\right]$ should equal to the sum of the transmission bandwidth of the $N$-group scanning data [ $\sum_{n=0}^{N-1} B_{v-G p}(n)$ ], i.e., $\sum_{n=0}^{N-1} V_{W}(n)$ $=\sum_{n=0}^{N-1} B_{v-G p}(n)$. Likewise, the sum of the reading bandwidth $\left(V_{R}\right)$ of all the FIFOs should equal to the sum of the transmission bandwidth of the DDR3 bandwidth ( $\sum B_{v-R A M}$ ), i.e., $V_{R}=\sum B_{v-R A M}$. When the Equation (1) becomes an equality, the maximum bandwidth utilization ratio is achieved, i.e., the single-output bandwidth equals to the sum of the multi-input bandwidths from the FIFOs. Consequently, the mathematical principle of the maximal bandwidth utilization ratio can be written as Equation (2).

Table 1. The parameters of the $N$ groups and the $N$ FIFOs caches.

| Group <br> Number | Sampling <br> Rate (Hz) | Bit <br> Width | Cache | Length <br> of FIFO | Input Width <br> of FIFO (bit) | Writing <br> Bandwidth <br> (bit/s) | Output <br> Width of <br> FIFO (bit) | Reading <br> Bandwidth <br> (bit/s) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $f_{s 0}$ | $\Delta \mathrm{~B}$ | $\mathrm{FIFO}_{0}$ | $L(0)$ | $\Delta \mathrm{B}_{\mathrm{W}}$ | $V_{W}(0)$ | $\Delta \mathrm{B}_{\mathrm{R}}$ | $V_{R}$ |
| 1 | $f_{s 1}$ | $\Delta \mathrm{~B}$ | $\mathrm{FIFO}_{1}$ | $L(1)$ | $\Delta \mathrm{B}_{\mathrm{W}}$ | $V_{W}(1)$ | $\Delta \mathrm{B}_{\mathrm{R}}$ | $V_{R}$ |
| 2 | $f_{s 2}$ | $\Delta \mathrm{~B}$ | $\mathrm{FIFO}_{2}$ | $L(2)$ | $\Delta \mathrm{B}_{\mathrm{W}}$ | $V_{W}(2)$ | $\Delta \mathrm{B}_{\mathrm{R}}$ | $V_{R}$ |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| $N-1$ | $f_{s N-1}$ | $\Delta \mathrm{~B}$ | $\mathrm{FIFO}_{N-1}$ | $L(N-1)$ | $\Delta \mathrm{B}_{\mathrm{W}}$ | $V_{W}(N-1)$ | $\Delta \mathrm{B}_{\mathrm{R}}$ | $V_{R}$ |

$$
\left\{\begin{array}{l}
\sum_{n=0}^{N-1} B_{v-G p}(n) \leq \sum B_{v-R A M}  \tag{2}\\
\sum_{n=0}^{N-1} B_{v-G p}(n)=\sum_{n=0}^{N-1} V_{W}(n) \\
\sum B_{v-R A M}=V_{R}
\end{array} \Rightarrow V_{R}=\sum_{n=0}^{N-1} V_{W}(n)\right.
$$

### 3.2. Realization of the Maximal Bandwidth Utilization Ratio

According to Equation (2), the mathematical model of the $N$ FIFOs' length functions of $L(i), i=0$, $1, \ldots, N-1,\left[L(0) \leq L(1) \leq \ldots \leq L(N-1), \mathrm{FIFO}_{0}, \mathrm{FIFO}_{1}, \ldots, \mathrm{FIFO}_{N-1}\right]$ can be described as follows:

- Assuming that at the moment $T_{i}^{j}$, when the $\mathrm{FIFO}_{i}$ is read until empty, the reading operation of the $\mathrm{FIFO}_{i}$ will be disabled.
- At the next $T_{i}^{j+1}$, when the $\mathrm{FIFO}_{i}$ is full and the amount of the data is $L(i)(i=0,1, \ldots, N-1)$, the reading operation of the $\mathrm{FIFO}_{i}$ will be enabled.

When the $\mathrm{FIFO}_{i}$ transfers from empty to full (where the consumed time is $\Delta T_{i}=T_{i}^{j+1}-T_{i}^{j}=$ $\frac{L(i)}{V_{W}(i)}$ and a reading interrupt is produced), the $\mathrm{FIFO}_{i}$ will gain access to the reading of the Avalon bus. During this process, the other FIFOs with the number of $0,1, \ldots, i+1, i+2, \ldots, N-1$ have also transferred from full to empty with the consumed time of $\Delta T^{\prime}{ }_{i}=\sum_{k=0, k \neq i}^{N-1} \frac{L(k)}{V_{R}-V_{W}(k)}$. The time slot transition diagram of the $N$ FIFOs reading operations is shown in Figure 2. Because $\Delta T_{i}=\Delta T^{\prime}{ }_{i}$, i.e., $\Delta T_{i}{ }_{i}-\Delta T_{i}=0, i=0,1, \ldots, N-1$, the mathematical equations of the N FIFOs ${ }^{\prime}$ length functions of $L(i)$, $i=0,1, \ldots, N-1$ can be easily described in Equation (3).

$$
\left\{\begin{array}{c}
-\frac{L(\mathbf{0})}{V_{W}(\mathbf{0})}+\frac{L(1)}{V_{R}-V_{W}(1)}+\frac{L(2)}{V_{R}-V_{W}(2)}+\cdots+\frac{L(N-1)}{V_{R}-V_{W}(N-1)}=0  \tag{3}\\
\frac{L(0)}{V_{R}-V_{W}(0)}-\frac{L(\mathbf{1})}{V_{W}(\mathbf{1})}+\frac{L(2)}{V_{R}-V_{W}(2)}+\cdots+\frac{L(N-1)}{V_{R}-V_{W}(N-1)}=0 \\
\vdots \\
\vdots \\
\frac{L(0)}{V_{R}-V_{W}(0)}+\frac{L(1)}{V_{R}-V_{W}(1)}+\cdots+\frac{L(N-2)}{V_{R}-V_{W}(N-2)}-\frac{L(\mathbf{N}-\mathbf{1})}{V_{W}(\mathbf{N}-\mathbf{1})}=0
\end{array}\right.
$$

where $L(i) \neq 0, i=0,1, \ldots, N-1$ in Equation (3). A series of new variables are given in Equation (4) for the simplification of Equation (3).

$$
\left\{\begin{array}{l}
K_{0}^{\prime}=\frac{1}{V_{W}(0)}, \quad K_{1}^{\prime}=\frac{1}{V_{W}(1)}, \cdots, K_{N-1}^{\prime}=\frac{1}{V_{W}(N-1)}  \tag{4}\\
K_{0}=\frac{1}{V_{R}-V_{W}(0)}, K_{1}=\frac{1}{V_{R}-V_{W}(1)}, \cdots, K_{N-1}=\frac{1}{V_{R}-V_{W}(N-1)} \\
V_{R}=\sum_{i=0}^{N-1} V_{W}(i)
\end{array}\right.
$$

Equation (3) is transformed into a matrix of Equation (5):

The matrix $A$ is achieved by elementary row transformation, and then the triangular array is applied:

$$
\begin{gathered}
A \sim\left(\begin{array}{ccccc}
-\boldsymbol{K}_{\mathbf{0}}^{\prime} & K_{1} & \cdots & \cdots & K_{n-1} \\
K_{0}+K_{0}^{\prime} & -\left(K_{1}+K_{1}^{\prime}\right) & 0 & \cdots & 0 \\
0 & \vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & K_{N-3}+K_{N-3}^{\prime} & -\left(K_{1}+K_{N-2}^{\prime}\right) & 0 \\
0 & \cdots & 0 & K_{N-2}+K_{N-2}^{\prime} & -\left(K_{N-1}+K_{N-1}^{\prime}\right)
\end{array}\right) \sim\left(\begin{array}{cccc}
f_{K}\left(x_{0}\right) & K_{1} & \cdots & K_{N-1} \\
0 & f_{K}\left(x_{1}\right) & \cdots & K_{N-1} \\
\vdots & \vdots & \vdots & \vdots \\
0 & \cdots & 0 & f_{K}\left(x_{N-1}\right)
\end{array}\right) \quad(6) \\
f_{K}\left(x_{i+1}\right)=\frac{K_{i+1}+K_{i+1}^{\prime}}{K_{i}+K_{i}^{\prime}} \cdot f_{K}\left(x_{i}\right)+K_{i+1}, i=0,1, \ldots, N-2, f_{K}\left(x_{0}\right)=-K_{0,}^{\prime} \text { and } f_{K}\left(x_{i+1}\right) \text { can be }
\end{gathered}
$$ done by using the following recursion:

$$
\begin{aligned}
f_{K}\left(x_{i+1}\right) & =\frac{K_{i+1}+K_{i+1}^{\prime}}{K_{i}+K_{i}^{\prime}} \cdot\left(\frac{K_{i}+K_{i}^{\prime}}{K_{i-1}+K_{i-1}^{\prime}} \cdot\left(\cdots\left(\frac{K_{1}+K_{1}^{\prime}}{K_{0}+K_{0}^{\prime}} \cdot f_{K}\left(x_{0}\right)+K_{1}\right)+\cdots\right)+K_{i}\right)+K_{i+1} \\
& =\frac{K_{i+1}+K_{i+1}^{\prime}}{K_{i}+K_{i}^{\prime}} \cdot \frac{K_{i}+K_{i}^{\prime}}{K_{i-1}+K_{i-1}^{\prime}} \cdots \cdots \frac{K_{1}+K_{1}^{\prime}}{K_{0}+K_{0}^{\prime}} \cdot f_{K}\left(x_{0}\right)+\frac{K_{i+1}+K_{i+1}^{\prime}}{K_{i}+K_{i}^{\prime}} \cdot \frac{K_{i}+K_{i}^{\prime}}{K_{i-1}+K_{i-1}^{\prime}} \cdots \cdots \frac{K_{2}+K_{2}^{\prime}}{K_{1}+K_{1}^{\prime}} \cdot K_{1} \\
& +\frac{K_{i+1}+K_{i+1}^{\prime}}{K_{i}+K_{i}^{\prime}} \cdot \frac{K_{i}+K_{i}^{\prime}}{K_{i-1}+K_{i-1}^{\prime}} \cdots \cdots \frac{K_{3}+K_{3}^{\prime}}{K_{2}+K_{2}^{\prime}} \cdot K_{2}+\cdots+\frac{K_{i+1}+K_{i+1}^{\prime}}{K_{i}+K_{i}^{\prime}} \cdot K_{i}+K_{i+1} \\
& =\frac{K_{i+1}+K_{i+1}^{\prime}}{K_{0}+K_{0}^{\prime}} \cdot f_{K}\left(x_{0}\right)+\frac{K_{i+1}+K_{i+1}^{\prime}}{K_{1}+K_{1}^{\prime}} \cdot K_{1}+\frac{K_{i+1}+K_{i+1}^{\prime}}{K_{2}+K_{2}^{\prime}} \cdot K_{2}+\cdots+\frac{K_{i+1}+K_{i+1}^{\prime}}{K_{i+1}+K_{i+1}^{\prime}} \cdot K_{i+1} \\
& =\left(K_{i+1}+K_{i+1}^{\prime}\right) \cdot\left(\frac{K_{i+1}}{K_{i+1}+K_{i+1}^{\prime}}+\frac{K_{i}}{K_{i}+K_{i}^{\prime}}+\cdots+\frac{K_{2}}{K_{2}+K_{2}^{\prime}}+\frac{K_{1}}{K_{1}+K_{1}^{\prime}}-\frac{K_{0}^{\prime}}{K_{0}+K_{0}^{\prime}}\right) \\
& =\left(K_{i+1}+K_{i+1}^{\prime}\right) \cdot\left[\left(\sum_{j=1}^{i+1} \frac{K_{j}}{K_{j}+K_{j}^{\prime}}\right)-\frac{K_{0}^{\prime}}{K_{0}+K_{0}^{\prime}}\right]
\end{aligned}
$$

According to Equation (4), $f_{K}\left(x_{i+1}\right)$ can be described as Equation (7).

$$
\begin{align*}
f_{K}\left(x_{i+1}\right) & =\left(\frac{1}{V_{R}-V_{W}(i+1)}+\frac{1}{V_{W}(i+1)}\right) \cdot\left(\sum_{j=1}^{i+1} \frac{\frac{1}{V_{R}-V_{W}(j)}}{\frac{1}{V_{R}-V_{W}(j)}+\frac{1}{V_{W}(j)}}-\frac{\frac{1}{V_{W}(0)}}{\frac{1}{V_{R}-V_{W}(0)}+\frac{1}{V_{W}(0)}}\right)  \tag{7}\\
& =\frac{1}{\left(V_{R}-V_{W}(i+1)\right) \cdot V_{W}(i+1)} \cdot\left(\sum_{j=0}^{i+1} V_{W}(j)-V_{R}\right)
\end{align*}
$$

For the $N$-group scanning of the UPA system, when $i=N$, according to the Equation (2), $V_{R}=\sum_{n=0}^{N-1} V_{W}(n)$, and $f_{K}\left(x_{N-1}\right)$ = $\left.\frac{1}{\left(V_{R}-V_{W}(N-1)\right) \cdot V_{W}(N-1)} \cdot \frac{1}{V_{R}} \cdot\left(\sum_{j=0}^{N-1} V_{W}(j)-V_{R}\right)\right|_{V_{R}=\sum_{j=0}^{N-1} V_{W}(j)}=0$. The matrix $A$ can be transformed to $A^{\prime}$ through the primary row transformation:

$$
\begin{aligned}
& A=\left(\begin{array}{cccc}
-\boldsymbol{K}_{\mathbf{0}}^{\prime} & K_{1} & \cdots & K_{N-1} \\
K_{0} & -K_{1}^{\prime} & \cdots & K_{N-1} \\
\vdots & \vdots & \vdots & \vdots \\
K_{0} & K_{1} & \cdots & -\boldsymbol{K}_{N-\mathbf{1}}^{\prime}
\end{array}\right) \sim\left(\begin{array}{cccccc}
f_{K}\left(x_{0}\right) & K_{1}-f_{K}\left(x_{1}\right) & 0 & 0 & \cdots & 0 \\
0 & f_{K}\left(x_{1}\right) & K_{2}-f_{K}\left(x_{2}\right) & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & 0 \\
0 & \cdots & \cdots & 0 & f_{K}\left(x_{N-2}\right) & K_{2}-f_{K}\left(x_{N-1}\right) \\
0 & \cdots & \cdots & \cdots & 0 & f_{K}\left(x_{N-1}\right)
\end{array}\right) \\
& \xlongequal{f_{K}\left(x_{N-1}\right)=0}\left(\begin{array}{ccccc}
f_{K}\left(x_{0}\right) & K_{1}-f_{K}\left(x_{1}\right) & 0 & 0 & \cdots \\
0 & f_{K}\left(x_{1}\right) & K_{2}-f_{K}\left(x_{2}\right) & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
0 \\
0 & \cdots & \cdots & 0 & f_{K}\left(x_{N-2}\right) \\
0 & \cdots & \cdots & \cdots & 0 \\
K_{2} \\
0 & \cdots & \cdots
\end{array}\right)=\boldsymbol{A}^{\prime} \\
&
\end{aligned}
$$

Because the $\operatorname{rank} \boldsymbol{R}(A)$ of the matrix $A$ and the $\operatorname{rank} \boldsymbol{R}\left(A^{\prime}\right)$ of the matrix $A^{\prime}$ have the following relation $\boldsymbol{R}(\boldsymbol{A})=\boldsymbol{R}\left(\boldsymbol{A}^{\prime}\right)<N$, Equation (5) has an infinite number of the solutions, and because $A \cdot \overrightarrow{\boldsymbol{L}}=\overrightarrow{\mathbf{0}} \Leftrightarrow \boldsymbol{A}^{\prime} \cdot \overrightarrow{\boldsymbol{L}}=\overrightarrow{\mathbf{0}}$, and the solutions can be expressed as follows:

$$
f_{K}\left(x_{i}\right) \times L(i)+\left(K_{i+1}-f_{K}\left(x_{i+1}\right)\right) \times L(i+1)=0,(i=0,1, \ldots, N-2) \text {, and } L(i)=\frac{f_{K}\left(x_{i+1}\right)-K_{i+1}}{f_{K}\left(x_{i}\right)}
$$ $L(i+1),(i=0,1, \ldots, N-2)$, and $L(i)$ can be further deduced forward:

$$
\begin{align*}
L(i)=\frac{f_{K}\left(x_{i+1}\right)-K_{i+1}}{f_{K}\left(x_{i}\right)} & \cdot \frac{f_{K}\left(x_{i+2}\right)-K_{i+2}}{f_{K}\left(x_{i+1}\right)} \ldots \ldots \frac{f_{K}\left(x_{N-1}\right)-K_{N-1}}{f_{K}\left(x_{N-2}\right)} \cdot L(N-1) \\
& =\prod_{j=i}^{N-2} \frac{f_{K}\left(x_{j+1}\right)-K_{j+1}}{f_{K}\left(x_{j}\right)} \cdot L(N-1) \tag{8}
\end{align*}
$$

Substituting the expression of $f_{K}\left(x_{i+1}\right)$ from Equation (7) into Equation (8). The values of $L(i), i=0$, $1, \ldots, N-1$ are obtained, as shown in Equation (9):

$$
\left\{\begin{array}{l}
L(0)=\frac{\left(V_{R}-V_{W}(0)\right) \cdot V_{W}(0)}{\left(V_{R}-V_{W}(N-1)\right) \cdot V_{W}(N-1)} \cdot L(N-1)  \tag{9}\\
\vdots \\
L(i)=\frac{\left(V_{R}-V_{W}(i)\right) \cdot V_{W}(i)}{\left(V_{R}-V_{W}(N-1)\right) \cdot V_{W}(N-1)} \cdot L(N-1) \\
\vdots \\
L(N-2)=\frac{\left(V_{R}-V_{W}(N-2)\right) \cdot V_{W}(N-2)}{\left(V_{R}-V_{W}(N-1)\right) \cdot V_{W}(N-1)} \cdot L(N-1) \\
L(N-1)=L(N-1)
\end{array}\right.
$$

when Equation (9) is multiplied by a term of $\frac{\left(V_{R}-V_{W}(N-1)\right) \cdot V_{W}(N-1)}{L(N-1)}$, a set of fundamental solutions $\vec{\xi}$ to the equations of $A \cdot \vec{L}=\overrightarrow{0}$ will be obtained:

$$
\stackrel{\rightharpoonup}{\boldsymbol{\xi}}=\left(\left(V_{R}-V_{W}(0)\right) \cdot V_{W}(0),\left(V_{R}-V_{W}(1)\right) \cdot V_{W}(1), \cdots,\left(V_{R}-V_{W}(N-1)\right) \cdot V_{W}(N-1)\right)^{\mathrm{T}}
$$

Therefore, the solutions to the equations of $\boldsymbol{A} \cdot \overrightarrow{\boldsymbol{L}}=\overrightarrow{\mathbf{0}}$ can be expressed as $\vec{L}=\alpha \cdot \vec{\xi}\left(\alpha \in \mathbf{R}^{+}\right)$. The length function of $L(i), i=0,1, \ldots, N-1$ of the FIFOs has a proportional relation, as showed in Equation (10).

$$
\begin{align*}
L(0): L(1): \cdots: L(N-1)= & \left(V_{R}-V_{W}(0)\right) \cdot V_{W}(0):\left(V_{R}-V_{W}(1)\right) \cdot V_{W}(1): \cdots  \tag{10}\\
& :\left(V_{R}-V_{W}(N-1)\right) \cdot V_{W}(N-1)
\end{align*}
$$

Equation (10) can be used to describe the most critical conclusion to realize the MFBSS algorithm, which shares the transmission bandwidth for the $N$-group scanning of the UPA system. Therefore, according to the ratios of the FIFOs' lengths, i.e., the cache time of each FIFO, the reading operation can be switched among each FIFO without time slot waiting, thus maximizing the bandwidth utilization ratio.

When the algorithm is implemented by an FPGA, in order to make the consumed resources of the FIFOs minimal, the ratio of $L(0): L(1): \ldots: L(N-1)$ can often be simplified to a series of the suitable integer ratios. In the system of the $N$-group scanning and the $N$ FIFOs caches, if the sampling rate $f_{s n}(n=0,1, \ldots, N-1$, and unit is 100 MHz$)$ of the $N$ groups linearly increases, $V_{R}=\sum_{n=0}^{N-1} f_{s n} \cdot \Delta \mathrm{~B}$, and $\Delta \mathrm{B}=\Delta \mathrm{B}_{\mathrm{W}}=\Delta \mathrm{B}_{\mathrm{R}}$. The ratios of $L(0): L(1): \ldots: L(N-1)$ of the FIFOs' lengths are calculated from Equation (10), and the results are listed in Table 2.


Figure 2. The time slot transition diagram of the $N$ FIFOs reading operations.
Table 2. The $N$-group scanning and the $N$-FIFO caches depth ratios.

| $\boldsymbol{N}$ | $f_{s 0}$ | $f_{s \mathbf{1}}$ | $f_{s \mathbf{s}}$ | $f_{s \mathbf{3}}$ | $\ldots$ | $f_{s N-\mathbf{1}}$ | $\boldsymbol{L}(\mathbf{0}): L \mathbf{L} \mathbf{1}): \ldots: L(\boldsymbol{N}-\mathbf{1})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 1 | 2 | $\times$ | $\times$ | $\times$ | $\times$ | $1: 1$ |
| 3 | 1 | 2 | 3 | $\times$ | $\times$ | $\times$ | $5: 8: 9$ |
| 4 | 1 | 2 | 3 | 4 | $\times$ | $\times$ | $9: 16: 21: 24$ |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\times$ | $\ldots$ |
| $N$ | 1 | 2 | 3 | 4 | $\ldots$ | $N-1$ | $\left(V_{R}-\mathrm{f}_{s 0}\right) \times f_{s 0}:\left(V_{R}-f_{s 1}\right) \times$ <br> $f_{s 1} \ldots .\left(V_{R}-f_{s N-1}\right) \times f_{s N-1}$ |

Figure 3 shows the time slot switching flow chart with the sharing reading bus of the $N$-group scanning and the $N$-FIFO caches $(N=3$ or 4$)$. The horizontal axis represents the time (unit: s).

In the initialization phase, the $\mathrm{FIFO}_{N-1}$ caches the maximum sampling rate beam, which is filled with the length $L(N-1)$ data. Meanwhile, the other caches $\mathrm{FIFO}_{N-2} \sim \mathrm{FIFO}_{0}$ are filled with the lengths $\left[L(i)-\left(\sum_{n=i+1}^{N-1} K_{n} \cdot L(n)\right) / K_{i}^{\prime}\right](i=N-2, N-3, \ldots, 1,0)$, respectively. The working principle is described as follows:

When an FIFO is full, it will be immediately read until empty (the symbol R represents the reading state of the FIFO), and subsequently switches to the next FIFO without any time slot in the process of the data transmission. Likewise, when the next FIFO is just written fully, it will be read immediately. Therefore, the whole process is carried out in cycles without any delay, maximizing the utilization ratio of the data transmission bandwidth.


Figure 3. No time-gap switching flow chart of the $N$-group scanning and the $N$-FIFO caches shared.

## 4. Implementation and Performance Evaluation of the Scheduling Algorithm

The scheduling algorithm is realized by using a UPA instrument (PA2000 model), which was made by Guangzhou Doppler Electronic Technologies Co., Ltd. (Guangzhou, China), and a Cyclone V GT FPGA Development Board made by Intel Corporation (Santa Clara, CA., USA) as the PCIe communication module with the PC. The UPA data are transmitted to the PC through the PCIe interface, and the multi-group scanning images are processed.

The UPA system with a work clock frequency $\left(f_{s}\right)$ of 100 MHz is mounted with four sensors with four different frequencies $\left(f_{s}\right)$ of $2,2.5,5$, or 10 MHz , and thus the system can implement 4-group scanning patterns. The echoes of all the groups are up-sampled ( $f_{s}=10 \times f_{p}$ ) by using digital signal processing technology, and thus the actual sampling frequencies of $f_{s 0} \sim f_{s 3}$ become $20,25,50$, or 100 MHz . The bit-width $(\Delta \mathrm{B})$ of the echo data is 8 bits, and both widths of the input $\left(\Delta \mathrm{B}_{\mathrm{W}}\right)$ and the output ( $\Delta \mathrm{B}_{\mathrm{R}}$ ) ports of the FIFOs are 64 bits. Table 3 lists the parameters of the writing frequency [ $V_{W f}(n)$ ] and the reading frequency $\left(V_{R f}\right)$ of the $\mathrm{FIFO}_{n}$ caches. Obviously, $V_{W}(n)$ equals to $V_{W f}(n) \times$ $\Delta \mathrm{B}_{\mathrm{W}}$, and $V_{R}$ equals to $V_{R f} \times \Delta \mathrm{B}_{\mathrm{R}}$ for this case, hence, the scheduling algorithm can be used to allow the 4 -FIFO caches to realize sharing transmission bandwidth. The capacities of the FIFOs are $L(n) \times \Delta \mathrm{B}_{\mathrm{W}}$, and the length ratios of the FIFO caches can be calculated from Equation (10), i.e., $L(0): L(1): L(2): L(3)$ $=14: 17: 29: 38$. As listed in Table 3, the value of $V_{R f}$ is calculated to be 24.375 MHz , but it is relatively easier to implement the value of $V_{R f}=25.0 \mathrm{MHz}\left(V_{R f}=f_{s} / 4=25.0 \mathrm{MHz} \approx V_{R f}^{\prime}\right)$ by the FPGA than the value of $V_{R f}=24.375 \mathrm{MHz}$, and thus we design the value of $V_{R f}=25.0 \mathrm{MHz}$ for the experiment.

Table 3. The parameters of the 4 groups scanning and the 4 FIFO caches.

| $\mathbf{f}_{\mathbf{p}}(\mathbf{M H z})$ | $\mathbf{f}_{\mathbf{s n}}(\mathbf{M H z})$ | $\mathbf{V}_{\mathbf{W f}}(\mathbf{n})=\mathrm{f}_{\mathbf{s n}} \times \Delta \mathbf{B} / \Delta \mathbf{B W}$ <br> $(\mathbf{M H z})$ | $\mathbf{V}_{\mathbf{R f}}=\mathbf{\Sigma} \mathbf{V}_{\mathbf{W f}}(\mathbf{n})$ <br> $(\mathbf{M H z})$ | $\mathbf{L}(\mathbf{n}) \times \Delta \mathbf{B}_{\mathbf{W}}$ <br> $(\mathbf{b i t})$ |
| :---: | :---: | :---: | :---: | :---: |
| 2 | 20 | 2.5 | 24.375 | $14 \times 64$ |
| 2.5 | 25 | 3.125 | 24.375 | $17 \times 64$ |
| 5 | 50 | 6.25 | 24.375 | $29 \times 64$ |
| 10 | 100 | 12.5 | 24.375 | $38 \times 64$ |

Figure 4 shows the 4 FIFOs reading timing waves of the MFBSS algorithm from Signaltap, and a soft oscilloscope is used to observe FPGA internal signals. The signals of FIFO0_rd ~FIFO3_rd respectively control the reading operation of the 4 FIFOs, allowing it to enable output data in a time slice polling way. The times for reading the 4 FIFOs until empty are $\Delta T_{0} \sim \Delta T_{3}$. The variables of $\Delta T_{0}: \Delta T_{1}: \Delta T_{2}: \Delta T_{3}$ have the following relation:

$$
\Delta T_{0}: \Delta T_{1}: \Delta T_{2}: \Delta T_{3} \approx \frac{L(0)}{V_{R f}-V_{W f}(0)}: \frac{L(1)}{V_{R f}-V_{W f}(1)}: \frac{L(2)}{V_{R f}-V_{W f}(2)}: \frac{L(3)}{V_{R f}-V_{W f}(3)}
$$



Figure 4. The 4 FIFOs read timing waves of the MFBSS algorithm from Signaltap.
All the FIFOs are readed in turn until empty in every cycle. The sum of data ( $D_{W-s u m}$ ) for writing into the FIFOs and the sum of data $\left(D_{R-s u m}\right)$ for reading out from the FIFOs are given by the two formulas $\left(\Delta t_{0} \cdot V_{W f}(0)+\Delta t_{1} \cdot V_{W f}(1)+\Delta t_{2} \cdot V_{W f}(2)+\Delta t_{3} \cdot V_{W f}(3)\right) \cdot \Delta B_{W}$ and $\left(\Delta t_{0}+\Delta t_{1}+\right.$ $\left.\Delta t_{2}+\Delta t_{3}\right) \cdot V_{R f} \cdot \Delta B_{W}$, respectively. As a result, the experimental results show that $D_{W-\text { sum }}$ equals to $D_{R-\text { sum }}$, which meets the relation $V_{R}=\sum_{n=0}^{N-1} V_{W}(n)$ of Equation (2), and also agrees well with the theoretical analysis.

In the $N$-group scanning system, the bandwidth utilization ratio $\eta_{b w}(N)$ of the MFBSS algorithm can be expressed by Equation (11):

$$
\begin{equation*}
\eta_{b w}(N)=\frac{\sum_{i=0}^{3} V_{W f}(i)}{V_{R f}^{\prime}} \times 100 \% \tag{11}
\end{equation*}
$$

Therefore, in the experiment, when $N=4$, the utilization ratio $\eta_{b w}(4)$ of the MFBSS algorithm used in the UPA system can be calculated by Equation (12):

$$
\begin{equation*}
\eta_{b w}(4)=\frac{\sum_{i=0}^{3} V_{W f}(i)}{V_{R f}^{\prime}} \times 100 \%=\frac{V_{R f}}{V_{R f}^{\prime}}=\frac{24.375}{25} \times 100 \%=97.5 \% \tag{12}
\end{equation*}
$$

The ETSPS scheduling algorithm based on the equal allocation of a time slot to each task. As compared with the MFBSS algorithm in this work, the ETSPS scheduling algorithm has four characteristics: (i) The lengths of all the $\mathrm{FIFO}_{i}(i=0,1,2, \ldots, N-1)$ are the same as each other, i.e., $L(0)$ $=L(1)=\ldots=L(N-1)$. (ii) All the time slice resources of the reading operation of the $N$ FIFOs are also equal to each other. (iii) All the FIFOs have the reading speed $\left(V^{\prime}{ }_{R f}\right)$ which is equal to the maximum of the writing speed $\left[V_{W f}(i)\right]$, same as that of the individual FIFO, i.e., $V^{\prime}{ }_{R f}=\max \left[V_{W f}(i)\right], i=0,1, \ldots$, $N-1$. (iv) When the $\mathrm{FIFO}_{i}(i=0,1,2, \ldots, N-1)$ is filled by writting, the reading operations of the
$\mathrm{FIFO}_{i}$ will be immediately performed. Therfore, the general utilization ratio of the bandwidth-sharing transmission with $N$-group scanning of the UPA system can be calculated by Equation (13):

$$
\begin{align*}
& \eta_{b w}^{\prime}(N)=\frac{\sum_{j=0}^{N-1} V_{W f}(j)}{N \cdot V_{R f}^{\prime}} \times 100 \%=\frac{\sum_{j=0}^{N-1} V_{W f}(j)}{N \cdot \max \left(V_{W f}(i)\right)} \times 100 \%  \tag{13}\\
& i=0,1, \cdots N-1
\end{align*}
$$

For $N$-group scanning data stream with bandwidths $\left\{V_{W}(0), V_{W}(1), \ldots, V_{W}(N-1)\right\}$ (unit: Byte/s), we use the FPGA technology to implement the MFBSS algorithm together with the the traditional ETSPS scheduling algorithm, and analyze their bandwidth utilization ratios $\eta_{b w}(N)$ and $\eta_{b w}^{\prime}(N)$. For example, the FPGA (Arria-II EP2AGX65DF29I5) with a work clock frequency of $f_{\text {clk }}=100 \mathrm{MHz}$. So, it is easy to produce the clock frequencies such as $F_{1}=\left\{1,2,3, \ldots, f_{\text {clk }}\right\}$ and $F_{2}=\left\{f_{\text {clk }} / 100, f_{\text {clk }} / 99\right.$, $\left.f_{\text {clk }} / 98, \ldots, f_{\text {clk }} / 1\right\}$ (unit: MHz ) by using the clock $f_{\text {clk }}$ by Digital Phase Locked Loop technology.

- The MFBSS algorithm. According to Equation (11), the theoretical value of the shared output bandwidth is $V_{R f}$ or $\left(\sum_{i=0}^{3} V_{W f}(i)\right)$. The actual value of the shared output bandwidth is $V_{R f}^{\prime}$, which satisfies the following conditions: $V_{R f}^{\prime} \geq V_{R f}, V_{R f}^{\prime} \in F_{1}$ or $V_{R f}^{\prime} \in F_{2}$, and the value of $\left(V_{R f}^{\prime}-V_{R f}\right)$ is minimized. For instance, when $V_{R f}=24.375 \mathrm{HMz}$, and $V_{R f}^{\prime}=f_{c l k} / 4=25 \mathrm{MHz}$, and thus the actual bandwidth utilization ratio is $\frac{V_{R f}}{V_{R f}^{\prime}} \times 100 \%$ which equals to $97.5 \%$.
- The ETSPS algorithm. According to Equation (13), the larger the value of max $\left(V_{W f}(i)\right)$ is, the smaller the value of $\eta_{b w}^{\prime}(N)$ is. The smaller the value of $\max \left(V_{W f}(i)\right)$ is, the larger the value of $\eta_{b w}^{\prime}(N)$ is. So, when the value of $\max \left(V_{W f}(i)\right)$ equals to $\frac{1}{N} \cdot \sum_{j=0}^{N-1} V_{W f}(j)$, i.e., $V_{W}(0)=V_{W}(1)=$ $\ldots=V_{W}(i)=\ldots=V_{W}(N-1)$, the maximum theoretical value of $\eta_{b w}^{\prime}(N)$ can be expressed by Equation (14).

$$
\begin{equation*}
\max \left(\eta_{b w}^{\prime}(N)\right)=\frac{\sum_{j=0}^{N-1} V_{W f}(j)}{N \cdot \max \left(V_{W f}(i)\right)} \times 100 \%=\eta_{b w}(N) \tag{14}
\end{equation*}
$$

when the value of $\max \left(V_{W f}(i)\right)$ is close to $\sum_{j=0}^{N-1} V_{W f}(j)$, i.e., $V_{W f}(i) \rightarrow \sum_{j=0}^{N-1} V_{W f}(j)$, the minimum theoretical value of $\eta_{b w}^{\prime}(N)$ can be expressed by Equation (15).

$$
\begin{equation*}
\min \left(\eta_{b w}^{\prime}(N)\right) \approx \frac{\sum_{j=0}^{N-1} V_{W f}(j)}{N \cdot \max \left(V_{W f}(i)\right)} \times 100 \% \approx\left(\frac{100}{N}\right) \% \tag{15}
\end{equation*}
$$

Figure 5 shows the bandwidth utilization ratio curves of the two scheduling algorithms (cross axis: the theoretical value of the shared output bandwidth $V_{R f}(N=4)$, and vertical axis: the bandwidth utilization). $\eta_{b w}(N)$ and $\eta_{b w}^{\prime}(N)$ are the bandwidth utilization ratios of the MFBSS algorithm and the ETSPS algorithm, respectively.


Figure 5. Comparison of the bandwidth utilization ratios of the MFBSS algorithm and the ETSPS algorithm.

The symbols $\eta_{b w}(N)$ and $\eta_{\text {ideal }}$ represent the experimental and ieal values of the algorithm MFBSS, respectively. The results show that the value of $\eta_{b w}(N)$ is between $92 \%$ and $100 \%$, for example, for the above experiment of 4-group scanning based on the MFBSS algorithm, when $V_{R f}$ equals to 24.375 $\mathrm{MHz}, \eta_{b w}(N)$ equals to $97.5 \%$ and $\eta_{\text {ideal }}$ equals to $100 \%$. Whereas the value of $\eta_{b w}^{\prime}(N)$ is relevant to the value of $N$, its value is between $(100 / N) \%$ and $\eta_{b w}(N)$. For $N$-group scanning patterns, only when all groups have the same bandwidth, $\eta_{b w}(N)$ equals to $\eta_{b w}^{\prime}(N)$. Otherwise, $\eta_{b w}^{\prime}(N)$ would be much smaller than $\eta_{b w}(N)$.

Similarly, we use FPGA to implement the traditional ETSPS algorithm with the same parameters in Table 3, and collected reading timing waves of the 4 FIFOs by using Signaltap. As shown in Figure 6, the signals FIFO0_rd ~FIFO3_rd control the reading operation of the four FIFOs, and the time resources occupied by the signals are assigned by the signal FIFO_rd.

Assuming that the symbols $f_{\text {FIFO_rd }}, f_{\text {FIFO0_rd }}, f_{\text {FIFO1_rd }}, f_{\text {FIFO2_rd }}$, and $f_{\text {FIFO3_rd }}$ represent the frequencies of signals FIFO_rd, FIFO0_rd, FIFO1_rd, FIFO2_rd, and FIFO3_rd, respectively, the following results can be easily obtained, as shown in Figure 6: $f_{\text {FIFO_rd }}=\frac{1}{\Delta T}=50 \mathrm{MHz}, f_{\text {FIFO__rd }}=$ $\frac{1}{\Delta T_{0}}=2.5 \mathrm{MHz}, f_{\text {FIFO1_rd }}=\frac{1}{\Delta T_{1}}=3.125 \mathrm{MHz}, f_{\mathrm{FIFO} 2 \_r d}=\frac{1}{\Delta T_{2}}=6.25 \mathrm{MHz}, f_{\mathrm{FIFO} 3-r d}=\frac{1}{\Delta T_{3}}=12.5 \mathrm{MHz}$.

So, the utilization ratio of the data transmission with the 4 -group scanning of the ETSPS algoritnm can be calculated by Equation (16):

$$
\begin{align*}
\eta_{b w}^{\prime}(4) & =\frac{f_{\text {FIFOO_rd }}+f_{\text {FIFO1_rd }}+f_{\text {FIFO2_rd }}+f_{\text {FIFO3_rd }}}{f_{\text {FIFO }}} \times 100 \%=\frac{\sum_{j=0}^{N-1} f_{s j}}{N \cdot \max \left(f_{s 0}, \cdots f_{s 3}\right)} \times 100 \%  \tag{16}\\
& =\frac{2.5+3.125+6.25+12.5}{50} \times 100 \% \\
& =48.75 \%
\end{align*}
$$

As a consequence, the bandwidth utilization ratio of the MFBSS algorithm $\eta_{b w}(4)$ reaches to $97.5 \%$ as shown in the inset of Figure 5, while the bandwidth utilization of the ETSPS algorithm $\eta_{b w}^{\prime}(4)$ is only $48.75 \%$. The experimental results demonstrate that the MFBSS algorithm is efficient when used in the multi-group sensors scanning UPA system.


Figure 6. The 4 FIFOs reading timing waves of the ETSPS algorithm from Signaltap.

## 5. Conclusions

The novel MFBSS algorithm was proposed on the basis of the FIFOs variable lengths by FPGA technology, and was used for the multi-sensor scanning UPA system to maximize the bandwidth utilization ratio. The mathematical modeling of the MFBSS algorithm was established, and the formula $V_{R}=\sum_{n=0}^{N-1} V_{W}(n)$ of maximizing bandwidth transmission utilization ratio in the $N$-group scanning patterns was successfully deduced. The lengths of the $N$-group FIFOs were achieved by using the designed equations, from which the length ratios were readily calculated. The algorithm was realized by FPGA technology, which made the reading operation of one FIFO switch to another FIFO without any time slot waiting, and thus it obtained the data transmission bandwidth utilization of no less than $92 \%$ hence allowing the UPA system to have the bandwidth utilization higher than that of the traditional ETSPS algorithm. In order to improve transmission efficiency of the large data generated by the sensor systems and the real-time performance of the algorithm through the multi-FPGA technology, the MFBSS scheduling algorithm based on data transmission has important applications in the multi-sensor systems, and the future research is likely to focus on designing some special scheduling algorithm module for different sensor systems.
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#### Abstract

A corrosive environment leaves in-service conductive structures prone to subsurface corrosion which poses a severe threat to the structural integrity. It is indispensable to detect and quantitatively evaluate subsurface corrosion via non-destructive evaluation techniques. Although the gradient-field pulsed eddy current technique (GPEC) has been found to be superior in the evaluation of corrosion in conductors, it suffers from a technical drawback resulting from the non-uniform field excited by the conventional pancake coil. In light of this, a new GPEC probe with uniform field excitation for the imaging of subsurface corrosion is proposed in this paper. The excited uniform field makes the GPEC signal correspond only to the field perturbation due to the presence of subsurface corrosion, which benefits the corrosion profiling and sizing. A 3D analytical model of GPEC is established to analyze the characteristics of the uniform field induced within a conductor. Following this, experiments regarding the imaging of subsurface corrosion via GPEC have been carried out. It has been found from the results that the proposed GPEC probe with uniform field excitation not only applies to the imaging of subsurface corrosion in conductive structures, but provides high-sensitivity imaging results regarding the corrosion profile and opening size.


Keywords: electromagnetic nondestructive evaluation; gradient-field pulsed eddy current inspection; subsurface corrosion; analytical modeling; corrosion imaging; uniform field excitation

## 1. Introduction

Conductive structures of nonmagnetic materials such as aluminum and copper are widely employed in engineering fields involving energy, transportation, as well as aerospace. Despite anti-corrosion measures, in-service conductive structures are still vulnerable to corrosion due to hostile and particularly corrosive environments [1,2]. Among various types of corrosion, subsurface corrosion poses the most severe threat to structural integrity. The reason lies in the fact that it normally occurs either within the conductor body or on the back surface of the conductor. Such conventional non-destructive evaluation (NDE) techniques as visual testing (VT) [3], penetrant testing (PT) [4], single-frequency eddy current testing (ECT) [5] and magnetic particle inspection (MPI) [6], etc., which target cracks in industry may leave subsurface corrosion undetected. Therefore, it is highly desirable to noninvasively evaluate and in particular visualize subsurface corrosion in conductive structures via appropriate NDE methods before catastrophic accidents happen.

Gradient-field pulsed eddy current technique (GPEC) is an extension of the pulsed eddy current technique ( PEC ), which is capable of evaluating the integrity of a conductive structure with a thickness up to 10 mm [7]. It has been found to be superior in the high-sensitivity evaluation of hidden material degradation and corrosion in conductors [8,9]. Even though subsurface corrosion could be visualized using GPEC probes, which consist of pancake coils for the excitation of the incident/primary magnetic field and magnetic sensors for quantifying the gradient of the magnetic field (namely the gradient field), there is a large discrepancy between the true corrosion profile and imaging result [8]. It could be mostly because of the fact that the incident magnetic field excited by pancake coils is non-uniform and thus, the acquired signals from magnetic sensors detect the gradient field resulting from not only the distortion of eddy currents due to anomalies in the conductor under inspection, but also the original incident magnetic field. This technical drawback arising from the previous probe configuration opens up the optimization of GPEC probes by realizing uniform field excitation, which gives localized uniform distributions of the eddy current and incident magnetic field. A schematic illustration exhibiting the interaction of the uniform eddy current induced in a conductor with subsurface corrosion is presented in Figure 1. It can be noticed from Figure 1 that in corrosion-free region the gradient field is null due to uniform distributions of the eddy currents and the incident magnetic field. In contrast, in the defect area and particularly at the edges of the subsurface corrosion, the eddy current is significantly disturbed due to material discontinuity, thus leading to the gradient field. In such case, the gradient-field signal is independent of the incident magnetic field, but only relies on the presence of subsurface corrosion. In view of this, a GPEC probe with uniform field excitation could be beneficial to high-sensitivity imaging for the profiling and sizing of subsurface corrosion.


Figure 1. Schematic illustration regarding the interaction of the uniform eddy current with subsurface corrosion (top view).

As the key technology, uniform field excitation plays a vital role in alternating current field measurement (ACFM), which uses the sinusoidal excitation current, and is usually used for the detection and sizing of cracks in conductive structures [10]. In order to perform crack sizing, LeTessier et al. adopted an induction coil with its lateral surface facing the conductor surface to induce uniform eddy currents in the conductive areas of contact heaters and tanks [11]. By using a probe with the similar configuration, Knight et al. intensively investigated the influence of residual stress on ACFM for the inspection of cracks in drill-collar threaded connections [12]. Li et al. used an encircling coil for the generation of a uniform field in the external surfaces of pipes for the detection of cracks [13]. For arbitrary-angle cracks in planar conductors, Li et al. also proposed a double U-shaped orthogonal inducer to induce the uniform eddy current whose main axis could rotate at each scanning point [14]. It is believed that along with uniform field excitation, GPEC responses to subsurface corrosion, especially to its profile, could be enhanced. However, to the authors' knowledge the application of uniform field excitation to GPEC in the detection and imaging of subsurface corrosion has barely been investigated.

In this paper, a new GPEC probe together with uniform field excitation is proposed for the profiling and sizing of subsurface corrosion in nonmagnetic planar conductors through corrosion imaging. The uniformities of the eddy current and magnetic field are investigated through simulations based on their closed-form expressions formulated via the analytical modeling i.e., extended truncated region eigenfunction expansion (ETREE) modeling [15]. Following this, experiments were carried out in order to assess the capability of the proposed GPEC probe in high-sensitivity imaging of subsurface corrosion in conductors. The imaging accuracy in terms of the profile identification and estimation of the opening size of subsurface corrosion is evaluated.

## 2. Field Formulation and Investigation of Uniform Field Characteristics

### 2.1. Field Formulation

In difference to the previous probe configuration [8,9], the proposed GPEC probe consists of: (1) a rectangular coil (in lieu of the pancake coil) for generating the incident magnetic field; and (2) a magnetic sensor for measuring the gradient field. During inspection, it is placed over the upper surface of a layered conductor. It is noteworthy that in a bid to implement uniform field excitation, the rectangular coil is perpendicularly placed on the conductor with its lateral winding facing the conductor's upper surface. The model is shown in Figure 2.


Figure 2. Model of the proposed GPEC probe placed over a two-layer conductor. (a) Side view in $x$-direction; (b) side view in $y$-direction.

Based on ETREE modeling [15-18], the net magnetic field in the air gap between the rectangular coil and conductor is written as:

$$
\left\{\begin{array}{l}
\vec{B}(t)=\frac{16 u_{0} N I(t)}{H c h_{x} h_{y}} \otimes \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} C_{m n}\left\{\left[e^{\kappa_{m n} z}-e^{-\kappa_{m n} z} \zeta_{m n}(t)\right]\left(u_{m} \eta_{1} \vec{x}_{0}+v_{n} \eta_{2} \vec{y}_{0}\right)+\left[e^{\kappa_{m n} z}+e^{-\kappa_{m n} z} \zeta_{m n}(t)\right] \kappa_{m n} \eta_{3} \vec{z}_{0}\right\}  \tag{1}\\
\eta_{1}=\cos \left(u_{m} x\right) \sin \left(v_{n} y\right) ; \eta_{2}=\sin \left(u_{m} x\right) \cos \left(v_{n} y\right) ; \eta_{3}=\sin \left(u_{m} x\right) \sin \left(v_{n} y\right)
\end{array}\right.
$$

Following Equation (1), the closed-form expression of the signal regarding each component of the gradient field $g(\vec{B}), g(\vec{B})=\nabla \vec{B}$ measured by the magnetic sensor at an arbitrary location $\left(x, y, z_{s}\right)$ between the rectangular coil and conductor is formulated as:

$$
\left\{\begin{array}{l}
g_{x}(\vec{B})=\frac{16 \mu_{0} N I(t)}{H c h_{x} h y} \otimes \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} u_{m} C_{m n}\left\{\left[e^{-\kappa_{m n} z_{s}} \zeta_{m n}(t)-e^{\kappa_{m n} z_{s}}\right]\left(u_{m} \eta_{1 x} \vec{x}_{0}-v_{n} \eta_{2 x} \vec{y}_{0}\right)+\left[e^{\kappa_{m n} z_{s}}+e^{-\kappa_{m n} z_{s}} \zeta_{m n}(t)\right] \kappa_{m n} \eta_{3 x} \vec{z}_{0}\right\}  \tag{2}\\
g_{y}(\vec{B})=\frac{16 \mu_{0} N I(t)}{H c h_{x} h_{y}} \otimes \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} v_{n} C_{m n}\left\{\left[e^{\kappa_{m n} z_{s}}-e^{-\kappa_{m n} z_{s}} \zeta_{m n}(t)\right]\left(u_{m} \eta_{1 y} \vec{x}_{0}-v_{n} \eta_{2 y} \vec{y}_{0}\right)+\left[e^{\kappa_{m n} z_{s}}+e^{-\kappa_{m n} z_{s}} \zeta_{m n}(t)\right] \kappa_{m n} \eta_{3 y} \vec{z}_{0}\right\} \\
g_{z}(\vec{B})=\frac{16 \mu_{0} N I(t)}{H c h_{x} h_{y}} \otimes \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \kappa_{m n} C_{m n}\left\{\left[e^{\kappa_{m n} z_{s}}+e^{-\kappa_{m n} z_{s}} \zeta_{m n}(t)\right]\left(u_{m} \eta_{1} \vec{x}_{0}+v_{n} \eta_{2} \vec{y}_{0}\right)+\left[e^{\kappa_{m n} z_{s}}-e^{-\kappa_{m n} z_{s}} \zeta_{m n}(t)\right] \kappa_{m n} \eta_{3} \vec{z}_{0}\right\}
\end{array}\right.
$$

where,

$$
\left\{\begin{array}{l}
\eta_{1 x}=\sin \left(u_{m} x\right) \sin \left(v_{n} y\right) ; \eta_{2 x}=\cos \left(u_{m} x\right) \cos \left(v_{n} y\right) ; \eta_{3 x}=\cos \left(u_{m} x\right) \sin \left(v_{n} y\right)  \tag{3}\\
\eta_{1 y}=\cos \left(u_{m} x\right) \cos \left(v_{n} y\right) ; \eta_{2 y}=\sin \left(u_{m} x\right) \sin \left(v_{n} y\right) ; \eta_{3 y}=\sin \left(u_{m} x\right) \cos \left(v_{n} y\right)
\end{array}\right.
$$

In Equations (1) and (2), $\otimes$ denotes convolution. $\vec{x}_{0}, \vec{y}_{0}$ and $\vec{z}_{0}$ are unit vectors. $\mu_{0}$ is the permeability of vacuum. $I(t)$ and $N$ stand for the excitation current in an arbitrary waveform and the number of turns of the rectangular coil, respectively. $\kappa_{m n}=\sqrt{u_{m}^{2}+v_{n}^{2}}$, where, $u_{m}=m \pi / h_{x}$ and $v_{n}=n \pi / h_{y}$ ( $m$ and $n$ are integers). The other terms include [19,20]:

$$
\left\{\begin{align*}
C_{m n} & =\frac{\Phi_{m n} \cos \left(u_{m} h_{x} / 2\right) \sin \left(u_{m} H / 2\right) \sin \left(v_{n} h_{y} / 2\right) e^{-\kappa_{m n} z_{c}}}{\kappa_{m n}^{2} v_{n}}  \tag{4}\\
\Phi_{m n} & =\frac{1}{\kappa_{m n}^{2}+v_{n}^{2}}\left\{\begin{array}{l}
\kappa_{m n} \sin \left[v_{n}\left(y_{0}+c\right)\right] \cosh \left[\kappa_{m n}\left(z_{0}+c\right)\right]-\kappa_{m n} \sin \left(v_{n} y_{0}\right) \cosh \left(\kappa_{m n} z_{0}\right) \\
-v_{n} \cos \left[v_{n}\left(y_{0}+c\right)\right] \sinh \left[\kappa_{m n}\left(z_{0}+c\right)\right]+v_{n} \cos \left(v_{n} y_{0}\right) \sinh \left(\kappa_{m n} z_{0}\right)
\end{array}\right\}
\end{align*}\right.
$$

It is noteworthy that in Equations (1) and (2) $\zeta_{m n}(t)$ denotes the time-domain expression of the conductor reflection coefficient [8,21]. It can be readily computed via inverse Fourier transform of its time-harmonic form $\zeta_{m n}(\omega)$, where, $\omega$ denotes the angular frequency of each harmonic in the spectrum of the excitation current [22]. For a two-layer conductor comprising an upper layer with the finite thickness $d$ and a bottom layer with infinite thickness (as shown in Figure 2), $\zeta_{m n}(\omega)$ can be written as:

$$
\left\{\begin{array}{l}
\zeta_{m n}(\omega)=\frac{1}{\rho_{m n}}\left[\left(\lambda_{1} \mu_{2}+\lambda_{2} \mu_{1}\right)\left(\kappa_{m n} \mu_{1}-\lambda_{1}\right)+e^{-2 \lambda_{1} d}\left(\lambda_{1} \mu_{2}-\lambda_{2} \mu_{1}\right)\left(\kappa_{m n} \mu_{1}+\lambda_{1}\right)\right]  \tag{5}\\
\rho_{m n}=\left(\lambda_{1} \mu_{2}+\lambda_{2} \mu_{1}\right)\left(\kappa_{m n} \mu_{1}+\lambda_{1}\right)+e^{-2 \lambda_{1} d}\left(\lambda_{1} \mu_{2}-\lambda_{2} \mu_{1}\right)\left(\kappa_{m n} \mu_{1}-\lambda_{1}\right)
\end{array}\right.
$$

where, $\lambda_{i}=\sqrt{\kappa_{m n}^{2}+j \omega \sigma_{i} \mu_{i} \mu_{0}}, i=1$, 2. $\sigma_{i}$ and $\mu_{i}$ denote the conductivity and relative permeability of each layer, respectively.

Following Equation (1), the density of eddy currents induced at an arbitrary position within the upper layer is formulated as:

$$
\begin{equation*}
\vec{J}_{e c}(t)=\frac{16 \mu_{0} \sigma_{1} N\{\partial[I(t)] / \partial t\}}{H c h_{x} h_{y}} \otimes \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} C_{m n}\left(-v_{n} \eta_{2} \vec{x}_{0}+u_{m} \eta_{1} \vec{y}_{0}\right)\left[e^{\kappa_{m n}} \alpha_{m n}(t)+e^{-\kappa_{m n} z} \beta_{m n}(t)\right] \tag{6}
\end{equation*}
$$

It is noted that due to the characteristics of eddy currents in flawless conductors, the $z$-component of $\vec{J}_{e c}$ vanishes [23]. In Equation (6), $\alpha_{m n}(t)$ and $\beta_{m n}(t)$ can be readily recovered through the inverse Fourier transform of their time-harmonic forms $\alpha_{m n}(\omega)$ and $\beta_{m n}(\omega)$, respectively. $\alpha_{m n}(\omega)$ and $\beta_{m n}(\omega)$ are written as:

$$
\left\{\begin{array}{l}
\alpha_{m n}(\omega)=\left[2 \mu_{1} \kappa_{m n}\left(\lambda_{1} \mu_{2}+\lambda_{2} \mu_{1}\right)\right] / \rho_{m n}  \tag{7}\\
\beta_{m n}(\omega)=\left[2 \mu_{1} \kappa_{m n}\left(\lambda_{1} \mu_{2}-\lambda_{2} \mu_{1}\right) e^{-2 \lambda_{1} d}\right] / \rho_{m n}
\end{array}\right.
$$

Considering a conductive plate under inspection, $\sigma_{2}=0 \mathrm{MS} / \mathrm{m}$ and $\mu_{2}=1$. Therefore, Equations (5) and (7) can further be simplified into:

$$
\begin{gather*}
\left\{\begin{array}{l}
\zeta_{m n}(\omega)=\left\{\left[\left(\kappa_{m n} \mu_{1}\right)^{2}-\lambda_{1}^{2}\right]\left(1-e^{-2 \lambda_{1} d}\right)\right\} / \rho_{m n} \\
\rho_{m n}=\left(\lambda_{1}+\kappa_{m n} \mu_{1}\right)^{2}-e^{-2 \lambda_{1} d}\left(\lambda_{1}-\kappa_{m n} \mu_{1}\right)^{2}
\end{array}\right.  \tag{8}\\
\left\{\begin{array}{l}
\alpha_{m n}(\omega)=\left[2 \mu_{1} \kappa_{m n}\left(\lambda_{1}+\kappa_{m n} \mu_{1}\right)\right] / \rho_{m n} \\
\beta_{m n}(\omega)=\left[2 \mu_{1} \kappa_{m n}\left(\lambda_{1}-\kappa_{m n} \mu_{1}\right) e^{-2 \lambda_{1} d}\right] / \rho_{m n}
\end{array}\right. \tag{9}
\end{gather*}
$$

It should be pointed out that since GPEC normally utilizes the excitation current in quasi-rectangular waveform, $I(t)$ in Equations (1), (2) and (6) can thus be analytically formulated in the form of a Fourier series as:

$$
\begin{equation*}
I(t)=I_{0}\left\{\left[v+\frac{1}{T} \tau e^{-\frac{v T}{\tau}}\left(1-e^{\frac{T}{\tau}(2 v-1)}\right)\right]+\frac{1}{\pi} \sum_{l=1}^{\infty}\left[a_{l} \cos \left(\frac{2 l \pi t}{T}\right)+b_{l} \sin \left(\frac{2 l \pi t}{T}\right)\right]\right\} \tag{10}
\end{equation*}
$$

where $I_{0}, T, v$ and $\tau$ are the maximum amplitude, period, duty cycle and rising/falling time constant of the current signal, respectively. $a_{l}$ and $b_{l}$ are written as:

$$
\begin{gather*}
a_{l}=\frac{\sin (2 l \pi v)}{l}-\frac{2 \pi}{T}\left[\frac{1}{\tau^{2}}+\left(\frac{2 l \pi}{T}\right)^{2}\right]^{-1}\left\{\frac{1}{\tau}\left[1+e^{\frac{T(v-1)}{\tau}}\right]+\left[\frac{2 l \pi \sin (2 l \pi v)}{T}-\frac{\cos (2 l \pi v)}{\tau}\right]\left(1+e^{-\frac{v T}{\tau}}\right)\right\}  \tag{11}\\
b_{l}=\frac{1-\cos (2 l \pi v)}{l}-\frac{2 \pi}{T}\left[\frac{1}{\tau^{2}}+\left(\frac{2 l \pi}{T}\right)^{2}\right]^{-1}\left\{\frac{2 l \pi}{T}\left[1+e^{\frac{T(v-1)}{\tau}}\right]-\left[\frac{2 l \pi \cos (2 l \pi v)}{T}+\frac{\sin (2 l \pi v)}{\tau}\right]\left(1+e^{-\frac{v T}{\tau}}\right)\right\} \tag{12}
\end{gather*}
$$

Equations (1) and (6) facilitate the computation of the electromagnetic field excited by the rectangular coil and subsequent analysis of its characteristics involving the uniformities of: (1) magnetic field over the upper surface of the conductor; and (2) eddy currents within the conductor.

### 2.2. Characteristics of the Uniform Field

Since the uniform field is of great importance for the proposed GPEC probe, it is essential to investigate the characteristics of the excited electromagnetic field and identify the area where the effective uniform field distributes. Simulations based on Equations (1) and (6) are consequently carried out to analyze the field characteristics with the proposed probe whose configuration is exhibited in Figure 2. It is assumed that subsurface corrosion occurs in the back surface of a conductive plate. Therefore, the uniformity of the eddy current in the plate back surface is intensively analyzed whilst the net magnetic field over the plate upper surface is computed in an effort to investigate its uniformity.

In light of the fact that the excitation current in the quasi-rectangular waveform is employed to drive the rectangular coil, special attention is given to the selection of the time instant when the field response is picked up by a magnetic sensor deployed at the location $\left(h_{x} / 2, h_{y} / 2, z_{s}\right)$, to the subsurface corrosion is the highest. It is noted that in such a case, $y$ - and $z$-components of the net magnetic field ( $B_{y}$ and $B_{z}$ ) vanish. In a sense of the conductor size, subsurface corrosion with a dimension considerably larger than that of the excitation coil is analogous to the wall-thinning defect. Consequently, in the presence of the subsurface corrosion the plate thickness decreases with $\Delta d$ from the back surface. By referring to $[8,21,22]$, the response of $x$-component of the net magnetic field $B_{x}$ to the initial subsurface corrosion with $\Delta d \rightarrow 0$ is written as:

$$
\begin{equation*}
\lim _{\Delta d \rightarrow 0} \frac{\Delta B_{x}(t)}{\Delta d}=\frac{\partial\left[B_{x}(t)\right]}{\partial d}=\frac{16 \mu_{0} N I(t)}{H c h_{x} h_{y}} \otimes \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} u_{m} C_{m n} e^{-\kappa_{m n} z} \zeta_{m n}^{\prime}(t) \cos \left(\frac{m \pi}{2}\right) \sin \left(\frac{n \pi}{2}\right) \tag{13}
\end{equation*}
$$

where, $\zeta^{\prime}{ }_{m n}(t)$ can be readily recovered via the inverse Fourier transform of $\partial\left[\zeta_{m n}(\omega)\right] / \partial d$ which is formulated as:

$$
\begin{equation*}
\frac{\partial[\zeta(\omega)]}{\partial d}=\frac{2 \kappa_{m n} \mu_{1} \lambda_{1}^{2}\left[\left(\kappa_{m n} \mu_{1}\right)^{2}-\lambda_{1}^{2}\right]}{\left\{2 \kappa_{m n} \mu_{1} \lambda_{1} \cosh \left(\lambda_{1} d\right)+\left[\left(\kappa_{m n} \mu_{1}\right)^{2}+\lambda_{1}^{2}\right] \sinh \left(\lambda_{1} d\right)\right\}^{2}} \tag{14}
\end{equation*}
$$

Equation (13) is subsequently adopted for the computation of the field response to the initial subsurface corrosion in an effort to choose the time instant when the uniformity of the electromagnetic field involving the eddy current and net magnetic field is intensively analyzed.

Tables 1 and 2 list the parameters employed in simulations. The material of the conductive plate is Aluminum. As illustrated in Figure 3, the fundamental frequency, duty cycle, rising time and maximum amplitude of the excitation current $I(t)$ are $100 \mathrm{~Hz}, 50 \%, 50 \mu \mathrm{~s}$ and 0.5 A , respectively. By applying Equation (13), the field response to the initial subsurface corrosion is calculated and presented in Figure 4.

Table 1. Parameters of the probe.

| Coil Parameter | Value |
| :---: | :---: |
| Inner length, $2 y_{0}(\mathrm{~mm})$ | 24.0 |
| Inner width, $2 z_{0}(\mathrm{~mm})$ | 12.0 |
| Height, $H(\mathrm{~mm})$ | 20.3 |
| Winding thickness, $c(\mathrm{~mm})$ | 1.2 |
| Lift-off, $z_{c}(\mathrm{~mm})$ | 1.0 |
| Number of turns, $N$ | 289 |
| Sensor stand-off, $z_{s}(\mathrm{~mm})$ | 0.5 |

Table 2. Parameters of the conductive plate.

| Plate Parameter | Value |
| :---: | :---: |
| Thickness, $d(\mathrm{~mm})$ | 6.0 |
| Conductivity, $\sigma_{1}(\mathrm{MS} / \mathrm{m})$ | 34.2 |
| Relative permeability $\mu_{1}$ | 1.0 |
| Length, $h_{y}(\mathrm{~mm})$ | 300 |
| Width, $h_{x}(\mathrm{~mm})$ | 300 |



Figure 3. The excitation current $I(t)$.


Figure 4. The computed response of $B_{x}$ to the initial subsurface corrosion ( $0 \leq t \leq 5 \mathrm{~ms}$ ).

It can be seen from Figure 4 that the field response to the initial subsurface corrosion is the highest at the time of approximately 1.4 ms . This indicates that due to the presence of the initial subsurface
corrosion the perturbation of the eddy current, especially over the back surface of the conductive plate, reaches the maximum at the same time. Further analysis provides the precise temporal value, which is $1406.7 \mu \mathrm{~s}$, and is used for analysis regarding the uniformities of the eddy current and magnetic field. The calculated distrubtion of the eddy current over the plate back surface and the magentic field above the plate upper surface are exhibited in Figures 5 and 6, respectively. It is noted that the eddy current and magnetic field are invesitigated within the XY plane which covers the lateral surface of the excitation coil (facing the plate upper surface). The coordinate of the plane centre is $(0,0)$, which corresponds to ( $h_{x} / 2, h_{y} / 2$ ) in Figure 2.

It can be observed from Figures 5 and 6 that the distributions of the eddy current and net magnetic field in the central region, particularly in the region of interest (ROI) ( $2 \mathrm{~mm} \times 2 \mathrm{~mm}$ area with the center at $(0,0)$ ), where the gradient-field sensor is deployed in experiments are relatively uniform. In a bid to evaluate the uniformity of the uniform field, including the eddy current and net magnetic field within the ROI, an algorithm for the uniformity evaluation regarding the magnetic field [24] is utilized. The computed degrees of field uniformity (DFU) are: 20.6 ppm for the eddy current (averaged value over DFUs of $J_{x}$ and $J_{y}$ ) and 5.9 ppm for the net magnetic field (averaged value over DFUs of $B_{x}, B_{y}$ and $B_{z}$ ), which indicates that in the ROI the eddy current on the plate back surface and the net magnetic field over the plate upper surface are highly uniform. This benefits the high-sensitivity detection and imaging of subsurface corrosion that breaks the field uniformity and thus results in the non-zero gradient-field signal from the GPEC probe.

It is also noticeable from Figures 5 and 6, that in the ROI-compared with the averaged value of $J_{x}$ which is approximately zero- $J_{y}$ is over $7 \times 10^{6} \mathrm{~A} / \mathrm{mm}^{2}$, whilst $B_{x}$ has a considerably larger magnitude (over $1.54 \times 10^{-3}$ Tesla) than $B_{y}$ and $B_{z}$. This implies that: (1) $J_{x}, B_{y}$ and $B_{z}$ are barely sensitive subsurface corrosion on the conductive plate; and (2) the material discontinuity, which is introduced by subsurface corrosion and especially transverse to the direction of $J_{y}$, significantly perturbs the distribution of $J_{y}$, and thus breaks the uniformity of $J_{y}$. As a result, the gradient of the resultant $B_{x}$ over the plate upper surface, which was originally null for the flawless scenario, is non-zero in the ROI. Consequently, it provides a good implication regarding the presence of subsurface corrosion, and is beneficial to the imaging of subsurface corrosion, particularly its opening profile. In light of this, in the following experimental investigation regarding the GPEC imaging of subsurface corrosion, the $x$-direction gradient of $x$-component of the net magnetic field $g_{x}\left(B_{x}\right)$ was measured by using a magnetic sensor which is placed right under the lateral winding of a rectangular coil.


Figure 5. The computed density of eddy currents over the plate back surface. (a) $x$-component of the eddy current density $J_{x}$; (b) $y$-component of the eddy current density $J_{y}$.


Figure 6. The computed net magnetic field above the plate upper surface. (a) $B_{x} ;$ (b) $B_{y}$; (c) $B_{z}$.

## 3. Experiments

### 3.1. System Setup

A corrosion imaging system was set up to further assess the applicability of the proposed GPEC probe in the imaging of subsurface corrosion in nonmagnetic planar conductors. The system setup is shown in Figure 7. The parameters of the rectangular coil were the same as those tabulated in Table 1. The pulse repetition frequency and duty cycle of the excitation current driving the rectangular coil were set as 100 Hz and $50 \%$, respectively, whilst it had a maximum amplitude of 0.3 A and a rising time of $58.7 \mu \mathrm{~s}$, which were directly measured from the acquired current signal. In a bid to acquire signals of the gradient field with high sensitivity, a tunnel magneto-resistance sensor (MultiDimension TMR-4002) was adopted. It was deployed right under the lateral winding of the rectangular coil. It is noted that the component of the net magnetic field and direction of its gradient field, which is sensed by the sensor, were both parallel to the axis of the rectangular coil. For example, for the case shown in Figure 7 , the $x$-direction gradient field of the $x$-component of the net magnetic field $g_{x}\left(B_{x}\right)$ was the main component measured.

A plate of aluminum alloy with subsurface corrosion in different profiles and sizes was fabricated in a bid to simulate the nonmagnetic planar conductor with subsurface corrosion. It was taken as the sample under inspection. The conductivity and thickness of the plate were $33.6 \mathrm{MS} / \mathrm{m}$ and 6 mm . It is noted that the plate conductivity was measured via the direct current potential drop method [25,26]. The profile and opening size of each corrosion are tabulated in Table 3.


Figure 7. Schematic illustration of the corrosion imaging system with the proposed GPEC probe and sample.

Table 3. Profiles and sizes of subsurface corrosion.

| Corrosion Number | Corrosion Profile (in XY Plane) | Sizes |
| :---: | :---: | :---: |
| \#1 |  | $30 \mathrm{~mm} \times 5 \mathrm{~mm}$ (diameter $\times$ depth) |
| \#2 |  | $20 \mathrm{~mm} \times 5 \mathrm{~mm}$ (diameter $\times$ depth) |
| \#3 |  | $30 \mathrm{~mm} \times 4 \mathrm{~mm}$ (diameter $\times$ depth) |
| \#4 |  | $20 \mathrm{~mm} \times 4 \mathrm{~mm}$ (diameter $\times$ depth) |
| \#5 |  | $20 \mathrm{~mm} \times 20 \mathrm{~mm} \times 4 \mathrm{~mm}$ (length $\times$ width $\times$ depth) |
| \#6 |  | C1: $20 \mathrm{~mm} \times 4 \mathrm{~mm}$ (diameter $\times$ depth) |

During experiments, the 2D probe scanning over the plate surface was carried out with a spatial resolution of 0.5 mm . It is noteworthy that in order for the corrosion imaging to be carried out, the 2D probe scanning was conducted twice. After completing the first-round probe scanning with the axis of the rectangular coil parallel to the X axis alongside the signal acquisition of $g_{x}\left(B_{x}\right)$ at each scanning position, the probe was rotated by $90^{\circ}$ in the $X Y$ plane, and the second-round probe scanning was carried out along with the measurement of the $y$-direction gradient field of the $y$-component of the net magnetic field $g_{y}\left(B_{y}\right)$. At each scanning position, particularly within the corrosion region, the peak values (PVs) of the acquired gradient-field signals regarding $g_{x}\left(B_{x}\right)$ and $g_{y}\left(B_{y}\right)$ —which are null when the probe is placed over a flawless area of the sample-are extracted in an effort to construct the corrosion images. The final image of every corrosion is derived from the superposition of images regarding $g_{x}\left(B_{x}\right)$ and $g_{y}\left(B_{y}\right)$.

### 3.2. Imaging Results and Discussion

Prior to the corrosion imaging, the system was further calibrated by placing the probe above the defect-free area of the sample, and setting the magnitude of the acquired signal as zero. The gradient-field signals from the GPEC probe deployed right over the edges of the subsurface corrosion involving Corrosion \#1, Corrosion \#2 and Corrosion \#4 were firstly investigated, and are exhibited in Figure 8.


Figure 8. Gradient-field signals with respect to Corrosion \#1, Corrosion \#2 and Corrosion \#4.

It can be seen from Figure 8 that the magnitude of the gradient-field signal changes with the corrosion volume. The PV of the signal rises as the corrosion depth increases, whilst it is insensitive to the corrosion diameter. This indicates that the variation in the gradient-field signal, as well as its PV, mostly relies on the interface thickness at the boundary of a material discontinuity, and could be exploited for approximating the depth of the subsurface corrosion.

Following the probe scanning procedure, multiple scanning curves (PV of the GPEC signal against the probe location) were acquired, and subsequently adopted for deriving the corrosion images. It is noted that apart from Corrosion \#6, the coordinate of the corrosion center was set as $\mathrm{X}=0, \mathrm{Y}=0$. The center of Corrosion \#6 was set at the joining point of two circle-shaped regions (C1 and C2 in Table 3). Figure 9 presents the scanning curves (PVs of $g_{x}\left(B_{x}\right)$ vs. probe positions) when the probe scans over Corrosion \#1. The scanning curves along the central and offset scanning lines, which are illustrated in Figure 9c, are shown in Figure 9b along with the locations of the corrosion edges implicated by the dotted lines. Note that the scanning curves are normalized with the maximum amplitude corresponding to 1 . It is noticeable from Figure 9 that the corrosion edges can be localized without much loss in accuracy by finding the peaks of the acquired scanning curves. This benefits the subsequent identification of the corrosion profile and the estimation of the corrosion size via GPEC imaging of subsurface corrosion.

After the probe scanning and data processing, the final image for each corrosion was constructed and shown in Figure 10, along with the true corrosion profile indicated by the dashed line. It is noteworthy that all the data i.e., PVs in corrosion images were normalized with the maximum PV corresponding to 1 , following which the hue-saturation value (HSV) color was utilized to map the normalized PVs for the production of corrosion images.

It can be qualitatively observed from Figure 10 that: (1) each subsurface corrosion can be detected; and (2) the profile/shape of each subsurface corrosion can be directly visualized and identified by using the proposed GPEC probe with uniform field excitation. The corrosion profile implied by the image is in good agreement with the true profile of each corrosion. This is beneficial to the determination regarding the profile of subsurface corrosion in the conductor. Further analysis has revealed that the difference in HSV components, i.e., image contrast of the corrosion image, is highly dependent on the corrosion depth. This is because the distortion of the eddy currents due to subsurface corrosion-which results in the gradient-field signal-depends mostly on the interface thickness at the boundary of the material discontinuity. The image contrast is enhanced as the corrosion depth increases, whilst the image has lower contrast when the detected corrosion is shallow. This implies that: (1) the image quality for corrosion detection and sizing is dependent on the corrosion dimension, particularly its
depth; and (2) the image contrast could be used for further evaluation of the corrosion depth. It is also noticeable from Figure 10f that the corrosion image for Corrosion \#6 with the complex profile is seemingly "noisy". The reasoning could lie in the fact that the gradient field resulting from the small circle-shaped area (C1 in Table 3) interferes with that of the large section (C2 in Table 3), which leads to a more complicated distribution of the gradient field for Corrosion \#6 than the other corrosion scenarios. Whereas the profiles of Corrosion \#6 and particularly two corrosion sections (C1 and C2) can still be identified. Therefore, by using the proposed GPEC probe with uniform field excitation, multiple subsurface corrosions close to each other could be individually detected together with their profiles visualized by corrosion imaging.


Figure 9. Peak values (PVs) of $g_{x}\left(B_{x}\right)$ vs. probe positions. (a) Scanning curves for Corrosion \#1; (b) scanning curves along the central and offset scanning lines; (c) schematic illustration of the central and offset scanning lines.

Following the identification of the corrosion profile, the corrosion sizing based on acquired images was further investigated. The maximum magnitude in each image was extracted in an effort to quantitatively assess the diameter/length of each subsurface corrosion. The comparison regarding the corrosion size between the estimated and true values is presented in Table 4. It can be seen from Table 4 that for the given subsurface corrosion the approximated diameter/length of each subsurface corrosion is in good agreement with the true value. The maximum relative error is less than $10 \%$. It is also noticeable that the discrepancy between the estimated and true values increases when either the depth or diameter/length of the corrosion has decreased, which is because of the drop in evaluation sensitivity due to less perturbation of eddy currents at the corrosion boundary. This indicates that the detection and sizing of subsurface corrosion depends on its dimension. Additional image processing techniques should be employed in an effort to enhance the accuracy in sizing of either shallow or
small-volume corrosion. Nevertheless, it is noteworthy from Figure 10 and Table 4 that the corrosion imaging based on GPEC with uniform field excitation is promising in not only the identification of the corrosion profile but also the quantitative evaluation of the opening size of subsurface corrosion in nonmagnetic planar conductors without much loss in accuracy.


Figure 10. Images of subsurface corrosion via GPEC with uniform field excitation. (a) Corrosion \#1; (b) Corrosion \#2; (c) Corrosion \#3; (d) Corrosion \#4; (e) Corrosion \#5; (f) Corrosion \#6.

Table 4. Comparison between the estimated corrosion opening size and true values.

| Corrosion Number | True Diameter/Length | Estimated Diameter/Length | Relative Error |
| :---: | :---: | :---: | :---: |
| $\# 1$ | 30 mm | 30.3 mm | $1.0 \%$ |
| $\# 2$ | 20 mm | 19.7 mm | $1.5 \%$ |
| $\# 3$ | 30 mm | 28.6 mm | $4.7 \%$ |
| $\# 4$ | 20 mm | 21.8 mm | $9.0 \%$ |
| $\# 5$ | 20 mm | 18.5 mm | $7.5 \%$ |
| $\# 6$ | C1: 20 mm | C1: 21.0 mm | C1.5.0\% |
|  | C2: 30 mm | C2: 29.1 mm | C2: $3.0 \%$ |

## 4. Conclusions

In this paper, a GPEC probe with uniform field excitation was proposed for the imaging of subsurface corrosion within nonmagnetic conductors. A 3D analytical model of the proposed GPEC probe was established, and the closed-form expression of the magnetic field, gradient field and eddy current density were formulated. The characteristic uniformities of the electromagnetic field, including the magnetic field above the conductor and the eddy current density on the conductor back surface, were investigated via a series of simulations based on analytical modeling. Following this, experiments regarding the imaging of subsurface corrosion by using the proposed GPEC probe were conducted. It can be found from the experimental results that: (1) the magnitude of the GPEC signal, image contrast and sizing accuracy regarding subsurface corrosion are dependent on the corrosion dimension, especially its depth; and (2) the proposed GPEC probe with uniform field excitation is capable of not only identifying the corrosion profile, but also of providing an estimation regarding the opening size of subsurface corrosion in nonmagnetic planar conductors without much loss in accuracy.

Following the current work, further research regarding the proposed probe includes: (1) quantitative evaluation of subsurface corrosion in terms of corrosion sizing involving the depth and volume; (2) assessment regarding the capability of the proposed probe in detection, sizing and shape determination of the practical/natural corrosion; and (3) signal/image processing for detection and sizing of superficial and small-volume corrosion.
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#### Abstract

This paper propose a new concept of an eddy current (EC) multi-element sensor for the characterization of carbon fiber-reinforced polymers (CFRP) to evaluate the orientations of plies in CFRP and the order of their stacking. The main advantage of the new sensors is the flexible parametrization by electronical switching that reduces the effort for mechanical manipulation. The sensor response was calculated and proved by 3D finite element (FE) modeling. This sensor is dedicated to nondestructive testing (NDT) and can be an alternative for conventional mechanical rotating and rectangular sensors.
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## 1. Introduction

Non-destructive testing (NDT) is one of the most common and powerful techniques employed in the inspection of materials during their manufacture or use. When dealing with an electrically conductive body, eddy current non-destructive testing (EC-NDT) is the most efficient way to test the state of health of materials (low cost, readily implemented...). The efficiency of EC-NDT depends directly on the performance of the sensor used. During the last few years, researchers have focused their work to a new generation of EC probes consisting of miniaturized sensors forming a rectangular sensor array that could detect defects with high accuracy, even in complex materials such as carbon fiber-reinforced polymers (CFRP), the material studied as an application in this article. Nevertheless, the highly anisotropic and complex structure of CFRP may require, depending on the type of control to be performed, specific EC sensor configurations. For the detection of defects or the fibers' orientation, actual solutions are based on high frequency sensors [1], rotating sensors [2,3] or rectangular sensors $[4,5]$ These types of sensors are used to draw a polar diagram giving the intensity of the measured signal in terms of the rotation angle of the sensor. The angles of the obtained lobes determine the different fibers orientations whereas their amplitude indicates the position of the ply in the sample.

In this work, a new multi-element sensor array design is suggested with the aim of evaluating CFRP materials. This multi-element sensor is presented as an alternative to the rotating and the rectangular sensors in order to increase the sensitivity and resolution and to reduce the mechanical effort for rotation.

## 2. Conception

The proposed sensor consists of flat triangular coils combined into an array. Figure 1 displays the design of the sensor's elements as well as the simplified geometry introduced as input to the computational code for simulation.

The triangular form allows a higher flexibility on the desired shapes of the generated electromagnetic (EM) field. The elements are arranged that they can give a large number of possible EM configurations, thereby, avoid the mechanical swiveling of the sensor occurring in conventional characterization. In addition to this, such a structure can cover a relatively wide inspection area which saves the number of manual scanning operations. The size of the sensor elements can be selected to optimize precision in the defect detection.


Figure 1. (Left) Design of a single element and (Right) the simplified array configuration.

The basic idea rests on the fact that the EM fields generated by two parallel wires traversed by currents with the same amplitude and in opposite direction cancel each other. This property is exploited to generate different field forms, acting only on the excitation currents' distribution. Thereby, Figure 2 represents four triangular coils excited in a way that the resulting field is similar to that obtained by a square coil: the fields generated by currents flowing in the "diagonal" conductors oppose and cancel each other. Then, the resulting field is practically that due to the currents flowing in the "external quadrature" conductors.

The mode of calculation is described hereafter.


Figure 2. Top view of the current flow upon jointly exciting the four coils (left) and perspective view of the three-dimensional distribution of the magnetic potential vector for the four coils (right).

## 3. Sensor Characteristics

### 3.1. Geometrical Characterization

The proposed sensor is an array assembly of 36 identical coils in the shape of isosceles triangles whose angles at the base worth $45^{\circ}$. In each coil, the developed length or the total length of the
wire $l_{\text {total }}$ and the total effective surface $S_{\text {total }}$ are given by the Equations (1) and (2) respectively (see Appendix A):

$$
\begin{gather*}
l_{\text {totale }} \approx n\left[(2+\sqrt{2}) D-(n-1)\left(l_{p}+E_{p}\right)\left(1+\frac{2}{\tan (\pi / 8)}\right)\right]  \tag{1}\\
S_{\text {totale }} \approx \frac{1}{2} \sum_{k=1}^{n}\left[D-(k-1)\left(l_{p}+E_{p}\right)\left(1+\frac{1}{\tan (\pi / 8)}\right)\right]^{2} \tag{2}
\end{gather*}
$$

where $D$ is the external rib of the coil (see Figure 1), $l_{p}$ is the line width, $E_{p}$ is the inter-lines distance and $n$ is the number of turns. These geometrical parameters are indispensable to calculate the electrical parameters as their influence is direct.

### 3.2. Electrical Characterization

The theoretical model of a coil is given in Figure 3 [6]. To determine the coil inductance $L$, and for the sake of accuracy, an evaluation of the stored magnetic energy (Equation (5)) was provided via the FE model developed in Section 4. However, to determine the resistance $R$ and the capacitance $C$, basic models have been adopted to simplify the calculation. The relations through which the electrical parameters have been estimated are given below:

$$
\begin{gather*}
R=\frac{\rho \times l_{\text {totale }}}{l_{p} \times h_{p}},  \tag{3}\\
C=\left[\sum_{k=2}^{n}\left(1 / \varepsilon \frac{h_{p} \times l_{k}}{E_{p}}\right)\right]^{-1},  \tag{4}\\
L=\frac{\omega}{I^{2}} \iiint_{\Omega} \frac{1}{\mu}|\vec{B}|^{2} d \Omega \tag{5}
\end{gather*}
$$

where $h_{p}$ is the height of the line, $\rho$ is its electrical resistivity of the wire, $\varepsilon$ is the electric permittivity, $\omega$ is the angular frequency, $\Omega$ is the whole computation area (sensor and air box), $\mu$ is the magnetic permeability and $B$ is the magnetic flux density.


Figure 3. Electrical model of a coil.

### 3.3. Physical Characterization

Knowledge of its geometrical and electrical characteristics is necessary but insufficient to fully qualify the electromagnetic behaviour of a coil. As an EM sensor, the coil needs to meet other requirements depending on the intended mode of its use. As an emitter, its emissive ability must be calculated. If it's used as receiver, it is necessary to determine its sensitivity and its electrical noise signal. In the proposed sensor, coils have the versatility to work in emission and reception simultaneously or separately, which implies a complete and rigorous study of the sensitive element. Ravat, C. [6] exposes in his work these parameters as follows:

- According to Faraday-Lenz's law, at a frequency $f$, the sensitivity of a coil is:

$$
\begin{equation*}
S=\left|\frac{d V}{d B}\right|=2 \pi f S_{\text {totale }} \tag{6}
\end{equation*}
$$

where $d V$ is the voltage variation provoked by a variation in the received magnetic induction $d B$.

- The noise of a coil when it is not carrying current is only a thermal agitation noise. This effective voltage $v_{b}$ at a temperature $T$ and in measuring frequency range $\Delta f$ is given by;

$$
\begin{equation*}
v_{b}=\sqrt{4 K \times T \times R \times \Delta f} \tag{7}
\end{equation*}
$$

where $K$ is Boltzmann's constant.

- The emissive ability $P_{e}$ is the ratio between the emitted field " $B$ " and the current " $I$ " necessary for its emission:

$$
\begin{equation*}
p_{e}=\frac{B}{I}=\frac{L}{S_{\text {totale }}} \tag{8}
\end{equation*}
$$

### 3.4. Optimization of the Coil

The relationship between the geometrical, electrical and physical characteristics developed previously allows us to study the influence of each parameter and thus to determine the optimum dimensions of the coil appropriate for a desired application. Table 1 provides the characteristics of the selected coil to non-destructively evaluate a CFRP. According to the theoretical model (Figure 3), Figure 4 shows the frequency response of a triangular coil using data given in Table 1. It can be seen that the coil can be used as EM field sensor above 800 kHz where it shows a strong inductive behavior with a phase greater than $60^{\circ}$. The cut-off frequency is much higher than 100 MHz .

Table 1. Numerical values of the coil characteristics calculated at 1 MHz .

|  | Parameter | Numerical Value | Unit |
| :---: | :---: | :---: | :---: |
| Coil dimensions | external length $D$ | 1 | $[\mathrm{~mm}]$ |
|  | line width $l_{p}$ | 6 | $[\mu \mathrm{~m}]$ |
|  | inter-line space $E_{p}$ | 3 | $[\mu \mathrm{~m}]$ |
|  | number of turns $n$ | 33 |  |
| Electrical parameters | resistance $R$ | 4.24 | $[\mathrm{ohm}]$ |
|  | inductance $L$ | 1.44 | $[\mu \mathrm{H}]$ |
|  | capacity $C$ | 3.5 | $[\mathrm{fF}]$ |
|  | sensitivity $S$ | 35 | $[\mathrm{~V} / \mathrm{T}]$ |
|  | noise voltage $v_{b}$ | 0.83 | $[\mu \mathrm{~V}]$ |
|  | emissive ability $P_{e}$ | 254 | $[\mathrm{mT} / \mathrm{A}]$ |



Figure 4. Frequency response of the sensor

## 4. Modeling

After the construction of the geometry and the mesh generation using the open-source software GMSH, the problem data are sent to our 3D finite element solver in which was implemented the
magneto-dynamics formulation AV-A (Equation (9)); mathematical model chosen to describe the EM behaviour of our problem. The calculations are carried out in the harmonic regime. A penalty term is introduced to ensure the uniqueness of the solution [7]:

$$
\left\{\begin{array}{l}
\vec{\nabla} \times \frac{1}{\mu} \vec{\nabla} \times \vec{A}-\vec{\nabla}\left(\frac{1}{\mu} \vec{\nabla} \cdot \vec{A}\right)+\overline{\bar{\sigma}}(j \omega \vec{A}+\vec{\nabla} V)=\vec{J}_{s}  \tag{9}\\
\vec{\nabla} \cdot(j \omega \overline{\bar{\sigma}}(\vec{A}+\vec{\nabla} V))=0
\end{array}\right.
$$

where $\vec{A}$ and $V$ are respectively the magnetic vector potential and electric scalar potential, $\mu$ is the magnetic permeability and $\overline{\bar{\sigma}}$ is the electrical conductivity tensor given according to the ply orientation by [2]:

$$
\overline{\bar{\sigma}}=\left(\begin{array}{ccc}
\sigma_{/ /} \cos ^{2}(\theta)+\sigma_{\perp} \sin ^{2}(\theta) & \frac{\sigma_{/ /-} \sigma_{\perp}}{2} \sin (2 \theta) & 0  \tag{10}\\
\frac{\sigma_{/ /-\sigma_{\perp}}}{2} \sin (2 \theta) & \sigma_{/ /} \cos ^{2}(\theta)+\sigma_{\perp} \sin ^{2}(\theta) & 0 \\
0 & 0 & \sigma_{z z}
\end{array}\right)
$$

where $\sigma_{/ /}$is the electrical conductivity in the fibers direction, $\sigma_{\perp}$ is the conductivity in the transverse direction of the fibers and $\sigma_{\mathrm{zz}}$ is the conductivity in the direction of the plies stacking.

## 5. Results

The EC-NDT concept is based on the distribution and circulation of the induced currents in the component being inspected. This distribution is strongly linked to the profile of the excitation EM field. With this in mind, numerical experiments were carried out to discern the ability of our sensor to emulate the EM field configurations obtained by conventional sensors such as a rectangular coil.

### 5.1. Sensor and EM Field

Figure 5 shows that the electromagnetic field generated by a set of triangular elements excited simultaneously is similar to the EM field created by a conventional rectangular coil. The electric field calculated at the front surface of the load illustrated in Figure 6 confirms this equivalence of the global EM behaviour for the two systems. Nevertheless, we note some electric field irregularities in the case of the multi-element sensor, which is due to the discontinuities in the geometry of the inductor and to the current singularities in the bends of triangles.


Figure 5. Magnetic vector potential calculated for a system of: (a) rectangular coil; (b) proposed multi-element sensor.


Figure 6. Electric field magnitude at the front surface of the load $(\mathrm{z}=0)$ : (a) rectangular coil; (b) multi-element sensor.

The interaction between the excited elements and those "at rest" was studied too with the aim of evaluating the coupling effect. The obtained results displayed in Figure 7 show that the non-excited adjacent elements are without a slightest action on the configuration of the field or on its amplitude at the operating frequency of 1 MHz .


Figure 7. Electric field magnitude at the front surface of the load $(\mathrm{z}=0)$ : $(\mathrm{I})$ without regard to non-excited elements ( $\sigma=0$ ); (II) non-excited elements are physically represented $\left(\sigma=30,6 \times 10^{6} \mathrm{~S} / \mathrm{m}\right)$.

In addition to the foregoing, the proposed sensor allows a high flexibility in terms of modes of excitation and measurement. The figure below illustrates different field configurations obtained for different excitations. It can be seen in Figure 8 that the sensor can substitute rectangular coil oriented at $0^{\circ}, 45^{\circ}, 90^{\circ}$ and $-45^{\circ}$ without recurring to mechanical rotation. This property will be exploited and applied to a laminate of CFRP.


Figure 8. Field configurations generated by the multi-element sensor equivalent to a rectangular coil oriented at $0^{\circ}, 45^{\circ}, 90^{\circ}$ and $-45^{\circ}$.

### 5.2. Application to CFRP

The modeled system is a stack of four plies oriented at $\left[0^{\circ}, 45^{\circ}, 90^{\circ},-45^{\circ}\right]$. The physical and geometrical characteristics are given by Table 2. Figure 9 illustrates the distribution of eddy currents produced by a rectangular inductor oriented at $0^{\circ}$ and its equivalent generated by the multi-element sensor. It is noted that the distributions of eddy currents generated by the two systems, in each ply of the laminate, is typically identical. This leads to expect, consequently, an analogue dissipated power, hence an identical response in terms of impedance.

Table 2. Numerical values of the system characteristics

|  | Parameter | Numerical Values | Unit |
| :---: | :---: | :---: | :---: |
| Laminate | Number of plies | 4 |  |
|  | Fibers orientation | $0^{\circ}, 45^{\circ}, 90^{\circ}$ and $-45^{\circ}$ | $\left[{ }^{\circ}\right]$ |
|  | Conductivity $\left(\sigma_{/ /,} \sigma_{\perp}, \sigma_{\mathrm{Zz}}\right)$ | $\left(10^{4}, 2 \times 10^{2}, 10\right)$ | $[\mathrm{S} / \mathrm{m}]$ |
|  | Ply thickness | 125 | $[\mu \mathrm{~m}]$ |
| Sensor | Number of coils | 36 |  |
|  | Gap inter-coils | 0.08 | $[\mathrm{~mm}]$ |
|  | Lift-off | 0.125 | $[\mathrm{~mm}]$ |
|  | Current intensity | 20 | $[\mathrm{~mA}]$ |
|  | Frequency | 1 | $[\mathrm{MHz}]$ |

Furthermore, the results presented in Figure 10 prove that the proposed sensor can detect the orientation of the plies and their order of stacking. The comparison between the amplitudes of peaks shows that they are decreasing according to the stacking order of the plies. However, our values do not coincide with those calculated by [3] due to the mismatch of the two systems (number of turns and dimensions of coils). We note also that there is no large difference between the peaks at $45^{\circ}$ and $90^{\circ}$; this can be explained by the change of sizes (length to width ratio) of the equivalent rectangular coil generated at $45^{\circ}$ and $90^{\circ}$ (see Figure 8).


Figure 9. Eddy current distribution in different plies of laminate $\left(0^{\circ}, 45^{\circ}, 90^{\circ},-45^{\circ}\right)$; at the right caused by the multi-element sensor and at left by a rectangular coil ( $3.2 \mathrm{~mm} \times 1 \mathrm{~mm}$ ).


Figure 10. The normalized resistance of the coil as function of its rotation angle above a laminate of four plies $\left[0^{\circ}, 45^{\circ}, 90^{\circ},-45^{\circ}\right]$.

## 6. Conclusions

A new design of an eddy current multi-element sensor is proposed. The EM field computation results reveal that this sensor is able to control the EM field shape and generate the plurality of configurations often needed in EC-NDT of carbon fiber-reinforced polymers. The application of the proposed sensor on a sample of CFRP shows its capability to detect the plies' orientations and their stacking order by acting only on the excitation currents. This sensor can thus be an alternative to the mechanical rotating sensors and the rectangular sensors.
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## Appendix A

## Appendix A.1. Calculation of the Developed Length of the Coil

The coil is composed of $n$ triangular turns (see Figure 1) numbered from the outside to the inside. These triangular turns are isosceles whose angles at the base worth $45^{\circ}$. The lengths of the three edges of the $k$ - $t h$ turn are:

$$
\begin{gather*}
d_{1}(k) \approx d_{2}(k)=D-(k-1)\left(l_{p}+E_{p}\right)\left(1+\frac{1}{\operatorname{tg} \frac{\pi}{8}}\right),  \tag{A1}\\
d_{3}(k) \approx D \sqrt{2}-2(k-1)\left(\frac{l_{p}+\mathrm{E}_{p}}{\operatorname{tg} \frac{\pi}{8}}\right) \tag{A2}
\end{gather*}
$$

where $d_{1}$ and $d_{2}$ are the identical edges, $d_{3}$ is the hypotenuse.
Therefore, the developed length of a turn number $k$ is:

$$
\begin{equation*}
l_{k} \approx d_{1}(k)+d_{2}(k)+d_{3}(k) \tag{A3}
\end{equation*}
$$

Thus, the total developed length of the entire coil is simply the sum of $l_{k}$ :

$$
\begin{gather*}
l_{\text {totale }} \approx \sum_{k=1}^{n} l_{k}  \tag{A4}\\
l_{\text {totale }} \approx \sum_{k=1}^{n}\left(2\left[D-(k-1)\left(l_{p}+E_{p}\right)\left(1+\frac{1}{\operatorname{tg} \frac{\pi}{8}}\right)\right]+\left[D \sqrt{2}-2(k-1)\left(\frac{l_{p}+E_{p}}{\operatorname{tg} \frac{\pi}{8}}\right)\right]\right), \tag{A5}
\end{gather*}
$$

Or more simply:

$$
\begin{equation*}
l_{\text {totale }} \approx n\left[(2+\sqrt{2}) D-(n-1)\left(l_{p}+E_{p}\right)\left(1+\frac{2}{\tan (\pi / 8)}\right)\right] \tag{A6}
\end{equation*}
$$

## Appendix A.2. Calculation of the Total Area

The surface enclosed by the turn number $k$ is:

$$
\begin{equation*}
S_{k} \approx \frac{1}{2}\left[D-(k-1)\left(l_{p}+E_{p}\right)\left(1+\frac{1}{\tan (\pi / 8)}\right)\right]^{2} \tag{A7}
\end{equation*}
$$

Then, the total effective surface of the coil is:

$$
\begin{equation*}
S_{\text {totale }} \approx \frac{1}{2} \sum_{k=1}^{n}\left[D-(k-1)\left(l_{p}+E_{p}\right)\left(1+\frac{1}{\tan (\pi / 8)}\right)\right]^{2} \tag{A8}
\end{equation*}
$$
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#### Abstract

Pulsed Remote Field Eddy Current Testing (PRFECT) attracts the attention in the testing of ferromagnetic pipes because of its continuous spectrum. This paper simulated the practical PRFECT of pipes by using ANSYS software and employed Least Squares Support Vector Regression (LSSVR) to extract the zero-crossing time to analyze the pipe thickness. As a result, a secondary peak is found in zero-crossing time when transmitter passed by a defect. The secondary peak will lead to wrong quantification and the localization of defects, especially when defects are found only at the transmitter location. Aiming to eliminate the secondary peaks, double sensing coils are set in the transition zone and Wiener deconvolution filter is applied. In the proposed method, position dependent response of the differential signals from the double sensing coils is calibrated by employing zero-mean normalization. The methods proposed in this paper are validated by analyzing the simulation signals and can improve the practicality of PRFECT of ferromagnetic pipes.
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## 1. Introduction

Ferromagnetic pipes are largely used in the transportation and exploration of oil and gas, and their monitoring and prevention of corrosion is highly important [1-3]. Remote Field Eddy Current Testing (RFECT) is primarily interesting because of its advantages, such as equal sensitivity to inner and outer defects, insensitivity to lift-off effects and contactless testing [4,5]. In order to overcome some inherent drawbacks of RFECT [4,5], such as the single spectrum, long probes, weak testing signal, and so on, studies are further focused on applying Pulsed Remote Field Eddy Current Testing (PRFECT) in ferromagnetic pipes [6-10]. A majority of these studies are performed in time domain [6-10], and the voltage magnitude and the zero-crossing time are extracted to analyze the effects of pipe inner diameter and pipe thickness, respectively.

In order to study the features of applying PRFECT in ferromagnetic pipes, the authors simulated the practical PRFECT of pipes by using ANSYS software. In the simulation, the transmitter and sensing coil moved simultaneously with the step of 10 mm , only one defect was built, and the simulation was performed 100 times. Because the pipe thickness affects the value of the zero-crossing time [6-10], in the signal processing, the zero-crossing time of every testing signal was extracted by employing Least Squares Support Vector Regression (LSSVR) [11,12] to analyze the pipe thickness, and came to the conclusion that, in the zero-crossing time, a secondary peak appeared when the transmitter passed by the defect. The secondary peak appeared in practical PRFECT of pipes is nearly not studied all over
the world, even though the secondary peak leads to a wrong assessment of the defect, including the quantification and the localization. This paper studies the secondary peaks in PRFECT of ferromagnetic pipes, and provides methods to eliminate the secondary peaks. According to the authors' studies on RFECT in ferromagnetic pipes [13-15], double sensing coils are set in the transition zone and the Wiener deconvolution filter is used to remove the secondary peak. In the paper, the errors caused by the double sensing coils are also discussed and calibrated. This paper provides methods to process practical problems of PRFECT of ferromagnetic pipes and they are verified by analyzing the simulation signals.

## 2. Methods and Models

### 2.1. LSSVR

Because of the good approximation accuracy and generalization ability of Least Squares Support Vector Regression (LSSVR) [11,12], this paper used LSSVR to extract the zero-crossing time from simulation signals to analyze the wall thickness feature of practical PRFECT in ferromagnetic pipes. In order to ensure the uniqueness of the zero-crossing time extracted from a simulation signal and to simplify the inversion model, only parts of a simulation signal are used to fit the inverse function, as shown in Figure 1.


Figure 1. Schematic layout of the fitted area nearby zero-crossing time: Curve 1 is the induced signal when both sensing coil and transmitter are placed non-defect area; Curve 2 is the induced signal when only sensing coil is placed defect area; and Curve 3 is the induced signal when only the transmitter is placed defect area.

As shown in Figure 1, the zero-crossing time is between $t_{1}$ and $t_{2}$. In order to obtain the zero-crossing time of every simulation signal, the inversion model built with LSSVR [11,12] can be described as follows,

$$
\begin{equation*}
f(x)=\sum_{i=1}^{m} \alpha_{i} \kappa\left(x, x_{i}\right)+b \tag{1}
\end{equation*}
$$

where $f(x)$ is the inversion time, $\kappa\left(x, x_{i}\right)$ is the Radial Basis Function (RBF), $x_{i}$ is the amplitude between $\mathrm{t}_{1}$ and $\mathrm{t}_{2}, m$ is the number of amplitudes, and $\alpha_{i}$ and $b$ are the coefficients.

The procedures of obtaining $f(x)$ are realized in MATLAB with the LSSVR toolkit, and $f(0)$ is used to inverse the zero-crossing time of every simulation signal. The inversion procedures are operated 200 times, and it takes 40 s in total.

### 2.2. Testing Model

The zero-crossing time is extracted to analyze the features of pipe thickness in PRFECT of pipes by employing LSSVR, and a secondary peak is found when the transmitter passed by defects. To remove the secondary peak, double sensing coils are set in transition zone, as shown in Figure 2.


Figure 2. The model used for removing secondary peaks in Pulsed Remote Field Eddy Current Testing (PRFECT) of ferromagnetic pipes.

In Figure 2, sensing coil 1 and sensing coil 2 are both set in the transition zone, and they are made of the same material and are the same sizes. The transmitter is employed to excite a pulsed signal at a low frequency $(0-100 \mathrm{~Hz})$. Pulsed signal is regarded as a superposition of sinusoidal signals with different frequencies. Wall thickness affects these sinusoidal signals following the well-known "skin-effect" Equation [6],

$$
\begin{equation*}
A=A_{0} e^{-d \sqrt{\pi f \mu \sigma}} \sin (2 \pi f t-d \sqrt{\pi f \mu \sigma}) \tag{2}
\end{equation*}
$$

where $A$ is the induced signal at any depth of the sample, $A_{0}$ is the amplitude of excited signal, $f$ is the frequency of excited signal, $d$ is the distance of the signal penetrated, $t$ is signal time, and $\mu$ and $\sigma$ are the permeability and conductivity, respectively.

According to Equation (2), at any time ( $t$ ), the influence of a defect on the amplitude of a sample can be given by,

$$
\begin{equation*}
A_{c}=A_{0} e^{-(d-\Delta d) \sqrt{\pi f \mu \sigma}} \tag{3}
\end{equation*}
$$

where $\Delta d$ is the thickness of a defect.
Taking the logarithm of both sides of Equation (3), and transforming,

$$
\begin{equation*}
\ln A_{c}=\ln A_{0} e^{-d \sqrt{\pi f \mu \sigma}}+\Delta d \sqrt{\pi f \mu \sigma} \tag{4}
\end{equation*}
$$

According to Equation (4), the influence of a defect on the amplitude of a sample exhibits a superimposed effect. Based on Equation (4), the influence of defects nearby the transmitter on the testing signals from double sensing coils can be described as follows,

$$
\left\{\begin{array}{l}
A_{1}(T)=A_{1}^{\prime}(T)+\Delta A(T)  \tag{5a}\\
A_{2}(T)=A_{2}^{\prime}(T)+\Delta A(T)
\end{array}\right.
$$

where $A_{1}(T)$ and $A_{2}(T)$ are the testing signal from sensing coil 1 and sensing coil 2, respectively, $\Delta A(T)$ is the influence of defects nearby the transmitter, and $T$ indicates the testing time.

Because at the testing place $T+\Delta T$, the sensing coil 2 has moved to where sensing coil 1 was $\Delta T$ ago, Equation (6) is obtained,

$$
\begin{equation*}
A_{2}^{\prime}(T+\Delta T)=A_{1}^{\prime}(T) \tag{6}
\end{equation*}
$$

where $\Delta T=L 2 / v$, and $v$ is the moving speed of the transmitter and sensing coils.
After substituting Equation (6) into Equation (5b) and subtracting Equation (5a) from Equation (5b), Equation (7) is obtained.

$$
\begin{equation*}
A_{2}(T+\Delta T)-A_{1}(T)=\Delta A(T) *(h(T+\Delta T)-h(T)) \tag{7}
\end{equation*}
$$

where $*$ is the convolution operation, and $h(T)$ is the impulse function.
Based on Equation (7), Wiener deconvolution filter is employed to obtain $\Delta A(T)$ (details in [11-13]). After these processing, the influence of defects nearby the transmitter $(\Delta A(T))$ can be removed from the testing signals.

### 2.3. Calibrations

Two calibrations should be made in Section 2.2. One calibration is made because the distance between the sensing coil 1 and transmitter is unequal to that between sensing coil 2 and transmitter. These unequal distances make Equation (6) invalid, and the zero-mean normalization method is used to eliminate this inequality, as shown in Equation (8).

$$
\begin{equation*}
A_{i}^{\prime}(T)=\left[A_{i}(T)-E\left(A_{i}(T)\right)\right] / \sqrt{D\left(A_{i}(T)\right)} \tag{8}
\end{equation*}
$$

where $A_{i}(T)$ is the zero-crossing time extracted from the sensing coils, and $i=1,2$ indicate sensing coil 1 and sensing 2, respectively; $E\left(A_{i}(T)\right)$ is the mean value of $A_{i}(T)$; and $D\left(A_{i}(T)\right)$ is the variance of $A_{i}(T)$.

Another calibration is made because of the factor $h(T+\Delta T)-h(T)$ in Equation (7). Aimnig to explain this, $\Delta A(T)$ is decomposed as in Equation (9).

$$
\begin{equation*}
\Delta A(T)=\Delta A^{\prime}(T)+N \tag{9}
\end{equation*}
$$

where $N$ can be any real constant and is irrelevant to testing time ( $T$ ).
By substituting Equation (9) into Equation (7), Equation (10) is obtained as follows:

$$
\begin{align*}
A_{2}(T+\Delta T)-A_{1}(T) & =\left(\Delta A^{\prime}(T)+N\right) *(h(T+\Delta T)-h(T))  \tag{10}\\
& =\Delta A^{\prime}(T) *(h(T+\Delta T)-h(T))
\end{align*}
$$

Equation (10) indicates that $\Delta A^{\prime}(T)$ is the results obtained from Equation (7) and there exist a real constant $(N)$ between $\Delta A^{\prime}(T)$ and $\Delta A(T)$. The real constant $(N)$ can be compensated as follows:

1. By subtracting Equation (5b) from Equation (5a), Equation (11) is obtained as,

$$
\begin{equation*}
A_{1}(T)-A_{2}(T)=A_{1}^{\prime}(T)-A_{2}^{\prime}(T) \tag{11}
\end{equation*}
$$

2. By substituting Equation (6) into Equation (11), Equation (12) is obtained as,

$$
\begin{equation*}
A_{1}(T)-A_{2}(T)=A_{1}^{\prime}(T) *(h(T)-h(T-\Delta T)) \tag{12}
\end{equation*}
$$

$A_{1}^{\prime}(T)$ can be used to indicate the defects nearby sensing coil 1.
3. Based on Equation (12), the Wiener deconvolution filter is applied to obtain $A_{1}^{\prime}(T)$.
4. Then $N$ is computed by Equation (13),

$$
\begin{equation*}
N=-\Delta A^{\prime}\left(T_{j}\right) \tag{13}
\end{equation*}
$$

$T_{j}$ satisfies $A_{1}^{\prime}\left(T_{j}\right) \leq|\delta|$, and $\delta$ is a constant approaches to zero.
The Steps 1 to 4 are realized in MATLAB, and several $N$ are saved to obtain the mean value.

### 2.4. Simulation Sets

The model used to simulate practical PRFECT of ferromagnetic is built using ANSYS software. The simulation model is axisymmetric and 2D, as indicated in Figure 2 (the dotted portion). The amplitude of exciting pulse is 80 V , the repetition rate of excitation is 10 Hz , and the pulse duration is 10 ms . There is only one defect built on pipe wall, and its length and depth are 50 mm and

6 mm , respectively. The relative permeability of all coils is 1 , and the relative permeability of pipe is 80 . The other parameters of coils and ferromagnetic pipe set in ANSYS model are given in Table 1.

Table 1. Parameters of the coils and pipe set in ANSYS.

| Name | Length <br> $(\mathbf{m m})$ | Inner Diameter <br> $(\mathbf{m m})$ | Outer Diameter <br> $(\mathbf{m m})$ | Turns | Resistivity <br> $(\mathbf{o h m} / \mathbf{m})$ | Wire Diameter <br> $(\mathbf{m m})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Transmitter | 167 | 28.4 | 44.4 | 3775 | $4.247 \times 10^{-8}$ | 0.58 |
| Sensing coil 1 | 19.1 | 26.3 | 32.7 | 9275 | $3.083 \times 10^{-7}$ | 0.051 |
| Sensing coil 2 | 19.1 | 26.3 | 32.7 | 9275 | $3.083 \times 10^{-7}$ | 0.051 |
| Pipe | 2050 | 153.7 | 177.1 |  | $3.083 \times 10^{-7}$ |  |

The range of the transition zone is usually within one times the inner diameter of testing pipe, and the distance between the two sensing coils should be less than one times the inner diameter when the length of every sensing coil is taken into consideration. The larger distance between the two sensing coils the better resolution for large area defects. However, large distance between the two sensing coils also increase the distance from the transmitter to the farther sensing coil, and this will enhance the power consumption.

The distance between middle of sensing coil 2 and middle of transmitter is 2.0 times the pipe inner diameter. Several distances between the middle of two sensing coils are simulated ( $0.2,0.4$ and 0.6 times the pipe inner diameter), and 0.4 times is chosen to present the theoretical validation of the proposed methods. However, in practical PRFECT of pipes, the distance between the middle of the two sensing coils should be chosen with the consideration of defect resolution, power consumption and pipe diameter range etc. The parameter values of the coils in this paper are obtained by optimizing the parameters of practical RFECT tool. In simulations, the transmitter and sensing coils moved simultaneously with the step of 10 mm . It takes nearly 25 min of each simulation on a computer with Intel(R) Core(TM) i5-4690 CPU@3.5GHz, 8.00 GB RAM, and simulations are operated 100 times.

## 3. Results and Discussion

The results of using LSSVR to extract zero-crossing times from the induced signals on sensing coils are shown in Figure 3a. The calibrations of distance effect between the signals extracted from sensing coil 1 and sensing coil 2 by using zero-mean normalization are shown in Figure 3b.


Figure 3. Demonstration of the extracted zero-crossing times: (a) the zero-crossing times directly extracted from the sensing coils by employing Least Squares Support Vector Regression (LSSVR); and (b) the calibrations made between zero-crossing times extracted from sensing coils 1 and sensing coils 2 using zero-mean normalization.

As shown in Figure 3a, the zero-crossing time curve extracted from each sensing coil appears two peaks, even there is only one defect built in simulations. One peak appears when the sensing coil passed by the defect (primary peak), and the secondary peak arises when the transmitter passed by the defect. Figure 3a indicates that PRFECT has a same feature as the RFECT, and the feature reveals the secondary peak caused by the transmitter passing by defects. When the defects only occurred near the transmitter, wrong localization and quantification of defects will obtained because testing place (sensing coil place) has no defects. When the defects occurred at both locations of the transmitter and the sensing coils, the value of zero-crossing time (primary peaks) related to pipe thickness near the sensing coil is largely affected by the defects near the transmitter (which means the secondary peak are superimposed in the primary peak, please refer to [11-13] for more discussions about secondary peaks). The secondary peak that appears in Figure 3 will lead to a wrong localization and quantification of a defect, and its removal is necessary.

In order to remove the secondary peak from zero-crossing time, two sensing coils are used in the transition zone, and the calibration of the independent distances from sensing coils to transmitter is shown in Figure 3b. According to Figure 3b, the influence of the distance between the sensing coils and the transmitter is eliminated by applying zero-mean normalization method, and the scales of zero-crossing times extracted from the sensing coils are unified.

This paper takes the signals from sensing coil 1 for instance. The results of removing the secondary peak are shown in Figure 4a, and the results of calibrating $N$ are shown in Figure 4 b . As shown in Figure 4a, the secondary peak is removed efficiently while the primary peak is maintained. Figure 4a validates the correctness of proposed method for removing the secondary peaks in PRFECT of pipes. It is apparent that there is a difference quantity between the two curves shown in Figure 4a. The difference quantity is the real constant ( $N$ ) discussed in Section 2.3. By employing the method provided in Equations (11)-(13), the difference quantity $(N)$ can be eliminated, as shown in Figure $4 b$.


Figure 4. Schematic layout of the processing results by proposed method: (a) the comparison between the zero-crossing time and its removal of the secondary peak; and (b) the calibration of $N$.

## 4. Conclusions

This paper investigates the features of applying Pulsed Remote Field Eddy Current Testing (PRFECT) in ferromagnetic pipes. In the investigation, the zero-crossing time is extracted using Least Squares Support Vector Regression (LSSVR) to analyze pipe thickness. As a result, the zero-crossing time exhibits the same feature as the signal in Remote Field Eddy Current Testing (RFECT) of pipes.

The feature indicates that the secondary peaks are found when the transmitter passes by defects. The secondary peak appearing in the PRFECT of ferromagnetic pipes will lead to wrong localization and quantification of a defect, and its removal is essential. Further, double sensing coils are set in the transition zone to remove the secondary peaks, and the essential calibrations are also discussed and worked out. The methods proposed in this paper are validated by simulating in ANSYS software. Because the studies provided in this paper are an extension of authors' research on RFECT of pipes, and the circuits and coils used to test the pipe are fixed in RFECT, it is a shortcoming that the practical validation of the discussed method is not provided. The parameters set in the simulation model of PRFECT are obtained by optimizing the parameters of practical RFECT tool. The future work will focus on the modification of the RFECT tool to implement the validation of proposed method, and it would be a huge work. This paper has already provided a good theoretical guidance of preprocessing the signals in practical PRFECT of ferromagnetic pipes.
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#### Abstract

This paper studies the defect detection problem of adhesive layer of thermal insulation materials. A novel detection method based on an improved particle swarm optimization (PSO) algorithm of Electrical Capacitance Tomography (ECT) is presented. Firstly, a least squares support vector machine is applied for data processing of measured capacitance values. Then, the improved PSO algorithm is proposed and applied for image reconstruction. Finally, some experiments are provided to verify the effectiveness of the proposed method in defect detection for adhesive layer of thermal insulation materials. The performance comparisons demonstrate that the proposed method has higher precision by comparing with traditional ECT algorithms.
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## 1. Introduction

Thermal insulation materials are widely used in aeronautics and astronautics for their characteristics, such as light weight and heat insulation, etc. [1]. At present, the thermal insulation materials are usually glued to the surface of spacecrafts by adhesive. In the complex space environment, the adhesive layer defects of thermal insulation materials, such as cracks and bubbles in the rubber may cause the thermal insulation materials broken off during flying, and hence, it is important to detect the adhesive layer defects of thermal insulation materials for spacecraft safety. Along with the development of new adhesive processes, traditional defect detection technologies no longer satisfy the high accuracy requirements [1-3]. Therefore, developing new techniques and methods to detect defects of adhesive layer for thermal insulation materials is an urgent work.

Recently, some interesting defect detection methods for thermal insulation materials and composite materials with perfect physical properties, e.g., material uniformity, electrical conductivity, etc. have been reported. For example, Park and Kyu [2], Sun and Zhou [3] presented a method based on laser ultrasonic technology for defect detection of carbon fiber resin matrix composites pore fastening holes and composite materials of high temperature resistant layers. Guo and Jing proposed a method based on infrared thermal wave NDT for debonding flaws in some helicopter blades [4], which was analyzed by the thermogram and the peak amplitude image of the second derivative thermogram. A method for coating thickness testing and internal defects detection based on infrared thermal wave was developed in [5], where the interior defects can be detected through measuring the thickness of samples with infrared thermal wave. A method to find counterfeit drugs quickly and reliably based on transmission spectroscopic terahertz (THz) measurement technique was developed in [6]. Palka and Krimi [7], Li and Ding [8] proposed a method based on terahertz time-domain spectroscopy
for thickness detection of composite materials, which can obtain the thicknesses of all of the layers of the composite materials based on a time-domain fitting procedure. A method based on laser ultrasonic detection of drilling-induced delamination was presented for the test of composite laminates in [9], where the laser ultrasonic C scan was used to test composite laminates, and the morphologies, dimensions, and positions of drilling-induced delamination can be obtained. Zhang and Gao proposed a method that applied wavelet transform and fuzzy pattern recognition to ultrasonic detection [10]. In this way, they can detect the bonding quality for thin composite plate.

The effectiveness of the aforementioned detection methods have been verified in some application fields. However, some limitations are obvious in the field of defect detection for adhesive layer of thermal insulation materials. Firstly, ultrasonic test is less satisfactory in performance for the insulation materials that have loose structures or uneven characteristics. Secondly, infrared thermal wave test cannot penetrate the adhesive layer defect for the materials which have strong heat-resistant. In other words, infrared thermal wave was unable to effectively obtain the information of adhesive layer of thermal insulation materials. Thirdly, terahertz test is greatly influenced by the characteristics of thermal insulation materials. In addition, terahertz test is poor in obtaining the information of the layer of medium distribution.

It is necessary to develop a new method for defect detection of adhesive layer of thermal insulation materials. Towards this end, a defect detection method based on electrical capacitance tomography is proposed in the paper. A detection system of planar electrode capacitance is adopted, and an Improved Particle Swarm Optimization (IPSO) algorithm is proposed for the defect detection of adhesive layer of thermal insulation materials. Then, an experiment of defect detection of the bonding layer of thermal insulating materials is provided to verify the effectiveness of the proposed defect detection algorithm. The obtained results demonstrate that the proposed defect detection method has higher performance than the traditional Electrical Capacitance Tomography (ECT) methods.

## 2. Defect Detection Principle of ECT

ECT is a new nondestructive testing technology developed in recent years based on the mechanism of capacitance sensitive, and it has been widely applied in the fields of industrial fluidized bed monitoring, multidirectional flow detection, and medical science [8,9]. The basic principle of ECT imaging technology is that the multiphase medium often has different dielectric constants, such that the medium distribution images can be obtained through capacitance sensors. In this paper, according to the dielectric properties of rubber insulation materials and the characteristics of material surface structure, planar capacitive electrode substrate is used. As shown in Figure 1, an ECT system contains three modules: capacitance sensor module, measurement and data acquisition module, and image reconstruction module. The working process of the ECT system is as follows: acquire the capacitance values via capacitance sensors firstly, and then transmit the values to the computer, and finally reconstruct the field distribution image in computer.

Planar electrode plates of 12 electrodes are used in the capacitance sensor unit. In order to guarantee the credibility and accuracy of measurement data, shielding processing is adopted between the electrodes, and the interface of detection electrode, as well as in the data acquisition unit. The different active electrodes are selected by a multiplexer. The capacitance measurement system of the Intertek Testing Services (ITS) company is used in the measurement and data acquisition unit for experimental data processing of capacitance plate collection. The sensitivity field of material distribution is generated by using the software of ANSYS.


Figure 1. Electrical Capacitance Tomography (ECT) system structure diagram.

## 3. Reconstruction Algorithm of Image

Reconstruction algorithm of image is to use the collected data from the measurement and data acquisition module of ECT system to build the image projection, and then one can obtain the field distribution diagram, which is used to defect detection and defect analysis for thermal insulation materials. Two key computational problems are required to be solved in ECT: the forward problem and the inverse problem. For the forward problem, inter-electrode capacitances are to be determined by the permittivity distribution. In this paper, a planar capacitive sensor array containing $n=12$ electrodes is used, and then one has $M=n(n-1) / 2=66$ independent capacitance measurements.

Without loss of generality, the effect of shielding layer to dielectric capacitor is neglected, and then based on the electrical principle, the capacitance can be computed as follows [10]

$$
\begin{equation*}
C_{i}=\iint_{D} \varepsilon(x, y) \cdot S_{i}(x, y, \varepsilon(x, y)) d x d y, i=1,2, \cdots, 66 \tag{1}
\end{equation*}
$$

where $D, \varepsilon(x, y)$ and $S_{i}(x, y, \varepsilon(x, y))$ are the electrode surface, the permittivity distribution of sensing field, and the sensitivity matrix of the sensor's imaging field, respectively. The capacitance differences, which are produced by different material properties on tiny pixel areas, can be distinguished by sensitivity matrix. If we segment the material small enough, then the function of sensitivity distribution is affected slightly by medium distribution [10], and thus Equation (1) can be simplified as follows

$$
\begin{equation*}
C_{i}=\iint_{D} \varepsilon(x, y) \cdot S_{i}(x, y) d x d y \tag{2}
\end{equation*}
$$

where $S_{i}(x, y)$ is the sensitivity function of material capacitance $C_{i}$. Then, one can linearize and discretize Equation (2), as follows

$$
\begin{equation*}
\mathbf{C}=\mathbf{S G} \tag{3}
\end{equation*}
$$

where $\mathbf{C}$ denotes the normalized capacitance vector, $\mathbf{G}$ is the normalized permittivity vector, and $\mathbf{S}$ represents the normalized sensitivity matrix. Thus, the forward problem is modeled by Equation (3).

For the inverse problem, one needs to acquire the permittivity distribution based on capacitance measurements. Usually, the result of this problem is shown by a visual image, and thus this process is also called image reconstruction.

If there exists the inverse of matrix S, we can solve Equation (3) directly by

$$
\begin{equation*}
\mathbf{S}^{-1} \mathbf{C}=\mathbf{G} \tag{4}
\end{equation*}
$$

Unfortunately, the matrix $\mathbf{S}$ cannot be obtained accurately, because there are three major difficulties for the inverse problem. The first one is the "soft field characteristics [11]", i.e., the measurement sensitive field of ECT sensor is affected greatly by medium distribution. The second one is that Equation (4) is an indeterminate equation, since the number of unknown variables N (i.e., the number of pixels) is usually much larger than the number of equations $M$ (i.e., the number of capacitance measurements), and thus the solution is not unique. The third one is that Equation (4) is an ill conditioned equation [12].

In the past few years, a number of image reconstruction algorithms have been developed to address the ill posed and ill conditioned problems. In general, they can be categorized into two groups: non-iterative (or single step) algorithms (e.g., Tikhonov Algorithm [9], Linear Back Projection (LBP) Algorithm [10], etc.), and iterative algorithms (e.g., SIRT Algorithm [12], Landweber Algorithm [13], etc.). Here, we introduce two typical algorithms.

### 3.1. LBP Algorithm

Linear Back Projection (LBP) is a non-iterative algorithm and it is the earliest algorithm for ECT imaging technology [10], where if $\mathbf{S}$ is considered to be a linear mapping from the permittivity vector space to the capacitance vector space, $\mathbf{S}^{\mathbf{T}}$ can be considered as a related mapping from the capacitance vector space to the permittivity vector space. Then the approximated solution can be given as follows.

$$
\begin{equation*}
\mathbf{G}=\mathbf{S}^{\mathbf{T}} \mathbf{C} \tag{5}
\end{equation*}
$$

LBP algorithm is still widely used for on-line image reconstruction because of its simplicity. However, it produces poor-quality image and can only provide qualitative information. LBP algorithm is commonly used in qualitative analysis. However, for complex media distribution error detection, its resolution accuracy for image reconstruction is relatively low.

### 3.2. Landweber Algorithm

The Landweber algorithm [13] is an iterative algorithm and is developed based on the foundation of steepest descent method. Up to now, the Landweber algorithm has been widely used in the field of ECT. The main principle is to correct the solutions of the equation in the minus gradient direction of data residuals. The data residual gradient is shown as follows

$$
\begin{equation*}
\nabla \cdot \frac{1}{2}\|\mathbf{S G}-\mathbf{C}\|^{2}=\mathbf{S}^{\mathbf{T}}(\mathbf{S G}-\mathbf{C}) \tag{6}
\end{equation*}
$$

and the iterative equation is

$$
\begin{equation*}
\mathbf{G}^{(\mathbf{k}+1)}=\mathbf{G}^{(\mathbf{k})}+\alpha \mathbf{S}^{\mathbf{T}}\left(\mathbf{C}-\mathbf{S G}^{(\mathbf{k})}\right) \tag{7}
\end{equation*}
$$

where $\alpha$ is the positive scalar, which plays an important role in the process of iteration. However, $\mathbf{G}\left(\mathbf{G}=\mathbf{S}^{\mathbf{T}} \mathbf{C}\right)$ is regarded as the initial guess in the process of iterative calculation, which will produce a large error between the initial guess and real value [12]. Traditional ECT image reconstruction (either the iteration or non-iteration) is flat of sensitivity field. However, in practical applications, phase distribution of different types may cause the differences of sensitivity field. If the differences are ignored, the accuracy of defect detection will be influenced seriously.

### 3.3. Defect Detect Algorithm Based on Improved PSO

### 3.3.1. Data Processing Based on LS-SVM

In ECT system, the measuring capacitance $C$ will have relatively subtle change for the small defects of adhesive layer of thermal insulation material; besides, the sensitivity matrix $\mathbf{S}$ is generally considered to be constant, which will result in certain errors in the rubber with different defects. Thus,
the experimental value of the capacitance $\mathrm{C}_{\mathrm{m}}$ has a certain deviation in the calculative value of the formula. The deviation is given as follows

$$
\begin{equation*}
\Delta \mathbf{C}=\mathbf{C}_{\mathrm{m}}-\mathbf{S} \cdot \mathbf{G} \tag{8}
\end{equation*}
$$

where $C_{m}$ is the normalized measurement value of the capacitance [13], and $G$ is the matrix of dielectric constant distribution.

By using multiphase medium with different permittivities, the image of medium distribution can be obtained through measuring the obtained permittivities by capacitance sensors.

The errors between capacitance measurements and theoretical simulation capacitance values can be obtained through training samples, which are trained by least squares support vector machine (LS-SVM).

The vector norm of Equation (8) is as follows

$$
\begin{equation*}
\mathbf{y}=\|\Delta \mathbf{C}\|=\left\|\mathbf{C}_{\mathbf{m}}-\mathbf{S} \cdot \mathbf{G}\right\|=\mathbf{f}(\mathbf{x}): \mathbf{R}^{\mathbf{n}} \rightarrow \mathbf{R}^{1} \tag{9}
\end{equation*}
$$

where $\mathbf{R}^{\mathbf{n}}$ is the $n$ dimensional real vector set and $\mathbf{R}^{1}$ is the real set.
In Equation (9), the measurement capacitance can be viewed as the input vector while the norm of the difference vector between the measurement capacitance vector and the computed capacitance vector is viewed as the output vector.

As training samples used by LS-SVM, the measurement capacitance vectors of defects are used as the input samples, and the norm of capacitance deviation vectors of the same defects are used as the output samples. According to the theory of SVM, the more the training samples are used, the stronger the generalization ability is [14]. In this paper, three kinds of common defects of composite material bonding structure (i.e., fracture defect, bubbles, lack of glue) are considered as a sample set, where each kind of defects have 32 samples with each sample has only one type defect at a particular position, and totally 96 training samples are used.

### 3.3.2. Image Reconstruction Algorithm Based on Improved PSO

Particle swarm optimization (PSO) algorithm was first proposed in 1995 by the American social psychologist James Kennedy and electrical engineer Russell Eberhart [15]. After that, some other similar algorithms were further proposed. In these algorithms, the evolution of PSO algorithm is also used by the concept of "community" and "evolution". It is also based on the fitness of individuals (particles) size in these algorithms. The difference is that the particle swarm algorithm to each operator as in $n$ dimensional search space does not have a weight and volume of small profit, and in the search space at a certain speed, it changes the speed by the individual's flight experience and group of flight dynamic adjustment [16]. Particle swarm optimization algorithm is a kind of self-adaptive random algorithm based on group hunting strategy, which is an algorithm of simple implementation and fast convergence with few parameters. At present, although the PSO algorithm has some limitations, it can be used after some appropriate improvements [15,17].

In this case, we set the search space in D dimensions with a total of $N$ particles. The $i$ th particle position is represented as $X_{i}=\left(x_{i 1}, x_{i 2}, \ldots, x_{i D}\right)$ and the $i$ th particle's position varying rate is represented as $V_{i}=\left(v_{i 1}, v_{i 2}, \ldots, v_{i D}\right)$. The position of each individual particle changes as follows

$$
\begin{gather*}
v_{i d}(t+1)=\omega \cdot v_{i d}(t)+c_{1} \cdot r_{1}\left[p_{i d}(t)-x_{i d}(t)\right]+c_{2} \cdot r_{2} \cdot\left[p_{g d}(t)-x_{i d}(t)\right]  \tag{10}\\
x_{i d}(t+1)=x_{i d}(t)+v_{i d}(t+1) \tag{11}
\end{gather*}
$$

where $c_{1}, c_{2}$ are positive constants which are called as the acceleration factors, $r_{1}, r_{2}$ are random numbers between $[0,1], \omega$ is called the inertial factor, $i$ is the $i$ th particle $(1 \leq i \leq N)$, and $d$ is the dimension of each particle $(1 \leq d \leq D)$. The initial position and speed of particle swarm are randomly generated, and are iterated according to Equations (10) and (11). The Improved Particle

Swarm Optimization (IPSO) algorithm is presented based on the Basic Particle Swarm Optimization (BPSO), where the main improvements are shown as follows

1. According to the analysis of ECT imaging principle, capacitance testing equipment, and image reconstruction algorithm, a modified fitness function is presented as $\mathbf{F}=\min \left(\left\|\mathbf{C}_{\mathbf{M}}-\mathbf{S G}_{\mathbf{k}}\right\|-\|\Delta \mathbf{C}\|\right)$, where $\|\Delta \mathrm{C}\|$ is the output trained by LS-SVM. Then, with the LS-SVM training results, one can optimize the fitness function, and compensate or eliminate the errors induced by the sensitivity matrix S and measuring device.
2. Based on the principle of PSO, the initial value is randomly generated, and Equation (11) is expressed as $\mathbf{G}_{(\mathbf{t}+1)}=\mathbf{G}_{(\mathbf{t})}+\mathbf{v}_{\mathbf{i d}}(\mathbf{t})$, where $v_{i d}(t)$ is obtained by Equation (10). A nonlinear and dynamic adjustment method is then presented to adjust the inertia weight $\omega$ in Equation (10) as follows

$$
\omega= \begin{cases}\omega_{\mathrm{int}}-\left(\omega_{\mathrm{int}}-\omega_{\text {end }}\right) \cdot \frac{F-F_{\min }}{F_{a v g}-F_{\min }} & F<F_{a v g}  \tag{12}\\ \omega_{\mathrm{int}} & F \geq F_{a v g}\end{cases}
$$

where $F$ is the fitness value of particle at present, $F_{\text {avg }}$ is the average fitness, and $F_{\min }$ is the minimum fitness, i.e., the fitness of the best particle. Firstly, the value of $\omega_{\text {int }}$ is kept unchanged, and the value of $\omega_{\text {end }}$ is the minimum value for cumulative value of $\omega$ in each iteration (a given initial value: $\omega_{\mathrm{int}}=1.2, \omega_{\text {end }}=0.8$ ) [17]. The inertial factor is changed with the adaptation degree of each generation.
3. Population will search the extreme value that is decided by $P_{\text {igbest }}$ and $P_{\text {gbest }}$ after several iterations. If no better position of population than $P_{\text {gbest }}$ is found in the iteration process, the algorithm will stagnate. Since the change of $P_{\text {gbest }}$ can reflect the change of $P_{\text {igbest }}$, the change of the best personal position of each particle can be used as the only judgment foundation for variation. In this paper, the minimal fitness value is used as the benchmark, and the fitness value at the $t$ th iteration is obtain as follows

$$
\begin{equation*}
F_{\mathrm{t}, a v g}=\frac{1}{N} \sum_{i=1}^{N} F_{t, p_{b e s t}, i} \tag{13}
\end{equation*}
$$

where $F_{t, p_{b e s t}, i}$ is the best personal position of several particles at the $t$ th iteration. When the condition $B:\left(F_{t+1}<F_{t, \text { avg }}\right)$ is satisfied at the $t+1$ th iteration, the optimal process is regarded as good (either too large or too small values of $K$ will influence the result of genetic algorithm [18] (in this paper, $K=3$ ). One can reduce the particle complexity and increase the speed of the algorithm by decreasing the particle number at this moment. When the adaptive condition does not satisfy condition $B$ (i.e., $F_{\mathrm{t}+1}=F_{\mathrm{t}, \text { avg }}$, lasts up to three generations), the diversity of the population will be lost, and then the particle variability can be kept by increasing the number of particles.
4. One can keep the diversiform direction of movement for each particle while decreasing the computation complexity of the proposed algorithm by improving the number of particles. Firstly, we give two boundary values pop_min and pop_max. If population size has reached pop_max and it still needs to increase the particles, the population size is reduced by a particle. If population size has reached pop_min and it still needs to decrease the particles, the population size remains. The continuous generation (Consecutive Generations, CG) strategy is used to reduce the particles [18], i.e., we delete particles randomly which are not at the best locations in the current particle swarm as well as not at the optimal positions for the particle swarm. Then, the uniform mutation (Uniform Mutation, UM) [19] strategy is used to increase the particles.
$v_{n p}, x_{n p}$ and pBest $t_{n p}$ are used as the new particle's speed, current location, and optimal position separately in history, respectively. The updates of variation are given as follows:

$$
\left\{\begin{array}{cc}
\text { pBest } t_{n p}^{d}=X_{\min }^{d}+\lambda \times\left(X_{\max }^{d}-X_{\min }^{d}\right) & d=U[1, D]  \tag{14}\\
\mathrm{pBest} t_{n p}^{d}=\mathrm{pBest}{ }_{g b}^{d} & \text { otherwise }
\end{array}\right.
$$

where $d$ is the dimension randomly selected to mutate, and $X_{\max }^{d}$ and $X_{\min }^{d}$ are upper and lower bounds of the search space, respectively.

The flat electrode substrate is chosen according to the characteristics of the ceramic porous thermal insulation material. Therefore, based on the previous analysis of basic principle of electrical capacitance tomography and the image reconstruction algorithms (such as LBP algorithm and Landweber algorithm), an Improved Particle Swarm Optimization (IPSO) algorithm is proposed.

The proposed IPSO algorithm considers the change of sensitivity matrix $\mathbf{S}$ caused by different defect fields. The change of S matrix is optimized by the training of LS-SVM, which is different from the traditional ECT imaging algorithm. On this basis, the results trained by the LS-SVM are added to the fitness function of IPSO algorithm. In order to find the optimal particle, a calculating strategy of nonlinear inertial parameter $\omega$ is adopted.

At the same time the evaluation index of the particle falls into local optimum and the method of the particle to overstep the local extremum are put forward. On this basis, the IPSO algorithm for ECT image reconstruction has been proposed, which fundamentally solves the issue of iteration caused by the initial information error. Moreover, the proposed algorithm can enhance the overall searching capability and local optimum jumping capability. Furthermore, based on the IPSO algorithm, we can reconstruct the ECT image for the defect detection of adhesive layer of thermal insulation materials.

## 4. Experiment Study

A nondestructive defect detection technology for adhesive layer of thermal insulation materials is presented based on the IPSO method for ECT image reconstruction in Section 3. Three types of glue line defects (Air bubbles, Irregular defect samples, Wide glue line), which always occur in aerospace applications, are studied in this section.

The experimental cases are as follows: $18 \times 18 \mathrm{~cm}^{2}$ materials of porous ceramic are used for the experiments. The glue line is $16 \times 16 \mathrm{~cm}^{2}$ epoxy resin, and the adhesive thickness is 3 mm . The full yard (full adhesive) and the empty yard (full air) are shown in Figures 2 and 3.


Figure 2. The sample without adhesion.


Figure 3. The complete sample with adhesion.

### 4.1. Experiment Results

### 4.1.1. Experiment for Imitation of Small Air Bubble Defects

We use a $16 \times 16 \mathrm{~cm}^{2}$ epoxy resin in this experiment. To simulate the traditional defects of cementing structure such as the bubbles and lacks of plastic induced by pressing, here we consider the Sample 1 with six pieces of $2 \times 2 \mathrm{~cm}^{2}$ square holes as the defect, as shown in Figure 4 .

Four algorithms of LBP, Landweber, BPSO and improved PSO algorithms are applied for defect detection of Sample 1, respectively. The simulation results are shown in Figure 5. One can find from Figure 5a,b that LBP algorithm can only roughly detect location, size, and contour information of the defect. From Figure 5c-f, the Landweber and BPSO algorithms can reflect defect, which certainly show a little better detection performance than the LBP algorithm. However, the defect marginals of reconstructed images by the three algorithms are not very clear, which makes defect edge segmentation from the reconstructed images difficult.

It is worth pointing out that, seen from Figure 5 g ,h, the proposed IPSO algorithm in the paper shows the significant advantages to the defect location, size, in addition, contour information of the defect can be more clearly reconstructed by the proposed IPSO algorithm. It is obvious that the defect location, size, and contour information of the defect can be more clearly reconstructed by the proposed IPSO algorithm than the other three algorithms.


Figure 4. Sample 1 of defect.


Figure 5. Images reconstructed by different algorithms for Sample 1.

### 4.1.2. Experiment for Rubber Fracture Defects

Another type defect, which has two bubbles in glue line with one large and another small, as shown in Figure 6, is considered in this subsection. We call the defect as Sample 2. In order to assess the quality of image easily, two defects are separately replaced by two small circles with the areas of $7 \mathrm{~cm}^{2}$ and $1 \mathrm{~cm}^{2}$, respectively. The rubber block is surrounded by foam rubber with 2 cm wide and 16 cm length foam (the permittivity of foam rubber is similar to the permittivity of air).

LBP, Landweber, BPSO, and the proposed IPSO algorithms are applied for the defect detection of Sample 2. The experimental results are shown in Figure 7. It can be seen from Figure 7 that
when compared with Figure 7a-f using LBP, Landweber and BPSO algorithms, the performance of reconstructed images Figure $7 \mathrm{~g}, \mathrm{~h}$, using the proposed IPSO are significantly improved and more detailed information of defects, such as the size, shape, edge, etc. are displayed clearly, which demonstrates the effectiveness and superiority of the proposed algorithm.


Figure 6. Sample 2 of defect.


Figure 7. Cont.


Figure 7. Images reconstructed by different algorithms for Sample 2.

In addition, it is worth pointing out that, from all of the subfigures in Figure 7, all the 4 algorithms cannot be able to detect the smaller defect, which makes the smaller one missed in the reconstructed images. Our analysis of the results may be that the reconstructed images of the smaller defect are submerged by the ones of the large defect. Besides, to the best of our knowledge, at present, small defect below $1 \mathrm{~cm}^{2}$ cannot be detected by using current detection algorithms including our proposed algorithm.

### 4.1.3. Experiment for Rubber Fracture Defects

To simulate the traditional defects of cemented structure, e.g., the fracture of adhesive layers, $u$ slot defect with the entire length being 15 cm and the width 5 mm , as shown in Figure 8, is considered. We call the defect as Sample 3.

Similarly, LBP, Landweber, BPSO and the proposed IPSO algorithms are applied to detect the defects of Sample 3. The experimental results are shown in Figure 9. It can be seen from Figure 9 that, when compared with Figure 9a-f using LBP, Landweber, and BPSO algorithms, the effect of reconstructed images Figure 9g,h using the proposed IPSO are significantly improved, and more detailed information of defects, such as the size, shape, edge, etc. are displayed more clearly, which also demonstrates the effectiveness and the superiority of the proposed IPSO algorithm.

It is worth noting that because the capacitance distribution from 12-electrode capacitance sensors is used, the quality of reconstructed images is not effective to some defects with sizes being below the cm -level. The accuracy of reconstructed images is influenced by the less original data of capacitance to a certain extent. However, in the real applications, the destructive effect of below the cm-level's defect of adhesive layer of thermal insulation materials is far less than that of the above cm-level's defect. Obviously, for the defect detection of defect area greater than $1 \mathrm{~cm}^{2}$, the IPSO algorithm can achieve significantly better performance than the classical algorithms.


Figure 8. Sample 3 of defect.


Figure 9. Cont.


Figure 9. Images reconstructed by different algorithms for Sample 2.

### 4.2. Evaluation of Algorithms by Experiment

In this subsection, we will further evaluate the performance of the four algorithms. Two evaluation criteria will be used in this paper: the image correlation $I_{\mathcal{C}}$, which is the similarity degree between the reconstruction image and the test object image, and the relative image error $I_{\mathrm{e}}$. They are shown as follows

$$
\begin{gather*}
I_{\mathrm{c}}=\frac{\sum_{i=1}^{m}\left[\left(e_{i}^{(k)}-\bar{E}^{(k)}\right)\left(e_{i}^{0}-\bar{E}^{0}\right)\right]}{\sum_{i=1}^{m} \sqrt{\left(e_{i}^{(k)}-\bar{E}^{(k)}\right)^{2} \sum_{i=1}^{m} \sqrt{\left(e_{i}^{0}-\bar{E}^{0}\right)^{2}}}}  \tag{15}\\
I_{\mathrm{e}}=\frac{\sqrt{\sum_{i=1}^{m}\left(e_{i}^{(k)}-e_{i}^{0}\right)^{2}}}{\sqrt{\left(\bar{E}^{0}\right)^{2}}} \tag{16}
\end{gather*}
$$

where $e_{i}^{(k)}$ is the $i$ th element in the final reconstructed image $E^{(k)}, \bar{E}^{(k)}$ is the average of pixels in the $E^{(k)}$ space, and $e_{i}^{0}$ is the $i$ th element in the original simulated image $E^{0}$. The clearer the reconstruction image is, if the lower $I_{e}$ is and the higher $I_{C}$ is [19].

The computing results under the four algorithms are shown in Tables 1 and 2. Table 1 shows the image correlation coefficients of the reconstructed images for Sample 1, Sample 2, and Sample 3 using LBP, Landweber, BPSO and IPSO, respectively. Table 2 shows the errors of the reconstructed images of Sample 1, Sample 2 and Sample 3 based on LBP, Landweber, BPSO and IPSO, respectively. Obviously, the simulation results in Tables 1 and 2 demonstrate that the proposed IPSO scheme has higher significant effect for defect image reconstruction than the other three algorithms.

Table 1. Image correlation $I_{\mathrm{C}}(\%)$ by different algorithms.

|  | Sample 1 | Sample 2 | Sample 3 |
| :---: | :---: | :---: | :---: |
| LBP | 0.5680 | 0.6087 | 0.4787 |
| Landweber | 0.4680 | 0.6829 | 0.6853 |
| BPSO | 0.7648 | 0.6946 | 0.6992 |
| IPSO | 0.8484 | 0.7737 | 0.7712 |

Table 2. Relative image error $I_{\mathrm{e}}$ by different algorithms.

|  | Sample 1 | Sample 2 | Sample 3 |
| :---: | :---: | :---: | :---: |
| LBP | 2.1927 | 1.2625 | 3.6358 |
| Landweber | 2.3209 | 0.8923 | 4.7879 |
| BPSO | 2.1230 | 0.9321 | 4.5827 |
| IPSO | 1.0999 | 0.8317 | 3.5059 |

## 5. Conclusions and Future Work

This paper develops a novel non-destructive method for defect detection of adhesive layer of thermal insulation materials based on the proposed IPSO algorithm. In the method, the least squares support vector machine is utilized at first for data processing of measured capacitance values, and then the improved PSO algorithm is proposed for the optimization of image reconstruction. Simulation and experiment results demonstrate that when compared with the traditional algorithms such as LBP algorithm and Landweber algorithm, the proposed IPSO algorithm can display the defect information including size, shape, and edge of the defects more clearly. Future work will be implemented to further identify the feature of defects.
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#### Abstract

Low strain pile integrity testing (LSPIT), due to its simplicity and low cost, is one of the most popular NDE methods used in pile foundation construction. While performing LSPIT in the field is generally quite simple and quick, determining the integrity of the test piles by analyzing and interpreting the test signals (reflectograms) is still a manual process performed by experienced experts only. For foundation construction sites where the number of piles to be tested is large, it may take days before the expert can complete interpreting all of the piles and delivering the integrity assessment report. Techniques that can automate test signal interpretation, thus shortening the LSPIT's turnaround time, are of great business value and are in great need. Motivated by this need, in this paper, we develop a computer-aided reflectogram interpretation (CARI) methodology that can interpret a large number of LSPIT signals quickly and consistently. The methodology, built on advanced signal processing and machine learning technologies, can be used to assist the experts in performing both qualitative and quantitative interpretation of LSPIT signals. Specifically, the methodology can ease experts' interpretation burden by screening all test piles quickly and identifying a small number of suspected piles for experts to perform manual, in-depth interpretation. We demonstrate the methodology's effectiveness using the LSPIT signals collected from a number of real-world pile construction sites. The proposed methodology can potentially enhance LSPIT and make it even more efficient and effective in quality control of deep foundation construction.


Keywords: deep foundation; defect detection; extreme learning machine; neural network; non-destructive evaluation; pile integrity testing; wavelet decomposition

## 1. Introduction

Assessing the structural integrity of deep foundation elements such as drilled or driven piles has always been a critical quality control task in the construction industry. Over the years, many nondestructive evaluation (NDE) methods have been developed for reliably assessing the integrity of piles, for example, low strain pile integrity testing (LSPIT), high strain pile integrity testing (HSPIT), cross-hole sonic logging (CSL), single hole sonic logging (SSL), and gamma-gamma density logging (GDL) [1]. Among these different integrity testing methods, LSPIT, also called the sonic echo test, is probably the most popular one widely used in various parts of the world. The popularity of LSPIT comes from the fact that it is effective in detecting major discontinuities or defects, such as cavities, cracks, necking, bulging, and soil inclusions, and relatively simple to perform in the field [2].

LSPIT works by following one-dimensional wave propagation theory [3]. A stress wave introduced by the blow of a hand-held hammer on the pile top propagates axially along the pile, and reflections are
generated whenever the stress wave encounters impedance changes (discontinuities). Theses reflections are measured with the acceleration transducer installed on pile top. These reflections are later analyzed based on one dimensional stress wave analysis.

An entire LSPIT involves two parts: (1) field testing-signal acquisition and (2) signal interpretation-qualitatively and quantitatively assessing pile integrity by interpreting the signals (velocity reflectograms) collected from the field test. While field testing is relatively simple and can be performed fairly quickly by qualified personnel, assessing the pile integrity by interpreting the test signals is still quite challenging and involving. That is because many factors affect the wave propagation and thus the reflection signals. In particular, interpreting the signals for detecting pile defects to determine defect types and locations requires experienced personnel with good knowledge of wave propagation theory, soil mechanics, and piling construction techniques, in addition to a good understanding of LSPIT itself. As a result, interpreting field-obtained signals is currently performed manually by experienced experts only. When the number of piles tested is large, the experts may be overwhelmed by the large amount of manual interpretation work, which leads to one of the two potential consequences: (1) the inability to complete the pile integrity assessment on time, resulting in delays of the foundation construction schedule, and (2) an increased possibility of errors (e.g., mis-detection of defect piles) due to lack of time for the expert to perform a thorough interpretation of test signals and in-depth analysis of soil conditions. Therefore, techniques that enable speedy and reliable interpretation of LSPIT signals, while minimizing experts' effort at the same time, are of great business value.

There have been a few studies on intelligent interpretation of LSPIT signals in recent years. For example, in [4], a neural network classifier was used for detecting and identifying defects of concrete piles. However, their method worked based on both the known ideal reflectograms and the field test PIT signals, where the ideal reflectograms were numerically obtained through finite element method (FEM) and scaled boundary FEM (SBFEM). The requirement of ideal reflectograms limits its broad applications. Other works, e.g., [5], also used neural network and worked on numerically simulated reflectograms.

In this paper we proposed a computer-aided reflectogram interpretation (CARI) methodology that interprets field-generated LSPIT signals/reflectograms directly without a numerical model of the piles. Our proposed CARI methodology is based on advanced signal processing and machine learning techniques to analyze and interpret PIT signals more effectively and efficiently. Specifically, wavelet analysis is used to extract important features from the raw LSPIT signals, and such extracted features are then used as input to extreme learning machines (ELM) [6], an advanced artificial intelligence technique, for pile defect detection. Since many factors affect the reflectograms, fully automatic interpretation without human intervention is practically infeasible. That is exactly why ASTM D5882 specifically requires "Engineers with specialized experience in this field are to make final integrity evaluation" [7]. Realizing this, we deliberately develop our CARI methodology such that it is not completely free of human experts' involvement in interpretation, but rather it is designed to greatly reducing human experts' effort in interpretation. Specifically, the proposed methodology eases experts' interpretation burden by quickly screening all tested piles and identifying a small number of suspected piles for experts to do manual interpretation. Note that, in a typical real-world pile foundation construction, the number of defect piles is normally small compared to the number of normal piles.

ELM, a new family of neural networks, has been actively studied in the past a few years [6]. The applications of ELM cover diverse domains, including image analysis [8,9], medical science [10], and text analysis [11]. Recently, ELM has also been applied to fault detection and diagnosis of mechanical systems [12,13]. Using ELM as a means for intelligent interpretation of PIT signals has never been done, to the best of our knowledge. Thus, our contribution in this paper is primarily to introduce ELM-based CARI methodology for intelligent and fast interpretation of LSPIT signals. We also demonstrate the effectiveness of the proposed methodology using a large number of LSPIT signals
collected from various real-world engineering construction sites. The proposed CARI methodology can potentially enhance LSPIT as a NDE tool and make it even more efficient and effective in quality control of deep foundation construction.

The remainder of our paper is organized as follows. In Section 2, we provide background information about LSPIT, including the principle of LSPIT and the prior work related to intelligent interpretation of LSPIT signals. Details of the proposed methodology are given in Section 3. Section 4 provides experimental results and discussion, while conclusions are given in Section 5.

## 2. Background

### 2.1. Principle of LSPIT

The low strain pile integrity test is an echo method for qualitative evaluation of the physical dimensions, continuity of a pile, and consistency of the pile material. The low strain integrity test has been used since the 1970s and has been standardized by ASTM D5882—Standard Test Method for Low Strain Impact Integrity Testing of Deep Foundations [7]. As specified in ASTM D5882, there are two testing methods for the low strain integrity test. One is the Pulse Echo Method (PEM), and another is the Transient Response Method (TRM). This study is concerned with the PEM where only pile head motion is measured and analyzed for pile integrity evaluation. As illustrated in Figure 1, to perform LSPIT with PEM, the pile head is taped with a hammer, which generates the stress wave (sound wave) that travels through the pile length and reflects back to the pile head. The acceleration transducer placed on top of pile head measures the response of the stress wave. The measured acceleration is integrated into a velocity signal, popularly called "velocity reflectogram" or simply "reflectogram," which offers a great amount of information for both the qualitative and quantitative assessment of pile integrity.


Figure 1. Schematic view of low strain pile integrity testing.

The well-known wave equation in a one-dimensional elastic rod (ignoring the soil resistance) is given as (assuming pile material is homogeneous).

$$
\begin{equation*}
\frac{\partial^{2} u(x, t)}{\partial t^{2}}-C^{2} \frac{\partial^{2} u(x, t)}{\partial x^{2}} \tag{1}
\end{equation*}
$$

$C=\sqrt{\frac{E}{\rho}}$ is the wave propagation velocity, where $E$ and $\rho$ are the dynamic Young's modulus and the mass density of the pile material, respectively, and $u(x, t)$ is the axial displacement of a mass point at section $x$ and time $t$.

The impedance, defined as $Z=\frac{E A}{C}=A \sqrt{E \rho}$, where $A$ is the cross-sectional area of the pile, is a metric for measuring pile resistance change with respect to velocity. Any change in $A, E, \rho$, or a combination of them will result in an impedance change or discontinuity. When a wave traveling in a rod meets such a discontinuity, one part of it will be reflected back while another part will go on beyond the discontinuity. Assume at the discontinuity section the impedance changes from $Z_{1}$ to $Z_{2}$. Then, the amplitude of reflected wave, $V_{R}$, is related to the amplitude of the incoming wave, $V_{I}$, as follows:

$$
\begin{equation*}
V_{R}=\frac{Z_{1}-Z_{2}}{Z_{1}+Z_{2}} V_{I}=\frac{\rho_{1} C_{1} A_{1}-\rho_{2} C_{2} A_{2}}{\rho_{1} C_{1} A_{1}+\rho_{2} C_{2} A_{2}} V_{I} \tag{2}
\end{equation*}
$$

### 2.2. Related Work

As one of the most popular NDE methods in the pile foundation construction industry, LSPIT has been widely used for qualitative evaluation of the physical dimensions, continuity of a pile, and consistency of the pile material since 1970s. Over the years, research efforts on improving the LSPIT method have been focused on two separate directions: (1) theoretical analysis and understanding of LSPIT mechanism and (2) intelligent and automatic interpretation of test results. While the first direction is important and has attracted much research interests (e.g., [14]), our paper is concerned with the second direction, i.e., automatic interpretation of LSPIT signals. Toward intelligent interpretation of LSPIT signals, a limited number of studies have been on using advanced signal processing and artificial intelligence (pattern recognition) techniques for LSPIT signal analysis.

In his PhD thesis [15], Watson applied three different types of neural networks to LSPIT for aiding test signal interpretation. However, the data he used for training the neural network models was generated from the FEM models, rather than from field test signals. Others have also applied neural networks to PIT signals. For example, Zhang \& Zhang [16] proposed using two ANN models for processing the PIT signals for diagnosing pile integrity. They used the first ANN model for identifying defect patterns and the second ANN model for assessing severity of the defects. The inputs to the ANN models include time-domain signals, the pile length, the cross-sectional area, and the wave velocity. Tam et al. [5] investigated using PNN (probabilistic neural networks) for diagnosing prestressed concrete pile defects.

More recently, Protopapadakis et al. [4] applied a genetically optimized neural classifier to identify neck and bulk defects of concrete piles. Instead of directly using test signals as inputs to the neural classifier, they used the difference between the test signals and the ideal waveform where the ideal waveform was generated numerically using FEM and scaled boundary finite element method (SBFEM). They also used the island generic algorithm (GA) to optimize the neural network structure.

In [17], Garcia et al. proposed using recurrence plots, a technique from Chaos theory for analyzing and interpreting pile test signals. They converted 1D reflectograms into 2D RP images and then found different characteristics of the 2D RP images associated with different conditions (normal and different defects).

Wavelet analysis is an advanced signal processing technique [18]. Being able to "look" at the signals through both a temporal and scale lens simultaneously, wavelet analysis can handle noisy and non-stationary signals much better than traditional Fourier transformation. Zhang et al. [19] proposed using wavelet analysis and neural networks for pile defect diagnosis.

Machine learning techniques have been widely used for condition-based maintenance (CBM), structural health monitoring (SHM), and non-destructive evaluation (NDE). References [20-23] provide an in-depth overview of applications of machine learning techniques. Extreme learning machines (ELM), an advanced artificial intelligence technique, has been successfully used in various applications in recent years [8-11,24-27]. Using ELM as a means for intelligent interpretation of PIT signals, however, has never been done before, to the best of our knowledge.

## 3. Proposed Methodology

Aiming for automatic and intelligent interpretation of a large number of field test signals, we proposed the CARI methodology. The proposed methodology, built on the advanced signal processing and artificial intelligence techniques, consists of three components: (1) signal preprocessing, (2) Wavelet-based feature extraction, and (3) ELM-based defect detection, as shown in Figure 2. Detailed descriptions of these three components are given as follows.


Figure 2. Overall structure of the proposed CARI methodology.

### 3.1. Signal Preprocessing

To strengthen the reflectogram signal, thus for better interpretation of test results, several signal enhancement strategies are often required. First, the signals measured at the pile head need to be amplified exponentially for compensating stress wave signal weakening due to the shaft friction influence during wave traveling through the pile. Then, high frequency reflections exist in reflectograms due to the shear wave influence at the pile top and steel reinforcement inside the pile. Thus, low-pass filtering is also needed most of time to remove those high frequency reflections. We use wavelet decomposition to perform the filtering during the feature extraction process (See Section 3.2).

As will be discussed in Section 3.2, our feature extraction is wavelet decomposition-based, and feature calculations will be performed over the portion of reflectograms between pile top and toe reflections. Thus identification of reflections from reflectograms is needed for our proposed methodology. Reflections in reflectograms appear as waveform peaks. Reflection identification thus becomes a peak detection problem. In the literature, there are many peak detection algorithms. In this study, we use a simple peak detection algorithm that is based on the sign of first-order difference of the signal [28]. A peak occurs when the signal changes directions, that is, a peak is defined as the sign of signal differences changes from a streak of positives and zeros to negative. The pseudo code of our peak detection is shown in Algorithm 1.

```
Algorithm 1. Pseudo-code of our peak detection algorithm.
Inputs: \(x=\left[x_{1}, x_{2}, \ldots, x_{n}\right] / /\) a \(n\)-point waveform
    \(\mathrm{T} \quad / / \mathrm{A}\) threshold value
Outputs: \(p K, p I d x / /\) peaks and corresponding indices
1. Calculate the 1 st-order difference of \(\mathrm{x}, d x[i]=x[i]-x[i-1], i \in 2,3, \ldots, n\)
2. Determine the sign of \(d x[i], i \in 2,3, \ldots, n\)
    \(s d x[i]=+1\) for \(d x[i]>0 ; s d x[i]=-1\) for \(d x[i]<0 ; s d x[i]=0\) for \(d x[i]=0\)
3. Search for the sign changes from +1 to -1
    \(p I d x=\varnothing ; p K=\varnothing\)
    for \(j=2\) to \(n\)
        if \((s d x[j]-s d x[j-1]=-2)\) then \(p I d x=p I d x \cup j ; p K=p K \cup x[j] ;\) end
    end
4. Remove those peaks with values being less than the threshold, T
```


### 3.2. Wavelet-Based Feature Extraction

Extracting a set of good features from the raw signals is almost always required in order to achieve better predictive models. In the domain of machine learning, feature extraction is regarded as the critical and labor-intensive task [29,30]. We have seen a wide range of feature extraction methods in literature, including the traditional statistical-based methods as well as the modern deep learning methods $[31,32]$. Given the fact that LSPIT signals (reflectograms) are highly non-stationary and noisy, in this paper, we propose using wavelet analysis to extract features from the reflectograms. Wavelet analysis is an advanced signal processing technique [18] and has been popularly used in various domains and applications [33-40].

Multi-resolution wavelet decomposition, a type of wavelet analysis, is to decomposes a signal into a bunch of orthonormal bases with different time and frequency resolutions [18]. As illustrated in Figure 3, for 3-level wavelet decomposition, the signal is represented by an approximation that contains the high-scale, low-frequency components of the signal and three details that represent the low-scale, high-frequency components of the signals.


Figure 3. An illustration of 3-level wavelet decomposition.

For the LSPIT reflectograms concerned in this paper, we adopt 4-level wavelet decomposition to achieve a reasonable balance between the time and frequency resolutions. Based on visual analysis of reflectograms, we choose the seventh order "symlet" (see Figure 4 above) as the mother wavelet, which gives the wavelet shape that best matches the reflections of the reflectograms. Figure 5 shows an example of the reflectograms and the approximation and details resulted from the 4-level wavelet decompositions. We perform feature extraction on the fourth approximation (A4) and the fourth and thirrd details (D4 \& D3) and ignore other higher frequency components. For each of the three selected bases, we extract seven features (defined below) from its wavelet coefficients, its reconstructed waveforms, and the spectrums of the reconstructed waveforms, respectively, which gives us a total of 21 features.

Let $x_{n}, n=1,2, \ldots, N$ be the time domain signals and $\left[p_{i}, f_{i}\right], i=1,2, \ldots, M$ be its corresponding spectrum, where $p_{i}$ and $f_{i}$ are the amplitude and the frequency at $i$ th frequency bin, respectively. The seven features are defined as follows:
(1) Energy: $E=\sum_{i=1}^{N} x_{i}^{2}$; (2) Total power: $T P=\sum_{i=1}^{M} p_{i}$; (3) Mean power: $M P=\frac{T P}{M}$; (4) first spectral moment (centroid): $M_{1}=\sum_{i=1}^{M} p_{i} f_{i} / T P$; (5) 2 nd spectral moment (standard deviation):

$$
\begin{equation*}
M_{2}=\sqrt{\sum_{i=1}^{M}\left(f_{i}-M_{1}\right)^{2} \cdot p_{i} / T P} \tag{3}
\end{equation*}
$$

(6) third spectral moment (skewness):

$$
\begin{equation*}
M_{3}=\sum_{i=1}^{M}\left(f_{i}-M_{1}\right)^{3} \cdot p_{i} / M_{2}^{3} \cdot T P \tag{4}
\end{equation*}
$$

and (7) fourth spectral moment (kurtosis):

$$
\begin{equation*}
M_{4}=\sum_{i=1}^{M}\left(f_{i}-M_{1}\right)^{4} \cdot p_{i} / M_{2}{ }^{4} \cdot T P \tag{5}
\end{equation*}
$$



Figure 4. The seventh "symlet" wavelet function.


Figure 5. An illustration of 4-level wavelet decomposition of a reflectogram: $\mathrm{s}=$ original signal; $\mathrm{d} 1 \sim \mathrm{~d} 4$ are the first through fourth details and a4 is the fourth approximation.

### 3.3. Defect Detection Using ELM

The CARI methodology proposed in this paper is for quickly assessing the pile integrity status based on the LSPIT signals collected from the field tests, that is, to determine whether or not the test pile has any defect, which is often called defect detection. Treating defect detection as a binary classification problem, we can then apply a classification method to solve it.

There are numerous classification methods available, including decision trees, various neural networks, different types of support vector machines, and ensemble learning based method, e.g., random forests and adBoost. In this study, we choose ELM as our defect detection (classification) model, simply because ELM has several unique properties that are well suited for our CARI methodology. The unique ELM properties are summarized as follows.

ELM, a new family of neural networks [6], involves a different way to determine the network parameters-the connection weights and biases between layers. More specifically, instead of learning all parameters as in conventional feed-forward neural networks, ELM's connection weights and biases between the input and hidden layers are randomly generated and are kept fixed. ELM learning is then simply to determine the connection weights between the hidden and the output layers through
solving a linear least squares problem [6]. Because of the special design of ELM, there is no need to go through an iterative optimization process for finding the optimal network parameters, as required in conventional neural networks. As the result, ELM is much faster than conventional neural networks with regard to learning. Also ELM seems to be more effective in handling problems with sparse data, i.e., small number of training samples. More importantly, ELM can achieve better performance than other machine learning methods (including SVM), based on several of recent studies (both empirical and analytical) [41,42].

For completeness in the paper, we briefly describe the essence of ELMs as follows. Please refer to $[6,41,42]$ for more thorough discussion of ELMs.

Consider a set of $M$ training samples, $\left(x_{i}, y_{i}\right), x_{i} \in \mathbb{R}^{d}, y_{i} \in \mathbb{R}^{k}$, where $d$ and $k$ are the dimensions of input and output spaces, respectively. The output of a single layer ELM network with $L$ hidden neurons for an input vector, $\boldsymbol{x}$, can be expressed as

$$
\begin{equation*}
f(x)=\sum_{i=1}^{L} \beta_{i} h_{i}(x)=\boldsymbol{h}(\boldsymbol{x}) \boldsymbol{\beta} \tag{6}
\end{equation*}
$$

In the above equation, $h_{i}(\boldsymbol{x})=G\left(w_{i}, b_{i}, \boldsymbol{x}\right)\left(w_{i}\right.$ and $b_{i}$ are the randomly generated weights and bias) is the $i^{\text {th }}$ hidden neuron output of the input $x ; G(w, b, x)$ is the activation function, which can be any nonlinear piecewise continuous function that satisfies the ELM universal approximation capability theorems [41]; $\beta$ is the weight matrix that contains the weights connecting the hidden and output layers. $\boldsymbol{h}(\boldsymbol{x})=\left[h_{1}(\boldsymbol{x}), \ldots, h_{L}(\boldsymbol{x})\right]$ is often called the L-dimension random feature space, or the ELM feature space.

ELM learning is simply to find the optimal $\beta$ through optimizing the objective function as defined [42]:

$$
\begin{align*}
& \text { Minimize : } \boldsymbol{L}_{p}=\frac{1}{2}\|\boldsymbol{\beta}\|^{2}+\frac{1}{2} C \sum_{i=1}^{N}\left\|\boldsymbol{\xi}_{i}\right\|^{2}  \tag{7}\\
& \text { Subject to : } \boldsymbol{h}\left(x_{i}\right) \boldsymbol{\beta}=\boldsymbol{y}_{i}^{T}-\boldsymbol{\xi}_{i}^{T}, i=1, \ldots, N
\end{align*}
$$

where $\boldsymbol{\xi}_{i}=\left[\xi_{i, 1}, \ldots, \xi_{i, k}\right]^{T}$ is the error vector of the training sample $\boldsymbol{x}_{i}$, and $C$ is a constant regularizing the ELM network complexity and its prediction performance.

The equivalent dual optimization objective function is

$$
\begin{equation*}
\boldsymbol{L}_{d}=\frac{1}{2}\|\boldsymbol{\beta}\|^{2}+\frac{1}{2} C \sum_{i=1}^{N}\left\|\boldsymbol{\xi}_{i}\right\|^{2}-\sum_{i=1}^{N} \sum_{j=1}^{k} \alpha_{i, j}\left(\boldsymbol{h}\left(\boldsymbol{x}_{i}\right) \boldsymbol{\beta}_{j}-y_{i, j}+\xi_{i, j}\right) \tag{8}
\end{equation*}
$$

Solving the above optimization utilizing the Karush-Kuhn-Tucker (KKT) condition, we obtain the ELM's input-output relationship function $f(x)$ as follows [42]:

$$
\begin{gather*}
f(\boldsymbol{x})=\boldsymbol{h}(\boldsymbol{x}) \boldsymbol{\beta}=\boldsymbol{h}(x) \boldsymbol{H}^{T}\left(\frac{\boldsymbol{I}}{\boldsymbol{C}}+\boldsymbol{H} \boldsymbol{H}^{T}\right)^{-1} \boldsymbol{Y}, \text { when } N \text { is not too big }  \tag{9}\\
\text { and } f(\boldsymbol{x})=\boldsymbol{h}(\boldsymbol{x}) \boldsymbol{\beta}=\boldsymbol{h}(x)\left(\frac{\boldsymbol{I}}{\boldsymbol{C}}+\boldsymbol{H}^{T} \boldsymbol{H}\right)^{-1} \boldsymbol{H}^{T} \boldsymbol{Y} \text {, when } N \gg L \tag{10}
\end{gather*}
$$

where $H$ is the hidden layer output matrix.

$$
\boldsymbol{H}=\left[\begin{array}{c}
\boldsymbol{h}\left(\boldsymbol{x}_{1}\right)  \tag{11}\\
\vdots \\
\boldsymbol{h}\left(\boldsymbol{x}_{N}\right)
\end{array}\right]=\left[\begin{array}{ccc}
h_{1}\left(x_{1}\right) & \ldots & h_{L}\left(x_{1}\right) \\
\vdots & \vdots & \vdots \\
h_{1}\left(x_{N}\right) & \ldots & h_{L}\left(x_{N}\right)
\end{array}\right]
$$

To handle the situation where data has imbalanced class distribution, weighted ELM (WELM) has been proposed [43]. Let W be a $N \times N$ diagonal matrix and $W_{i i}=1 / \#\left(C_{i}\right)$, where $\#\left(C_{i}\right)$ is the number
of samples in the class that $i$ th sample belonging to. With the W defined, the ELM output function (Equation (8)) becomes $f(x)=\boldsymbol{h}(\boldsymbol{x}) \boldsymbol{\beta}=\boldsymbol{h}(x)\left(\frac{I}{C}+\boldsymbol{H}^{T} \boldsymbol{W} \boldsymbol{H}\right)^{-1} \boldsymbol{H}^{T} \boldsymbol{W} \boldsymbol{Y}$.

## 4. Experimental Results and Discussion

### 4.1. The Reflectogram Data

To demonstrate the capability of the proposed CARI methodology for identifying defect piles based on LSPIT signals, in this section we apply the proposed CARI to a large number of reflectograms collected from various real-world foundation construction sites. Table 1 summarizes the piles considered for our experiments. A total of 923 piles from 27 construction sites are considered. All the piles are friction piles and have four different types: Type I—pre-cast RC pipe pile, Type II—prestressed high strength concrete driven pipe pile, Type III—RC cast-in-place (bored) pile, and Type IV—RC cast-in-place (dogged) pile. Pile lengths vary from 5 m to 18.8 m (see Table 1). For all of the piles considered, the LSPIT tests were performed by experienced experts from our institute-Anhui and Huaihe River Institute of Hydraulic Research (AHRIHR). Manual interpretation of the test signals (reflectograms) were also performed by the experts. The detailed test reports for each of the construction sites and associated test signals have been well documented and archived in the institute's database.

Table 1. Pile and construction site summary.

| No | Site Name | \# of Piles | \# of Defect Piles | Pile Length (m) | Pile Type |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | Jing-Ao Bldg.\#7 | 21 | 0 | 11 | I |
| 2 | Jing-Ao Bldg.\#9 | 19 | 0 | 14 | I |
| 3 | Jing-Ao Bldg.\#10 | 20 | 0 | 12 | II |
| 4 | Jing-Ao Bldg.\#26 | 15 | 0 | 11 | II |
| 5 | Jing-Ao Bldg.\#28 | 20 | 0 | 12 | II |
| 6 | Jing-Ao Bldg.\#29 | 38 | 0 | 13 | II |
| 7 | Jing-Ao Bldg.\#30 | 19 | 0 | 13 | II |
| 8 | Jing-Ao Bldg.\#31 | 20 | 0 | 13 | II |
| 9 | Jing-Ao Bldg.\#32 | 37 | 0 | 14 | II |
| 10 | Jing-Ao Bldg.\#35 | 36 | 0 | 12 | II |
| 11 | Jing-Ao Bldg.\#36 | 36 | 0 | 12 | II |
| 12 | Jing-Ao Bldg.\#37 | 20 | 0 | 13 | II |
| 13 | Jing-Ao Bldg.\#38 | 35 | 0 | 12 | II |
| 14 | Ye-Ji 35kvRoad | 66 | 8 | 6.8-10.5 | III |
| 15 | Fong-Fang Railroad Bldg.\#4 | 46 | 3 | 11, 12, 14 | III |
| 16 | Fong-Fang Railroad Bldg.\#5 | 47 | 2 | 11, 12, 14 | III |
| 17 | Fong-Fang Railroad Bldg.\#7 | 50 | 6 | 11, 12, 14 | III |
| 18 | Fong-Fang Railroad Pump Station | 34 | 3 | 16, 18 | III |
| 19 | Shang-Shui-Guang | 37 | 6 | 10.5 | III |
| 20 | Yi-Shi-Jia Bldg.\#3 | 27 | 4 | 16, 17 | II |
| 21 | Yi-Shi-Jia Package Bldg. | 33 | 3 | 15,16 | II |
| 22 | Yi-Shi-Jia Bldg.\#2 | 56 | 3 | 17 | II |
| 23 | Ying-Chao-Yang | 6 | 6 | 9.8-18.8 | II |
| 24 | Yi-Shi-Jia Bldg.\#1 | 65 | 3 | 16, 17 | III |
| 25 | Lu-An FongHuanBldg.\# 5 | 87 | 7 | 5-9.47 | IV |
| 26 | Long-Hua 35 KV Engr. Site | 19 | 8 | 7.5-13.5 | IV |
| 27 | Bing-He Shuandung Power Station | 14 | 1 | 9-12 | IV |
|  | Total | 923 | 63 | N/A | N/A |

Field LSPIT testing was performed using the RSM-PRT Low Strain Pile Integrity Tester manufactured by Wuhan Sinorock Technology Co., Ltd., Hubei, China. Figure 6 shows the test equipment.


Figure 6. Our LSPIT equipment.

The sampling rate is 50 kHz and the total number of samples per pile is 1024. During field testing, for each pile three reflectograms were obtained by tapping three different spots of the pile top with different hammers with different weights. Only one reflectogram containing clear pile features was chosen for processing and storing in the database.

Since all defective piles have been verified by the experts and/or in the field, we can assume they are truly defective, thus our ground truth for defect detection model evaluation. We will evaluate our proposed CARI by comparing the classification results of CARI against the ground truths (normal and defective piles) described in the test report.

As shown in Table 1, in total we have 860 normal piles and 63 defective piles. Our goal here is to design a binary classifier to distinguish defective piles from normal piles. Since the number of defective piles is much smaller than the number of normal piles, we have so-called "imbalanced data distribution" issue, an important machine learning issue that requires special attention in classifier building. In this work we address the data imbalance issue by using the weighted ELM described in Section 3.

### 4.2. Detection Performance Evaluation and Methods

To assess the performance of anomaly detection models, we use the Receiver Operating Characteristic (ROC) curves and the related area-under-curve (AUC), the well-known performance metrics, as the classification performance measures for performance comparison. ROC curves represent the tradeoffs between true positive rate (TPR) and positive rate (FPR) [44,45]. ROC curves are good for visual comparison of classifier performance. To quantitatively assess classifier performance, the area under the curve (AUC) calculated from the ROC curve is often used. The AUC is not sensitive to the class sample distribution and represents the classification performance at various decision thresholds.

In terms of actual model evaluation method, we use five-fold cross-validation. In fact, k -fold cross-validation is a well-known model evaluation method that has been popularly used in many predictive modeling applications [46]. To ensure a robust comparison we run the five-fold cross-validation 10 times, each time with different randomly splitting of the five folds of the data.

### 4.3. Results and Discussion

For ELM classifier design, the number of hidden neurons is fixed to 500, as suggested in [6]. The activation function for the hidden neurons is the sigmoid function, $G(w, b, x)=1 /\left(1+\exp \left(-\left(w^{T} x+b\right)\right)\right.$. The model parameter, C , is empirically determined via cross-validation by trying 20 different values, i.e., $C=\left[2^{-9}, 2^{-8}, \ldots 2^{10}\right]$. For comparison purpose, we also implement a conventional feed-forward neural network (FFNN) as the classification model, using the same data, the same extracted features and the same evaluation method. For the FFNN design we also use the sigmoid function as the activation function, and the number of hidden neurons varies from 5 to 50 with an increment of 5 .

Figure 7 shows the ROCs of the 105 -fold cross-validation runs for both ELM and FFNN models, respectively, where $y$-axis (sensitivity) is the TPR and $x$-axis ( 1 -specificity) is the FPR. From Figure 7, one can visually see that the ELM model not only has better classification performance
(higher ROC curves), but also is more robust (smaller variation for different runs) than the FFNN does. To perform a quantitative comparison of the ROCs, area-under-curve (AUC) for each of the ROCs is calculated. Table 2 shows the means and the standard deviations of AUCs of the 10 random runs for the two models compared, which confirms our visual observation, that is, ELM outperforms FFNN in terms of classification accuracy (larger mean value) and robustness (smaller variance).


Figure 7. Receiver Operating Characteristic (ROC) curves for extreme learning machines (ELM) and feed-forward neural network (FFNN) models.

Table 2. Areas-under-curve (AUCs).

|  | AUCs |
| :---: | :---: |
| ELM | $0.9841 \pm 0.0022$ |
| FFNN | $0.9780 \pm 0.0112$ |

For reflectogram interpretation concerned in this paper, since our goal is to identify a small number of suspected piles from a large number of the tested piles in order to reduce the expert's effort on analysis and interpretation, we would like our CARI methodology to have the highest sensitivity (TPR) as possible to minimize misdetection, and our false positive rate, equivalent to how many piles the human expert needs to interpret, to be as small as possible. If we set our true positive rate to be $100 \%$, i.e., no misdetection at all, the average false positive rate obtained from the ROC curves is $5.55 \%$ as shown in the confusion matrix (Table 3).

Table 3. Confusion matrix averaged over the 10 random runs.

|  | Predicted |  |  |
| :--- | :--- | :--- | :--- |
|  |  | Normal | Defective |
| True | Normal | $94.45 \%$ | $5.55 \%$ |
|  | Defective | $0.00 \%$ | $100.00 \%$ |

To help better understand the value of the proposed CARI methodology, let use a hypothetic example. Assume a construction site has a total of 101 piles ( 1 defective and 100 normal piles). Without using the proposed CARI, the human expert has to examine LSPIT signals of all 101 piles in order to identify the one defective piles. Now with the proposed CARI, he or she only needs to interpret signals of seven piles: one defective pile and the $6(100 \times 5.55 \% \cong 6)$ false identified piles.

That is, the proposed CARI methodology reduces human experts' interpretation effort from 101 piles to seven piles, while ensuring the one defective pile is correctly identified.

The results shown above are the cross-validation outcomes without discerning different pile types, which represent an overall classification performance. These results also give a good indication on how well the proposed CARI generalizes across different construction sites. To assess how well our proposed methodology generalizes cross different pile types, we conduct the pile type-wise cross-validation. That is, for the dataset concerned in this paper, which has for pile types (see Table 1), we perform 4-time type-wise cross-validation. Specifically, each time we leave out all samples associated with one pile type and train the ELM detection model with all remaining samples; and then test the model on the samples of the leave-out type. Table 4 shows the type-wise cross-validation results.

Table 4. Model performance summary based on the pile type-wise cross validation.

| Pile Type | \# of Piles | \# of Defect Piles | TPR (\%) | FPR (\%) |
| :---: | :---: | :---: | :---: | :---: |
| I | 40 | 0 | - | 0.20 |
| II | 418 | 16 | 93.75 | 4.78 |
| III | 345 | 31 | 96.77 | 5.51 |
| IV | 120 | 16 | 87.50 | 5.83 |
| Total | 923 | 63 |  |  |

Comparing Tables 3 and 4, one can see that our model classification performance (true detection rate and false positive rate) degrades under the type-wise cross-validation, indicating that reflectogram characteristics among different pile types are significantly different. Essentially, the type-wise cross-validation assesses how well our detection model performs on new, unseen pile types that have different reflectogram characteristics. We argue that making our detection model generalize well to a new pile type with different characteristics is practically unnecessary in real-world applications. Given the fact that different pile types have different reflectogram characteristics, in order to apply our methodology to a new pile type, we just need to update our detection model whenever samples (i.e., reflectograms of LSPIT tests) of the new pile type are available. An alternative solution would be to simply build a specific detection model for each of the pile types. Hence, the less effectiveness of our methodology in generalizing to new pile types should not hinder the applicability of our methodology in real-world applications.

## 5. Conclusions

Low strain pile integrity test (LSPIT) is a mature method and has been popularly used worldwide for assessing pile integrity. Test results interpretation, an important task of LSPIT, is currently still a manual process performed by experienced experts. Such a manual process is labor-demanding and also becomes a great burden in situations when field testing and the pile integrity assessment results need to be completed on a tight schedule. Technologies that can enhance LSPIT by speeding up the interpretation process, thus being able to have a quick turnaround in completing the test, are of great business value and are in great need. Our study in this work is an effort toward addressing this need. Realizing that fully automated interpretation is practically infeasible since many factors affect the reflectograms, in this study, we propose the CARI methodology that does not completely free human experts' involvement in interpretation, but rather greatly reduces human experts' effort in interpretation. Since human experts only need to look at a few suspected piles identified by our CARI methodology, they can afford to perform more thorough analysis by considering soil condition and pile construction information, thus obtaining more reliable assessment results. As the result, we would expect the integrity assessment obtained would be more reliable and more accurate, enabling LSPIT to be more efficient and more effective.

Using a reasonable number of reflectograms collected from real-world piles in various foundation construction sites, we have demonstrated that the proposed CARI methodology is effective in detecting
defective piles while maintaining the false positive rate reasonably low. We also noted that different pile types have different reflectogram characteristics, and thus cautious measures are required when applying the methodology to a new, unseen pile type.

In future, we will continue to validate the proposed methodology using more real-world piles with more diverse types and soil conditions. We will also explore other different modeling techniques, for example, ensemble of ELM models, to further improve the classification performance. It is also our interest to expand the capabilities of the proposed methodology to cover defect identification, i.e., identifying defect types of piles.
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#### Abstract

Infrared thermography offers significant advantages in monitoring the temperature of objects over time, but crucial aspects need to be addressed. Movements between the infrared camera and the inspected material seriously affect the accuracy of the calculated temperature. These movements can be the consequence of solid objects that are moved, molten metal poured, material on a conveyor belt, or just vibrations. This work proposes a solution for monitoring the temperature of material in these scenarios. In this work both real movements and vibrations are treated equally, proposing a unified solution for both problems. The three key steps of the proposed procedure are image rectification, motion estimation and motion compensation. Image rectification calculates a front-parallel projection of the image that simplifies the estimation and compensation of the movement. Motion estimation describes the movement using a mathematical model, and estimates the coefficients using robust methods adapted to infrared images. Motion is finally compensated for in order to produce the correct temperature time history of the monitored material regardless of the movement. The result is a robust sensor for temperature of moving material that can also be used to measure the speed of the material. Different experiments are carried out to validate the proposed method in laboratory and real environments. Results show excellent performance.
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## 1. Introduction

Temperature is one of the most measured physical properties. It describes the average kinetic energy of the molecules and atoms that make up a substance. Temperature provides information about the internal energy of an object, thus measurement, monitoring and control are crucial in most industrial processes.

Many different types of temperature sensors have been developed [1]. However, the most common are based on four different technologies: mechanical, electrical, ultrasonic and infrared. Most mechanical sensors are based on the volume of a fluid that changes with temperature. Mercury and alcohol are commonly used, although mercury based sensors are not sold any more due the toxicity and potentially harmful effects from broken thermometers. Electrical sensors are mostly thermocouples or thermoresistors. Thermocouples contain a junction of two dissimilar metal wires where voltage varies with temperature. Thermoresistors are made of semiconductors where the resistance varies rapidly and predictably with temperature. Ultrasonic sensors generate an ultrasonic wave and measure temperature based on the variation in the speed of propagation. Infrared sensors are based on the infrared radiation emitted by objects, which is mainly a function of their temperature.

Temperature sensors based on infrared thermography have many advantages over other types of sensors [2]. Infrared sensors are non-contact, thus they do not intrude upon the measurement. Moreover, they can measure the temperature of extremely hot objects. These sensors are also very fast, producing temperature readings in microseconds. They can also be grouped in an array of sensors called a focal plane array, in which each sensor provides information about the radiation at a single point, combining to produce a 2D thermal image. These advantages make sensors based on infrared thermography extremely useful in many different applications, such as electrical inspection [3], mechanical inspection [4], non-destructive testing [5], building inspection [6], industrial processes monitoring [7], medicine [8], cultural heritage diagnostics [9] or even pest detection [10].

Monitoring temperature using 2D thermal images equipped with infrared cameras means measurements can be taken at different areas of the scene simultaneously [2]. Moreover, these devices are able to acquire images at very high frame rates. Consequently, the temperature time history in these areas can be recorded and analyzed. This approach is commonly used in many different applications. For example, in [11] the temperature time history of pig iron is monitored while it is being poured. Analyzing the temperature time history is especially important for non-destructive testing applications. In these applications, objects are thermally stimulated to induce contrast between regions of interest [5]. The temperature time history at each point describes the thermal propagation of the external stimulation. Subsurface anomalies produce thermal variations during heating or cooling which sound areas do not. Hence, the analysis of the temperature time history can be used to detect thermal contrast, i.e., defects.

Under controlled conditions where the position of the camera does not change relative to the monitored object, the analysis of the temperature time history at different positions consists of the selection of different pixels, or an area of pixels, in the image. The intensity value of these pixels, or the average intensity if an area is selected, is calculated from the sequence of images, providing the required temperature time history. However, in many different environments measurements are affected by vibrations [12], which can be described as periodic or random motion from an equilibrium position. Vibrations can affect the camera or the monitored object. In either case, the selected position in the image will not correspond to the same area of the monitored object in consecutive images, which invalidates the calculation of the temperature time history. A different scenario, but with similar consequences is when the monitored object or material is moving. Again, a static selection of points in the image cannot be used to calculate the temperature time history of the regions of interest.

The compensation for unwanted camera motion, generally called image stabilization has been widely studied with visible images [13-15]. However, in the case of infrared images research works is scarce, and generally focused on particular applications. In [16], the authors propose an image stabilization algorithm for infrared images based on the 2D Fourier Transform. In this case, the problem is focused on the analysis of the temperature distribution in biomedical applications, where motion appears because patients move due to breathing, pulse and other voluntary and involuntary reactions. In [17] a similar approach is applied to compensate for vibrations in online welding monitoring. In this case, a combination of point tracking and direct phase substitution is used. Both works assume that vibrations only provoke slight movements of the camera relative to the inspected object. Moreover, they do not consider the problem of temperature monitoring when the object is really moving, i.e., when the position of the region of interest in the image also changes because the object is moving, not just affected by vibrations.

Vibration control and compensation is an active research field with numerous developments [18,19]. Mechanical sensors include different components to compensate for vibrations. Generally, a sensor measures the vibrations using an accelerometer. Then, the resulting signal is transformed so that different actuators can generate movements that compensate for the detected vibrations. Digital sensors use the acquired images to extract features that can be used to detect the vibrations. Then, they transform subsequent images to compensate for the movements.

In this work, a general solution is proposed for the problem of temperature monitoring of moving material. The proposed procedure includes tracking. Therefore, not only the image stabilization problem is solved, but also the calculation of the temperature time history of moving material. Both vibrations and movement are treated equally. The solution to these problems is unified in a single method composed of three steps: image rectification, motion estimation and motion compensation. Image rectification calculates a transformed image with a front-parallel projection where measurements in real-world units ( mm ), rather than pixels, can be carried out. Assuming all points of interest lie on the same plane, then motion can be described accurately using a 2 D rigid body transformation. This approach greatly simplifies the mathematical model used to describe motion and also the compensation. Motion is estimated using a combination of feature detection applied to the rectified images and robust model estimation. The proposed method is evaluated in different applications in laboratory experiments and also in real industrial environments.

The main contribution of this paper is the proposal of a new sensor for temperature of moving objects. The sensor is based on infrared thermography, and keeps track of the movements between the infrared camera and the material to calculate the temperature time history accurately. Processing infrared images is a challenging task because standard algorithms do not provide good results. Therefore, specific procedures are proposed. The proposed solution can also be applied to measurement scenarios where the camera or the inspected object are affected by vibrations. This work includes camera calibration, therefore, it produces the correct temperature time history using a simple yet accurate linear mathematical model. Moreover, the real speed of the material can be calculated at any point in time. The intelligent sensor proposed in this work can provide accurate readings regardless of the movement. Excellent performance is obtained in terms of accuracy and robustness.

Including the compensation for the movement of the monitored material using rectified images present a novel approach to solve the considered problem. It provides not only a very accurate method to model motion but also a robust method to measure the speed of the material. This provides a major advantage when designing a sensor that needs to provide accurate information about a signal, temperature in this case, of a material that is moving at variable speed. Moreover, it can also be used to detect when the material is moved or stopped, which can be key to detecting abnormal measurement patterns correctly.

The remainder of this paper is organized as follows. Section 2 presents the proposed approach for temperature monitoring; Section 3 discusses the results obtained with real data; and finally, Section 4 reports conclusions.

## 2. Monitoring Procedure

The temperature monitoring procedure proposed in this work first acquires the images using an infrared camera. Images are rectified to calculate a front-parallel projection, removing perspective distortion. This step requires the estimation of the camera projection parameters. The proposed method is based on the extraction of the contour of the inspected object and an iterative approximation to the reference shape. Next, motion estimation and compensation is applied to the rectified images. This requires a preprocessing procedure to enhance the contrast in the images. Features are extracted from these enhanced images and used to estimate the movement model robustly. Finally, the temperature time history of the inspected object is calculated. The following sections describe the details of these steps. Figure 1 shows a summary of the steps.

### 2.1. Image Acquisition

The first required step in order to monitor the temperature is the acquisition of the infrared images. The images are acquired using an infrared camera. These devices measure infrared radiation in a particular wavelength, typically from 8 to $12 \mu \mathrm{~m}$, or from 2 to $5 \mu \mathrm{~m}$. The measured infrared radiation is converted into temperature based on the properties of the inspected material, including the emissivity, and the conditions in which the image was acquired, including reflected temperature,
ambient temperature, distance, or relative humidity. The accuracy of the calculated temperature values is greatly affected by errors in the estimation of these parameters.


Figure 1. Summary of the proposed approach.

The most common cameras used to acquire infrared images in industrial applications are long-wavelength infrared cameras based on uncooled microbolometers that operate in the range from 8 to $12 \mu \mathrm{~m}$. They do not require cooling. However, the acquisition rate is low compared with high-end mid-wavelength infrared cameras that operate in the range from 2 to $5 \mu \mathrm{~m}$. These cameras are usually based on cooled semiconductor detectors that provide much better temperature resolution and higher speed, but they are also more expensive and require more maintenance. Thus, both camera types have their advantages and disadvantages. In the case of fast moving objects, the proposed procedure would require high-end cameras to operate correctly and avoid blurred images. However, the proposed monitoring procedure can be applied using any type of camera.

Vibrations or camera motion cause not only a shifting of the monitored object in the image, they can also cause blurring of the image. Cooled cameras require short integration times (around 1 to 1.5 ms at room temperature). However, a microbolometer detector usually requires an integration time ten times higher. Therefore, depending on the speed of the movement between the camera and monitored object, motion blurring could appear in the acquired images. This work does not deal with this issue. It is assumed that moving objects are exposed sharply and edges can be detected accurately, either because objects move slowly or because a high-end camera based on cooled semiconductor detectors is used. In case motion blurring cannot be avoided, motion deblurring should be applied to the images before applying the proposed procedure. This issue is studied with detail in [20] for visual images. Reference [21] proposes a procedure for motion deblurring of infrared images from a microbolometer camera.

### 2.2. Image Rectification

In this work image rectification is used to calculate a front-parallel projection of the images that can be used to estimate the motion between images accurately. Image rectification requires an estimation
of the parameters that control camera projection. These parameters can be classified as extrinsic or intrinsic camera parameters.

Extrinsic parameters control the transformation of points in world coordinates to points in camera coordinates, and include three rotations and three translations. This transformation can be expressed as (1).

$$
T_{e x t}=\left(\begin{array}{llll}
r_{11} & r_{12} & r_{13} & t_{x}  \tag{1}\\
r_{21} & r_{22} & r_{23} & t_{y} \\
r_{31} & r_{32} & r_{33} & t_{z} \\
0 & 0 & 0 & 1
\end{array}\right)
$$

Intrinsic parameters determine the projection of points from camera coordinates to pixels in the image, and include the focal length $(f)$, the size of the pixels (width and height: $S_{x}$ and $S_{y}$ ), and the position of the central pixel ( $C_{x}$ and $C_{y}$ ). This projection can be described as the combination of a perspective projection from 3D to 2D, expressed as (2), and a 2D affine transformation, expressed as (3).

$$
\begin{align*}
T_{\text {proj }} & =\left(\begin{array}{cccc}
f & 0 & 0 & 0 \\
0 & f & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right)  \tag{2}\\
T_{a f f} & =\left(\begin{array}{ccc}
\frac{1}{S_{x}} & 0 & C_{x} \\
0 & \frac{1}{S_{y}} & C_{y} \\
0 & 0 & 1
\end{array}\right) \tag{3}
\end{align*}
$$

The transformation of a 3D point $P=\left(x^{w}, y^{w}, z^{w}\right)^{T}$ in world coordinates into a 2D point $p=(r, c)^{T}$ in pixel coordinates can be expressed as (4), where $r$ and $c$ stand for pixel row and column in the image.

$$
\begin{align*}
p & =T_{\text {aff }} T_{\text {proj }} T_{\text {ext }} P \\
\binom{r}{c} & =\left(\begin{array}{ccc}
\frac{1}{S_{x}} & 0 & C_{x} \\
0 & \frac{1}{S_{y}} & C_{y} \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{llll}
f & 0 & 0 & 0 \\
0 & f & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right)\left(\begin{array}{llll}
r_{11} & r_{12} & r_{13} & t_{x} \\
r_{21} & r_{22} & r_{23} & t_{y} \\
r_{31} & r_{32} & r_{33} & t_{z} \\
0 & 0 & 0 & 1
\end{array}\right)\left(\begin{array}{c}
x^{w} \\
y^{w} \\
z^{w} \\
1
\end{array}\right) \tag{4}
\end{align*}
$$

In order to estimate the optimal values for the projection camera parameters, observations of a known target are required. Feature extraction from the images provides the position of known reference points in the calibration target. The parameters of the camera projection model are then estimated by using direct or iterative methods based on this set of reference points. This approach for the estimation of the camera parameters requires calibration targets with features of known dimensions. In visible cameras, accurate calibration targets can be accurately printed using off-the-shelf printers. However, infrared cameras require calibration targets with distinguishable features in terms of infrared radiation.

A recent work on infrared camera calibration estimates the projection parameters in (4) without using specific calibration targets [22]. In this work the projection parameters are estimated with iterative approximations based on the position of the edges in the image, which represent a great advantage for infrared image because objects of interest in infrared images can be easily distinguished from the environment due to temperature differences. This procedure does not consider distortions, but provides accuracy acceptable for common infrared applications. This method is easy to apply, and it does not require specific calibration targets because it is based on information that can be extracted from objects in the image. Moreover, it can be applied from only one image of a known object. Therefore, this is the method used to estimate camera projection parameters in this work.

The considered rectification procedure assumes that the area where the measurement is performed is flat. Therefore, the extracted points from the images lie on the same plane. This plane, the measurement
plane, appears in many different applications where infrared thermography is used, such as building inspection or non-destructive testing where the inspected specimens are usually flat. Considering this plane $Z=0$ then all world points have a $z^{w}$ equal to zero. Thus, (4) can be expressed as (5).

$$
\begin{align*}
& \left(\begin{array}{l}
c \\
r \\
1
\end{array}\right)=\left(\begin{array}{ccc}
\frac{f}{S_{x}} & 0 & C_{x} \\
0 & \frac{f}{S_{y}} & C_{y} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
r_{11} & r_{12} & t_{x} \\
r_{21} & r_{22} & t_{y} \\
r_{31} & r_{32} & t_{z}
\end{array}\right)\left(\begin{array}{c}
x^{w} \\
y^{w} \\
1
\end{array}\right) \\
& \left(\begin{array}{l}
c \\
r \\
1
\end{array}\right)=H\left(\begin{array}{c}
x^{w} \\
y^{w} \\
1
\end{array}\right) \tag{5}
\end{align*}
$$

The iterative method proposed to estimate the coefficients of $H$ requires a coarse estimation of the coefficients. The initial coarse estimation of the intrinsic parameters is provided by the manufacturer of the particular camera used (focal length, detector pitch and IR resolution). The initial estimation of the extrinsic parameters consists of the estimation of the displacement (vertical, horizontal and distance) and rotation (pan, tilt and roll) of the measurement plane relative to the camera.

The estimation of the projection parameters continues from the coarse estimation of $H$. A contour of the inspected object is extracted from the image and transformed into world coordinates using $H^{-1}$. The proposed method to extract the contour of the inspected object is the Canny edge detector [23]. Then, correspondences are estimated by computing the closest points from the model to the object after applying the transformation to world coordinates. Incorrect correspondences bias the procedure, thus they must be filtered using robust statistics. The final step is the estimation of a homography using the correspondences. The procedure is repeated until convergence is reached. In each iteration the distance from the extracted contour to the real shape of the object is reduced. The result is a homography that describes the projection parameters accurately. This transformation can be directly applied to the original infrared image in order to obtain the rectified image in world coordinates.

In order to illustrate this procedure, a solid object is manually moved while temperature monitoring is performed. The goal is to measure the temperature in a particular location regardless of the movement. This experiment simulates the temperature monitoring of material that is moved, for example hot metal stones on a conveyor belt, or affected by vibrations. Next section will extend the tests with images acquired in real environments. In this example, a test piece made up of metal is used. The dimensions of the test piece are $300 \mathrm{~mm} \times 199 \mathrm{~mm} \times 5 \mathrm{~mm}$. A visible image of the test piece can be seen in Figure 2. The test piece is placed on a hot plate (electric griddle), which is at $150^{\circ} \mathrm{C}$ approximately. The experiment is performed when the test piece is around $100^{\circ} \mathrm{C}$.


Figure 2. Visible spectrum image of the test piece.

An infrared image of the test piece placed on the hot plate can be seen in Figure 3a. This image is the first of a sequence of images acquired while the test piece is moved within the measurement
plane to simulate movements of the material or vibrations. A piece of electrical tape is stuck on the surface for later tests. The temperature of the electrical tape is nearly identical to the underlying test piece and it is used for temperature monitoring. The electrical tape can be clearly distinguished in the images because the emissivity of the tape is higher than the emissivity of the surface of the metal test piece. Therefore, at the same temperature it emits more infrared radiation.

In order to extract the contour of the test piece, an edge detector is applied to the image. The result can be seen in Figure 3b. The extracted contour in Figure 3c is used for the estimation of the projection parameters.


Figure 3. Test piece used to illustrate the rectification procedure. (a) Infrared image of the heated test piece; (b) Edges in the image; (c) Extracted contour of the objects in the image.

The infrared camera used in this experiment is a FLIR T450sc (FLIR Systems, Wilsonville, OR, USA). The manufacturer provides information that can be used to obtain a coarse estimation of the projection parameters: 18 mm focal length, $25 \mu \mathrm{~m}$ detector pitch and $320 \times 240$ image resolution. For the initial values of the extrinsic parameters the following values are roughly estimated: $3^{\circ}$ pan, $54^{\circ}$ tilt, 180 mm and 180 mm horizontal and vertical displacements, and 1200 mm distance. This camera can acquire raw infrared images, and lossless videos. Therefore, the images used in the tests are not corrupted by noise, for example due to JPEG compression. The technical specifications of this camera are given in Table 1.

Table 1. Technical specifications of the infrared camera FLIR T450sc used in the experiments.

| Camera | FLIR T450sc |
| :---: | :---: |
| Temperature range | -20 to $+120^{\circ} \mathrm{C}$ |
| Thermal sensitivity/NETD | 30 mK at $30^{\circ} \mathrm{C}$ |
| Detector | $320 \times 240$ Uncooled Focal Plane Array (UFPA) |
| Spectral range | $7.5-13 \mu \mathrm{~m}$ |
| Image frequency | 60 Hz |
| Spatial resolution | 1.36 mrad |
| Field of view (FOV) | $25^{\circ} \times 19^{\circ}$ |
| Detector pitch $(\mu \mathrm{m})$ | 25 |

The initial values of the projection parameters are used to transform the extracted contour to world coordinates. The result can be seen in Figure 4a. The shape of the inspected object (test piece is $300 \mathrm{~mm} \times 199 \mathrm{~mm}$ ) is included in the figure. As can be seen, the transformation of the extracted contour does not match the real shape of the object, as it is only an approximation.

The fine estimation of the projection parameters is carried out by minimizing the distance from the extracted contour in world units to the real shape of the object. The procedure runs iteratively until convergence. In each iteration the approximation improves, that is, the estimation of the projection parameters is more accurate. Figure $4 b$ shows the results after 5 iterations. Figure $4 c$ shows the results when convergence is reached, where an accurate estimation of the projection parameters is obtained.


Figure 4. Iterative estimation of the projection parameters. (a) Initial estimation; (b) Iteration 5; (c) Final iteration.

Not all the points in the extracted contour produce valid correspondences. As can be seen in Figure 4, the edges of the base plate are not part of the shape of the test piece. Therefore, these points are discarded [24].

The final valid correspondences are used to accurately estimate the projection parameters, that is, the homography that describes the projection of points from world coordinates to image coordinates, and vice versa. The estimated homography is used to rectify the infrared image. In this procedure the image is interpolated according to a rectangular grid in order to calculate a front-parallel projection of the image using the projection parameters described in the homography. This procedure is generally available in most image processing packages as a projective transformation of an image [25]. The result can be seen in Figure 5, where an image with pixel coordinates is transformed into an image with a front-parallel projection in real-world units. The coordinates of the image in Figure 5b are real-world units. Thus, useful geometric information can be easily extracted from the image.


Figure 5. Result of the image rectification procedure. (a) Original image; (b) Rectified image.

### 2.3. Motion Estimation

Motion estimation is required to compensate for the movement of the monitored material in the sequence of images. This movement must be described with a mathematical model. Therefore, motion estimation requires the estimation of the values of the mathematical model. Once the model
is estimated, it can be used to compensate for the movement of the object, by applying the inverse transformation to the objects that have moved in the image.

### 2.3.1. Mathematical Model

Modeling the movement between two images is complex, as an image provides a 2 D representation of a 3D scene. However, rectified images provide a major advantage in this aspect as pixels represent world coordinates in the measurement plane. This way, the mathematical model required to describe movement is greatly simplified, yet accurate and complete. In a rectified image, the movements of the objects is 2 D . Thus, it can be modeled using a 2 D rigid transformation. This transformation has three coefficients: the rotation angle $\theta$; and the horizontal and vertical translations: $t x$ and $t y$. This transformation can be expressed as (6).

$$
M=\left(\begin{array}{ccc}
\cos (\theta) & -\sin (\theta) & t x  \tag{6}\\
\sin (\theta) & \cos (\theta) & t y \\
0 & 0 & 1
\end{array}\right)
$$

Working with rectified images has many advantages. One of them is that the model of the movement is very simple.

### 2.3.2. Feature Detection

This step detects salient and distinctive features from the images. Features must be distributed over the image. Also, the same features must be efficiently detectable in consecutive images. The goal is to find matching features between consecutive images, that is, a feature that identifies the same point in the scene in the two images. Generally, these features are detected from distinctive locations in the images, such as region corners or line intersections.

Feature detection includes two parts: the detection of the points of interest, and the description of these points. Points of interest in the image are stable and repeatable positions in the image. In visible images, these points can correspond to corners. A vector of features is calculated then for each of these points. These features include derivatives, or moment invariants. One of the most used method for feature detection is SURF (Speeded Up Robust Features) [26]. This method is based on Hessian detectors and use the Haar wavelet to calculate the features of the detected points.

SURF does not provide good results using raw infrared images because in most cases the contrast in the region of interest is not enough to detect the features required to estimate movement. Moreover, when the image contains information about the moving material but also about non-moving objects, such as the background, features can also be detected in non-moving areas. This mixture of features cannot be used to estimate movement. Therefore, a preprocessing stage is proposed.

The first step of the preprocessing stage is to extract the region of interest from the image, that is, the part where the moving material is located. This step is application dependent, but can be carried out in most cases using thresholding techniques [27]. The moving material inspected using infrared thermography usually has a different temperature from the rest of the image. Thus, thresholding the image based on the temperature level is an effective solution that works for most applications. The example presented in Figure 3 is slightly different because in the image three parts can be distinguished based on temperature: the background, the hot plate and the test piece. In this case an effective approach is to apply thresholding twice: a first thresholding to distinguish the plate and the test piece from the background, and then a second thresholding applied only to the extracted region in the first thresholding to distinguish the plate from the test piece.

The second step of the preprocessing stage is the enhancement of the contrast in the image. This step enables SURF to extract meaningful features from the region of interest in the image. Applying SURF to the raw image can result in a low number of features focused on the corners of the material that do not provide the required information to estimate movement correctly. One of
the most common methods to enhance contrast in images is a method known as CLAHE (Contrast Limited Adaptive Histogram Equalization) [28]. This is the proposed method for contrast enhancement in this work.

Figure 6 shows the results of the feature detection procedure for the test piece used in the previous example. Figure $6 b$ shows the results of the first thresholding, where a region that includes the hot plate and the test piece is obtained. This first thresholding is applied to distinguish the hot plate and the test piece from the background. The result is a binary image, where the white part represents the foreground and the black part the background that is ignored in next steps. The results of the second thresholding are shown in Figure 6c. In this case, the obtained regions distinguish the test piece from the plate. The white area in this image represent the region of interest for the considered problem: the region in the image where the test piece is located. Using this region in the original image in Figure 6a produces the result shown in Figure 6d. This image is obtained by multiplying the images in Figure 6a,c (in some references this is described as the application of the and logical operator to the images). Figure 6 e shows the result of the next step in the preprocessing: contrast enhancement using CLAHE. The resulting image can now be used to detect the features required to estimate the movement. The location of the features for the example can be seen in Figure 6 f .


Figure 6. Result of the feature detection procedure. (a) Rectified image; (b) Region extracted after the first thresholding; (c) Region extracted after the second thresholding; (d) Extracted object of interest; (e) Contrast enhancement of the image for the object of interest; (f) Location of the detected features.

As can be seen in Figure 6 f , some features are located outside the boundary of the test piece. This is because features are calculated based on derivatives that use windows of pixels around the pixel in which the derivative is calculated. Cropping the image around the test piece would solve this problem, but some interesting features in the corners could be missed.

### 2.3.3. Feature Matching

Feature matching looks for correspondences between two set of features. Features from the two considered images are compared and linked by minimizing the sum of squared differences. The result is a set of possible correspondences, in most cases containing outliers.

Figure 7 shows an example of feature matching. In this example a second image of the same test piece acquired later is shown. When the second image is acquired the test piece is slightly moved to the left and upwards. The movement of the test piece is performed within the measurement plane, thus, the same projection parameters are used to rectify the second image. The feature detection procedure is applied to the two images, including preprocessing and enhancement. The results are shown in Figure 7a,b. The goal of the feature matching procedure is to find the corresponding features between the two images. The initial result of the feature matching procedure can be seen in Figure 7c. A line connects the matched features between the two images. They also indicate the estimated movement, from the crosses to the circles. The initial result includes many outliers that do not provide the correct information about the movement of the test piece. Ideally, all the matched features should identify the same movement. Part of these outliers can be removed using heuristics. For example, distances between feature vectors can be sorted. Then, only a percentage of the closest distances can be selected as valid in order to reject ambiguous matches. Multiple features in the first image matching the same feature in the second image can also be removed to reduce the number of outliers. Using these two heuristics, the result of the feature matching procedure reduces the number of outliers, as can be seen in Figure 7d. However, no heuristic can guarantee there will not be outliers in the result of the matching. In the example, there are still clearly visible outliers.


Figure 7. Result of the feature matching procedure. (a) Features from the first image; (b) Features from the second image; (c) Results of the feature matching; (d) Results of the feature matching using heuristics.

When using infrared images, features can also change with time due to temperature differences that can diminish due to heat diffusion. Therefore it is not possible to find matching features between images acquired at distant time periods. In this work feature matching is applied between images
acquired consecutively, where the features are expected to remain constant. However, temperature differences could generate some outliers that need to be considered for the model estimation.

### 2.3.4. Model Estimation

The movement model is described using a 2D rigid transformation. The coefficients of this model must be estimated using the result of the feature matching procedure: a set of point correspondences. These correspondences provide information about the movement of the material in the image. In this work, the method used to estimate a rigid transformation is a fast 2D method [29].

Considering a set of $n$ points $\mathcal{P}=\left\{p_{1}, p_{2}, \ldots, p_{n}\right\}$, and $\mathcal{Q}=\left\{q_{1}, q_{2}, \ldots, q_{n}\right\}$ in $\mathbb{R}^{2}$, where $p_{i}=\left(p_{i x}, p_{i y}\right)^{T}$ and $q_{i}=\left(q_{i x}, q_{i y}\right)^{T}$ represents the 2D coordinates of the $i$-th point in $\mathcal{P}$ and $\mathcal{Q}$, the rigid transformation that maps $\mathcal{P}$ into $\mathcal{Q}$ can be described as (7), where $R$ is the rotation and $t$ the translation.

$$
\begin{equation*}
\mathcal{Q}=\mathcal{P} R+t \tag{7}
\end{equation*}
$$

Solving (7) requires minimizing $E$, which is obtained using the least squares error criterion and can be defined as (8).

$$
\begin{equation*}
E=\sum_{i=1}^{n}|\mathcal{Q}-\mathcal{P} R-t|^{2} \tag{8}
\end{equation*}
$$

The value of $t$ that minimizes $E$ must satisfy (9).

$$
\begin{equation*}
0=\frac{\partial E}{\partial t}=-2 \sum_{i=1}^{n}|\mathcal{Q}-\mathcal{P} R-t| \tag{9}
\end{equation*}
$$

Therefore, $t$ can be calculated using (10), where $\bar{p}$ and $\bar{q}$ are the centroids of $\mathcal{P}$ and $\mathcal{Q}$

$$
\begin{equation*}
t=\bar{q}-R \bar{p} \tag{10}
\end{equation*}
$$

Substituting the centered points $\mathcal{P}^{z}=\left\{p_{1}^{z}=p_{1}-\bar{p}, p_{2}^{z}=p_{2}-\bar{p}, \ldots, p_{n}^{z}=p_{n}-\bar{p}\right\}$, and $\mathcal{Q}^{z}=\left\{q_{1}^{z}=q_{1}-\bar{q}, q_{2}^{z}=q_{2}-\bar{q}, \ldots, q_{n}^{z}=q_{n}-\bar{q}\right\}$ in (8) yields (11).

$$
\begin{equation*}
E=\sum_{i=1}^{n}\left|\mathcal{Q}^{z}-\mathcal{P}^{z} R\right|^{2} \tag{11}
\end{equation*}
$$

The angle of rotation $\theta$ defines the rotation matrix. The rotation of point $p_{i}^{z}$ using this angle is (12).

$$
\begin{equation*}
R p_{i}^{z}=\binom{\cos (\theta) p_{i x}^{z}-\sin (\theta) p_{i y}^{z}}{\sin (\theta) p_{i x}^{z}+\cos (\theta) p_{i y}^{z}} \tag{12}
\end{equation*}
$$

Substituting (12) in (11) gives an equation where $E$ only depends on $\theta$. Solving for $\theta$ results in (13).

$$
\begin{equation*}
\theta=\tan ^{-1}\left(\frac{\sum_{i=1}^{n}\left(p_{i x}^{z} q_{i y}^{z}-p_{i y}^{z} q_{i x}^{z}\right)}{\sum_{i=1}^{n}\left(p_{i x}^{z} q_{i x}^{z}+p_{i y}^{z} q_{i y}^{z}\right)}\right) \tag{13}
\end{equation*}
$$

In order to calculate the translation $t$, the value of $R$ must be substituted in (10).
The method used to estimate the rigid transformation between correspondences should only be applied when there are no outliers in the data. Correspondence outliers would lead to major errors in the resulting estimated transformation. Therefore, the method to estimate the rigid transformation cannot be applied to the matched features directly.

The proposed solution for the estimation of the rigid transformation using noisy correspondences is MLESAC [30]. This robust estimator is an enhanced version of the Random Sample Consensus
(RANSAC) algorithm [31], widely applied to estimate mathematical models robustly. The algorithm randomly samples the available correspondences and estimates rigid transformations using the previously described method. Not all point correspondences are used, just the strictly required number to estimate the rigid transformation. Among all the putative solutions, the solution that maximizes the likelihood is chosen.

Figure 8 shows the results of the motion estimation procedure for the considered example. As can be seen in Figure 8a, only some of the correspondences in Figure 7d are truly considered for the robust estimation of the movement model. The final result represented in Figure 8 b is an accurate estimation of the movement in the test piece between the two images. The result of the robust estimation of the movement is a 2 D rigid transformation that perfectly describes the movement of the material in the measurement plane.


Figure 8. Result of the motion estimation procedure. (a) Results of the feature matching after the robust model estimation; (b) Estimation of the movement (arrows are not to scale).

### 2.4. Motion Compensation

Motion compensation can be applied in two equivalent ways. The first possible approach is to move the pixels in the second image according to the inverse of the estimated movement. This approach requires image reinterpolation.

Figure 9 shows an illustration of the image reinterpolation approach. The first row of images shows the raw infrared images acquired while the test piece is moved. In the first image (Figure 9a), a circular measurement region is established on the electrical tape stuck on the test piece. As expected, while the test piece is moved the position of the measurement region misses the location of the center of the tape. The second row in the figure shows the images after motion compensation. In this case, the circular measurement region always stays at the same position relative to the electrical tape, regardless of the movement.

Monitoring the temperature in the circular measurement region of the previous example provides the results shown in Figure 10. When the raw images are used, the position of the circular measurement region fails to identify the position of the center of the tape, as can be seen in Figure 9. Therefore, the resulting signal does not provide the correct temperature of the tape over time. However, when the movement is compensated using the proposed approach, the position of the measurement region is always correct, resulting is an accurate signal representing the temperature time history of the inspected material.


Figure 9. Result of the motion compensation procedure. (a) Raw image at $t_{0}$; (b) Raw image at $t_{1}$; (c) Raw image at $t_{2}$; (d) Motion compensated image at $t_{0}$; (e) Motion compensated image at $t_{1}$; (f) Motion compensated image at $t_{2}$.


Figure 10. Comparing temperature monitoring using raw images and the proposed approach.

The second approach to image reinterpolation is to move the measurement regions according to the estimated movement of the monitored material. This approach does not require image reinterpolation, thus, it is faster and produces the same results.

The motion estimation procedure produces a 2D rigid transformation $H_{i}$ between every two consecutively acquired images, $I_{i-1}$ and $I_{i}$. The obtained transformations can be composed to obtain the transformation from the first image to the current image $i$ using (14).

$$
\begin{equation*}
H_{T, i}=\prod_{j=0}^{j=i} H_{j} \tag{14}
\end{equation*}
$$

Using (14) any single point in one image can be transformed back and forth between any other image. Therefore, it can be used to compensate for the movement of the material.

## 3. Results and Discussion

In order to test the proposed procedure, a first experiment is performed with the same test piece with a different orientation and movement. The test piece is placed on a hot plate. The goal
is to monitor the temperature of a piece of electrical tape stuck on the test piece while it is moved, simulating vibrations.

The results of the experiment can be seen in Figure 11. The first step is the image rectification using the estimated projection parameters. The results of this procedure are similar to those described for the test piece in the original orientation. Using the rectified images, motion is estimated and compensated. Images are reinterpolated in order to compensate for the movement. In this experiment, the movement of the test piece is increased, as can be seen in the figure. However, this does not affect the estimation and compensation of the movement, producing accurate results. Therefore, robust temperature monitoring can be performed regardless of the movement. As can be seen, the measurement region is always in the same position relative to the test piece.


Figure 11. Result of the motion compensation procedure for the test piece with different orientation and movement. (a) Raw image at $t_{0}$; (b) Raw image at $t_{1}$; (c) Raw image at $t_{2}$; (d) Motion compensated image at $t_{0} ;(\mathbf{e})$ Motion compensated image at $t_{1} ;$ (f) Motion compensated image at $t_{2}$.

The monitored temperature can be seen in Figure 12. The resulting temperature signal when using the proposed approach provides the correct information about the temperature in the region of interest. This result can be compared with the temperature signal obtained from the raw images. In this case, the temperature time history is incorrect because it is affected by the movement of the material.

In order to calculate the temperature of the test piece in the experiments, the infrared camera was configured using the emissivity of the electrical tape: 0.96 (Scotch ${ }^{\mathrm{TM}}$ Premium Vinyl Electrical Tape 88, 3M, Maplewood, MN, USA); the reflected temperature estimated using the reflector method [32]: $22.4^{\circ} \mathrm{C}$; and the distance, ambient temperature and relative humidity.


Figure 12. Comparing temperature monitoring using raw images and the proposed approach for the test piece with different orientation and movement.

Experiments have also been performed in a real environment: a sinter cooler. Sinter is a solidified porous material used in the steel industry. It is created by applying heat and pressure to a mixture of different raw materials including fine particles of iron, and other materials such as limestone and coke [33]. The material is later moved to a rotatory cooler where the temperature must be monitored before the final transportation using a conveyor belt to the next step of the industrial process in the blast furnace, where pig iron is produced.

The sinter cooler is a 3.2 m wide circular rotatory ring where air is blown from fans. The cooler moves slowly while the sinter material cools. Temperature monitoring in the cooler is critical to ensure that the cooling pattern is correct. Moreover, temperature monitoring is also used to prevent fires due to excessive temperature in the transportation by conveyor belt. Figure 13 shows an image of the rotatory cooler and the camera used for monitoring.


Figure 13. Infrared camera for sinter monitoring.
Figure 14 shows an infrared image of the cooler and the contour extraction procedure. Due to the optics of the camera and the distance from the camera to the object, only a partial view of the cooler is available. However, this visible part is enough to apply the proposed rectification procedure. The first step is to extract the contour of the cooler. This can be performed by applying an edge detector to the image. The sinter material is hotter than the rest of the image. Thus, it can be clearly distinguished. The extracted contour is the boundary of the visible part of the cooler in the image.


Figure 14. Result of the contour extraction for the sinter material. (a) Infrared image of the sinter in the cooler; (b) Edges in the image; (c) Extracted contour of the cooler in the image.

In this example a FLIR A315 infrared camera (FLIR Systems, Wilsonville, OR, USA) is used. The information provided by the manufacturer and an estimation of the pan, tilt and distance to the cooler is used for the coarse estimation of the projection parameters. The technical specifications of this camera are given in Table 2.

Table 2. Technical specifications of the infrared camera FLIR A315 used in the experiments.

| Camera | FLIR A315 |
| :---: | :---: |
| Temperature range | 0 to $+500^{\circ} \mathrm{C}$ |
| Thermal sensitivity/NETD | 50 mK at $30^{\circ} \mathrm{C}$ |
| Detector | $320 \times 240$ Uncooled Focal Plane Array (UFPA) |
| Spectral range | $7.5-14 \mu \mathrm{~m}$ |
| Image frequency | 60 Hz |
| Spatial resolution | 1.36 mrad |
| Field of view (FOV) | $25^{\circ} \times 18.8^{\circ}$ |
| Detector pitch $(\mu \mathrm{m})$ | 25 |

Figure 15a shows the transformation of the extracted contour to world coordinates. In this same figure, a model of the cooler ring is represented. The information about the shape of the cooler is obtained from the plans of the factory in which it is installed.


Figure 15. Iterative estimation of the projection parameters for the sinter material. (a) Initial estimation; (b) Iteration 10; (c) Final iteration.

As can be seen in Figure 15, the initial transformation of the extracted contour to world coordinates is just a rough approximation. The fine estimation of the projection parameters is applied next.

The iterative procedure minimizes the distance between the extracted contour and the model until convergence. Finally, a nearly perfect match between the extracted contour in world coordinates and the visible part of the cooler ring is obtained. The error obtained after the iterative procedure converges is 13.36 RMS, with a mean error of 19.89 mm . This error is very low compared with the size of the rotatory cooler, with a diameter of 13 m . The result of this iterative procedure is an accurate estimation of the projection parameters that can be used to rectify the infrared images. The estimation of the projection parameters is valid while the position of the camera is not changed.

The next step is the estimation and compensation of the movement of the material in the cooler. In this case the approach used to monitor temperature is to update the position of the measurement region according to the estimated movement. Therefore, in this case movement compensation is applied as an equal movement to the position of the measurement region.

Figure 16 shows the result of the estimation and compensation of the movement of the material in the cooler. The goal is to monitor the temperature of the hot spot in the images. As expected, in the raw images monitoring cannot be performed because as soon as the material moves, the position of the measurement region is incorrect, as seen in Figure 16b,c. However, applying the proposed procedure monitoring is possible since motion is estimated and compensated accurately. As seen in Figure 16d-f the position of the circular measurement region is updated correctly according to the motion of the material. Therefore, this makes the temperature monitoring of the selected region possible.


Figure 16. Result of the motion compensation procedure for the sinter material. (a) Raw image at $t_{0}$; (b) Raw image at $t_{1}$; (c) Raw image at $t_{2}$; (d) Rectified image at $t_{0}$; (e) Rectified image at $t_{1}$ with the position of the measurement region updated; (f) Rectified image at $t_{2}$ with the position of the measurement region updated.

Figure 17 shows the result of the temperature monitoring procedure when using the raw images and the proposed procedure. The temperature values shown in this figure represent real temperature readings using a calibrated infrared camera. The signal extracted from the raw images provides
information about changes in the temperature at a fixed position of the cooler. On the other hand, the signal extracted when using the proposed procedure contains an accurate representation of the temperature time history of the material at a selected region. This signal provides information about the cooling behavior and cooling per time unit, thus, it can be used to control the variables of the industrial process, including speed or air flow of the fans. Temperature monitoring at a fixed position is useless because the temperature of the material changes, and the temperature decay curve cannot be calculated. The proposed procedure solves this problem by compensating for the movement and measuring the temperature in the same area of material while it moves.

The proposed procedure not only provides the opportunity to monitor the temperature of the material as it moves, it also produces images that can be used to extract useful geometric information. For example, it is possible the measure the size of a region of interest in the image in real-world units. Also, measurement regions in the material can be established with specific sizes.

Using rectified images to estimate motion greatly simplifies the definition of the mathematical model of the movement and its estimation and compensation. However, there is another great advantage: the estimated movement is in real-world units. Therefore, it provides information that can be used to control the industrial process. Not only does the proposed procedure produce the correct temperature time history, but also the real speed of the material at any point in time.

The proposed procedure is not without limitations. It assumes that the acquisition speed of the infrared camera is much higher than the movement speed of the monitored object. This way image blurring does not affect negatively the motion estimation. Moreover, it assumes that the acquisition rate is also much higher than the speed at which the temperature of the monitored object changes.


Figure 17. Comparing temperature monitoring using raw images and the proposed approach for the sinter material.

## 4. Conclusions

This work proposes a solution for temperature monitoring when the inspected object is moved or it is affected by vibrations, very common in many scenarios. The first step is an image rectification procedure that calculates a transformed image in real-world units. This transformation produces a front-parallel projection of the image which greatly simplifies the estimation and compensation of the movements. Using this approach, motion is perfectly described using a simple 2D rigid transformation. The procedure to estimate motion proposes a robust method adapted to infrared images, but also based on well-known techniques successfully proven in visible images, such as feature detection using SURF and robust model estimation using MLESAC. The result is an accurate and robust method that provides the temperature time history of the inspected material without being affected by the movements of the material. The proposed approach assumes that the region of interest is flat, which is the case in many different types of applications.

The proposed method has been tested in laboratory and in real environments. Laboratory tests consist of a test piece that is manually moved, simulating vibrations. The proposed method robustly estimates and compensates for the simulated vibrations, providing movement free images that can be used to monitor temperature easily. The method has also been tested in a real environment: a sinter
cooler. In this scenario, the material moves inside a circular ring and temperature monitoring is critical to calculate the cooling pattern and to avoid fires. The result demonstrated that the proposed work can be used to calculate the required temperature time history of the material as it moves. Moreover, additional geometric information can be extracted from result, such as the real speed of the cooler. The results of these tests validate the performance of the proposed work as a robust and accurate method to monitor the temperature of moving material. Tests are performed using long-wavelength infrared cameras, but the proposed approach could also be used with high-end mid-wavelength infrared cameras to monitor the temperature of fast moving objects.
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#### Abstract

Bicycle frames made of carbon fibre are extremely popular for high-performance cycling due to the stiffness-to-weight ratio, which enables greater power transfer. However, products manufactured using carbon fibre are sensitive to impact damage. Therefore, intelligent nondestructive evaluation is a required step to prevent failures and ensure a secure usage of the bicycle. This work proposes an inspection method based on active thermography, a proven technique successfully applied to other materials. Different configurations for the inspection are tested, including power and heating time. Moreover, experiments are applied to a real bicycle frame with generated impact damage of different energies. Tests show excellent results, detecting the generated damage during the inspection. When the results are combined with advanced image post-processing methods, the SNR is greatly increased, and the size and localization of the defects are clearly visible in the images.
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## 1. Introduction

Nondestructive evaluation (NDE) is nowadays a fundamental technology to determine the quality and investigate the integrity of materials without damaging them. Nondestructive tests are used to detect defects, but also to prevent failures in order to ensure safe long-term operation [1]. Major innovations have been carried out in this field in recent decades, leading to important competitive advantages.

Many different techniques have been proposed for NDE. The most important can be classified as mechanical and optical, penetrating radiation, electromagnetic and electric, sonic and ultrasonic, thermal and infrared, chemical and analytical, image generation and signal and image analysis [2]. Infrared evaluation, in particular, has been proven to provide outstanding advantages compared to other techniques [3]. Infrared evaluation is fast, which enables high-speed scanning and major savings in time and cost. In addition, it is safe and suitable for prolonged and repeated use, with no harmful radiation effects such as in X -ray evaluation. Moreover, infrared evaluation is a non-invasive technique, where the inspected material is not affected or altered in any way [4].

NDE using infrared thermography is based on the acquisition and analysis of temperature and heat flow in the inspected material in order to detect subsurface anomalies. The most common approach for NDE is active infrared thermography. In this evaluation method, an external thermal
stimulus is applied to the inspected material using optical flash lamps, heat lamps or other devices [5]. The thermal waves penetrate the surface of the material, producing a thermal contrast in areas with subsurface anomalies during the transient phase, which makes subsurface defect detection possible. The most common stimulation methods are pulse thermography, step heating thermography, lock-in thermography and ultrasound thermography. These methods can provide different results based on the material and the type of defect. NDE using active infrared thermography has been applied successfully to different materials, including carbon fibre-reinforced composites [6], steel [7], aluminium [8], walls [9], concrete [10] or cotton fibres [11], just to name a few.

One material with vast potential in many different industries is carbon fibre-reinforced polymer (CFRP), which is a composite material reinforced by carbon fibres. This material has excellent mechanical properties, including the modulus of elasticity and strength. Moreover, the material is not only strong, but also very lightweight. Additionally, it has far superior fatigue properties and corrosion resistance than metals, when combined with the proper resins [12]. Therefore, it is used in the manufacturing of numerous products where all these properties are of particular interest, such as the aerospace industry. The use of this material in other industries is still limited due to the cost, although in recent years, it has become more affordable. New high-performance products are taking advantage of CFRP's superior features, such as sporting goods or automobiles. One of these new products is CFRP bicycle frames, which have become the standard material in the performance cycling world during the last decade, overtaking steel, aluminium and titanium.

CFRP is the most popular material for high-performance cycling due to the stiffness-to-weight ratio. CFRP bicycle frames are not only light; they are also extremely stiff, which enables greater power transfer. However, carbon fibre-derived products are also comparatively brittle, susceptible to damage caused by low energy impact loading, during manufacturing and also during service [13]. Low energy impact loading can create cracks and delamination due to the propagation of the mechanical energy inside the material, causing extensive subsurface damage invisible on the surface [14]. Numerous scenarios can provoke impact damage in a CFRP bicycle frame: a bicycle may fall and hit the floor; a small stone on the road can be projected by a nearby car; or simply due to tight clamps used for transportation. This type of damage in CFRP bicycle frames can lead to severe consequences: the frame can break, exposing the rider to a probable injury or even death [15]. On the surface, the bicycle frame may seem flawless, but the internal and hidden damage can provoke a very sudden and catastrophic failure. This is why the evaluation and inspection of CFRP bicycle frames are extremely important.

Different techniques have been applied to the nondestructive evaluation of CFRP bicycle frames [16], including pulse thermography, radiography, ultrasonic, acoustic and tap testing. However, although techniques to predict, detect and quantify impact damage in composite materials have been already studied [17-20], defect detection sensors for CFRP bicycle frames have not been analysed with rigour. This work proposes a novel inspection system for impact damage detection based on active infrared thermography. The proposed inspection method is fast, and it can be used to inspect a bicycle frame in seconds. It only requires an infrared camera and a source of heat for the thermal stimulus of the material. The resulting evaluation procedure is an effective method to detect damage in the bicycle frame. The proposed method is applied to real CFRP bicycle frames with generated impact damage of different energies to test the detectability and characterization of defects. Advanced image post-processing techniques are applied to the acquired data, and the results are evaluated using the signal-to-noise (SNR) metric. This work demonstrates the feasibility of the inspection procedure using an inexpensive sub-20k Euros camera and provides clear guidelines for an adequate configuration for a thermal stimulus and post-processing algorithm that greatly enhances the SNR.

Compared with other techniques, X-ray inspection could provide images where subsurface anomalies could be appreciated much more clearly than thermography. However, X-ray inspection is much more expensive, and there are serious radiation hazards for the technicians [21]. Ultrasound inspection could also be applied. Although, due to the complexity of the shape of a bicycle
frame, many spots would be difficult to reach with the ultrasound heads. Besides, most of the defects occur very close to the surface, where ultrasound inspection is less accurate. Tap testing can be used as a complementary method on CFRP bikes. A tap test consists of gently tapping the area under inspection with a small hammer, listening for significant changes in sound. Dullness can indicate delaminations, but it requires a highly skilled operator to be a cost-effective method. Infrared thermography definitely offers interesting compromises for any CFRP inspection: it is fast, contact-less and efficient for a thin material like CFRP. This work demonstrates the feasibility of the inspection based on infrared thermography, with a very easy-to-apply method and good results.

The remainder of this paper is organized as follows. Section 2 presents the experimental design to evaluate the detectability of impact damage in CFRP bicycle frames; Section 3 discusses the results obtained with real data and image post-processing techniques; and finally, Section 4 reports the conclusions.

## 2. Experimental Investigation

### 2.1. Description of the Specimen

The bicycle frame used in the experiments has been manufactured by Specialized ${ }^{\mathrm{TM}}$, one the most popular high-performance bicycle brands. Figure 1 shows an image of the inspected carbon fibre bicycle frame. The materials used in this bicycle are common for a carbon fibre bicycle frame. Thus, the results in this work can be easily extrapolated to most bicycles made of CFRP.


Figure 1. Inspected bicycle frame.

The bicycle frame is made of carbon fibre with reinforcements in some areas where different tubes are connected. The thickness of the tubes in the bicycle frame varies from 1.4 to 1.8 mm due to the bending of the carbon fibre composite during manufacturing. Experiments were performed in the down tube (highlighted in the image), which is the tube that connects the head tube and the bottom bracket. This tube can be clearly identified in the image because it contains the name of the brand. This tube is very close to the front wheel, where stones from the road can be projected, causing impact damage.

### 2.2. Infrared Camera

The infrared camera is a fundamental part of infrared evaluation. The camera is used to record the infrared radiation resulting from the thermal stimulus. The infrared camera used in the experiments is a Flir A655sc. The camera has a $24.6-\mathrm{mm}$ lens and a sensor with a resolution of $640 \times 480$. The temperature range is configurable within several available ranges. In the experiments, the range [ $-40,140^{\circ} \mathrm{C}$ ] was selected. The manufacturer reports measurement accuracy of $\pm 2 \mathrm{~K}$ and sensitivity
lower than 30 mK at $30^{\circ} \mathrm{C}$. The long-wave infrared camera operates at 7.5 to $14 \mu \mathrm{~m}$. The detector type used in the camera is an uncooled microbolometer. The complete technical specifications are given in Table 1.

Table 1. Technical specifications of the infrared camera FLIR A655sc used in the experiments.

| Camera | FLIR A655sc |
| :---: | :---: |
| Temperature range | -40 to $+140^{\circ} \mathrm{C}$ |
| Thermal sensitivity/Noise Equivalent Temperature Difference (NETD) | 30 mK at $30^{\circ} \mathrm{C}$ |
| Detector | $640 \times 480 \mathrm{UFPA}$ |
| Spectral range | $7.5-14 \mu \mathrm{~m}$ |
| Image frequency | 50 Hz |
| Spatial resolution | 0.68 mrad |
| Field of view (FOV) | $25^{\circ} \times 19^{\circ}$ |
| Detector pitch | $17 \mu \mathrm{~m}$ |

Uncooled cameras are not as sensitive as cameras based on cooled detectors that usually work in the mid-wavelength infrared band. However, the price of uncooled cameras is much lower, and the maintenance is greatly reduced. Therefore, the inspection of the bicycle frame using an uncooled camera presents a more practical approach, as NDE sensors based on this type of camera could be manufactured much more easily.

### 2.3. Estimation of Emissivity

The emissivity of the surface of the bicycle frame has been estimated using the reference emissivity material method [22]. Based on this method, the bicycle frame is heated with a piece of electrical tape with known emissivity stuck on the surface. The reference temperature on the electrical tape is used to measure the emissivity of the surface of the bicycle frame. Figure 2 shows an infrared image acquired during the experiment to measure emissivity using a thermal colour palette [23].


Figure 2. Infrared image of the experiment to measure emissivity using an electrical tape stuck on the surface.

The result of the emissivity measurement procedure indicates that the global emissivity of the surface of the bicycle frame perpendicular to the camera is 0.82 .

### 2.4. Impact Damage

Impact damage is generated using a steel ball. The ball is designed and manufactured to perform the tests specified in different standards (IEC 60335, IEC 60065, IEC 60745, IEC 61029, IEC 60950). The ball is suspended from a pivot using a rod with negligible mass, creating a pendulum. The ball is displaced sideways from its equilibrium position with the rod fully extended. When released, the potential energy of the ball is transformed into kinetic energy, which is transferred to the bicycle frame during the impact. Figure 3 shows an illustration of the procedure to generate damage. The collision is considered elastic.

The energy of the impact depends on the mass of the ball, the height from the initial position to the impact position and the acceleration due to gravity. The ball used in the experiments is made of steel with a diameter of 50 mm and a mass of 0.5 kg . The acceleration due to gravity is also a constant.

Thus, by suitably adjusting the height of the ball, different impact energies can be generated. As can be seen in the figure, when the ball is at 0.2 m , the energy is 1 J , and when the ball is at 1.84 m , the energy is 9 J . These are the ranges of impacts generated in the bicycle frame: from 1 to 9 J , increasing by 1 J .


Figure 3. Procedure used to generate impact damage.

Figure 4 shows the calibrated steel ball used in the experiments. The position of the bicycle frame was suitably adjusted so the ball hit the frame close to the centre of the tube.


Figure 4. Calibrated steel ball used in the experiments. (a) Steel ball and rod. (b) Ball hitting a similar bicycle frame to produce impact damage.

The amount of damage generated in the bicycle frame is based on possible scenarios in which small stones in the road can be projected by a nearby car, the bicycle may fall and hit the floor or it
simply has been generated during the manufacturing and assembly process. Accidents involving automobiles and bicycles can also be the source of impact damage. Damage can also result from abusive stress, overtightened devices and brackets over the carbon frame by users not respecting the manufacturer recommended torque or not using a torque wrench. In the case of mountain bikes, especially Enduro and Gravity (also known as downhill), there is a huge risk of impacts in the bottom bracket, downtube and chainstay. It is thus difficult to estimate what an average or typical defect on a carbon bike should be. Forces and areas of the damage can greatly vary, so can the resistance of the carbon frame for a given impact. CFRP thickness varies from 0.8 mm to 4 mm , with an average of 2 mm . Frame builders modify the thickness depending on the expected maximum load of each area. The idea proposed in this work is thus to cover a range of impacts from 1 to 9 joules, 1 joule being roughly the energy of impact of a standard full 33 cl aluminium can dropped from 30 cm height and 9 joules being the same can bottle dropped from about a $270-\mathrm{cm}$ height.

The impact damage was generated on both sides of the down tube. On Side A, impacts of 1 to 6 J were generated. On the other side, Side B, impacts of 7 to 9 J were generated. Figure 5 illustrates the defect map on both sides of the down tube.


Figure 5. Map of defects on both side of the down tube and impact energy in joules.

### 2.5. Infrared Inspection

In the infrared inspection, optical stimulation is applied to thermally stimulate the bicycle frame. Two halogen lamps are used. These lamps provide 1000 W at maximum capacity each. Two different configurations are used to compare the results: 1000 W at maximum capacity and 500 W at medium capacity. Therefore, in the first configuration, the bicycle frame is stimulated with a total of 2000 W and in the second with 1000 W .

The inspection method used in the experiments is usually referred to as optical step heating, or long or square pulse. Optical step heating uses a much longer pulse than optical pulse heating. The steps can last from a few seconds to a minute, and both the heating and the cooling responses are of interest. This type of inspection generates more heating than flashes, and it can be used to detect deeper defects. During heating or cooling, deviations from the temperature evolution of a sound area indicate subsurface anomalies or defects. Three configurations are used: 5-, 10- and 30-s pulses. After the lamps are turned off, the temperature decay is recorded for another 60 s, making a total of 65,70 and 90 s . All experiments are performed with the camera operating at 50 Hz .

Considering the heating power with the halogen lamps (1000 and 2000 W ), and the time they are turned on ( 5,10 and 30 s), a total of 6 different configurations is applied to the inspected of each side of the frame.

The experiments are performed in reflection, i.e., the halogen lamps and the infrared camera are on the same side. This is the most appropriate configuration when the defects are close to the surface. Figure 6 shows an illustration of the configuration used. As can be seen, halogen lamps are positioned at both sides of the camera, and the inspected tube of the bicycle frame is in the middle, receiving the stimulus from the two halogen lamps.


Figure 6. Infrared inspection in reflection mode.

Figure 7 shows two images documenting the experimental setup. The bicycle frame was slightly rotated backward to reduce the reflections, as they can degrade the acquired infrared radiation by the camera. The camera and the halogen lamps are slightly tilted downwards as well to reduce the reflections of the halogen lamps on the bicycle frame.


Figure 7. Inspection of the bicycle frame. (a) Complete view. (b) View from the camera position.

### 2.6. Post-Processing

The defect contrast caused by the thermal stimulus in infrared evaluation can be very subtle, almost inappreciable in some cases. Therefore, the signal levels associated with subsurface anomalies can be lost in the data noise. In those cases, the defects are undetectable from raw thermograms. Post-processing methods are algorithms that improve the visualization and the contrast of the defects. Moreover, these algorithms tend to remove harmful artefacts such as non-uniform illumination from the images, increasing the signal-to-noise ratio and greatly improving the defect detection rate. The post-processing methods used in this work are briefly described next.

### 2.6.1. Pulsed Phase Thermography

Pulsed phase thermography (PPT) is based on the calculation of FFT applied to the temperature-time history of every pixel in the acquired thermographic sequence. This operation approximates the temperature-time history by a sum of harmonic waves at different frequencies. The result of this operation describes the frequency response of the thermal stimulus. The operation is calculated using (1), where $i$ is the imaginary number, $n$ is the frequency increment and $R e_{n}$ and $I m_{n}$ are the real and imaginary parts of the DFT (discrete Fourier transform). The phase is of particular interest, as it contains relevant information about the structure of the material. It can be calculated using (2).

$$
\begin{gather*}
F_{n}=\sum_{k=1}^{N-1} T(k) e^{\frac{2 \pi i k n}{N}}=R e_{n}+\operatorname{Im}_{n}  \tag{1}\\
\varnothing_{n}=\operatorname{atan}\left(\frac{I m_{n}}{R e_{n}}\right) \tag{2}
\end{gather*}
$$

This method was originally proposed for pulse thermography [24], although it can also be applied to step heating inspections.

### 2.6.2. Principal Component Thermography

Principal component thermography (PCT) is based on principal component analysis, a statistical technique of information synthesis. The goal is to reduce the number of variables in a dataset, while losing the least amount of relevant information possible.

The calculation of PCT is based on singular value decomposition (SVD), which decomposes the thermal sequence into a series of statistic orthogonal functions known as empirical orthogonal functions (EOF) [25]. The first components provide a reduction of the data without removing useful information about the defects.

### 2.6.3. Polynomial Fit and Time Derivatives

In this method, the temperature-time history of every pixel in the thermal sequence is approximated by a polynomial. This method is usually called thermographic signal reconstruction (TSR) [26]. The evolution of the temperature is adjusted to an $n$ degree polynomial as shown in (3).

$$
\begin{equation*}
T(t)=a_{n} t^{n}+a_{n-1} t^{n-1}+\ldots+a_{1} t+a_{0} \tag{3}
\end{equation*}
$$

When this method is applied to pulse thermography, the signals are previously converted to the logarithmic domain. However, this conversion is not required when applying this method to step heating thermography [27].

The polynomial fitting provides the opportunity to filter noise and compress the thermal sequence, as only the coefficients of the polynomials are required to reconstruct the sequence. Moreover, it can also be used to calculate the time derivatives analytically. These derivatives have been proven to be one of the best methods to enhance the visualization of defects [28], especially the second derivative.

### 2.6.4. Partial Least Squares Thermography

Partial least squares thermography (PLST) is based on statistical correlation for the optimization of infrared inspection. The method decomposes the temperature-time history into a set of latent variables using partial least squares regression. In this method, non-relevant information is discarded, and only the most significant data are used in the regression. Non-uniform heating is removed while preserving the physical consistency [29].

## 3. Results and Discussion

### 3.1. Quantitative Evaluation

The analysis of the results in this work follows a quantitative approach. Therefore, it avoids subjective evaluation of the resulting images. In order to evaluate the results, the SNR metric is used to quantitatively assess the signal-to-noise ratio of the defects in the bicycle frames. The quantification of the defects is based on the definition of two regions in the images: the defect region and the reference or sound region [30]. The defect region encloses pixels in the images where the defect appears. This area is considered the signal. The sound region is an area in the image close to the defects, but outside the impact damage. This area is considered the noise. This approach to select the sound region close to the defect is usually referred to as the self-referencing method. This method is also recommended by the ASTM standards [31].

Prior information available about the defects is related to the approximate position in the bicycle frame. Thus, in this work, the defect and sound regions are calculated from the images obtained after the inspection. Some points in the images are selected as seed points. These points are placed in the centre of the defects. Using the intensity of these points as a reference, a similarity image is obtained using (4), where $I_{\text {Ref }}$ is the intensity of the pixel selected as the seed. The resulting similarity image is then segmented using the fast marching method [32]. The results of the segmentation are the defect regions.

$$
\begin{equation*}
J=\frac{1}{\sqrt{I-I_{R e f}}} \tag{4}
\end{equation*}
$$

The regions for the sound region are estimated around the defects using morphological dilatation applied to the binary image of the defects. Dilation is an operation used in mathematical morphology to expand the shapes of binary images. Two dilation operations are performed in the defect regions: a dilatation applied to the region of the defect to calculate a transitory region and a dilatation applied to this transitory region to calculate an extended region. The difference between these two regions is considered the reference or sound region. The diameter of the structuring element used in the morphological operation is the square root of the area of the region where the operation is applied, which follows the recommendation by ASTM [31].

Figure 8 shows the obtained regions using the proposed procedure. The region in red is the defect region, and the region in green is the sound region. In this case, an image obtained with good contrast of the defects is used as a reference.

(a)

(b)

Figure 8. Defect and sound regions for the quantitative evaluation of the results. (a) Side A (from left to right, impact damage of $3,4,5$ and 6 J ). (b) Side $B$ (from left to right, impact damage of 7,8 and 9 J ).

The SNR metric for the defects is calculated using (5), where $\mu_{S}$ is the arithmetic mean of all the pixels inside the defective area (signal), $\mu_{N}$ is the arithmetic mean of all the pixels inside the reference or sound area (noise) and $\sigma_{N}$ is the standard deviation of the pixels inside the reference area. This is not the only definition of SNR, but it is widely used in infrared inspection [28,33].

$$
\begin{equation*}
S N R=10 \log _{10} \frac{\left|\mu_{S}-\mu_{N}\right|^{2}}{\sigma_{N}^{2}} \tag{5}
\end{equation*}
$$

### 3.2. Analysed Periods

Before applying the post-processing methods, it is necessary to define the periods of interest from the infrared inspections. Two periods are considered in the optical step heating stimulation: heating and cooling. The periods are represented in Figure 9, which shows the temperature evolution of a pixel in the image after the thermal stimulus. In this case, a 30-s pulse configuration was used. The images in these two periods are extracted and analysed independently. The number of images extracted from the cooling period is always the same. However, in the heating period, the number of images depends on the time of the pulse.


Figure 9. Periods of time considered for the analysis.

### 3.3. Comparative Results

The results of the experiments can be seen in Figure 10. The figure uses a colour scale to indicate the level of SNR: bright colours indicate high SNR and dark colours low SNR.

The results of the experiments show a huge difference between both sides of the bicycle frame. As expected, on Side B, the SNR is much higher because the impact energy of the defects is also higher. Thus, there is a correlation between SNR and impact energy. The SNR is higher as the energy of impact damage is increased, which makes defect detection easier.

The results also indicate that the heating period provides better information about the defects than the cooling period. In all the considered configurations ( $5-10$ - and 30 -s pulses), the SNR results when processing the heating period are higher than the SNR results during cooling. Moreover, because the number of images during heating is significantly lower, the processing times are greatly reduced when processing the heating period. For example, in the 5-s pulse, only 250 images need to be processed. This is an important advantage, as the total time required to inspect the whole bicycle frame is reduced notably, providing the opportunity to design a fast nondestructive sensor.

There is a difference between applying a thermal stimulus of 1000 and 2000 W between 10 and $20 \%$. The SNR improves as more energy is applied to the bicycle frame. A 2000-W stimulus seems to provide the best output, resulting in a high SNR. However, a 1000-W stimulus seems to be enough to detect the defects caused by impact damage in the bicycle frame.

Comparing the results of the three heating configurations ( $5-10$ - and 30 -s pulses), it can be seen that the SNR results improve from a 5 - to a 10 -s pulse. However, in general, the results when the pulse is increased to 30 s are slightly worse. This indicates that the defects are very superficial, and the thermal contrast is generated at the beginning of the thermal stimulus. A 10-s pulse provides the best results, also with a reduced number of images to process.

|  | Heating |  |  |  |  |  | Cooling |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1000W |  |  | 2000W |  |  | 1000W |  |  | 2000W |  |  |
|  | 5 s | 10 s | 30 s | 5 s | 10 s | 30 s | 5 s | 10 s | 30 s | 5 s | 10 s | 30 s |
| Raw | -0.60 | 0.97 | -0.55 | 0.76 | 0.22 | 1.72 | -2.58 | -3.35 | -2.59 | -1.79 | -3.73 | -5.76 |
| Phase | 2.31 | -2.12 | 2.24 | 2.91 | 1.51 | -0.34 | -9.35 | -8.86 | -10.21 | -7.32 | -6.88 | -5.99 |
| PCT | 5.31 | 5.63 | 4.01 | 6.62 | 7.89 | 5.88 | -4.28 | -2.81 | -5.76 | -2.88 | -3.01 | -3.56 |
| Fit' | 3.99 | 4.29 | 1.93 | 4.93 | 5.58 | 3.79 | 0.31 | 4.78 | -0.70 | 1.94 | 0.63 | 0.53 |
| Fit" | 1.15 | 5.35 | -1.17 | 4.57 | 7.45 | 7.11 | -1.88 | 3.43 | -3.70 | -0.23 | -1.60 | -1.39 |
| PLST | 2.07 | -0.80 | 3.06 | 5.10 | 0.43 | -3.34 | 0.66 | 2.96 | 0.63 | 3.82 | 0.37 | -2.78 |

(a)

|  | Heating |  |  |  |  |  | Cooling |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1000W |  |  | 2000W |  |  | 1000W |  |  | 2000W |  |  |
|  | 5 s | 10 s | 30 s | 5 s | 10 s | 30 s | 5 s | 10 s | 30 s | 5 s | 10 s | 30 s |
| Raw | 8.58 | 7.31 | 7.82 | 9.63 | 10.06 | 9.65 | 4.28 | -0.12 | -3.10 | 4.03 | 0.18 | -2.66 |
| Phase | 7.35 | 9.48 | 1.91 | 10.30 | 12.62 | 8.23 | 0.62 | -0.18 | -2.31 | 4.15 | 2.45 | 1.26 |
| PCT | 11.25 | 12.02 | 9.33 | 12.65 | 13.59 | 11.28 | 4.10 | 2.38 | -0.70 | 7.92 | 7.29 | 5.60 |
| Fit' | 10.06 | 9.54 | 9.26 | 10.70 | 10.61 | 10.68 | 9.66 | 7.32 | 2.68 | 12.18 | 9.16 | 4.06 |
| Fit" | 6.52 | 9.53 | 11.56 | 11.57 | 13.54 | 15.53 | 9.20 | 7.36 | 5.20 | 11.89 | 9.41 | 7.17 |
| PLST | 10.27 | 9.35 | 0.29 | 13.69 | 12.34 | -1.53 | 7.21 | -0.09 | 1.36 | 8.62 | 3.18 | 0.81 |

(b)

Figure 10. Quantitative results of the inspection for the considered periods, power, stimulation time and post-processing methods. All values are expressed in dB. (a) Side A with impact damage from 1 to 6 J . (b) Side B with impact damage from 7 to 9 J . SNR calculated as the average of all the impacts from each side.

Figure 11 shows a comparison between the images obtained from the infrared inspection during heating, using a $10-\mathrm{s}$ pulse and 2000 W . The first column shows the image where the best SNR was obtained for the raw sequence and the sequences resulting from image post-processing. The second and third columns show a contrast enhancement of the first image. The second column shows an image where the histogram has been stretched removing the intensity values below $2 \%$ and $98 \%$. The third column shows the results of applying a contrast-limited adaptive histogram equalization [34]. In these images, most of the impacts can be clearly distinguished. The only impacts that cannot be identified are impacts with 1 and 2 J . All the others can be clearly appreciated in the images, especially defects with high impact energy. As can be seen, the pattern of defects is similar to a butterfly wings pattern, where the direction is affected by the alignment of the fibres in the composite used for manufacturing the bicycle frame. This pattern is commonly found in infrared inspections of impact damage [3,35,36].

Low energy impacts ( 1 and 2 J ) are not detected in the resulting infrared inspection. Those low energy impacts may have simply not created any damage, in which case it is normal to not detect them, or the limit of detection was reached using this specific setup. These type of impacts may be detected using infrared cameras with higher sensitivity. However, further exploration should be performed to analyse the detectability and consequences of this type of impact in the bicycle frames, or if they are causing any integral damage at all.

The results in Figure 10 and the images in Figure 11 also show a huge difference between the raw sequence and the results of the post-processing methods. The raw images have a very low SNR,
while the post-processing methods greatly increase the resulting SNR, providing images where the defects can be appreciated easily. Therefore, the selected post-processing methods are helpful in improving the visualization and localization of the defects caused by impact damage.


Figure 11. Images resulting from the infrared inspection during heating using a 10 -second pulse and 2000 W. (a) Side A with impact damage from 1 to 6 J. (b) Side B with impact damage from 7 to 9 J.

All the post-processing methods tend to increase the SNR of the results. On average, the PCT method provides the best results, slightly above the second derivative of the polynomial fit. On the other hand, PLST provided the worse results, with irregular output across the experiments.

PCT also has a major advantage when compared with the other methods: the best SNR was always obtained in the third EOF, i.e., the third image in the resulting sequence of the PCT. This is an important advantage for inspection, as the technician can analyse this image without having to look at the entire sequence of images, as is normally the case with the polynomial fitting and derivatives.

The calculated SNR in these results is an average of the SNR in all defects for each side. In order to evaluate the SNR of single defects, new regions for the defects and for the sound areas have been defined using the same procedure described above. Figure 12 shows the binary images of the defect and sound regions for the defects with impact damage of 3,6 and 9 J .


Figure 12. Defect and sound regions for defects with impact damage of 3, 6 and 9 J . (a) Defect region for 3 J impact. (b) Sound region for 3 J impact. (c) Defect region for 6 J impact. (d) Sound region for 3 J impact. (e) Defect region for 9 J impact. (f) Sound region for 9 J impact.

The SNR for these three defects is represented in Figure 13, which indicates that the SNR increases with the impact energy. This result is consistent with previous works on the topic, which indicated that the intensity in the images increases with the impact energy [14]. Figure 14 shows the images of these three defects. The images are on the same scale. Thus, this figure can be used to compare the size of the defects. The area of the defects is another feature that is correlated with the impact energy: defects caused by high impact energy are larger. The particular pattern of impact damage can be clearly observed in these images.


Figure 13. SNR for the there considered defects with impact energy of 3, 6 and 9J.


Figure 14. Images for the there considered defects. (a) Defect with 3 J impact energy. (b) Defect with 6 J impact energy. (c) Defect with 9 J impact energy.

## 4. Conclusions

Carbon-fibre composites are starting to be used in new and a wide variety of products. The resulting high-performance products are strong and also lightweight. However, these products are susceptible to damage caused by low energy impact loading not easily detected by visual inspection. Therefore, nondestructive evaluation is required in order to ensure safe long-term operation. High-performance carbon fibre bicycle frames are one of these products. In this case, impact damage can lead to dramatic consequences, exposing the rider to serious injury.

This work proposes a procedure to inspect carbon-fibre bicycle frames based on active infrared thermography. The proposed sensor is based on two halogen lamps and an infrared camera. The halogen lamps stimulate the bicycle frame thermally, and the infrared camera records the response. Different configurations have been tested for the inspection of the bicycle frames, including the power of the lamps and the time during which the lamps were turned on. These configurations were applied to a set a generated impact damage in a real carbon-fibre bicycle frame. The results were analysed quantitatively, including advanced image post-processing methods to improve the visualization of the localization of the defects.

The results indicate that lamps with a power of 1000 W turned on during only 5 s provide very good detection results. Most defects were clearly appreciable in the resulting infrared images. Moreover, when post-processing methods were applied, the SNR was greatly increased. The optimal configuration was a stimulation energy of 2000 W during 10 s . When combining the infrared sequence resulting from this configuration with principal component thermography, optimal results were obtained in terms of SNR. The resulting images clearly showed the size and intensity of the defects, which could be used to infer the impact energy of the damage.

The proposed inspection procedure in this work can be used to evaluate a carbon-fibre bicycle frame very quickly without damaging it. A similar approach is very likely to find potential applications in a number of different areas, where new products manufactured using carbon-fibre composites are starting to become more popular.
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#### Abstract

We review stationary and mobile systems that are used for the nondestructive evaluation of room temperature objects and are based on superconducting quantum interference devices (SQUIDs). The systems are optimized for samples whose dimensions are between 10 micrometers and several meters. Stray magnetic fields from small samples ( $10 \mu \mathrm{~m}-10 \mathrm{~cm}$ ) are studied using a SQUID microscope equipped with a magnetic flux antenna, which is fed through the walls of liquid nitrogen cryostat and a hole in the SQUID's pick-up loop and returned sidewards from the SQUID back to the sample. The SQUID microscope does not disturb the magnetization of the sample during image recording due to the decoupling of the magnetic flux antenna from the modulation and feedback coil. For larger samples, we use a hand-held mobile liquid nitrogen minicryostat with a first order planar gradiometric SQUID sensor. Low- $\mathrm{T}_{\mathrm{c}}$ DC SQUID systems that are designed for NDE measurements of bio-objects are able to operate with sufficient resolution in a magnetically unshielded environment. High- $\mathrm{T}_{\mathrm{c}}$ DC SQUID magnetometers that are operated in a magnetic shield demonstrate a magnetic field resolution of $\sim 4 \mathrm{fT} / \sqrt{ } \mathrm{Hz}$ at 77 K . This sensitivity is improved to $\sim 2 \mathrm{fT} / \sqrt{ } \mathrm{Hz}$ at 77 K by using a soft magnetic flux antenna.


Keywords: magnetic analysis; magnetic sensors; nondestructive testing; scanning probe microscopy; SQUIDs

## 1. Introduction

Nondestructive evaluation (NDE) describes the characterization of the structure and/or functionality of an object without compromising its usability. The recording of magnetic fields is a non-invasive contactless method that provides a direct view of magnetic features and/or electrical currents deep in the object. For an NDE technique that involves magnetic field measurement, it is challenging to construct a magnetic sensor that has high magnetic field sensitivity, high dynamic range and a broad frequency bandwidth that allows high sampling rates. Superconducting quantum interference devices (SQUIDs) provide unprecedented sensitivity down to the sub-fT/ $\sqrt{ } \mathrm{Hz}$ range, a broad frequency range of $>1 \mathrm{MHz}$ and a dynamic range of up to $\sim 120 \mathrm{~dB}$ [1]. SQUID-based NDE systems have been developed for the investigation of objects that have dimensions of nanometers (nanoSQUID microscopes [2]) to kilometers (nondestructive archeology or geomagnetic evaluation [3,4]). Related scanning methods vary from 3D piezo stages to airborne systems transported by planes or helicopters. Successful applications of SQUID-based NDE systems from the last thirty years for monitoring materials and structures have been described and assessed elsewhere [5].

The disadvantages of such systems include their operation at cryogenic temperatures and, hence, the expense of performing routine measurements. In spite of the relatively high price of cryogenic equipment and technical difficulties, SQUID-based systems are employed when the required efficiency cannot be reached using alternative NDE techniques [6]. SQUID-based NDE systems have been developed and employed for the detection of defects in steel plates [7], the study of stress-strain states in ferromagnetic materials [8], the detection of ruptures in steel ropes on bridge structures [9], and the detection of cracks in turbine blades of aircraft engine turbine blades [10]. Here, we briefly review stationary and mobile low- $\mathrm{T}_{\mathrm{c}}$ and high- $\mathrm{T}_{\mathrm{c}}$ SQUID systems that have been developed in Forschungszentrum Jülich (FZJ) and the Kotel'nikov Institute of Radio Engineering and Electronics (IRE) for the NDE of room temperature objects, in the context of those developed elsewhere.

## 2. Basic Principle of Operation and Important Features of SQUIDs

A direct current SQUID (DC SQUID) is essentially a loop of superconductor interrupted by two Josephson junctions (JJs) that have non-hysteretic current-voltage characteristics and, in an ideal case, identical critical currents $I_{c}$ and normal state resistances $R_{n}$ (see $[1,11,12]$ and references therein). The operation of SQUIDs is based on the dependence of the phase shift of the wave-function of Cooper pairs on the magnetic flux passing through the SQUID loop, similar to the phase shift of the wave-function of a charged particle in the Aharonov-Bohm effect. Both effects result from the fundamental dependence of the canonical momentum of a charged particle $\vec{p}=m \vec{v}+q \vec{A}$ on the magnetic vector potential $\vec{A}$ and represent a particular case of the presence of a geometric phase shift (Berry phase) in the wave function of a charged particle after its adiabatic evolution around a closed path in the parameter space of magnetic vector potentials [13]. A DC SQUID is sensitive to the magnetic flux $\Phi$ that passes through its loop, leading to spatial variations in the phase of the wave function of Cooper pairs in the superconducting electrodes. These spatial variations lead to phase shifts $\Delta \varphi_{1}$ and $\Delta \varphi_{2}$ at the Josephson junctions and, as a result, to a voltage signal. At an optimal bias current of $I_{B} \cong 2 I_{c}$, the DC voltage $V$ on a DC SQUID depends periodically on the magnetic flux $\Phi$ that passes through the SQUID loop according to the expression [14]

$$
\begin{equation*}
V \approx \frac{R_{n} I_{B}}{2} \sqrt{1-\left(\frac{2 I_{c}}{I_{B}} \cos \frac{\pi \Phi}{\Phi_{0}}\right)^{2}} \tag{1}
\end{equation*}
$$

where the modulation period is equal to the magnetic flux quantum $\Phi_{0} \approx 2.07 \times 10^{-15} \mathrm{~T} \cdot \mathrm{~m}^{2}$. The periodic dependence of the SQUID voltage on magnetic field can be linearized by implementing a dynamic range higher than 120 dB and a slew rate larger than $1 \mathrm{M} \Phi_{0} / \mathrm{s}$ using the DC SQUID control electronics, providing a digital negative feedback signal within each period and counting the periods when the magnetic flux exceeds $\Phi_{0}$ [15].

According to Equation (1), a SQUID is sensitive to the magnetic flux $\Phi$ that penetrates through its loop. For sensitive measurements of magnetic fields, the SQUID should be equipped with a superconducting flux transformer that collects the magnetic flux in a pickup loop from a relatively large area and concentrates it into the SQUID loop using a multiturn input coil. The magnetic field sensitivity $B_{N}$ of a DC SQUID magnetometer with an inductively coupled superconducting flux transformer can be estimated according to the equation

$$
\begin{equation*}
B_{N}=\frac{L_{p u}+L_{i}}{k A_{p u} \sqrt{L_{i} L_{S}}} S_{\Phi}^{1 / 2} \tag{2}
\end{equation*}
$$

where $S_{\phi}$ is the magnetic flux noise of the high- $\mathrm{T}_{\mathrm{c}}$ DC SQUID, $L_{p u}$ and $A_{p u}$ are the inductance and the area of the pickup loop, respectively, $k$ is the coupling coefficient between the input coil and the SQUID loop, $L_{i}$ is the inductance of the input coil and $L_{S}$ is the inductance of the SQUID loop.

## 3. Low- $T_{c}$ vs. High-T $\mathbf{T}_{\mathbf{c}}$ JJs and DC SQUIDs: Technologies and Properties

Currently, the most sensitive detector for subtle magnetic field measurements is a DC SQUID magnetometer based on low $-\mathrm{T}_{\mathrm{c}}$ superconducting polycrystalline Nb films and planar JJs. A magnetic field resolution below $1 \mathrm{fT} / \sqrt{ } \mathrm{Hz}$ at 4.2 K has been demonstrated [16]. Thin film JJs based on Nb films are widely implemented in superconducting electronics, including low- $\mathrm{T}_{\mathrm{C}}$ DC SQUID magnetometers. The noise and signal characteristics of such magnetometers depend directly on the quality of the JJs. High quality JJs with a small spread of parameters over the substrate and between batches are vitally important for the development of low-noise sensors that are suitable for NDE applications. Several methods for the fabrication of shunted JJs have been developed. These methods include the use of double-barrier junctions with an additional normal layer between two conventional JJs $[17,18]$ and $\mathrm{Nb} / \alpha \mathrm{Si} / \mathrm{Nb}$ structures with a doped Si layer [19]. However, the most widely used and best-developed method involves the use of $\mathrm{Nb} / \mathrm{Al}-\mathrm{AlO}_{\mathrm{x}} / \mathrm{Nb}$ tunnel junctions [20,21] with an additional external resistive shunt made from Mo (Figure 1). The Mo shunt resistor is highlighted in green in Figure 1.


Figure 1. Schematic representation of a Nb -based low- $\mathrm{T}_{\mathrm{c}}$ Josephson junction developed at IRE.

One of the factors that results in a reduction in the quality of Nb-based junctions is the presence of internal mechanical stress in the thin superconducting Nb films, which can lead to destruction of the tunnel barrier and junction degradation. The surface roughness of the bottom electrode caused by the internal stress increases Al diffusion at the $\mathrm{Nb}-\mathrm{Al}$ boundary and can lead to micro-shortcuts. These micro-shortcuts typically result in increased noise levels of the JJs and SQUIDs. In order to minimize tension in Nb films prepared using DC magnetron sputtering, the operating modes of the magnetron have been investigated. Experimental studies of the dependence of internal tension on magnetron power level and Ar pressure have shown that the optimal deposition of Nb films is realized at a power of $\sim 600 \mathrm{~W}$ for a target area of $\sim 122 \mathrm{~cm}^{2}$ and an Ar pressure of $\sim 10^{-2}$ mbar.

The typical capacitance of the $\mathrm{Nb} / \mathrm{AlO}_{\mathrm{x}} / \mathrm{Nb} \mathrm{JJs}$ that are used in SQUID sensors is $\sim 0.5 \mathrm{pF}$ at a critical current density of the JJs of $\sim 200 \mathrm{~A} / \mathrm{cm}^{2}$ and an area of $3.2 \mu \mathrm{~m} \times 3.2 \mu \mathrm{~m}$ [22]. Up to $\sim 100$ low- $\mathrm{T}_{\mathrm{C}}$ DC SQUID structures with integrated input coils can be produced simultaneously on a single large-area Si wafer. Pick-up loops of superconducting flux transformers made from thin Nb wires can be used to measure the magnetic field or field gradient and to transfer it, in the form of an induced superconducting current, into the multiturn thin film input coil, which concentrates the magnetic flux into the SQUID loop, which is integrated on the same substrate. The SQUID sensor is placed in a superconducting shield, in order to isolate it from the parasitic influence of external electromagnetic interference. Standard highly sensitive low- $T_{c}$ SQUIDs are available from commercial companies (see, for example, [23]). Special SQUID sensors that are intended for NDE experiments have been developed and produced in small quantities at IRE (see Figure 2). The primary advantage of using such self-made low- $T_{c}$ SQUID sensors is the possibility to adapt their design to a particular NDE system, in order to reduce the coupling of parasitic background signals to the SQUID. The current design of a SQUID loop includes 4 balanced slots that are coupled gradiometrically to two input coils, one modulation coil and one feedback coil. The sensors are encapsulated inside a Nb shield together with screw contacts that are machined from Nb and provide a superconducting connection to the Nb
wire of the gradiometric pick-up loops. The Nb contact pads on the SQUID chip are connected to the Nb screw contacts using a $25-\mu \mathrm{m}$-diameter Nb wire.


Figure 2. Schematic representation of Nb -based low- $\mathrm{T}_{\mathrm{c}}$ DC SQUID sensor developed at IRE. The cylindrical superconducting $(\mathrm{Nb})$ shield has been removed for clarity.

High- $\mathrm{T}_{\mathrm{c}} \mathrm{JJs}$ and SQUIDs are based on epitaxial films of the high $-\mathrm{T}_{\mathrm{c}}$ superconductor $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-x}$ $(Y B C O)$. The much shorter and highly anisotropic coherence length in $Y B C O\left(\xi_{a b} \approx 2 \mathrm{~nm}, \xi_{\mathrm{c}} \approx 0.4 \mathrm{~nm}\right)$, as well as the d-wave symmetry of the superconducting order parameter and the strong dependence of the order parameter on the local strain and oxygen content in YBCO, when compared to the isotropic coherence length $\xi \approx 38 \mathrm{~nm}$ and s-wave symmetry of the superconducting order parameter in polycrystalline Nb films, results in a completely different technology for high- $\mathrm{T}_{\mathrm{C}} \mathrm{JJs}$. Grain boundaries can play the role of weak links in YBCO, whereas they do not significantly suppress the superconducting order parameter in Nb . High- $\mathrm{T}_{\mathrm{c}} \mathrm{JJs}$ are based mainly on grain boundary weak links, which can be realized by the epitaxial growth of YBCO films on bicrystal substrates [24,25] or on sharp steps etched on the surfaces of single crystal substrates [26-31]. Step-edge JJs can be placed on any part of a substrate, allowing the more efficient use of the substrate surface to design more efficient SQUID structure(s) with grain boundaries that are located exclusively at the JJ (see Figure 3). Newly-developed high- $\mathrm{T}_{\mathrm{c}}$ step-edge JJs are based on the presence of two synchronously operating $45^{\circ}$ [100]-tilted grain boundaries and possess optimal parameters for operation in high- $\mathrm{T}_{\mathrm{c}}$ DC SQUIDs: critical current $I_{c} \approx 40 \mu \mathrm{~A}$, capacitance $C \approx 10 \mathrm{fF}$, normal state resistance $R_{n} \approx 20 \Omega$ and characteristic voltage $I_{c} R_{n} \approx 800 \mu \mathrm{~V}$ at 77 K [28-31]. The 50 times smaller capacitance of high- $\mathrm{T}_{\mathrm{c}} \mathrm{JJ}$ s when compared to the capacitance of low- $\mathrm{T}_{\mathrm{c}} \mathrm{JJs}$ is advantageous for the low noise properties of high- $\mathrm{T}_{\mathrm{c}}$ DC SQUIDs based on high- $\mathrm{T}_{\mathrm{c}} \mathrm{JJs}$. In comparison to high- $\mathrm{T}_{\mathrm{c}}$ step-edge JJs on $\mathrm{SrTiO}_{3}$ (STO) and $\mathrm{LaAlO}_{3}$ (LAO) substrates, such buffered $45^{\circ}$ [100]-tilted step edge JJs on MgO substrates demonstrate better reproducibility and have lower noise values, also because of the absence of multiple low-angle grain boundaries at the bottom corner of the step.


Figure 3. Schematic representation of a step-edge high- $\mathrm{T}_{\mathrm{C}}$ Josephson junction developed at FZJ [28-30]. (7.1) Textured MgO substrate with a step height of $\sim 400 \mathrm{~nm}$; (7.2, 7.3) Graphoepitaxial buffer layers; (7.4) YBCO film; (7.5) Grain boundaries.

Only a few high- $\mathrm{T}_{\mathrm{c}}$ SQUIDs can be produced simultaneously on the relatively small single crystal substrates of STO, LAO and MgO materials that are used for deposition of the epitaxial high- $\mathrm{T}_{\mathrm{C}}$ films and heterostructures. The sensitivity of a high- $T_{c}$ SQUID is typically improved by using a thin film pick-up loop that is connected directly to the SQUID loop or inductively coupled to it via a multiturn input coil. Low noise high- $\mathrm{T}_{\mathrm{c}}$ superconducting flux transformers are made from epitaxial films because of the absence of sufficiently flexible and thin high- $\mathrm{T}_{\mathrm{c}}$ superconducting wires. Thin film $20-\mathrm{mm}$ multilayer superconducting flux transformers based on heterostructures with YBCO films are used to concentrate magnetic flux into the loop of the high- $T_{c}$ SQUID to achieve a magnetic field resolution of $\sim 4 \mathrm{fT} / \sqrt{ } \mathrm{Hz}$ at $77 \mathrm{~K}[25,31]$. Further improvements in the magnetic field resolution of flip-chip high- $\mathrm{T}_{\mathrm{c}}$ SQUID magnetometers down to $\sim 2 \mathrm{fT} / \sqrt{ } \mathrm{Hz}$ at 77 K have recently been achieved by using a soft magnetic flux antenna in addition to the $20-\mathrm{mm}$ multilayer superconducting flux transformer [32].

High- $\mathrm{T}_{\mathrm{c}}$ SQUIDs demonstrate low noise properties up to temperatures of $\sim 80 \mathrm{~K}$, which can easily be reached by cooling using relatively cheap liquid nitrogen or energy-efficient cryocoolers. A wide variety of high- $\mathrm{T}_{\mathrm{C}}$ SQUID sensors have been developed for specific NDE applications. Typically, they are vacuum-tight-encapsulated in fiberglass capsules together with a heater and feedback coil. The propensity of YBCO films and MgO substrates to degrade in the presence of humidity or corrosive contaminants in the air results in the need for vacuum-tight encapsulation or passivation, which is required for long-term stability of the high- $\mathrm{T}_{\mathcal{C}}$ SQUID sensors.

## 4. Low- $\mathrm{T}_{\mathrm{c}}$ and High- $\mathrm{T}_{\mathrm{c}}$ SQUID NDE Systems

A wide variety of NDE systems equipped with specific SQUID sensors have been developed to study objects with different requirements. The measurement of magnetic fields generated by remote objects in magnetically unshielded environments during nondestructive archeological or geomagnetic surveys can be performed to a first approximation using room temperature magnetometers such as fluxgates, induction coils or optically pumped magnetometers. A low- $T_{c}$ SQUID gives the best results for apparent resistivity at both shallow and deep regions simultaneously because it covers a larger response time interval than conventional coils during transient electromagnetic measurements [33], which require frequency-independent sensitivity at the level of several $\mathrm{fT} / \sqrt{ } \mathrm{Hz}$. During transient electromagnetic measurements, electromagnetic fields are induced by transient pulses of electric current through a large loop of wire and the subsequent decay response from currents induced in underground layers can be measured. As a result of their superior sensitivity at low frequencies, only SQUID systems are currently able to resolve changes in the electrical conductivity of underground layers with sufficient sensitivity for depths exceeding $\sim 500 \mathrm{~m}$. Both low $-\mathrm{T}_{\mathrm{c}}$ and high $-\mathrm{T}_{\mathrm{c}}$ mobile systems have been demonstrated for the recording of magnetic anomalies during movement of the systems in the Earth's magnetic field [3,33-35]. High-T $\mathrm{C}_{\mathrm{c}}$ SQUID magnetometers or gradiometers with directly
coupled 8-mm pick-up loops that are inductively coupled to first-order single-layer superconducting gradiometers, as well as low- $\mathrm{T}_{\mathrm{C}}$ SQUID gradiometers with integrated multilayer gradiometric flux transformers [22], are currently the most suitable low- $\mathrm{T}_{\mathrm{c}}$ SQUID sensors for mobile geomagnetic and archeological NDE.

The nondestructive monitoring of ion beam currents in particle accelerators is performed by the non-invasive measurement of magnetic fields generated by moving charged elementary particles. By using a Cryogenic Current Comparator (CCC) based on a low- $T_{c}$ SQUID with a ferromagnetic Vitrovac core in the pick-up loop, a resolution of $\sim 6 \mathrm{pA} / \sqrt{ } \mathrm{Hz}$ at 4.2 K and 2 kHz with a system $10-\mathrm{kHz}$ frequency bandwidth has been achieved for monitoring accelerated electrons or ${ }^{20} \mathrm{Ne}^{10+}$ ions [36]. The sensor part of the CCC was optimized for the lowest possible noise-limited current resolution, in combination with a high system bandwidth of $\sim 200 \mathrm{kHz}$, without compromising the resolution [37]. The ferromagnetic core was made from NANOPERM ${ }^{\circledR}$ with different annealing recipes by the company MAGNETEC. The fine structure of a beam could be observed. The CCC could also be used for the calibration of different devices, such as a secondary electron monitor. By using a ferromagnetic-core-free monitor based on a high- $\mathrm{T}_{\mathrm{C}}$ DC SQUID gradiometer with a multilayer flux transformer operating at 77 K , fabricated at FZJ, the intensity of a $1 \mu \mathrm{~A}$ beam of ${ }^{132} \mathrm{Xe}^{20+}(50 \mathrm{MeV} / \mathrm{u})$ ions could be measured non-invasively with 100 nA resolution [38].

In "traditional" NDE, high- $\mathrm{T}_{\mathrm{c}}$ DC SQUID systems have demonstrated their superior capabilities for the inspection of metal plates, aircraft wheels and fuselage and pre-stressed concrete bridges [5,6,39-42]. The chosen measurement scheme depends on the NDE application: an eddy current excitation scheme and a narrowband lock-in readout scheme are used for the investigation of metal plates and aircraft parts, while measurements of static magnetic fields are efficient for monitoring magnetic flux leakage from ferromagnetic objects such as the pre-stressed steel tendons of concrete bridges. Deeper defects can be detected using SQUIDs at lower excitation frequencies, when compared to the conventional eddy current technique based on induction coils, because the sensitivity of coils decreases strongly with frequency.

Figure 4a shows a nonmagnetic $\sim 200 \mathrm{~mL}$ cryostat with fiberglass walls that is able to hold liquid nitrogen for up to $\sim 4 \mathrm{~h}$ while operating in different orientations (see Figure 4b). It was held by hand or fixed on the robotic arm of an automatic scanner during NDE measurements. A high-T ${ }_{c}$ DC SQUID first order planar gradiometer produced on a $1 \mathrm{~cm}^{2}$ LAO substrate with a [110] orientation of its edges was fixed on a sapphire rod in the vacuum part of the cryostat, which was cooled by liquid nitrogen and placed $\sim 1 \mathrm{~mm}$ from the outer surface of the bottom of the cryostat. Such gradiometers are able to operate in industrial environments, while providing a high sensitivity of $\sim 50 \mathrm{fT} / \mathrm{cm} \sqrt{ } \mathrm{Hz}$ at 77 K to the magnetic field gradient $\partial \mathrm{B}_{\mathrm{z}} / \partial \mathrm{x}$.


Figure 4. (a) Liquid nitrogen minicryostat used for the operation of a high- $\mathrm{T}_{\mathrm{c}}$ DC SQUID gradiometer in an NDE system. The inset shows a photograph of the directly coupled high- $\mathrm{T}_{\mathrm{C}}$ DC SQUID first order planar gradiometer, which was produced on a $1 \mathrm{~cm}^{2}$ LAO substrate and installed in the cryostat; (b) Scan of an airplane wheel rim using the high- $T_{C}$ DC SQUID gradiometer system. The robotic arm scanner moves the cryostat along the outer surface of the wheel rim, while the wheel is rotated around its axis.

An interesting application of high- $\mathrm{T}_{\mathrm{c}}$ SQUIDs for the NDE of non-magnetic Al pipes involves the use of a magnetostrictive transmitter and sensor based on the use of pre-magnetized thin Ni plates to generate ultrasonic waves in the pipes and to convert the ultrasonic waves that are reflected from defects into magnetic signals, which can be measured contactlessly using a high- $\mathrm{T}_{\mathrm{c}}$ SQUID gradiometer [43,44]. Another prospective application of high- $T_{c}$ SQUIDs is a multi-channel system intended for the detection of magnetic metallic contaminants in packaged food [45].

At IRE, a low- $\mathrm{T}_{\mathrm{c}}$ DC SQUID-based NDE system for operation in a magnetically unshielded environment was developed. The measurement probe in this system is based on fiberglass tubes and consists of the following elements: a first-order axial gradiometer as an input magnetic flux transformer, the low- $\mathrm{T}_{\mathrm{c}}$ DC SQUID sensor CE2blue (a product of Supracon AG) with a low- $\mathrm{T}_{\mathrm{c}}$ DC SQUID and input coil, connecting wires with a LEMO connector and a filling port for liquid He (see Figure 5). Low- $\mathrm{T}_{\mathrm{c}}$ DC SQUID sensors developed at IRE are intended for the replacement of commercial sensors in future NDE systems.


Figure 5. Photograph of a single-channel low- $\mathrm{T}_{\mathrm{c}}$ DC SQUID-based gradiometer system with a liquid He cryostat and a measurement probe. The first-order gradiometer was made of insulated Nb wire with a diameter of 0.05 mm using a " $1: 1$ " configuration (one lower and one upper turn) on a textolite rod. The diameter of the pick-up loops of the gradiometer is 4 mm and the base line of the gradiometer is 40 mm . The initial unbalance of the gradiometer is below $1 \%$. The gradiometer ends are fixed mechanically on the Nb lamella of the SQUID sensor for connection to the SQUID input coil.

The single-channel low- $\mathrm{T}_{\mathrm{c}}$ NDE system includes a liquid He cryostat, as shown in Figure 5. The inner diameter of the neck and inner tail of the cryostat is 22 mm . The distance between the
outer and inner surfaces in the tail in the cooled system is no greater than 10 mm . The working time of the cryostat, which is cooled by 1.2 L of liquid He , is more than 2 days. The parameters of the liquid helium cryostat are as follows: outer diameter 110 mm ; length 500 mm ; outer diameter of the tail 45 mm ; outer length of the tail 85 mm ; inner diameter of the neck 22 mm ; inner diameter of the cryogenic volume 80 mm ; weight of the empty cryostat 2.2 kg . As the cryostat volume is relatively small, the filling procedure is relatively simple and takes several minutes. The small volume of He and the presence of a relief valve result in safety of the cryostat if the vacuum conditions in the space between the inner and outer walls are violated.

In tests of the gradiometer in such a configuration, the transfer coefficient of the input magnetic field $B_{i n}$ into magnetic flux $\Phi_{e}$ in the SQUID was measured to be $\sim 9.5 \mathrm{nT} / \Phi_{0}$, corresponding to an equivalent sensitivity of the gradiometer with respect to the magnetic field of $\sim 30 \mathrm{fT} / \sqrt{ } \mathrm{Hz}$ at a SQUID intrinsic noise level of $3 \mu \Phi_{0} / \sqrt{ } \mathrm{Hz}$. Such a sensitivity is sufficient for applications of SQUID-based gradiometers in NDE systems.

The DC SQUID electronics of the NDE system prototype are mounted on an Al box of size $117 \mathrm{~mm} \times 62 \mathrm{~mm} \times 19 \mathrm{~mm}$ located close to the cryostat and connected to the measurement probe using a cable of length 70 cm . The low- $\mathrm{T}_{\mathrm{c}}$ DC SQUID electronics contain analog and digital components. The analog part contains a conventional modulation circuit of a null detector and a circuit of negative feedback with respect to magnetic flux. The analog components allow tuning of the low- $\mathrm{T}_{\mathrm{c}}$ DC SQUID operating parameters. The digital components make it possible to switch the tuning and working regimes of the low- $\mathrm{T}_{\mathrm{c}} \mathrm{DC}$ SQUID gradiometer and system control using a personal computer. The low- $\mathrm{T}_{\mathrm{c}}$ DC SQUID electronics are connected to the control unit by a 5-m-long cable. The preamplifier of the electronics unit is based on a Toshiba K-369 low-noise field effect transistor (FET) in the cascade circuit. The intrinsic noise of the preamplifier, without a transformer between the SQUID and the transistor, is $<0.7 \mathrm{nV} / \sqrt{ } \mathrm{Hz}$. The transformer improves this value by approximately a factor of 10 .

A single-pole integrator generates a feedback signal, which is fed to the modulation coil via a feedback resistor. The voltage across the feedback resistor is used as the output signal of the gradiometer. The DC SQUID electronics operate at a fixed feedback coefficient of $\sim 1 \mathrm{~V} / \Phi_{0}$. The bandwidth of the system is approximately $0-16 \mathrm{kHz}$. The control unit of the NDE system contains stabilized power supply sources and a data acquisition system based on a 24-bit ADC.

The elements described above were used to construct a working prototype of a DC SQUID-based gradiometer. The prototype was tested under laboratory conditions without additional magnetic shielding and the main working parameters were studied. The Stanford Research low-frequency spectrum analyzer was used to study the noise characteristics of the output signal of the DC SQUID-based gradiometer prototype.

Noise spectra were registered over a frequency interval of $1-1000 \mathrm{~Hz}$ at a feedback coefficient of $\mathrm{K}_{\mathrm{FB}}=1 \mathrm{~V} / \Phi_{0}$. The measured transfer coefficient of the external magnetic field into the magnetic flux in the SQUID of $\sim 9.5 \mathrm{nT} / \Phi_{0}$ corresponds to an equivalent noise level with respect to the magnetic field of $\sim 30 \mathrm{fT} / \sqrt{ } \mathrm{Hz}$. Such noise levels of the DC SQUID-based gradiometer indicate sufficient balancing and confirm that such devices can be employed in NDE systems. DC SQUID-based gradiometers can be used to develop multichannel DC SQUID-based systems. The prototype of the single-channel DC SQUID-based gradiometer shows stable operation in unshielded laboratory conditions and can be used for the development of multichannel gradiometric DC SQUID-based systems for the NDE of defects in metal structures and materials.

One of the important elements of a SQUID-based NDE system is the XY-scanner used to scan samples under a stationary liquid helium cryostat. The developed XY-scanner was equipped with two computer-controlled stepper motors (5RK60GE-CW2TE, ORIENTAL MOTOR), in order to move samples in the $X$ and $Y$ directions. The scanned area was $300 \times 300 \mathrm{~mm}$, with an accuracy for sample positioning of $\sim 0.3 \mathrm{~mm}$. In order to avoid external magnetic noise from magnetic components,
the sample holder was fabricated using non-metallic and non-magnetic materials, such as fiberglass and plexiglass.

## 5. High-T ${ }_{c}$ SQUID Microscope System with a Ferromagnetic Flux Antenna for NDE

A scanning SQUID microscope (SSM) is a powerful noninvasive tool for fundamental and applied research (see for example $[2,46,47]$ and references therein). The high- $T_{c}$ DC SQUID microscope developed at FZJ for studies of room temperature objects is based on a high- $\mathrm{T}_{\mathrm{c}}$ DC SQUID with a magnetic flux antenna and was described in detail in our previous publications [48-50] (see Figure 6). Here, we review it briefly, report new results obtained with the system and provide an outlook for further developments.

The principle of operation of the microscope is shown in Figure 6b. An amorphous metallic soft magnetic $25 \mu$ m thick foil Vitrovac 6025X (Vacuumschmelze GmbH, Hanau, Germany) was used to guide magnetic flux from an object at room temperature through the pick-up loop of the high- $\mathrm{T}_{\mathrm{C}}$ SQUID and to return the flux back to the object. 2-mm-wide stripes were cut using scissors in a direction normal to the rolling direction of the foil, in order to reduce Barkhausen noise from the ferromagnetic foil. The tip of the flux antenna was first formed at a $50^{\circ}$ angle using scissors and the end of the tip was then sharpened to a radius of $\sim 200 \mathrm{~nm}$ using $0.3 \mu \mathrm{~m}$ diamond polishing sheets.


Figure 6. (a) Photograph of a high- $T_{c}$ DC SQUID microscope with a fiberglass cryostat that can support 0.8 L of liquid nitrogen; (b) Schematic diagram of a high- $\mathrm{T}_{\mathrm{c}}$ DC SQUID with a magnetic flux antenna made of soft magnetic foil penetrating the directly coupled pick-up loop [49].

The SQUID was fixed using vacuum grease on a sapphire rod together with the modulation coil and the low temperature part of the flux antenna (see Figure 7a) in the vacuum part of the cryostat. The sapphire rod was cooled using liquid nitrogen through the inner wall of the fiberglass cryostat. The cryostat contains $\sim 0.8 \mathrm{~L}$ of liquid nitrogen when it is completely filled and provides 2 days of SQUID operation at a temperature of $\sim 78 \mathrm{~K}$. The room temperature parts of the flux antenna were vacuum-sealed using epoxy in the outer wall of the cryostat and connected to their cooled counterparts (see Figure 7b). Commercial ac-bias electronics was used for SQUID operation in flux-locked loop mode (Cryoton Co. Ltd., Moscow, Russia).


Figure 7. (a) Photograph of a high- $\mathrm{T}_{\mathrm{c}}$ DC SQUID (1) assembled on a sapphire rod, showing parts of the magnetic flux antenna (2) and the modulation coil (3) on ferromagnetic wires (4); (b) Sketch of a DC SQUID with a directly coupled pick-up loop assembled together with low temperature (1) and room temperature (2) parts of the flux antenna.

This system was used to perform measurements of the magnetic field distribution over a US $\$ 1$ bill, for a qualitative comparison of the device with SQUID microscope systems made by other groups [51,52]. The magnetic signal originates from the black ink used for printing banknotes, which contains a small quantity of magnetite $\left(\mathrm{Fe}_{3} \mathrm{O}_{4}\right)$ nanoparticles. The measurements were nondestructive. Such a system can also be used for the detection of magnetic ink on old bills, which can result in false alarm signals in the detection of counterfeit notes using conventional magnetic ink testers.

The nondestructive evaluation of magnetic features in stainless steel X5CrNi18-10 (German grade 1.4301, AISI 304) samples caused by welding and wear-out was performed. Although this corrosion-resisting austenitic steel is not magnetic, heat treatment or wear [53] partially transform non-magnetic austenite to ferromagnetic $\alpha$-martensite that is brittle and less resistant to corrosion. The detection of magnetic signals at weld seams provides valuable information about the quality of the welding. An example of a magnetic image of a weld seam made by laser welding of 1.4301 stainless steel plates is shown in Figure 8. The magnetic signal measured along such a weld seam is relatively weak compared to the more than 10 times stronger magnetic field above seams made using wolfram-inert-gas (WIG) welding of the same steel plates.


Figure 8. 3D color-scale image of the magnetic field distribution measured over a weld seam (indicated by a black line) made by laser welding. The range of color-scale values is from -100 nT (blue) to 100 nT (red). The scanned area is $30 \mathrm{~mm} \times 10 \mathrm{~mm}$.

The wear-out of stainless steel plates was simulated by scratching [50] the plates using a diamond tip or engraving by a diamond drill. The measured magnetic signal originates from inclusions of the ferromagnetic $\alpha$-martensite form of the steel crystalline structure, which appear as a result of the plastic deformation of austenite in the contact area due to tribological stressing [53].

A SQUID microscope has been used for the investigation of the magnetization states of thin magnetic films and heterostructures intended for magneto-electronic devices and recording media. Bit patterns of information stored ferromagnetically on old floppy disks and hard disks have been evaluated. Changes in the distributions of magnetic stray fields in the $\mathrm{Co} / \mathrm{Al}_{2} \mathrm{O}_{3} / \mathrm{Co}$-tunnel junctions of tunneling magneto-resistive devices during their magnetization have been measured. The dependence of magnetic domain structure in thin Fe films on the thicknesses of $(\mathrm{SiGe})_{n}$ barrier layers between them has been reported [54]. Magnetic stray fields originating from 30-nm-thick Co films fabricated using electron beam lithography on 50 -nm-thick SiN membranes have been registered [50]. A measurement of the latter structure after demagnetization is shown in Figure 9. Measurements of stray magnetic fields using a SQUID microscope were performed in the frequency range $1-10 \mathrm{~Hz}$ and did not result in observable changes in magnetization.


Figure 9. Magnetic field distribution of the demagnetized state of a 30 -nm-thick Co film (contours showing the Co pattern have been added to the picture) prepared on a 50 -nm-thick SiN membrane. The color scale represents magnetic fields of between -10 nT (blue) and 10 nT (red). Signals recorded from the magnetic domain structure of $40 \mu \mathrm{~m}, 30 \mu \mathrm{~m}$ and $20 \mu \mathrm{~m}$ dots are observable.

The spatial resolution of the SQUID microscope of $\sim 10 \mu \mathrm{~m}$ was limited primarily by the shape of the ferromagnetic tip of the magnetic flux antenna and the tip-to-sample separation. Additional sharpening of the tip by focused ion beam milling and the implementation of a tuning fork for controlling the tip-to-sample distance would improve the spatial resolution. The resulting thinning
of the tip would deteriorate the magnetic field sensitivity. A possible solution involves optimization of the shape and material of the magnetic flux antenna. For example, Nanoperm M033 may result in better magnetic field sensitivity of the sensor [55].

Replacement of the direct-coupled pick-up loop by a multilayer flux transformer improves transfer of the magnetic flux from the pick-up loop to the loop of the high- $\mathrm{T}_{\mathrm{c}}$ DC SQUID (see [56] and references therein). For a $20-\mathrm{mm}$ flip-chip magnetometric high- $\mathrm{T}_{\mathrm{c}}$ SQUID sensor, a magnetic field resolution of $\sim 4 \mathrm{fT} / \sqrt{ } \mathrm{Hz}$ at 77 K was measured in magnetically shielded conditions [25,31]. This sensitivity was further improved to $2 \mathrm{fT} / \sqrt{ } \mathrm{Hz}$ at 77 K by using an extremely soft magnetic flux antenna made from ferromagnetic Vitrovac 6025 foil [32]. In order to provide low values of Barkhausen and Johnson noise of the sensor, the magnetic flux antenna was assembled from ~250 pieces of 2-mm-wide 3.5-cm-long strips, which were cut in a direction perpendicular to the rolling direction of the foil and insulated on both sides by $\sim 200-n m-t h i c k$ insulating $\mathrm{Al}_{2} \mathrm{O}_{3}$ film. An example of noise measurement of the 20-mm flip-chip magnetometric high- $\mathrm{T}_{\mathrm{c}}$ SQUID sensor with such a soft magnetic flux antenna in a magnetic shield is shown in Figure 10. The 20 mm sensors were initially developed for human magnetoencephalography [57] and other noninvasive noncontact investigations of biological objects. A composite ferromagnetic antenna can be prolonged through the walls of the cryostat in the future to measure the strongest component of the magnetic field in the nearest vicinity of the object under investigation. The combination of a superconducting flux transformer with a ferromagnetic flux antenna will also be useful for other NDE applications, such as improving the magnetic field resolution of a SQUID microscope or continuous non-invasive current monitoring of a high energy ion beam in a particle accelerator using a high- $\mathrm{T}_{\mathrm{c}}$ SQUID sensor operating at temperature of up to 80 K .


Figure 10. Noise spectra of a 20 mm high- $\mathrm{T}_{\mathrm{c}}$ DC SQUID magnetometer measured at 77 K in a magnetic shield: (a) without a ferromagnetic antenna and (b) with a ferromagnetic antenna. The inset shows a measurement of human magnetoencephalography performed using a high- $T_{C}$ DC SQUID magnetometer that has a sensitivity in the femto-Tesla range at low frequencies.

Low- $\mathrm{T}_{\mathrm{c}}$ DC SQUIDs with sizes of below $1 \mu \mathrm{~m}$ ("nanoSQUIDs") have been fabricated on sharp tips of pulled quartz tubes and have demonstrated unprecedented spin sensitivities of $\sim 0.38 \mu_{\mathrm{B}} / \sqrt{ } \mathrm{Hz}$ [58] with spatial resolutions of $\sim 20 \mathrm{~nm}$ [2]. The implementation of an electrically tunable multi-terminal SQUID configuration [59] provided optimal flux bias conditions by the direct injection of flux modulation and feedback current into the SQUID loop, thereby avoiding the need for the application of bias fields as high as $\sim 0.4 \mathrm{~T}$ in the case of a $40-\mathrm{nm}$ loop of a nanoSQUID. Such nanoSQUIDs can potentially be used for the nondestructive measurement of distributions of stray fields of magnetic nanoparticles and nanostructures, as well as for the nondestructive readout of the final states of superconducting flux qubits after their protection by sufficiently high potential barriers. The self-biasing of SQUIDs using YBCO-Nb JJs has also been realized [60]. NanoSQUIDs based on YBCO films and step-edge or bicrystal JJs should be able to operate at liquid nitrogen temperature or have a large $I_{c} R_{n}$ product at lower temperatures $[27,61]$.
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#### Abstract

The potential for monitoring the construction of post-tensioned concrete beams and detecting damage to the beams under loading conditions was investigated through an experimental program. First, embedded sensors were investigated that could measure pre-stress from the fabrication process to a failure condition. Four types of sensors were installed on a steel frame, and the applicability and the accuracy of these sensors were tested while pre-stress was applied to a tendon in the steel frame. As a result, a tri-sensor loading plate and a Fiber Bragg Grating (FBG) sensor were selected as possible candidates. With those sensors, two pre-stressed concrete flexural beams were fabricated and tested. The pre-stress of the tendons was monitored during the construction and loading processes. Through the test, it was proven that the variation in thepre-stress had been successfully monitored throughout the construction process. The losses of pre-stress that occurred during a jacking and storage process, even those which occurred inside the concrete, were measured successfully. The results of the loading test showed that tendon stress and strain within the pure span significantly increased, while the stress in areas near the anchors was almost constant. These results prove that FBG sensors installed in a middle section can be used to monitor the strain within, and the damage to pre-stressed concrete beams.
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## 1. Introduction

For the last half century, post-tensioned pre-stressed concrete (PSC) girders have been constructed due to the advantages and effectiveness of their structural behavior. To secure structural safety in post-tensioned PSC girders, it is very important to know the effective pre-stress force in the tendon [1-3]. Of the many studies and design specifications that have been proposed, there are several methods that can predict the pre-stress in a tendon of a PSC girder. However, because there are too many uncertainties related to the loss of pre-stress, there is always a huge gap between predictions and measurements.

Although it is important to know the effective pre-stress force in PSC girders, it is not easy to measure this during their years of service using conventional methods. Electrical strain gauges are difficult to install on tendons located inside the concrete and are easy to lose during the construction process [4,5]. Load cells embedded in the anchors of tendons are not available to measure the effective pre-stress force in the middle of PSC girders when the tendons are bonded. Therefore, information regarding effective pre-stress force is too limited. Generally, only the jacking force measured from the hydraulic unit during tensioning is available.

Various nondestructive test (NDT) methods have been studied to estimate the force of the pre-stressing tendons during the construction and service stages. However, most studies are limited to lab-scale applications. Specifically, there is practically no example in which an economically efficient estimation of the pre-stress force has been realized for the bonded pre-stressing tendons applied in existing pre-stressed concrete bridges [6].

The studies related to pre-stress measurement in bonded tendons can be classified based on the theory applied. The most famous approach is to use a guided wave or stress wave. However, this approach is limited to being applied to bonded pre-stressing steel filled with grout. The guided wave passing through the concrete cannot be measured practically due to its attenuation in concrete $[7,8]$. As an alternative to overcome the drawbacks of ultrasonic and stress waves, a technique using a magnetic field was studied. Wang et al. $[9,10]$ developed magneto-elastic sensors that can monitor the stress in a multistrand cable for cable stayed or cable suspension bridges. However, most applications have been for cables and tendons not embedded inside the concrete [11,12].

Recently, optical fiber sensors have been developed and applied to monitor the pre-stress of tendons because of several advantages, such as high accuracy and electromagnetic interference resistance [13-22]. Previous studies reported that it is possible to measure the pre-stressing force of PSC structures by attaching an optical sensor to the surface of one of the strands used in such structures [16-20]. Distributed optical fiber sensing technology was also used to monitor the pre-stress of a tendon [21,22]. Fiber optic sensors can be attached directly to such strands, or in combination with a material similar to that of the strands.

As an application method of Fiber Bragg Grating (FBG) sensors, smart tendons with embedded FBG sensors have been developed to measure tendon strain directly [23,24]. By encapsulating the FBG sensor inside a seven-wire strand, the effective pre-stress force can be measured during construction and even during the service life of the product. In the literature, it was found that the effective pre-stress force can be accurately measured through FBG sensors, not only when tendons are directly exposed to the air [25,26], but also when tendons are embedded in concrete [27].

For this paper, the feasibility of monitoring the pre-stress of tendons during beam construction and of detecting damage to PSC girders that are in service was investigated experimentally. First, several kinds of sensors were tested and their appropriateness were verified. Next, PSC girders were fabricated with the sensors embedded. During their construction, the condition of the pre-stressing tendons was measured by the embedded sensors. Finally, girder stress was monitored while the applied load was increased until failure.

## 2. Validation Test of Sensors

### 2.1. Experimental Program

As a first step, the sensors available with current technology were investigated, and it was verified that they could be used to measure the pre-stress of a tendon in a PSC girder. It should be noted that even though the alignment of the hydraulic jack, anchor head, and steel wire is adjusted carefully, the individual strands sustain difference prestress forces [12], which can lead to eccentric force on the anchor head. This eccentric effect cannot be avoided when a typical hydraulic jacking device is used. Four types of sensors were tested, as shown in Figure 1. Three of them were strain gauge-based force transducers, and the other was an FBG sensor.


Figure 1. Sensors tested in this study. (a) Center-hole load cell; (b) Tri-sensor loading plate; (c) Hydraulic load cell; (d) Fiber Bragg Grating (FBG) sensor encapsulated seven-wire steel tendon.

### 2.1.1. Center-Hole Load Cell

Center-hole load cells have been used widely to measure the pre-stress force directly. Because the sensor has a hole in its center, it is optimal for measuring the pre-stress of the tendon at the anchorage. However, it has been reported that sometimes the measured value is not as consistent or as precise as given in the specifications when an eccentric load is applied [25]. Therefore, this center-hole load cell needed verification as to whether it is appropriate for the measurement of pre-stress in a PSC girder. In this study, the effect of eccentricity on typical center-hole load cells was tested and investigated. The result indicates that such eccentricity leads to error in the measurements.

### 2.1.2. Tri-Sensor Loading Plate

Because a center-hole load cell has high sensitivity to eccentricity, a new type of load measuring device was developed and tested. Three load cells were attached to a loading plate with a hole. The applied load on the plate could be measured by summing the loads of the three load cells. This loading plate was designed to minimize the effect of eccentricity based on mechanical theory. Even though there is eccentricity, the applied load can be measured precisely due to the statically determined structural characteristic of the loading plate. Figure 1 b shows a schematic of the proposed loading plate with the load cells. The proposed tri-sensor loading plate was verified by experiment.

### 2.1.3. Hydraulic Load Cell

Hydraulic load cells are force-balance devices that measure load as a change in the pressure of the internal filling fluid. The load, when applied to the surface area of the piston, causes a pressure increase in the hydraulic fluid. This pressure is transferred to the attached pressure transducer for measurement. Because the load is measured through hydrostatic pressure, it can be inferred that the measurements are unaffected by the eccentricity. Thus, a hydraulic load cell was tested as a candidate for the measurement of pre-stress with eccentricity.

### 2.1.4. FBG Sensor

A Fiber Bragg Grating (FBG) sensor is a type of distributed Bragg reflector constructed in a short segment of optical fiber that reflects particular wavelengths of light and transmits all others. This is achieved by creating a periodic variation in the refractive index of the fiber core, which generates a wavelength-specific dielectric mirror. An FBG can therefore be used as an inline optical filter to block certain wavelengths, or as a wavelength-specific reflector. Based on these principles, an FBG sensor can be used to measure a strain profile of a tendon. In this study, an FBG sensor was tested for possible application to pre-stress measurement. In order to measure the strain of a tendon, a special tendon with an embedded FBG sensor was made in the lab [23].

### 2.2. Test Method and Equipment

The sensors listed in Section 2.1 measure load using different principles and mechanisms. To compare the various types of sensors for the purpose of measuring pre-stress, the sensors should be calibrated on the same basis. Therefore, all the sensors used in the experiment were calibrated and compared in the same test machine. The piece of equipment used for the calibration was a fatigue material testing machine manufactured by MTS. The sensors were tested and calibrated with the load cell built into the MTS testing machine. The load cells were calibrated based on compressive load while tensile force was applied on the FBG sensors.

In order to measure all of the sensors at once with the same loading condition, a small-scale girder was prepared. Instead of using a PSC girder that has friction between tendons and sheath, a steel girder was made with two I-shaped steel girders connected together, as shown in Figure 2. The girder had a large interior space so that no friction would occur when the tendons were installed inside the girder. As shown in Figure 2, the size of the model was $560 \times 400 \times 5000 \mathrm{~mm}$ and it had two anchor plates, each with a circular hole in which to place the two ends of the pre-stressing tendon. At the ends of the girder, the sensors needed for verification were installed, as shown in Figure 3. All of the sensors were calibrated in advance to improve the credibility of the results.


Figure 2. Steel frame of a girder for validation test (not to scale, stiffeners not shown).


Figure 3. Installation of sensors at the ends of the steel frame.
After the test setup was completed, one pre-stressing tendon was installed. Then, the pre-stress was applied to the tendon with a hydraulic jack until the stress reached about $70 \%$ of maximum strength. The maximum load applied to a single tendon was about 160 kN .

The load was increased from zero to a target value in stages. During this loading process, the sensors installed on the girder were monitored. The sensors based on the strain gauge principle were monitored continuously during the entire loading process using a National Instruments (NI) data acquisition system. Also, the strain was calculated from the wavelength change of the FBG sensor
measured using an interrogator. The temperature of the specimens was recorded and used for the consideration of the temperature effect of FBG sensors. The coefficients and constants for the FBG sensors were the same as those of Kim et al. [24].

### 2.3. Test Results

### 2.3.1. General Behavior

During the pre-stressing process, the load applied to the specimen was monitored using a center-hole load cell, a tri-sensor loading plate, and a hydraulic load cell. Among these three load cells, the measurement from the tri-sensor loading plate was selected as the reference load. This is because the mechanical behavior of this load cell is determinate and stable so that the eccentricity of the load cannot influence its measurement of the total pre-stress. During the entire test, the reference load showed values consistent with the pressure of the hydraulic jack.

Figure 4 shows a result for one tendon. In the figure, the displacement means the movement of the hydraulic pre-stressing jack. Figure 4a shows the results measured at the jacking side (live end), while Figure $4 b$ shows the results at the opposite side (dead end). The results show that the measurements from the dead end had relatively lower variation than those from the live end. The figures show that the hydraulic load cell underestimated the pre-stress, while the center-hole load cell overestimated it.


Figure 4. Test results of one tendon in the steel frame. (a) Jacking side; (b) Non-jacking side.

The R-square values were above 0.997 when linear regressions were conducted for each measurement. However, the slope of the fitted line varied with the load cell used. This means that the data from all of the tested load cells can be considered linear, but the accuracy varies with the type of load cell.

### 2.3.2. Center-Hole Load Cell

When the center-hole load cells were calibrated for a centric load, the calibration results were sufficient to provide the linearity and repeatability specified by the manufacturer. However, the results shown in Figure 4 show different patterns. The linearity of the results was sufficient, but the measurements were overestimated, as shown in Figure 5. This trend coincides with previous reports [25] that the measured value is not consistent with that given in the specifications when an eccentric load is applied to a center-hole load cell.


Figure 5. Relationship of the measurements between reference and center-hole load cells.

Therefore, in order to investigate this characteristic intensively, the influence of eccentricity on the measurement was tested. First, the load was applied to the center-hole load cell without eccentricity. Then, the load was applied to the same load cell with various eccentric configurations. The directions of loading point varied from the center of the load cell, while the distance from the central point was maintained as shown in Figure 6.


Figure 6. Variations of measurements in relation to the direction of eccentric loads.

Four load cells were tested and the test results are shown in Figure 6. The variations are shown as the ratios between the measurement from the load cell and the applied load on the load cell. It needs to be noted that the loads applied by the MTS test machine were almost the same values.

For a centric load, the ratio is equal to ' 1 '. However, Figure 6 indicates that the eccentric measurement varied as the location of the load changed, even though the same load was applied. Most of the eccentric measurements were larger than the applied load, while some were smaller. This can be interpreted to mean that the measurements from the center-hole load cell were overestimated or underestimated when an eccentric load was applied. This trend can be considered not limited to this product, but a typical characteristic of a center-hole load cell. In the center-hole load cell, the load is supposed to be transferred through the whole body. However, the load is typically evaluated using only a few strain gauges attached to the body, so errors can be induced when the strain on the body is not uniform. Therefore, special attention needs to be paid when a prestress is measured using a center-hole-type load cell.

In brief, the center-hole load cell is the most commonly used transducer for the measurement of pre-stress. However, it generates errors when an eccentric load is applied. The magnitude of
eccentricity and error did not show any particular tendency, but in most cases, the value indicated by the center-hole load cell was larger than the reference load. Therefore, careful attention should be paid when using a center-hole load cell.

### 2.3.3. Hydraulic Load Cell

As done for the center-hole load cell, the hydraulic load cells were calibrated first for a centric load, and then tested for validation. The calibration result showed linearity and repeatability for a centric loading condition. However, Figure 4 shows that the measured value from the hydraulic load cell was different from the expected value.

Figure 7 shows the characteristics of the hydraulic load cell. It can be observed that the loads measured from either the jacking or non-jacking side were less than the reference load. In addition, these differences were much larger on the jacking side. In pre-stressed concrete structures, the eccentricity of the pre-stress cannot be avoided due to the misalignment of the hydraulic jack, anchor head and steel wire, and due to variation of each tendon's stress [12]. In addition, this eccentricity is much larger on the jacking side than on the non-jacking side. Thus, it can be concluded that the eccentricity of the applied load influenced the characteristics of the hydraulic load cell due to the inherent structural characteristics of the sensor.


Figure 7. Relationship of the measurements between reference and hydraulic load cells.

A pressure-loaded load cell has clearance for its piston to move, and there are interior oil rings to prevent the leakage of oil. Therefore, when an eccentric load is applied, it could be expected that the hydraulic piston would rotate a little within its clearance, thereby causing loss due to the frictional force between the piston and the outer wall. In particular, the pressure-type load cell manufactured in this study was considered to be more vulnerable to eccentricity, because the axial length of the piston was short (low height) so that the probability that rotational deformation would occur was high. Thus, it can be concluded that pressure-type load cells without sufficient height to prevent rotation of the cylinder are not suitable for the measurement of pre-stressing force.

### 2.3.4. Tri-Sensor Loading Plate

The tri-sensor loading plates were calibrated and tested. Three individual compressive load cells attached to the tri-sensor loading plate were calibrated first. Then, the tri-sensor loading plates were assembled and tested for validation. The results show that the measures from each load cell varied in relation to the eccentricity. As the eccentricity increased, the standard deviations of the measurements from each load cell increased. However, the summation of the measurements did not change regardless of the eccentricity. Thus, it was deduced that the tri-sensor loading plate could provide a reference load not influenced by eccentricity.

### 2.3.5. FBG Sensor

Figure 8 shows the results of the FBG sensor measurement. In this case, the strain is calculated from changes in the wavelength from a sensor. The result shows that the strain increased in relation to the increase of the tensile force of the pre-stressing tendons. The results prove that the strain increased proportionally as the applied pre-stress increased. Thus, it can be concluded that the applied load can be estimated from the measured strain using the relationship between the strains measured and the forces applied. The greatest advantage of this FBG sensor is that the strain at any location inside the tendon can be measured, while the other load cells can only measure the stress at the end of a PSC beam.


Figure 8. Strain measured by FBG sensor.

## 3. Construction Process and Damage Monitoring of PSC Girders

### 3.1. Experimental Program with PSC Girders

In order to evaluate the feasibility of monitoring the pre-stress during the construction stage and monitoring the damage to the PSC girder during a service stage, a structural beam member intended to represent the behavior of a typical PSC girder was designed and fabricated [28]. For monitoring purposes, load cells and FBG sensors were installed as shown in Figure 9.


Figure 9. Details about the post-tensioned girder specimens and sensors installed. P25, eccentricity of tendon profile set to be 250 mm ; P50, eccentricity of tendon profile set to be 500 mm .

Tri-sensor loading plates were installed at both (live and dead) ends of the beam in order to measure the pre-stressing forces. The live anchor refers to the end where the pre-stressing is applied, and the dead anchor means the opposite end where pre-stress is not applied. Because the pre-stress
inside the beam cannot be measured using typical load cells, a smart tendon with an FBG sensor was installed to monitor the strain distribution of the tendon.

Two post-tensioned girders were fabricated. The dimensions of the girders (height and length) were 0.8 and 6 m , respectively. The web thickness was 300 mm . The test variable was the tendon profile: the eccentricity of the tendon profile was set to be 250 mm (P25) or 500 mm (P50). Each specimen contained three conventional 15.2 mm seven-wire strands and one smart tendon, in which the FBG sensor was embedded. Reinforcing bars of $1.28 \%$ longitudinal reinforcement ratio and $0.23 \%$ shear reinforcement ratio were embedded. The compressive strength determined in a loading test was 45 MPa . To measure tendon strains during the test, five measuring points were set along the FBG sensors in each specimen. Figure 9 shows details about the dimensions of the specimens, tendon profiles, and locations of the FBG sensors.

The specimens were made using the same procedures as those for constructing the ISC girders at the site. First, the assembly of reinforcing bars and sheaths for the entire specimens was completed. Concrete was cast and cured. Then, the seven-wire strands were tensioned using a hydraulic jack and a pump. The pre-stress was applied to the live anchor. During these construction procedures, the pre-stress was monitored in real time using the installed sensors.

After the specimens were stored for four months, the specimens were loaded using a 3-point loading method with a hydraulic actuator of which the capacity was 3000 kN , as presented inFigure 9. The pure span was set to be 4.5 m to observe any difference in tendon strain between the damaged zone within the pure span and the undamaged zone beyond the pure span. During the test, the tendon strain was measured throughout using the embedded FBG sensors, and the pre-stress force was measured through the load cells.

### 3.2. Test Results: Construction Stage

### 3.2.1. Pre-Stressing Stage

During the construction process, pre-stress was applied to the tendon and transferred to the concrete beam. The pre-stress at the live anchor, pre-stress at the dead anchor, and elongation of the tendon were measured during the jacking process, as shown in Figure 10. As seen in Figure 10, the pre-stress at the dead end and elongation increased with an increase in the pre-stress applied to the live end. There were regions where the measured values were constant, because the pre-stressing was applied in several steps.


Figure 10. Pre-stress and elongation measured at the anchorage. (a) P25 specimen; (b) P50 specimen.
The pre-stress measured at the live end coincided well with the applied pressure measured at the hydraulic jack. The measured load at the dead end was smaller than that at the live end due to friction losses that occurred in the tendon. The gap between loads at the live and dead anchors varies with respect to the test specimens. As the curvature of the tendon profile increased, the difference increased
too. From Figure 10, it was calculated that the measured friction loss through the tendon was $4.2 \%$ and $7.7 \%$ for the P25 and P50 specimens, respectively.

After applying pre-stress to the tendon, the pre-stress was released and transferred to the anchorage and concrete. During this process, a pre-stress loss occurred due to the anchorage-seating. From the measurements, it was observed that the anchorage-seating loss of live anchor was $17 \%$ and $19 \%$ for the P25 and P50 specimens, respectively.

From the load cell measurements, it was shown that the pre-stressing force at both ends of the beam can be measured so that the construction process and quality of a PSC girder can be monitored successfully. The pre-stress losses, which occur during the construction process, can be evaluated from exterior measurements. However, the stress or strain inside the beam cannot be measured directly using the load cells.

Figure 11 shows the measurements from the FBG sensors during the process of jacking the tendon. Figure 11a shows that the strains along the tendon increase as the applied load increases, as expected. However, Figure 11b shows that the strain near the live anchor decreased in the last stage due to unexpected slippage of the tendon. This kind of small change cannot be monitored using only a load cell. This figure proves that the strain profile of a tendon located inside a concrete beam can be monitored successfully using FBG sensors. Even local changes of strain can be monitored.


Figure 11. Strain measured by embedded FBG sensors. (a) P25 specimen; (b) P50 specimen.
Figures 10 and 11 prove that the load cells are able to measure the pre-stress of a tendon at the anchorage, and that FBG sensors can measure the strain at any location of the tendon where FBG sensors are embedded. The pre-stress of tendons during prestressing stage can be monitored successfully with these load cells and FBG sensors.

### 3.2.2. Yard Storage Stage and Pre-Stress Losses

After the beams were fabricated and pre-stressed, they were stored for four months. After this, the beams were tested for structural performance and damage monitoring. After pre-stressing was applied to the tendon, the pre-stress on the tendon varied with time due to several causes, such as elastic shortening, creep, and shrinkage of the concrete. Calculation of the effective pre-stress that remains in a tendon plays a major part in the design stage of PSC beams, because the amount of applied pre-stress is a key factor governing the structural performance of a PSC beam. The pre-stress losses can be evaluated using well-known theories or design codes [1-3]. However, it is not easy to know the actual pre-stress applied to the tendon in the construction or in-service stages.

Table 1 shows the summarized pre-stresses that were monitored using the embedded load cells and FBG sensors. In the table, LL and LD represent the load cell at the live anchor and dead anchor, respectively. This table shows that the actual pre-stress on the tendon can be monitored rationally with embedded sensing technology. The calculated losses can be used to prove (or improve) the design process and construction quality of PSC beams.

Table 1. Results from monitoring pre-stress and corresponding pre-stress loss.

| P25 Specimen | LL (kN) | FBG1 $(\mu \varepsilon)$ | FBG2 $(\mu \varepsilon)$ | FBG3 $(\mu \varepsilon)$ | FBG4 $(\mu \varepsilon)$ | FBG5 $(\mu \varepsilon)$ | LD (kN) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Initial (A) | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Jacking (B) | 600 | 5009 | 5091 | 5030 | 4894 | 5092 | 585 |
| After anchoring (C) | 500 | 4153 | 4292 | 4342 | 4255 | 4555 | 520 |
| Before loading test (D) | 467 | 3682 | 3532 | 3824 | 3753 | 3645 | 479 |
| Jacking loss (1-B/C) | 16.7 | 17.1 | 15.7 | 13.7 | 13.0 | 10.6 | 11.1 |
| Long term loss (1-D/C) | 6.6 | 11.3 | 17.7 | 11.9 | 11.8 | 20.0 | 7.9 |
| P50 Specimen | LL (kN) | FBG1 ( $\mu \varepsilon)$ | FBG2 $(\mu \varepsilon)$ | FBG3 ( $\mu \varepsilon)$ | FBG4 $(\mu \varepsilon)$ | FBG5 ( $\mu \varepsilon)$ | LD (kN) |
| Initial (A) | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Jacking (B) | 603 | 4172 | 4919 | 4687 | 4459 | 4195 | 555 |
| After anchoring (C) | 487 | 3038 | 3900 | 3933 | 4153 | 4000 | 524 |
| Before loading test (D) | 468 | 2790 | 3348 | 3517 | 4000 | 3253 | 464 |
| Jacking loss (1-B/C) | 19.2 | 27.2 | 20.7 | 16.1 | 6.9 | 4.7 | 5.6 |
| Long term loss (1-D/C) | 3.9 | 8.2 | 14.2 | 10.6 | 3.7 | 18.7 | 11.5 |

### 3.3. Test Results: Loading Stage

### 3.3.1. General Behavior

As the applied load increased, the deflection increased, as shown in Figure 12. The crack patterns were recorded and checked at various loading steps until the specimens failed. During the test, flexural cracks occurred at the bottom of the center, and then flexural-shear cracks were induced as the applied load increased. Subsequently, web-shear cracks were formed. As a result, all of the specimens showed shear failures with a dominant diagonal crack. Detailed crack patterns of the specimens can be found in the study of Lee et al. [28].


Figure 12. Load-center deflection response.

### 3.3.2. Test Results: Pre-Stress Forces and Damage

During the loading process, the pre-stress of the tendon was measured through the load cells. However, the pre-stress forces measured at the ends of the beam changed very little; the changes measured were less than $1 \%$ of the initial values.

Generally, the tendons in a PSC girder are grouted for several reasons, such as protection against corrosion and improvement of structural integrity. After tendons are grouted and bonded, the tendon and concrete beam behave as a single structure, so that there is no increment of strain at the ends of a beam where external force has no influence.

Thus, it can be concluded that load cells, which can measure the pre-stress only at the ends of a beam, are not appropriate for evaluation of damage to PSC girders, because no noticeable differences were measured using such sensors.

### 3.3.3. Test Results: Tendon Strain and Damage

The tendon strain measured through the FBG sensors during the test is presented over time in Figure 13. At the beginning of the loading test, the tendon strain was around 0.003-0.004, which decreased by about 0.0007 from the value measured just after post-tensioning. This was due to the effect of concrete creep and shrinkage. As the load was applied at the center of the girders, the tendon strains at FBG1 and FBG5 (located near the anchors) showed very little variation, even under failure. This indicates that damage caused by flexural cracks in PSC girders cannot be detected with sensors embedded at the anchors.


Figure 13. Tendon strain of specimens in relation to time.

On the other hand, tendon strains at the sensing points within the pure span exhibited significant increase as the applied load increased and cracks occurred. Because flexural cracks were formed at the bottom of the center, the tendon strain at FBG3 (near the first flexural crack) started increasing first while the others remained almost constant. Then, the tendon strains at FBG2 and FBG4 increased later as the number of cracks increased and the damage increased. This indicates that damage due to flexural cracks in PSC girders can be detected by the strain increment monitored by FBG sensors near cracks. In addition, it can be inferred that FBG sensors installed in appropriate regions would make it possible to evaluate how much a PSC girder is damaged.

## 4. Conclusions

Pre-stressing force has not been managed after construction, even though it is a very important factor for maintaining the structural safety of PSC girder bridges. Usually, the pre-stressing force is measured only during construction using a jacking device, and after that it cannot be managed practically. For this reason, in this study, the measurement of pre-stress was investigated using embedded sensors that are currently available, with the goal of proposing 'smart' pre-stressed concrete girders that could monitor the pre-stress of the tendon and damage of a beam from its birth to the end of its life.

Four types of sensors were installed on a small steel frame, and the applicability and accuracy of those sensors were tested while pre-stress was applied to the frame. The results show that the hydraulic load cells have a tendency to underestimate the pre-stress when it is loaded with eccentricity. The center-hole load cell shows irregular error in the presence of the eccentricity. The tri-sensor loading plate and FBG sensors measure the pre-stress successfully.

In order to investigate the feasibility of monitoring the pre-stress of tendons in construction and service stages, 6 m -long post-tensioned PSC girders were fabricated. During the construction process, the pre-stress applied to the tendons was monitored. The results prove that the pre-stressing history and construction quality can be monitored precisely using embedded sensors. Pre-stress losses can be evaluated using the monitored results.

Through a 3-point loading test for the PSC girders, tendon stress and strain were measured by embedded sensors. The measurements prove that the stress and strain of tendons near the anchors change only a little, even after failure. However, it was observed that the FBG sensors at the middle section showed significant increases due to flexural deformation and cracks within the pure span. Consequently, it can be concluded that damage due to flexural deformation and cracks in PSC girders can be detected by FBG sensors at the location where the damage occurs.
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#### Abstract

The tensile force of pre-stressed concrete (PSC) girders is the most important factor for managing the stability of PSC bridges. The tensile force is induced using pre-stressing (PS) tendons of a PSC girder. Because the PS tendons are located inside of the PSC girder, the tensile force cannot be measured after construction using conventional NDT (non-destructive testing) methods. To monitor the induced tensile force of a PSC girder, an embedded EM (elasto-magnetic) sensor was proposed in this study. The PS tendons are made of carbon steel, a ferromagnetic material. The magnetic properties of the ferromagnetic specimen are changed according to the induced magnetic field, temperature, and induced stress. Thus, the tensile force of PS tendons can be estimated by measuring their magnetic properties. The EM sensor can measure the magnetic properties of ferromagnetic materials in the form of a B (magnetic density)- H (magnetic force) loop. To measure the B-H loop of a PS tendon in a PSC girder, the EM sensor should be embedded into the PSC girder. The proposed embedded EM sensor can be embedded into a PSC girder as a sheath joint by designing screw threads to connect with the sheath. To confirm the proposed embedded EM sensors, the experimental study was performed using a down-scaled PSC girder model. Two specimens were constructed with embedded EM sensors, and three sensors were installed in each specimen. The embedded EM sensor could measure the B-H loop of PS tendons even if it was located inside concrete, and the area of the B-H loop was proportionally decreased according to the increase in tensile force. According to the results, the proposed method can be used to estimate the tensile force of unrevealed PS tendons.
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## 1. Introduction

Recently, civil structures and their behaviors have become more complicated due to the development of materials, design, and construction technology. Also, the evaluation and maintenance of these structures have become very important. To inspect these structures, nondestructive tests (NDTs) have become a solution for evaluating structural health [1-7]. The main benefit of such non-destructive evaluation systems is that a structure does not need to be altered while being monitored. The condition of a structure can be assessed on site, while the information derived from a non-destructive evaluation can be instrumental in making engineering decisions concerning the fate of a structure. This ensures better judgment when determining whether or not a structure is safe, thus avoiding the construction, labor, and social costs of replacing a structure that actually does not require replacement. In addition, NDT techniques can be applied to new structures as part of a monitoring scheme, which leads to a better understanding of the behavior and performance during the construction and servicing of a structure.

Since the first post-tensioned concrete bridge was built in 1936, many PSC (pre-stressing concrete) bridges have been constructed globally [8]. However, after the sudden collapse of a number of post-tensioned concrete bridges, it was found that the post-tension system has long-term risks, such as corrosion of tendons caused by ingress of water and chloride ions into partially grouted ducts [9,10]. The tensile forces in the pre-stressing strands can vary due to a variety of losses including instantaneous losses such as elastic shortening, friction, and anchorage set occurring at the time of transfer of the pre-stressing force, as well as time-dependent losses due to steel relaxation and the concrete creep and shrinkage that occur after transfer of the pre-stressing force and during the life of the member. Accordingly, the measurement of the tensile force in a tendon becomes very important for long-term maintenance of such bridges, as well as for the purpose of design [11-15].

Various NDT methods have been studied to estimate tensile forces of tendons or cables. In addition, field measurements have been carried out by attaching sensors, such as a strain measuring gauges (Tensmeg), directly to the outside of the strand, or indirectly, by sensing the strain near the strand using an electrical strain gauge and vibrating wire strain gauge (VWSG) installed in the concrete or on a rebar near the duct [16]. More recently, various NDT methods for measuring pre-stressing forces have been studied using methods based on guided stress waves [17,18], a system identification technique based on modal parameters [19], an impedance method applied to an anchorage plate [20], and use of the in-strand encapsulated fiber Bragg grating (FBG) sensor [21,22].

Especially, a magnetic sensor is a reliable method for stress estimation of steel specimens, due to its outstanding superiorities including corrosion resistance, actual-stress measurement, nondestructive monitoring, and long service life [23]. The elasto-magnetic (EM) sensor is usually applied to measure the stress of ferromagnetic members and it consists of a primary excitation coil and a secondary induction coil. It can measure the permeability to estimate the stress and it has been used to monitor the stress in exposed steel cables on field more than ten years [24-26]. The many types of EM sensors were invested using coil type [27], yoke-shaped electromagnet with hall sensors [28], and coil type electromagnet with magneto-electric-laminated composite sensor [23].

However, the previous magnetic sensors should located closely to specimen and it cannot be applied actual PSC girder that the PS (pre-stressing) tendons did not expose to outside of girder. To overcome this limitation, this research proposed an embedded EM sensor that can embed into the PSC girder and measure the magnetic responses of internal PS tendons to improve field applicability. For this purpose, embedded EM sensors are developed for measuring the magnetic hysteresis loop variations in pre-stressing tendons and a test was carried out using a 6 m down-scaled PSC girder beam in order to verify the proposed method.

## 2. Development of the Embedded EM Sensor

This study applied an EM sensor to estimate the tensile force of PS tendons. The EM sensor can measure the induced stress of ferromagnetic specimen by the elasto-magnetic effect [29]. The EM sensor should be located inside a PSC girder to measure the magnetic responses of the PS tendons because the tendons are built into the PSC girder and could not approach after casting concrete. To apply an EM sensor to an actual PSC girder, an embedded EM sensor was developed. The embedded EM sensor consists of a cylindrical bobbin with screw threads on both ends to connect with the sheath, a primary coil to generate a magnetic field, a secondary coil to measure the magnetic response of the PS tendon, and an external cover to protect the coils, as shown in Figure 1. The ends of the primary and secondary coils are connected to coaxial cables (Figure 2a), and a PVC (poly vinyl chloride) pipe is used as the external cover (Figure 2b) to protect the EM sensor from impact and water from the concrete.


Figure 1. Schematic of the embedded EM sensor.

(a)

(b)

Figure 2. Embedded EM sensor. (a) Connection with coils and cable, (b) External protection cover.

The embedded EM sensor is installed between the sheaths as a sheath joint, as shown in Figure 3. Both sides of the EM sensor have screw threads, allowing the sensor to be installed at any position along the sheath line. Also, the joints are sealed using tape to prevent water permeation into the sheath.


Figure 3. Installation of an embedded EM sensor.

## 3. Experimental Study

### 3.1. Experimental Setup and Test Procedure

To confirm the proposed tensile force monitoring method, two down-scaled PSC girder specimens were constructed as shown in Figure 4. The span of the girders was 6 m , and the height was 1 m . The girders had 1 sheath line in each specimen (specimen 1 had a straight sheath, and specimen 2 had a curved sheath), and the embedded EM sensors were installed at the left and right anchorage parts and the maximum eccentric part as shown in Figures 4 and 5.


Figure 4. Schematic diagram of the test specimens. (a) Specimen 1: Straight sheath; (b) Specimen 2: Curved sheath.


Figure 5. Installation of embedded EM sensors in a PSC girder. (a) EM sensor installed PSC girder, (b) Right anchorage part, (c) Maximum eccentric part, (d) Left anchorage part.

After installation of the EM sensors, the concrete was cast, and the PS tendons were arranged through the sheath lines. The nominal cross-section of each PS tendon was 158.8 mm , and four PS tendons were placed in each sheath line. To measure the actual tensile force, a three-point load cell was installed as shown in Figure 6.


Figure 6. Installation of a load cell.
The tensile force on the PS tendons was induced by a multi-tendon hydraulic jacking machine. The jacking step was divided into 6 steps, and the details are listed in Table 1.

Table 1. Jacking steps of specimens.

| Jacking Step | Tensile Force (kN) |  |
| :---: | :---: | :---: |
|  | Specimen 1 (Straight Sheath) | Specimen 2 (Curved Sheath) |
| 1 | 0 | 0 |
| 2 | 189 | 194 |
| 3 | 272 | 275 |
| 4 | 379 | 386 |
| 5 | 486 | 492 |
| 6 | 595 | 602 |

### 3.2. Results of EM Measurement

The B-H loops of PS tendons were measured every jacking step using the embedded EM sensors. Figures 7 and 8 show the results of B-H loop measurement of specimens 1 and 2 .

(b)

Figure 7. Cont.

(c)

Figure 7. B-H loop of specimen 1: (a) Sensor no. 1-1; (b) Sensor no. 1-2; (c) Sensor no. 1-3.


Figure 8. B-H loop of specimen 2: (a) Sensor no. 2-1; (b) Sensor no. 2-2; (c) Sensor no. 2-3.

According to the measurement results, proposed embedded EM sensor can measure the B-H loop of unrevealed PS tendon even if it located inside of concrete.

To quantify the B-H loop variation due to induced tensile force, the area of the B-H loop was extracted. Figure 9 shows the variations in area of the B-H loop at each measurement of specimen 1. The results confirm that the area of the B-H loop decreased with increase in tensile force.


Figure 9. B-H loop of specimen 1.

Figure 10 shows the result of specimen 2. The results are similar to that of sheath no. 2; the area of the B-H loop decreased with increased tensile force.


Figure 10. B-H loop of specimen 2.

To quantify the area variation due to tensile force, the area ratio was proposed as follows:

$$
\begin{equation*}
A_{r}=\frac{A_{i}-A_{c}}{A_{i}} \tag{1}
\end{equation*}
$$

where $A_{i}$ is the measured area of the B-H loop at a tensile force of 0 (step 1 of each specimen) and $A_{c}$ is the measured area of the B-H loop at the current step.

Figure 11 shows the area ratio results of specimen 1. The area ratio increased with an increase in tensile force. The area ratio of Sensor no. 1-2 was larger than those of Sensor no. 1-1 and 1-3, indicating that the tensile force was concentrated at the center of the PS tendon. It caused by the sheath of specimen 1 was straight and there was no friction loss.


Figure 11. Area ratio of specimen 1.

Figure 12 shows the result of the area ratio calculation from the area of the B-H loop of specimen 2. The result shows a similar pattern to that of the result of specimen 1. However, friction loss was observed with the sensors because of the curved sheath of specimen 2 .


Figure 12. Area ratio of specimen 2.

Figure 13 shows the relationship between area ratio of Sensor no. 1 of each specimen and reference tensile force measured by the load cell at the left side of each specimen. As shown in the figure, the area ratio and tensile force had a linear relationship, and the tensile force of a PSC girder can be estimated using Equation (2).

$$
\begin{equation*}
\text { Tensile Force }(k N)=1065 \times A_{r} \tag{2}
\end{equation*}
$$



Figure 13. Relationship between area ratio and reference stress.

According to the results, the embedded EM sensors could estimate the tensile forces in PS tendons with acceptable error by tracking the area ratio variations. Furthermore, the friction losses and the tensile force distribution in the PS tendons could be monitored using the embedded EM sensor.

## 4. Conclusions

An embedded EM sensor based tensile force monitoring for PSC girders was proposed in this research. The B-H loop of ferromagnetic material is affected by the induced tensile force in the specimen. To measure the B-H loop of PS tendons in a PSC girder, an embedded EM sensor was developed as a sheath joint. To validate the proposed method, a down-scaled PSC girder test was performed using two PSC girder specimens that had 1 sheath line in each specimen. The embedded EM sensors were installed at the left and right anchorage parts and at the maximum eccentric part through the sheath before casting concrete. After casting and curing concrete, tensile force was induced in steps, and the B-H loop was measured at every tensile force step. Also, the reference tensile forces were measured from the load cell at the left anchorage of each specimen. The area of the B-H loop decreased with tensile force increase. To quantify the area variation, the area ratio was calculated, and the equation for estimating tensile force was derived by comparing the area ratio and reference tensile force. According to the results, the embedded EM sensor can measure the magnetic responses of unrevealed PS tendon even if it located inside of concrete and the tensile force could be estimated based on the area ratio variations of the PS tendon using the embedded EM sensors in the field environment.
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#### Abstract

In this study, a magnetic flux leakage (MFL) method, known to be a suitable non-destructive evaluation (NDE) method for continuum ferromagnetic structures, was used to detect local damage when inspecting steel wire ropes. To demonstrate the proposed damage detection method through experiments, a multi-channel MFL sensor head was fabricated using a Hall sensor array and magnetic yokes to adapt to the wire rope. To prepare the damaged wire-rope specimens, several different amounts of artificial damages were inflicted on wire ropes. The MFL sensor head was used to scan the damaged specimens to measure the magnetic flux signals. After obtaining the signals, a series of signal processing steps, including the enveloping process based on the Hilbert transform (HT), was performed to better recognize the MFL signals by reducing the unexpected noise. The enveloped signals were then analyzed for objective damage detection by comparing them with a threshold that was established based on the generalized extreme value (GEV) distribution. The detected MFL signals that exceed the threshold were analyzed quantitatively by extracting the magnetic features from the MFL signals. To improve the quantitative analysis, damage indexes based on the relationship between the enveloped MFL signal and the threshold value were also utilized, along with a general damage index for the MFL method. The detected MFL signals for each damage type were quantified by using the proposed damage indexes and the general damage indexes for the MFL method. Finally, an artificial neural network (ANN) based multi-stage pattern recognition method using extracted multi-scale damage indexes was implemented to automatically estimate the severity of the damage. To analyze the reliability of the MFL-based automated wire rope NDE method, the accuracy and reliability were evaluated by comparing the repeatedly estimated damage size and the actual damage size.


Keywords: magnetic flux leakage; steel wire rope inspection; signal processing; damage quantification; artificial neural network

## 1. Introduction

Recently, elevators for convenience of movement and transportation have become essential facilities inside of buildings, particularly with the development of high-rise buildings, and the installation of elevators has been rapidly increasing all over the world. In addition, cranes and lifts are essential pieces of equipment for transporting materials on construction sites.

In various industrial facilities, steel wire rope, which has a high strength and high flexibility, is a key mechanical element used for power transmission and is widely used because it has the advantages of reliability and efficiency.

Wire ropes fully support the load of structures or cargo, so damage to a wire rope can lead to great risks. However, local cross-sectional damage in a wire rope can occur due to aging caused by long-term use, corrosion caused by the external environment, damage due to unexpected mechanical movement, and local defects due to friction with peripheral devices, etc. These small defects can expand quickly because of the tension in the wire rope, which can lead to the lifting structure falling apart or other structural failure. However, such damage is not easily detected due to certain properties of the wire rope, such as its complicated cross section and long length; and thus some wire ropes are being used in very dangerous conditions in situ [1,2].

Additional, due to the features mentioned above, the remaining service life of wire ropes cannot be accurately predicted, so the ropes are regularly replaced. In particular, it is estimated that more than $70 \%$ of ropes have been replaced despite the fact that there is no problem with the strength, and there is a recurring economic loss as a result. Thus, it is very important to detect initial defects in wire ropes at the early stages to prevent both accidents and avoid economic losses.

Currently, wire rope inspection relies almost entirely on manual inspection methods along with visual inspection. This requires a lot of time and money, and there is a high probability of human error because it is diagnosed is based on an individual's decision. Visual inspection also has a fatal disadvantage in that it cannot inspect local flaws or internal corrosion.

To overcome these drawbacks, non-destructive testing has recently been introduced to check the state of wires, but only up to a limit. Techniques such as radiographic testing and ultrasonic testing (referred to as representative non-destructive testing methods) have the potential to reduce the risk of radiation exposure, but they are associated with low inspection efficiency and problems with wave propagation due to the geometry of the complicated wire ropes [2].

Therefore, magnetic testing can be a very useful method for detecting defects in wire ropes because such wire ropes are ferromagnetic materials that are easily magnetized, and most non-destructive testing methods for wire rope inspections primarily use magnetic sensors. In this method, a magnetic field is applied to a wire, and a magnetic sensor detects any changes in the magnetic flux or leakages of the magnetic field from a defective portion of the wire [3-5].

Magnetic sensors have the advantages of excellent reliability and reproducibility, and excellent diagnostic performance can be expected when combined with signal processing technology [6-9].

Magnetic sensors vary in type and are used in accordance with the characteristics of the target structure considering any possible damage [10]. Wire ropes are ferromagnetic and continuous, and have a complicated cross section in which several wires are twisted. In addition, the type of damage that occurs in the wire rope is characterized by disconnection, corrosion, and collapse of the shape, most of which occurs locally. Further, corrosion and abrasion damage, which can occur globally, the degree of degeneration of the corrosion and abrasion damage is progressed to leads to disconnection of the wire.

Considering these characteristics, the magnetic flux leakage (MFL) method was selected as a suitable test method for wire rope in this study. This is because the MFL method has been effectively applied to diagnose local damage in continuous ferromagnetic structures such as pipes and rails, and it has the advantage of high-speed non-contact diagnosis [11-13].

Currently, most wire rope diagnostic techniques using the MFL technique employ a one-dimensional raw magnetic flux signal. However, there is a restriction in that the damage must be judged via subjective signal analysis by a professional, and thus such methods are not widely used.

To overcome these limitations, this study aimed to develop an automatic damage assessment method based on MFL that quantitatively assesses the degree of damage by objectively determining whether or not the damage has occurred automatically without expert intervention.

To accomplish this, magnetic flux data measured from 8-channel MFL sensor heads were processed by filtering and the Hilbert transform method, outlier analysis was performed by comparing the results with a threshold using the GEV distribution, and the existence of damage was objectively determined.

Assuming damage was identified, damage indexes were created to quantify the MFL signals by extracting the magnetic characteristics of the MFL signals. Finally, an artificial neural network
(ANN)-based pattern recognition technique using extracted damage indexes was developed, and the size of the damage in the wire rope was automatically and objectively estimated.

## 2. Theoretical Background

### 2.1. Magnetic Flux Leakage-Based Damage Detection Technique

Any magnetized ferromagnetic material can be considered as a magnet. The magnetic field spreads out when it encounters a small air gap created by the defect, as the air cannot support as much magnetic field per unit volume when compared to the magnet. When the field spreads out, it starts to leak out of the material, and this is called magnetic flux leakage. Before measuring the magnetic flux leakage, specimens must reach saturated magnetization conditions by applying a field large enough to cause the magnetic flux to effectively leak out. To establish the magnetic flux in the material to be inspected, a strong permanent magnet is used to magnetize the specimen in this study. When no damage is present, the magnetic flux in the specimen remains uniform, as illustrated in Figure 1a. In contrast, flux leakage occurs when damage due to local defects has occurred, as shown in Figure 1b.


Figure 1. Schematic of the MFL method [9].

Magnetic flux leaks out of the metal specimen near the damaged areas. Sensors that can detect this flux leakage are placed between the poles of the magnet. The sensors then generate a voltage signal proportional to the magnetic flux leakage [10,14]. In this study, Hall sensors that operate based on the Hall effect were used to capture the MFL signal, as illustrated in Figure 2.


Figure 2. Schematic of the Hall effect [10].
When a magnetic field $(B)$ is applied to a plate, an electron moving through the magnetic field experiences a force, known as the Lorentz force, which is perpendicular to both to the direction of motion and the direction of the field. The response to this force then creates a Hall voltage [10]. This Hall voltage can be measured using a data acquisition (DAQ) system and can then be used to examine the condition of the target structure.

### 2.2. Signal Processing for Improving Signal Quality

Signal processing techniques, such as low-pass filtering and offset correction, were performed to improve signal resolution after measuring the magnetic flux. After the de-noising process was performed, the enveloping process was carried out to determine flux leakage to improve the accuracy
of damage detection using the characteristics of the magnetic flux signal [9]. Samples of the raw MFL signal and the enveloped MFL signal are shown in Figure 3.

(a) Raw MFL signal

(b) Enveloped MFL signal

Figure 3. Effect of the enveloping process [9].

This enveloping process based on the Hilbert transform was performed to bring out the MFL signal due to damage [15]. The envelope using the Hilbert transform can be obtained based on the instantaneous amplitude, and it is useful for analyzing abnormal signals generated by defects in a time series signal. This enveloping process can help reveal important information about the signal by reducing meaningless information, which is used to improve damage detection. In addition, it is helpful for comparing the damage with a threshold value for decision making during damage detection, and additional damage indexes can be extracted from envelope signals to quantify the damage level.

### 2.3. Establishing Threshold Levels Using the GEV Distribution for Damage Detection

After obtaining the magnetic flux signal, the appropriate threshold that distinguishes between the normal and damaged conditions needs to be established. In this study, a $99.99 \%$ confidence level threshold of the normal condition was established using the generalized extreme value (GEV) distribution. The GEV distribution is the limit distribution of the properly normalized maxima of a sequence of independent and identically distributed random variables according to the extreme value theorem [16]. The GEV distribution was therefore used as an approximation to model the maxima of long sequences of random variables. The generalized extreme value distribution has a cumulative distribution function, that is shown in Equation (1):

$$
\begin{equation*}
F(x ; \mu, \sigma, \xi)=\exp \left\{-\left[1+\xi\left(\frac{x-\mu}{\sigma}\right)\right]^{-1 / \xi}\right. \tag{1}
\end{equation*}
$$

for $1+\xi(x-\mu) / \sigma>0$, where $\mu \in \mathrm{R}$ is the location parameter, $\sigma>0$ is the scale parameter, and $\xi \in \mathrm{R}$ is the shape parameter [16]. When the magnetic flux signal exceeds the calculated threshold value, the signal is determined to be within a damaged range.

### 2.4. Damage Quantification Using MFL Signal Based Damage Indexes

Typically, two kinds of damage indexes that can be extracted from raw MFL signals have been used to quantify the MFL signal to estimate the amount of damage [17,18].

The peak to peak value ( $\mathrm{P}-\mathrm{P}$ value: $\mathrm{P}-\mathrm{P}_{\mathrm{V}}$ ) shown in Figure 4 a is used to represent the y-component (amplitude) of an MFL signal and is known to represent the depth of damage. On the other hand, the x-component (width) of the MFL signal is represented by the peak to peak width (P-P width: P-P $P_{W}$ ), as shown in Figure 4b. In this study, four types of new damage indexes were extracted from the
relationship between the enveloped MFL signal and the threshold, which are utilized to quantify the damage level [9].


Figure 4. Common damage index for an MFL signal [9].

First, the maximum peak of the enveloped signal that exceeds the threshold was extracted and was named the 'peak value of envelope ( $\mathrm{E}_{\mathrm{P}}$ )' as shown in Figure 5a. This measurement more effectively represents the level of damage when the MFL signal is saturated; this is because the saturated part of an MFL signal can be restored using the enveloping process since the trends in the remaining signal are reflected in the enveloped signal.


Figure 5. New damage indexes using the relationship between the envelope signal and the threshold [9].

Also, the width of the envelope ( $\mathrm{E}_{\mathrm{W}}$ ) was extracted to supplement the P-P width by calculating the range where the envelope exceeds the threshold, which was then used to represent the $x$-component of the enveloped MFL signal, as shown in Figure 5b. The $\mathrm{E}_{\mathrm{W}}$ extracted from under the peak is generally larger than the P-P width, in accordance with the triangular shape [9].

However, when the peak is too large or too small, $\mathrm{E}_{\mathrm{W}}$ cannot reflect the magnetic properties of the peak due to the fixed, relatively low threshold. To deal with this limitation, the FWHM (full width at half maximum) was applied to stably represent the width of the peak. To extract the FWHM, the width value at half height of the peak was indexed when the peak was obtained from a signal, as shown in Figure 5c [19].

In addition, the area of the envelope $\left(\mathrm{E}_{\mathrm{A}}\right)$ was extracted by integrating the amplitude of the signal in the excess range considering, the shape of the envelope signal, as shown in Figure 5d. Even if the height and width are the same, the shape of the peak may change. Thus, the area of the envelope can effectively represent the total energy of the magnetic flux leakage, as it can reflect the shape of the enveloped MFL signal.

These extracted damage indexes can be independently used to quantify the damage. However, since they have mutually complementary relationships, the accuracy of damage evaluation can be improved by using different combination of these indexes, such as developing complex multi-dimensional damage indexes or utilizing various parameters for pattern recognition.

### 2.5. ANN Based Pattern Recognition for Damage Quantification

An artificial neural network (ANN) can be used to make an approximation function by learning from collected data, and it can objectively classify unknown data based on this approximation function [20]. The ANN consists of a number of processing elements that are connected to form layers of neurons, although the networks may be complex. The missing links between sets of inputs and outputs were found by determining the optimal synaptic weights, based on the available training data of the inputs and outputs [21]. In this research, various damage indexes were extracted from the MFL signals and were used as training data to train the ANN classifier for the purposes of estimating the damage in a wire rope.

A supervised multi-layer feed-forward ANN with backpropagation is typically employed. The Levenberg-Marquardt (LM) algorithm, which is similar to the Newton method [22], is used for back propagation in ANN learning. The root mean squared error (RMSE) was used as the performance index in this study. In this research, various damage indexes were extracted from the MFL signal and were used as training data to teach the ANN how to estimate the damage in a wire rope.

## 3. Experimental Study

### 3.1. Experimental Setup \& Procedure

A series of experimental studies was carried out to examine the capabilities of the proposed damage detection and quantification technique. To perform the experiments, five steel wire-rope specimens with a 10 mm diameter and 800 mm length were prepared. An intact wire rope was prepared and magnetic flux signals were measured from this wire rope, which were then used to establish the threshold for the outlier analysis. Four kinds of artificial damaged steel wire specimens were prepared for quantitative analysis according to the size of the damage, as shown in Figure 6 and Table 1.


Figure 6. Specification of the wire rope specimens.

As shown in Tables 1 and 2 and Figure 6, stepwise formations of various damage sizes were considered for all wire ropes (\#1 to \#4), for a total of 32 different types of local damage. In each wire rope, eight types of damage with a width ranging from 0.5 mm to 9 mm were machined, with four in the upper parts of the rope and four in the lower parts with a 10 cm spacing. The depths of the damage were 0.5 mm for wire rope \#1, 1 mm for wire rope \#2, 1.5 mm for wire rope \#3, and 2 mm for wire rope \#4.

Table 1. Specification of the damage for wire ropes \#1 and \#2.


Table 2. Specification of the damages for the wire rope \#3 and \#4.

| No. | Direction | Specification of the Damage |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |

Table 2. Cont.

| No. | Direction | Specification of the Damage |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Upper | Damage \#4-2 |  | Damage \#4-4 |  | Damage \#4-6 |  | Damage \#4-8 |  |
|  |  | Location | 150 mm | Location | 350 mm | Location | 550 mm | Location | 750 mm |
|  |  | Depth | 2 mm | Depth | 2 mm | Depth | 2 mm | Depth | 2 mm |
|  |  | Width | 1 mm | Width | 3 mm | Width | 6 mm | Width | 9 mm |
|  |  |  |  |  |  |  |  |  |  |
| Wire \#4 | Under | Damage \#4-1 |  | Damage \#4-3 |  | Damage \#4-5 |  | Damage \#4-7 |  |
|  |  | Location | 50 mm | Location | 250 mm | Location | 450 mm | Location | 650 mm |
|  |  | Depth | 2 mm | Depth | 2 mm | Depth | 2 mm | Depth | 2 mm |
|  |  | Width | 0.5 mm | Width | 2 mm | Width | 4 mm | Width | 8 mm |
|  |  |  |  |  |  |  |  |  |  |

In other words, the change in MFL signal was determined according to the change in damage width. The changes in MFL signal were also analyzed for various damage depths, which was accomplished by comparing the wire ropes (\#1-\#4) with different depths. The test setup for measuring MFL signals was composed of an MFL sensor head, a compact DAQ, and a terminal board, as shown in Figure 7.


Figure 7. Experimental setup.

The MFL sensor head moves linearly along the fixed wire rope specimen with a constant velocity of $2 \mathrm{~m} / \mathrm{s}$ to measure MFL signals using a linear moving machine. The data acquisition equipment, which consists of a terminal board and a compact DAQ, measures 8 magnetic flux signals simultaneously at the MFL sensor head.

The MFL sensor head is composed of 8 channels of the sensor module, and each sensing module contains a Hall sensor and a permanent magnet yoke that can independently measure the magnetic flux signal. Eight sensing modules were circumferentially arranged in a circular configuration to measure signals from the entire cross section of the wire rope, as shown in Figure 8.

Signals were repeatedly measured 40 times at each specimen, and the sampling rate was 10 kHz . The measured signals were then processed to facilitate effective damage detection throughout signal processing and the enveloping process based on the Hilbert transform (HT).


Figure 8. 8-channel MFL sensor head.

### 3.2. MFL Based Damage Detection Results

After signal processing, the enveloped MFL signals measured from wire ropes \#1 \#4 are displayed by overlapping in Figure 9.


Figure 9. Overlapped graphs of the enveloped MFL signals for wire ropes \#1-\#4.

Figure 9 shows that leakage signals exceeding the threshold were generated at 150,350,550 and 750 mm , where the actual damage is located. It was also confirmed that leakage signals were generated at $50,250,450$ and 650 mm , where damage was located. This shows that the detection of damage in the wire rope is possible through detection of the MFL signal.

The most sensitive sensing channel for upper damages is channel 3, which is nearest to the upper damage, and channel 7 is most sensitive for lower damages. A relatively weaker MFL signal was detected in the neighboring sensing channels. This shows that the closer the damage is to the sensing channel, the better the detection capability of the signal, indicating that the circumferential direction of the damage can be deduced using this method.

### 3.3. Quantitative MFL Signal Analysis Using Damage Indexes

### 3.3.1. Analysis and Quantification of the Leakage Flux Signal with Increasing Damage Depth

MFL signals collected from wires \#1 \#4 with different depths of damage were compared to analyze the change in patterns of the MFL signals with increasing damage depth. In this research, a quantitative analysis was conducted using the MFL signals measured from the top four damaged regions by utilizing the most sensitively measured signals from channel 3.

It can be seen from Figure 10 that the magnitude of the envelope signal increases with the depth of the defects in all peaks sections. In general, the height of the peak, which is known to be affected by the depth, increased stepwise with increasing depth, while the width of the envelope, which is known to be closely correlated with the damage width, increased with increasing depth. Comparing each peak section, however, it is seen that the size of the peak varies with the width, even though the depth damage is the same; therefore, it is confirmed that the height of the peak is not determined by the depth of the damage.


Figure 10. Variation of the enveloped MFL signal according to damage depth.

Next, the changes in envelope signal were quantitatively extracted according to the damage depth by using the damage indexes introduced in Section 2.4. First, the most representative index of the MFL signal, the P-P value ( $\mathrm{P}-\mathrm{P}_{\mathrm{V}}$ ), is presented in Figure 11. As previously seen in the peak signal in Figure 10, the P-P value increased as the damage depth increased in accordance with the width of the damage.


Figure 11. Variation of the $\mathrm{P}-\mathrm{P}$ value $\left(\mathrm{P}-\mathrm{P}_{\mathrm{V}}\right)$ according to the damage depth.

Figure 12 shows the extraction results of the peak value of the envelope using the relationship between the envelope signal and the threshold value. The peak value of envelope ( $\mathrm{E}_{\mathrm{P}}$ ), which is similar to the P-P value, steadily increased with increasing damage depth.


Figure 12. Variation of the peak value of envelope $\left(\mathrm{E}_{\mathrm{P}}\right)$ according to the damage depth.
Figure 13 below shows the results of extracting the width of envelope $\left(\mathrm{E}_{\mathrm{W}}\right)$, which is a damage index developed to estimate the original damage width. The width of the envelope exhibits a positive relationship with increasing damage depth, and was therefore determined to be appropriate both for estimating the damage width, and the damage depth.


Figure 13. Variation of the width of envelope $\left(\mathrm{E}_{\mathrm{W}}\right)$ according to the damage depth.
The area of the envelope ( $E_{A}$ ) is shown in Figure 14. The peak value of envelope and the width of the envelope were determined based on how the envelope increased with increasing damage depth. Therefore, the area of the envelope also increased with increasing damage depth, exhibiting a large increase in magnitude close to the product of the two exponents.


Figure 14. Variation of the area of envelope $\left(\mathrm{E}_{\mathrm{A}}\right)$ according to the damage depth.

An analysis of the changes in the damage indexes according to damage depth showed that all four indexes, i.e., the P-P value, peak value of the envelope, width of the envelope, and area of the envelope, increased with increasing damage depth. Therefore, these indexes were used with the ANN to estimate the damage depth.

### 3.3.2. Analysis and Quantification of the Leakage Flux Signal with Increasing Damage Width

Figure 15 shows data for wire rope specimens with four different widths overlaid on top of each specimen. These data were used to examine the characteristics of the MFL signal according to damage width.


Figure 15. Variation of the enveloped MFL signals according to the damage width.

In the case of wire rope \#1, the peak was not clear because the damage depth was very small $(0.5 \mathrm{~mm})$, and therefore no intuitive pattern for the height and width of the peak due to the damage width was identified. However, for a damage depth of 1 mm , the width of the peak increased gradually from 1 mm to 6 mm with increasing damage width. However, when the damage width was extended from 6 mm to 9 mm , the peak was distorted and the height of the peak decreased. Additionally, the width of the peak did not significantly increase either, and unlike damage depth, there was no consistent pattern, thus confirming that the characteristics vary slightly depending on the size of the peak.

The change in leakage flux signal with increases in the damage width was investigated by quantifying the damage index determined using various characteristics of the peak.

First, the P-P width ( $\mathrm{P}-\mathrm{P}_{\mathrm{W}}$ ), commonly known as a representative index that reflects the width of the damage, was extracted and is shown in Figure 16.


Figure 16. P-P width ( $\mathrm{P}-\mathrm{P}_{\mathrm{W}}$ ) according to the damage width.

Figure 16 shows that the P-P width at each depth experienced a gradual increase with increasing damage width. However, complete separation does not occur because the P-P width has a value similar to the P-P widths at damage widths and depths of (i) 1 mm and 1 mm , and (ii) 3 mm and 0.5 mm , respectively. Figure 17 shows the width of the envelope $\left(\mathrm{E}_{\mathrm{W}}\right)$ as a function of the damage width variation.


Figure 17. Width of the envelope $\left(\mathrm{E}_{\mathrm{W}}\right)$ according to damage width.

The index decreased at a depth of 0.5 mm without increasing stepwise at a width of 6 mm . This is because the peak size itself is too small, as can be seen by comparing with the peaks in Figure 15. In addition, the index decreased in the section where the depth increased from 6 mm to 9 mm at a damage depth of 2 mm ; this was concluded to be an error caused by peak distortion. In addition, the overall height of the peak decreased and the threshold value was smaller than the height of the peak.

To compensate for the effects of size reduction, the FWHM extracted at the half height of the peak was used instead, as shown in Figure 18.


Figure 18. FWHM according to the damage width.

Extracted FWHM values exhibited a positive correlation with increasing width, similar to the P-P value. However, the values for the 1 mm width index and 3 mm width index were still not completely separated. However, since it was confirmed that changes in the index follow a certain pattern, this index can be effectively used when constructing the pattern recognition algorithm.

### 3.4. ANN Based Wire Rope Damage Size Estimation

### 3.4.1. Procedure of ANN Based Damage Size Estimation

To estimate the depth and width of damage in the wire ropes, an ANN based pattern recognition technique was applied in this study. Estimation of the damage size was performed using a two-step ANN pattern recognition process as shown in Figure 19. After estimating the depth of the damage using the 1 st $\Lambda \mathrm{NN}$ classifier, the width was estimated by re-reflecting the estimated depth value. Among the various ANN algorithms, the Levenberg-Marquardt algorithm was used to estimate the damage size in this study.


Figure 19. Two-step ANN pattern recognition process.

### 3.4.2. Depth Estimation of Wire Rope Damage Using the ANN

Various damage indexes were used for training the ANN classifier for damage depth estimation. Based on the previous section, it was confirmed that the P-P value, peak value of the envelope, area of the envelope, and width of the envelope have positive relationships with increasing damage depth. Therefore, the ANN classifier was trained using all four kinds of damage indexes.

The distribution of the learning data obtained by mapping it into three-dimensional space is displayed in Figure 20. In reality, four damage indexes were used, but only three indexes were used in the following graphs due to dimensional restrictions of visualization.

As shown in Figure 20, each of the damage indexes reflected the change in depth, and even when the damage indexes were mapped into three-dimensional space, they were clearly classified according to the damage depth.

As mentioned above, the ANN classifier was trained using four kinds of damage indexes, each extracted from 40 data points according to the damage depth.

To verify the performance of the ANN classifier, the damage indexes were extracted in the same way using the 40 test data collected under the same conditions, which were then substituted into the learned ANN classifier to estimate the depth of the damage. Figure 21 shows the results of the estimated damage depth according to the ANN classifier.


Figure 20. Three-dimensional distribution of the damage indexes for training the ANN for depth estimation.


Figure 21. Estimated depth value using the ANN classifier.

Estimation of the damage using the ANN is shown in Figure 21, which accurately estimates the depth of damage for each of the four types, each with a difference of 0.5 mm at every step. The error between the 40 th estimated times of each step was also close to zero. Therefore, this ANN based depth estimation algorithm can estimate the damage depth with high accuracy for evaluating the condition of the wire rope.

### 3.4.3. Width Estimation of Wire Rope Damage Using the ANN

Next, an algorithm for estimating the width of the damage via pattern recognition techniques using the ANN as well as damage depth estimation was investigated. The learning method for the ANN is similar to the method of damage depth estimation. Previously, the depth and width of the damage already confirmed that the damage indexes are sensitive to each other. Thus, the damage indexes used for depth estimation as well as other combinations of damage indexes were used for ANN learning for width estimation.

The FWHM and P-P width showed clear increasing patterns as the damage width increased. Therefore, this combination is a useful index for ANN classifier learning for the estimation of damage width.

In addition, for the MFL signal, it was already confirmed that the depth of damage can also affect the damage index in terms of the damage width. Therefore, the 'estimated depth value', which was previously constructed during the damage depth estimation step using the ANN, was used as an auxiliary index for considering the damage depth. Therefore, P-P width, FWHM, and estimated depth value were used as the ANN learning data for width estimation. These are presented in three-dimensional space in Figure 22.


Figure 22. Three-dimensional distribution of the damage indexes for training the ANN for width estimation.

Figure 22 shows the distribution of the damage indexes for training the ANN for width estimation. There is an ambiguous boundary between the widths of 1 mm and 3 mm , but it is generally clustered according to increasing damage width.

As shown above, 40 sets of learning data were used for each damage width, and the ANN classifier was trained for width estimation.

Subsequently, in order to verify the performance of the ANN classifier with regard to width estimation, 40 data per damage width were collected under the same experimental conditions as the training data used to the classifier. The results of the damage width estimation by the ANN classifier are shown in Figure 23.


Figure 23. Estimated width value using the ANN classifier.

All 40 of the estimates for damage width closely matched the damage width of the actual wire rope. There was an error of less than 0.1 between the measurement intervals, as can be confirmed by Figure 23, and such a small estimation error is negligible. Therefore, we confirmed that highly accurate damage width estimation was possible through an ANN based pattern recognition algorithm.

Therefore, it is expected that effective quantitative wire rope inspection can be provided through application of the MFL based NDE technique and the ANN pattern recognition technique presented in this research.

## 4. Conclusions

The MFL-based NDT technique was used to detect damage in steel wire ropes. An MFL sensor head was fabricated and a series of experimental studies were performed to verify the feasibility of the proposed technique. In addition, damage indexes were extracted to quantify the size of the damage. An ANN-based pattern recognition method using the extracted damage indexes was used to automatically estimate the amount of damage. This approach to wire rope NDE was confirmed through the following observations:
(1) Magnetic flux leakage was detected at locations with actual damage by using a Hall sensor located near the damage.
(2) The MFL signals at the damaged areas became more apparent via the enveloping process based on the Hilbert transform.
(3) Envelopes of the MFL signal exceeded the thresholds based on the GEV distribution around areas with actual damage.
(4) Damage indexes were extracted to quantify the MFL signals; these damage indexes can classify the damage size according to increases in damage size.
(5) Four types of damage indexes based on the relationship between the envelope signal and the threshold were proposed. These damage indexes can improve the accuracy of quantification of the damage size.
(6) Two-step ANN based pattern recognition was applied to estimate the depth and width of the damage. The ANN classifier was trained using multi-dimensional damage indexes extracted from the MFL signals; the trained ANN classifier can successfully estimate the size of damage with little error.

Overall, these results demonstrated that the proposed damage detection and quantification method using MFL sensors and an ANN classifier is capable of diagnosing defects in steel wire ropes. This approach will be complemented and validated by further research performed on various types of damage and environments.

In addition, it is expected that the proposed wire rope NDE method can be utilized as an advanced inspection tool for real-time in situ wire rope monitoring in combination with the Internet of Things and robot technologies.
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#### Abstract

Available microwave notch-type damage detection sensors are typically based on monitoring frequency shift or magnitude changes. However, frequency shift testing needs sweep-frequency data that make scanning detection becomes difficult and time-consuming. This work presents a microwave near-field nondestructive testing sensor for detecting sub-millimeter notch-type damage detection in metallic surfaces. The sensor is loaded with an interdigital electrode element in an open-ended coaxial. It is simple to fabricate and inexpensive, as it is etched on the RC4003 patch by using printed circuit board technology. The detection is achieved by monitoring changes in reflection amplitude, which is caused by perturbing the electromagnetic field around the interdigital structure. The proposed sensor was tested on a metallic plate with different defects, and the experimental results indicated that the interdigital electrode probe can determine the orientation, localization and dimension of surface notch-type damage.


Keywords: interdigital electrode (IDE); metallic materials; microwave near-field detection; surface notch-type damage

## 1. Introduction

Nondestructive testing and evaluation (NDT\&E) for defects in metal surfaces are especially crucial to those working in conditions that require high safety, such as ships and aircraft fuselages. Upon prolonged exposure to air and external impacts, there is a higher probability of causing destruction of these structures. Therefore, regular NDT\&E for their safety is necessary. Several techniques have been developed to detect defects, such as acoustics [1,2], eddy-currents [3,4], and the magnetic method [5]. However, there are restrictions in practice. For instance, it is ineffective to detect defects hidden under coatings or under paint by these methods. While a class of technique based on microwave and millimeter wave developed rapidly, they have some irreplaceable superiority such as noncontact, non-pollution and the ability to penetrate non-metallic media [6-8], compared with other methods.

However, some limitations still exist in microwave NDT\&E systems. For instance, high cost [9], complication [10] and long term consumption. In order to reduce detection cost, a sensor based on the frequency resonance of a complementary split-ring resonator (CSRR) for crack detection has been presented in [11], but the contact measurement process reduced its efficiency. To make
the probe light and maneuverable, an open-ended substrate-integrated waveguide probe has been proposed in [12]. The probe was based on amplitude testing, and its depth-detection capability was 3-6 mm. However, it cannot be widely used because of its narrow detection range. An array waveguide probe has been put forward for the orientation and sizing of surface cracks [13]. It can avoid large inspection times and unwanted noise, but it is costly compared to printed circuit board (PCB) technology. In addition, a sensor based on a ground plane defect has been presented in [14], which detected defects by monitoring resonance frequency shifts. The sensor was simple and highly sensitive, however, sweep-frequency detection made it more time-consuming. Otherwise, some defect detection systems have been improved by introducing artificial intelligence [15,16]. Undoubtedly, these methods were effective in solving some specific problems, but there is still some space to improve in cost, miniaturization and operational aspects.

Based on the available literature about microwave near-field testing methods in metallic surfaces, one can conclude the development trend. First, the microwave near-field sensors based on rectangular waveguides [7,17], substrate-integrated waveguides [12] and coaxial lines [18] have been implemented as amplitude detection probes that are simple, light and applicable to various conditions. Second, research has focused on loading artificially engineered electromagnetic materials (metamaterials) to improve the sensitivity and resolution of microwave near-field sensors [9,11]. Furthermore, research that utilized metamaterials for microwave near-field testing was mainly directed towards frequency shift detection but not for amplitude detection. In the meantime, the microstrip line sensor-loaded special resonance structure enormously improved the sensitivity by monitoring shifts in resonance frequencies [14]. However, research progress on reflection amplitude detection with high sensitivity developed slowly. In consideration of the advantages of handiness, easy integration and low cost, it is essential to design a highly sensitivity probe based on reflection amplitude detection [19].

Interdigital electrodes (IDEs) are mainly used for filter [20] and antenna [21] designs that are compact and light. Recently, IDE sensors have been used to monitor changes in dielectric materials [22] and gas sensors [23] and can also be used for the surface defect detection of metallic materials [24], due to the extraordinary feature of IDE sensors. The IDE sensors are sensitive enough to distinguish the variation of closed regions. It is particularly advantageous for defect detection, as it significantly reduces undesirable factors influencing sensor response.

Previously, there has been extensive use of the IDE structure for band-stop filters [20,25], and the microstrip-line-excited IDE exhibits band-stop characteristics. The minimum transmission coefficient frequency depends on the resonance frequency of the IDE. In order to prove that the IDE filter has the ability to detect surface defects in metals, an IDE microstrip band-stop filter, which was perpendicular to an aluminum plate with notch-type damage, was designed by the finite element method. The resulting shift in the minimum transmission frequency demonstrated that the IDE filter can be used for detecting defects. Therefore, when a plate surface is placed close to an IDE, various dimensions of damage disturb the electromagnetic field, resulting in various shifts in resonance frequency. Based on above facts, the IDE structure gives us discernment into designing sensitive surface probes for defect detection in metals.

This paper presents a novel sensor for notch-type damage detection based on the reflection amplitude in optimum frequency of the IDE structure. Essentially, the IDE probe works as a near-field sensor. It operates from 7.0 GHz to 14.5 GHz for notch-type damage detection in metals, including orientation and dimension detection. In addition, the depth and angle of the notch-type damage was detected through significant changes of the reflection coefficient, respectively. The IDE probe has a simple structure, is easy to operate, is multifunctional, and has a low fabrication cost.

## 2. Probe Design

In order to prove the IDE filter can detect surface damage in metals, we designed an IDE microstrip band-stop filter that is perpendicular to an aluminum plate with notch-type damage in ANSYS HFSS software, as shown in Figure 1. A thin Teflon film with a thickness of 0.05 mm is laid on the aluminum
surface before the defect under film being scanned, where $w$ and $d$ are the width and depth of the defect, respectively. The filter adopts a rectangular IDE structure in the middle of the microstrip line, which makes it operate around 6 GHz . To achieve this goal, one can use the approximate model described in [26].


Figure 1. Schematic drawing of the microstrip IDE sensor monitoring an aluminum plate with surface notch-type damage.

When the sensor detects a plate with or without defects, the frequency of minimum transmission changes as shown in Figure 2. According to Figure 2, $6.33 \mathrm{GHz}, 7.18 \mathrm{GHz}, 7.95 \mathrm{GHz}$ and 8.05 GHz are the resonance frequencies when the width of the notch-type damage is $1.2 \mathrm{~mm}, 0.6 \mathrm{~mm}, 0.2 \mathrm{~mm}$, and 0.1 mm , respectively, and 8.31 GHz is the resonance frequency of the sensor when the surface is perfect. When the sensor passed over the notch-type damage with a width and depth of 0.1 mm and 2 mm , a shift of more than 260 MHz was observed with respect to the case without the defect, while a band-stop filter based on a complementary split-ring (CSRR) resonator with a shift of 210 MHz was observed in the same case. The notch-type damage was 0.2 mm in width and 2 mm in depth, and the sensor in this paper gave a resonance frequency shift of 360 MHz , which is more obvious than the resonance frequency shift realized by the CSRR sensor of 275 MHz [14]. The obvious shift in the minimum transmission frequency makes it a strong candidate for the detection of submillimeter-size defects in metallic surfaces. Based on the above analysis, the IDE structure is ideal for the design of sensitive surface probes. However, the IDE filter can only detect regions near the IDE structure, and the results will be disturbed when the defect is close to the micro-strip line. Thus, the micro-strip IDE filter is not adaptable as a scanning probe.


Figure 2. Scattering parameter of the IDE filter from full-wave simulation when encountering five different situations: aluminum blocks without a defect and with defects of $0.1 \mathrm{~mm}, 0.2 \mathrm{~mm}, 0.6 \mathrm{~mm}$, and 1.2 mm in width, and 2 mm in depth for all cases.

In this study, a single IDE structure was etched on an RC4003 substrate to avoid an over-complicated structure and undesirable interference. In order to detect the angle of the defect, the classic rectangular IDE is transformed into a round structure that makes the probe more compact. The IDE probe shown in Figure 3 has a cross section of $12 \mathrm{~mm} \times 12.8 \mathrm{~mm}$. A Sub-Miniature-A (SMA) connector is soldered on the back, and the seven interdigital strip lines of rounded contour are etched on the other side. The IDE probe is fed with $50 \Omega$ coaxial line using the via-technology.


Figure 3. Schematic drawing of the IDE probe interrogating a metallic plate with long notch-type damage.
In order to illustrate the behavior of the IDE structure and predict its resonance frequency, the simulation model setup in HFSS is shown in Figure 3. The SMA connector is included in electromagnetic simulation for more accurate results. Figure 4 presents the simulation results of reflection coefficients with and without defect in the plate surface within $6.5-15.5 \mathrm{GHz}$. A significant difference at around 13.78 GHz can be found. Figure 5 shows the electric field distribution on the IDE surface where the working frequency is 13.78 GHz . There is a noticeable difference between the aluminum board with a defect and that without a defect in the intermediate area of the electric field distribution. Keeping in view the above results, we may safely draw the conclusion that the defect can perturb the electromagnetic field around the IDE probe.


Figure 4. Reflection coefficients of the IDE probe with and without defect. The width and depth of the notch-type damage are both 4 mm . The standoff distance between the probe and the aluminum surface is 1 mm for both cases.


Figure 5. Electric field distributions on the surface of the PCB patch for different metallic surfaces, where the working frequency is 13.78 GHz . (a) Aluminum surface with defect; (b) Aluminum surface without defect.

## 3. Detection Theory

Researchers have detected surface defects in metals using the microwave near-field method by the detection principle through the standing-wave shift [11] or the reflection coefficient change [13]. The IDE probe detects defects by monitoring the reflection coefficient change to reduce the detection time. Therefore, in order to explore the effect of defects in metallic surfaces on the behavior of the IDE probe, we considered this detection system as a capacitance model to explain the optimal frequency. When the specimen is regarded as a capacitor, it has complex relative permittivity. In this case, the reflection coefficient at the end of the sensor is expressed as

$$
\begin{equation*}
\Gamma=\frac{1-j \omega Z_{0} \times C_{\left(\varepsilon_{s}\right)}}{1+j \omega Z_{0} \times C_{\left(\varepsilon_{s}\right)}} \tag{1}
\end{equation*}
$$

where $Z_{0}$ is the characteristic impedance of the sensor and $C\left(\varepsilon_{s}\right)$ is the capacitance of complex relative permittivity of the specimen, and $\omega$ is the angular frequency.

From Equation (1), the reflection coefficient is determined according to combinations of the sensor, the specimen, and the measuring frequency. If the metallic specimen surface has a defect under the sensor, this defect becomes another capacitor (as shown in Figure 6). Then, Equation (1) becomes more complicated:

$$
\Gamma=\frac{1-j \omega Z_{0}\left[C_{\left(\varepsilon_{s}\right)}+C_{c}\right]}{1+j \omega Z_{0}\left[C_{\left(\varepsilon_{s}\right)}+C_{c}\right]}
$$

where $C_{c}$ is the capacitance of the defect.
In this model, it has a standoff distance ( $h$ ), and this air gap could change the reflection coefficient that is attributed to the system error. Therefore, when we use the microwave near field method to detect surface defects in metals, the standoff distance should be stationary [9,16].


Figure 6. Configuration of specimen with surface defect, air gap and IDE sensor.

## 4. Measurements Procedure

The experimental setup is shown in Figure 7. The IDE probe is fixed on the fixator which can be used to adjust the standoff distance; the air gap is finally fixed at 1 mm . The specimen is put on the $x-y$ stage. The $x$-axis knob is used to move the specimen along the probe, while the turntable is employed to rotate to a particular angle. In this work, the N5230A vector network analyzer (VNA) is used to record the magnitude of reflection coefficient. The IDE probe attached to an SMA connector is connected to the VNA. Figure 8 shows the artificial defects of the investigated specimen. The depth of defects increases with the same width on one side of the specimen, and the width of defects increases with the same depth (except the last one) on the other side. Before notch-type damage scanning (as shown in Figure 7), the IDE probe is located at a distance of 3 mm or further away from the defect, and the relative location of the probe is recorded. Then, the knob is rotated to move the plate along the probe, and the results of VNA for each step are recorded. A level instrument was used to ensure that their horizontal relative positions remain constant. When the plate moved away from the probe by about 3 mm , we finished the detection of this defect. Other defects are measured in the same way. When notch-type damage is encountered, a significant change in the reflection coefficient curve can be registered.


Figure 7. Photograph of the experimental configuration. The IDE probe is fixed on the fixator and the aluminum plate can be moved along the x -axis by turning the knob. The precision is $0.1 \mathrm{~mm} / \mathrm{step}$.


Figure 8. Schematic showing the aluminum sample. (a) Two sides of the aluminum plate; (b) Structure diagram of the aluminum plate.

## 5. Result and Discussion

### 5.1. Scanning Detection

Figure 9 shows the experimental results of scanning the aluminum plate with long notch-type damage. The width and depth are 4 mm and 0.4 mm respectively, and the defect locates at 0 mm . According to Figure 9, there is a symmetry change in magnitude relative to the position of the notch-type damage at 13.86 GHz when the defect is encountered. The distance between the two troughs in the middle is close to the real value of the width.


Figure 9. Experimental results of scanning the notch-type damage ( $w=4 \mathrm{~mm}$ and $d=0.4 \mathrm{~mm}$ ). The operation frequency is 13.86 GHz .

In order to verify the capability of the IDE probe in width detection, other four defects in different width are scanned. The depth of the defects is 0.4 mm for all cases. The measured values are got by computing the distance between the two troughs in the middle. The actual width and measured value are shown in Table 1. The measured results are very close to the true value when the width is larger than 1.8 mm . However, the probe predicted width is 0.8 mm , while the actual width is 1.2 mm .

Table 1. Comparison of actual width and measured value.

| Actual Width (mm) | Measured Value (mm) | Relative Error |
| :---: | :---: | :---: |
| 3.0 | 3.2 | $6.7 \%$ |
| 2.4 | 2.6 | $8.3 \%$ |
| 1.8 | 2.0 | $11.1 \%$ |
| 1.2 | 0.8 | $33.3 \%$ |

### 5.2. Orientation and Depth Detection

To confirm the results associated with the orientation of notch-type damage, various angles $\left(0^{\circ}-90^{\circ}\right)$ are detected. Referring to Figure 3, the defect was placed at the center of the probe's interrogation aperture, and the $w$ and $d$ were set to 4 mm and 2 mm , respectively. The experimental results of various angles corresponding to various S-parameters are shown in Figure 10a, which shows that the probe output signals are indeed affected by orientation.


Figure 10. Experimental results for different condition. (a) Different angles ( $w=4 \mathrm{~mm}$ and $d=2 \mathrm{~mm}$ ); (b) Various depths $(w=4 \mathrm{~mm})$; (c) Different angles and its amplitude at 7.465 GHz ; (d) Various depths and its amplitude at 13.86 GHz .

Prior to depth detects, its orientation can be done by rotating the plate until the amplitude of $\mathrm{S}_{11}$ attain the values corresponding to $0^{\circ}$. Various depths $(0.1-2 \mathrm{~mm})$ have been detected as shown in Figure 10b, while the width is 4 mm for all cases. Probe output signals are affected by depth, and various amplitudes of S-parameters corresponded to various depths.

From the results in Figure 10a, each angle ( $0-90^{\circ}$ ) corresponded to the unique amplitudes of the reflection coefficient. The magnitude decreases while angle increases within $7.2-7.47 \mathrm{GHz}$. As shown in Figure 10b, different depths correspond to a unique amplitude of the reflection coefficient; the magnitude decreases while depth decreases within $13.7-13.86 \mathrm{GHz}$. By adopting such simple monotonic relations, the orientation and depth value can be predicted by monitoring the magnitude of S-parameters at one frequency point. In order to select the frequency in which the amplitude change is monotonous and significant, we designed an optimization program in MATLAB based on the largest variances algorithm. In this program, we first pick out the frequency in which amplitude change is monotonous. Then, the variance coefficient for each frequency point is calculated and recorded. Finally, the biggest variance coefficient frequency was determined for detection. This is demonstrated by the experimental results shown in Figure 10c, $d$, and their estimated values show relative errors are less than $8 \%$ and $10 \%$ for angle and depth detection, respectively.

## 6. Conclusions

In this paper, a novel microwave IDE probe for detection, orientation and sizing of surface notch-type damage in metallic surfaces has been outlined. The probe utilizes IDE technology to make the probe compact and sensitive. The detection results indicated that scanning detection based on an IDE probe can be used to predict the width when the width is larger than 1.8 mm . In addition, the angle and depth of the defect can be detected by recording the change in magnitude at a single
frequency point. Compared to the other microwave methods presented in literature, the IDE probe is multifunctional, relatively inexpensive and sensitive in amplitude detection. To summarize, the microwave IDE probe is promising for the nondestructive evaluation of metallic structure surfaces, and for other applications such as material detection and characterization.
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#### Abstract

In this paper, an application of negative curvature hollow core fiber (NCHCF) in an all-fiber, multiphoton fluorescence sensor setup is presented. The dispersion parameter ( D ) of this fiber does not exceed the value of $5 \mathrm{ps} / \mathrm{nm} \times \mathrm{km}$ across the optical spectrum of (680-750) nm, making it well suited for the purpose of multiphoton excitation of biological fluorophores. Employing 1.5 m of this fiber in a simple, all-fiber sensor setup allows us to perform multiphoton experiments without any dispersion compensation methods. Multiphoton excitation of nicotinamide adenine dinucleotide (NADH) and flavin adenine dinucleotide (FAD) with this fiber shows a 6 - and 9 -fold increase, respectively, in the total fluorescence signal collected when compared with the commercial solution in the form of a hollow-core photonic band gap fiber (HCPBF). To the author's best knowledge, this is the first time an NCHCF was used in an optical-fiber sensor setup for multiphoton fluorescence experiments.


Keywords: negative curvature fiber; hollow core fiber; multiphoton fluorescence; photonic crystal fiber sensor

## 1. Introduction

Multiphoton microscopy, first presented by Webb et al. [1], has become a standard imaging procedure for many laboratories, as it allows for greater imaging depths and reduced biological phototoxicity when compared to single-photon methods. Other non-linear optical phenomena (NLOP), such as Second Harmonic Generation (SHG) or Coherent Anti-Stokes Raman Scattering (CARS), are talso being implemented in the imaging systems, forming powerful diagnostic tools [2-6]. Ultrashort, high-energy laser pulses are essential for efficient induction of the NLOP, and the transmission of such pulses through optical fibers is problematic because of the pulse's temporal broadening due to the dispersion. Currently, this problem can be addressed in two ways-either by using dispersion compensation systems [7-9] or by using hollow-core, photonic bandgap fibers (HCPBF's) [10], or both [11]. However, dispersion compensating systems are bulky setups, while HCPBF's keep their dispersion parameters only within relatively narrow optical bandwidths, which becomes a problem when considering the optical spectrum of two photon absorption cross sections of biological fluorophores [12].

Negative curvature hollow-core fibers (NCHCF) are a relatively new type of microstructured hollow-core fibers, guiding the light in their air-filled core. They are significantly different from

HCPBFs-their optical structure is much simpler, and the ARROW (Antiresonant Reflecting Optical Waveguides) guiding mechanism [13] allows their use at different optical bandwidths, usually very distant from each other [14,15]. Additionally, because of a very low coupling of core and cladding modes, as well as their hollow-core architecture, they are a promising possibility for the transmission of high-power, ultra-short optical pulses [16,17]. Up to the present day, Sherlock et al. [18] were the first and only ones to present the potential of this type of fiber in multiphoton microscopy. In this paper, we present an application of NCHCF fibers in an optical fiber sensor setup for the purpose of multiphoton fluorescence experiments. By creating a simple fiber probe setup we were able to perform a multiphoton excitation (MPE) of two endogenous fluorophores-NADH and FAD - and collect their fluorescence spectra. Unique dispersion parameters of the NCHCF occur in the range of $680-750 \mathrm{~nm}$ [19], which is optimal for efficient excitation of the aforementioned fluorophores. When comparing the suitability of two different fibers - NCHCF and HCPBF - a large increase in the total fluorescence intensity was observed when using the NCHCF as the excitation fiber.

## 2. Hollow-Core Fibers

Two different types of optical fibers were used during this research for the purpose of femtosecond pulse delivery-the custom-made NCHCF, which was previously characterized in [19], and a commercial HCPBF-the HC-800-02 (NKT Photonics, Birkerød, Denmark). The cross sections of both fibers are presented in Figure 1.


Figure 1. Cross sections of microstructured, photonic bandgap fiber-HC-800-02 from NKT Photonics (a) and NCHCF with eight separated capillaries (b). An approximate scale bar of $10 \mu \mathrm{~m}$ is presented in the bottom left corner of each picture. Central part of each fiber is its core, surrounded with either a large number of small air holes (HC-800-02, (a)) or a single row of larger capillaries (NCHCF, (b)).

HC-800-02 has a microstructured cladding consisting of a large number of small air holes, which creates a photonic band gap across its operating spectrum, effectively trapping the light inside its air-filled core. According to this fiber specification [20], its core diameter is $7.5 \mu \mathrm{~m}$, while its D (dispersion parameter) values range from $-100 \mathrm{ps} / \mathrm{nm} \times \mathrm{km}$ at 760 nm to $\sim 200 \mathrm{ps} / \mathrm{nm} \times \mathrm{km}$ at 870 nm , crossing zero at $\sim 775 \mathrm{~nm}$. The other fiber used -NCHCF-contains a microstructured cladding as well. However, this cladding construction is much simpler as it consists of only one row of large (when compared to the used HCPBF) capillaries. Light in this type of fibers propagates along the core walls due to the mechanisms described by the ARROW model. The core of this fiber is surrounded by eight separate capillaries, creating the negative curvature condition. The diameter of the core is $21 \mu \mathrm{~m}$, while the capillaries have their walls 828 nm thick, according to [19]. The HC-800-02 has already proven useful for the multiphoton experiments [11], while the presented NCHCF has not been applied for this purpose so far.

## 3. Multiphoton Fluorescence Sensor Design and Construction

A schematic cross section and a photograph of the sensor head are presented in Figure 2. Although the idea of this type of sensor has already been presented by many other researchers [21-26], never before has it been used with a combination of two types of fibers so distinct from each other-hollow core fibers and classic, solid core ones.


Figure 2. Fiber sensor head cross section (a) and a photograph of the sensor detection face (b). In the picture of the sensor face, the central part is a hole for the GRIN lens, while the four smaller circles surrounding it are collection fiber faces. The sensor's outer diameter is $10 \pm 0,05 \mathrm{~mm}$. Sensors head was fabricated in the university CNC (Computerized Numerical Control) center.

The central part of the sensor consists of two concentric channels-a GRIN lens guiding channel (GGC) and an excitation fiber guiding channel (EGC), with diameters of 1.8 mm and 0.25 mm , respectively. Channels were drilled at the two opposite planes, parallel to the sensor's main axis. This type of construction allows for easy exchange of excitation fibers, which makes it a flexible solution, easily adaptable for different experiments requiring different excitation wavelengths. The concentricity of GGC and EGC was at a level of $20 \mu \mathrm{~m}$, meaning the excitation fiber (either NCHCF or HC-800-02) and the GRIN lens (GRIN 2908, Thorlabs, Newton, NJ, USA) could have had their main axes shifted by $20 \mu \mathrm{~m}$. As the GRIN lens outer diameter was 1.8 mm , we were expecting a minimal focal point shift due to this misalignment, and in the case of our experiments it did not pose a problem. The GGC was surrounded by four smaller, symmetrically placed ( 1 mm diameter) adjacent holes, where the collection fibers (GH-4001 Eska ${ }^{\text {TM }}$, Mitsubishi Rayon, Tokyo, Japan) were inserted. These fibers present many advantages in terms of remote fluorescence collection-the large numerical aperture ( $\mathrm{NA}_{\mathrm{COL}}=0.5$ ) and core diameter $\left(\Phi_{\mathrm{COL}}=980 \mu \mathrm{~m}\right)$, combined with good transmission in the visible region [27] make them a suitable choice for remote fluorescence sensing. Although the collection fiber ring was not fully filled because of the collection fiber's large stiffness, their large NA and core diameter compensated for this loss.

The initial design of this simple probe was imperfect because of large GRIN lens diameter, which resulted in $\sim 1.5 \mathrm{~mm}$ offset between the main axes of the collection fiber and GRIN lens. This made the collection fiber's base aperture too small to collect the fluorescence occurring at the focal point of the GRIN lens. This problem was overcome by polishing the collection fiber's end-face at a proper angle, which increased the original collection aperture angle. According to Snell's law, the fiber's collection cone angle is related to its end-face polishing angle by the following formula:

$$
\begin{equation*}
\beta^{\prime}=\arcsin \left(n_{c o l} \times \sin (\alpha+\gamma)\right)-\gamma \tag{1}
\end{equation*}
$$

where $\beta^{\prime}$ is the numerical aperture angle of the collection fiber after polishing, $n_{c o l}$ is the collection fiber's core refraction index, $\alpha$ is the maximum angle of refraction at the air-fiber core boundary,
with respect to the axis normal to the fibers collection face (in our case- $\alpha \approx 19.61^{\circ}$, derived from the Snell's law), and $\gamma$ is the polishing angle.

One can easily conclude from the equation above that the fiber acceptance cone angle, $\beta^{\prime}$, increases with the angle of tip-polishing, $\gamma$, which also causes the area from which the signal can be collected to rise. According to the above, we have polished the collection faces of each of the collection fibers at the angle of $15^{\circ}$, which was the largest we could afford. Due to such modification, the $\mathrm{NA}_{\mathrm{COL}}$ changed from 0.5 to 0.68 (the collection fiber's acceptance angle increased from $30^{\circ}$ to $42.8^{\circ}$ ). The effect of aperture shift before and after the polishing at the chosen angle is presented in Figure 3. The sensor head was made from PMMA (polymethylmethacrylate) to match the collection fibers material, allowing for convenient polishing of the collection fibers tips. The outer diameter of the sensor was 10 mm , which is quite compact and allows it to be used in limited spaces.

(a)

(b)

Figure 3. A scheme for the fiber sensor collection tip. In cases of omitting the $15^{\circ}$ polish (a), the collection fiber's original aperture angle, $\beta$ (represented as the green dot-dash line), does not cover the GRIN lens focal point, thus virtually no fluorescence signal can be collected. Due to the polishing at the $\gamma=15^{\circ}$ angle (b), the collection fiber's acceptance angle changes to $\beta^{\prime}$, according to Equation (1). Visible aperture shift occurs, allowing to collect fluorescence signal due to the covering of the GRIN lens focal point. In both pictures, $\alpha$ represents the maximum refraction angle at the fiber core-air boundary (approximately $19.61^{\circ}$ ), while $\mathrm{W}_{\mathrm{d}}$ stands for the working distance of the GRIN lens. The dimension of the axis offset is approximately 1.5 mm , while $\mathrm{W}_{\mathrm{d}}=1.449 \mathrm{~mm}$.

## 4. Optical Setup for the Measurements of Multiphoton Fluorescence and Autocorrelation of Ultrashort Laser Pulses

A scheme of the measurement setup is presented in Figure 4. Ultrafast laser pulses, provided by a Ti:Sapphire oscillator (Chameleon Ultra II, Coherent, Santa Clara, CA, USA), were focused by a $10 \times / 0.24$ NA microscope objective and coupled into the excitation fiber (HC-800-02 or NCHCF) placed on a 3D translation stage (MBT616D, Thorlabs, Newton, NJ, USA). Coupling efficiencies of $\sim 70 \%$ were achieved for both fibers, and an output power of 70 mW (for both excitation fibers) was used during multiphoton fluorescence experiments. Although that may seem relatively high, we did not have to reduce it as no real-life biological samples were investigated. The pulse repetition rate, $\mathrm{f}_{\text {rep }}$, and output pulse width, $\tau_{\text {pulse }}$, were 80 MHz and 161.3 fs , respectively. Each of the excitation fibers was 1.5 m long, and each was used for the transmission of different excitation wavelengths-NCHCF for 730 nm and HCPBF for 780 nm . The other end of the excitation fiber was placed in the center of the fiber sensor body. The remaining ends of the collection fibers (fluorescence signal delivery tips) were bundled in a single ferrule, and the fluorescence signal was focused by an $8 \times / 0.2$ NA microscope objective on the entrance slit of the spectrometer (S2000, OceanOptics, Dunedin, FL, USA). This $8 \times$ objective was additionally mounted on a custom-made, 3D translation stage to ensure proper alignment of the focused signal. Although this spectrometer model is designed for use with optical fibers, this type of
setup was necessary for two reasons: firstly, it allowed us to overcome the problem of a large mismatch between the numerical apertures of the spectrometer $\left(\mathrm{NA}_{\text {spectrometer }}=0.22\right)$ and the collection fibers ( $\mathrm{NA}_{\mathrm{COL}}=0.5$ ) and, secondly, it provided space for the convenient use of optical filters (FESH700, Thorlabs, Newton, NJ, USA), necessary in this epi-fluorescence sensor setup. Initial alignment of the focused signal was performed by coupling a broadband white light source into the collection fibers and finding the position at which the maximum intensity was observed at the spectrometer. After that, a sample cuvette (111-QS, Hellma Analytics, Müllheim, Germany) with the investigated solution was placed in front of the sensor's face, and its emission spectra were collected. Autocorrelation measurements were performed via an autocorrelator (pulseCheck, A.P.E., Berlin, Germany). Both the spectrometer and the autocorrelator were controlled via a PC. All the data analysis was performed via the MATLAB ${ }^{\circledR}$ custom-written software.


Figure 4. Optical setup schematic. Two mirrors (PF10-03-P01, Thorlabs) were used for the convenience of guiding the laser beam - first one allowed to couple the fundamental beam into the fiber-coupling objective, and the second one was used during the autocorrelation function (ACF) measurements. When measuring the ACF of the setup without the fiber, the GRIN lens was placed directly after the $10 \times$ objective, and the beam collimated in this way was directed via the second mirror at the autocorrelator's aperture. For the ACF measurements of the excitation fibers output beam, the sample cuvette was removed, and the mirror used in the same way as above.

## 5. Fluorescence Measurements

Because the fluorescence was detected in the epi direction, it was necessary to determine the influence that a large amount of reflected light may have on the collected spectra (unwanted emission peaks, spectral shifts, etc.). Two control samples were prepared for this reason-a colloidal silica solution (LUDOX ${ }^{\circledR}$ HS-40, Sigma-Aldrich, St. Louis, MO, USA) and a fluorescein solution ( $\mathrm{C}_{\text {fluorescein }}=10^{-5} \mathrm{M}$, diluted in $5 \times 10^{-2} \mathrm{M} \mathrm{NaOH}$ ). NADH and FAD (Sigma-Aldrich) were diluted in $10^{-2} \mathrm{M} \mathrm{NaOH}$ and $\mathrm{H}_{2} \mathrm{O}$, respectively. The concentration of each was at the level of $10^{-3} \mathrm{M}$ to compensate for their very low two-photon absorption cross sections [12], which will be further explained in the next section.

## 6. Results and Discussion

### 6.1. Dispersion Effects of Coupling Fundamental Laser Beam into Hollow-Core Fibers

For both excitation fibers, their best wavelength (dispersion- and attenuation-wise) was chosen, resulting in very good performance in terms of temporal pulse broadening. The decision to pick only these two wavelengths was based on the fact that wavelengths of 780 nm and above are widely used for the purpose of multiphoton spectroscopy and microscopy [7-9,11] which allows for good imaging results; however, as one can conclude from the work of Denk et al. [1], both the excitation wavelength and pulse duration have a direct influence on the number of photons absorbed during multiphoton
absorption process. Thus, it was our goal to show that combining good dispersion parameters and proper excitation wavelength can lead to significantly better fluorescence yields when compared with solutions employing only one of the latter, i.e., fibers transmitting ultrashort pulses with no temporal broadening, but away from the optimal excitation wavelength, or the other way-proper excitation wavelength is at the cost of temporal pulse broadening.

Based on the autocorrelation function (ACF) fitting procedure, the Gaussian signal fit was chosen to estimate the temporal shape of the excitation pulses as presenting the smallest fit root mean square error (RMSE) at the level of $5 \times 10^{-3}$. Thus, the temporal pulse width, $\tau_{p u l s e}$, was determined to be $(\sqrt{ } 2)^{-1} \times \tau_{F W H M}$ of the fitted pulses ACF. The values of $\tau_{\text {pulse }}$, obtained for the incident laser and at the outputs of both excitation fibers ( 730 nm pulses transmitted through the NCHCF and 780 nm pulses transmitted through the HCPBF), were measured to be $\tau_{\text {pulse }}=161.3 \mathrm{fs}, \tau_{\mathrm{NCHCF}}=162.0 \mathrm{fs}$, $\tau_{H C P B F}=162.2 \mathrm{fs}$. The total temporal pulse broadening for the NCHCF and HCPBF was estimated at 0.7 fs and 0.9 fs , respectively, which can be considered negligible, suggesting that both fibers should perform similarly in terms of multiphoton experiments. However, D values of the HC-800-02 increase rapidly for wavelengths below 775 nm , reaching $-100 \mathrm{ps} / \mathrm{nm} \times \mathrm{km}$ at 760 nm . The D slope of this fiber at this spectral region can be roughly estimated at the level of $7 \mathrm{ps} / \mathrm{nm}^{2} \times \mathrm{km}$, which is a few orders of magnitude higher than in the case of the NCHCF $\left(0.01 \mathrm{ps} / \mathrm{nm}^{2} \times \mathrm{km}\right)$ [18]. As a result of this, the spectral region of 760 nm and below is unavailable for the HCPBF under testing, making it an inferior choice for the purpose of multiphoton excitation of endogenous fluorophores. Additionally, in the case of NCHCF, such a low value of the D slope allows for avoiding higher-order dispersion compensation systems, which simplifies the optical setup.

### 6.2. Two-Photon Induced Fluorescence of Biological Fluorophores Excited with NCHCF and HCPBCF Fibers

Due to the fact that the sensor detected epi-fluorescence from the solution of various fluorophores placed in a quartz cuvette, the light of the fundamental laser beam was partially reflected from the front surface of the cuvette and had high intensity. It was difficult to eliminate it completely, even when using a proper cut-off filter. However, no detector saturation or unexpected emission peaks were observed. The TPEF (two-photon excited fluorescence) spectra of fluorescein, excited at 730 nm and 780 nm , peaked at 520.1 and 519.7 nm , respectively. These results, as well as the observed spectra shapes, are in agreement with literature [28], proving that this setup could be used for fluorescence measurements. The fluorescence emission spectra of the fluorophores of interest, NADH and FAD, are presented in Figure 5.


Figure 5. Emission spectra of (a) NADH solution in 0.01 M NaOH ; and (b) FAD solution in water. A visible increase in the total emission signal for both the compounds can be observed for the excitation wavelength of 730 nm . HCPCF stands for Hollow-Core, Photonic Crystal Fiber-HC-800-02 in our case.

As was mentioned earlier, both the biological fluorophores had high concentrations of $10^{-3} \mathrm{M}$. Because of that, a large spectral shift, as well as the overall distortions of both emission spectra, can be
observed. Concentrations had to be so high because of very weak two-photon absorption cross sections of both fluorophores at the 780 nm wavelength, making the signal hard to detect in the presented sensor setup, proving the need for its further optimization in terms of the collection efficiency. However, comparing the fluorescence emission intensities for both excitation fibers, HCPBF and NCHCF, one can notice an approximate 6- (FAD) and 9- (NADH) fold increase in the total signal intensity in the case of NCHCF excitation, keeping the power of fundamental beam at the same level. This can be explained by two major factors: firstly, these fluorophores have much larger two-photon absorption cross sections for the 730 nm wavelength, and secondly, the NCHCF fiber allows for temporally and spectrally undistorted transmission of ultrashort pulses of 730 nm . These results prove our initial assumption that fibers combining both good dispersion parameters and transmission bandwidth suitable for the specific fluorophore excitation may become a good choice for non-linear endoscopy devices.

## 7. Conclusions

The application of a new type of fiber-a negative curvature, hollow-core fiber in the multiphoton fluorescence setup-has been presented. A comparison between this fiber and a commercial solution for fiber-based, femtosecond pulse delivery was performed. The total temporal broadening of femtosecond pulses coupled into both fibers was estimated to be at the level of 0.7 fs for the NCHCF fiber at the 730 nm wavelength and 0.9 fs for the HC-800-02 fiber at the 780 nm wavelength. However, the NCHCF has two main advantages over the HCPBF-first, its dispersion-free spectral bandwidth occurs at 680-750 nm, making it a superior solution for the multiphoton fluorescence excitation of endogenous fluorophores. Indeed, the total fluorescence emission signal of NADH and FAD solutions, induced by the 730 nm pulses transmitted through NCHCF, is nearly 6 and 9 times stronger, respectively, when compared to the fluorescence induced with 780 nm pulses transmitted through the commercial HCPBF. Another advantage over the HCPBF is the extremely low D slope of the NCHCF $-0.01 \mathrm{ps} / \mathrm{nm}^{2} \times \mathrm{km}$ compared to the $7 \mathrm{ps} / \mathrm{nm}^{2} \times \mathrm{km}$ of HCPBF, which makes it a perfect solution for a fuller utilization of the tunability of current ultrafast laser sources, very important for multiphoton spectroscopy and microscopy. The presented optical fiber sensor still requires improvements in terms of collection efficiency. Its largest drawbacks are the absence of additional fibers in the fiber ring and very large dead volume between the GRIN lens and collection fibers. However, the easily modifiable construction and flexibility provided by the possibility of excitation fiber exchange make the authors believe that this sensor may, eventually, become an interesting alternative to the currently used sophisticated solutions.
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