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# Preface to "Fuzzy Logic and Soft Computing Dedicated to the Centenary of the Birth of Lotfi A. Zadeh" 

In 1965, Lotfi A. Zadeh published "Fuzzy Sets", his pioneering and controversial paper, which has now had over 115,000 citations. Altogether, Zadeh's papers have been cited over 248,000 times. Starting from the ideas presented in that paper, Zadeh later founded the Fuzzy Logic Theory, which has useful applications from consumer to industrial intelligent products. In accordance with Zadeh's definition, soft computing (SC) consists of computational techniques in computer science, machine learning, and some engineering disciplines to study, model, and analyze very complex reality, for which more traditional methods have been either unusable or inefficient. SC uses soft techniques, contrasting it with classical artificial intelligence hard computing (HC) techniques, and includes fuzzy logic, neural computing, evolutionary computation, machine learning, and probabilistic reasoning. HC is bound by a computer science (CS) concept called NP-complete, which stipulates that there is a direct connection between the size of a problem and the amount of resources needed to solve it, called the "grand challenge problem". SC helps to surmount NP-complete problems by using inexact methods to give useful but inexact answers to intractable problems. SC became a formal CS area of study in the early 1990s. Earlier computational approaches could only model and precisely analyze relatively simple systems. More complex systems arising in biology, medicine, the humanities, management sciences, and similar fields often remained intractable to HC. It should be pointed out that the simplicity and complexity of systems are relative, and many conventional mathematical models have been both challenging and very productive. SC techniques resemble biological processes more closely than traditional techniques, which are largely based on formal logical systems, such as Boolean logic, or rely heavily on computer-aided numerical analysis techniques (such as finite element analysis). SC techniques are intended to complement HC techniques. Unlike HC schemes, which strive for exactness and full truth, SC techniques exploit the given tolerance of imprecision, partial truth, and uncertainty for a particular problem. Inductive reasoning plays a larger role in SC than in HC. SC and HC can be used together in certain fusion techniques. SC can deal with ambiguous or noisy data, and it is tolerant of imprecision, uncertainty, partial truth, and approximation. In effect, the role model for SC is the human mind. Artificial intelligence and computational intelligence based on SC provide the background for the development of smart management systems and decisions in the case of ill-posed problems.

The present book contains 14 articles accepted for publication among the 40 manuscripts in total that were submitted to the Special Issue of the MDPI Mathematics journal entitled "Fuzzy Logic and Soft Computing - Dedicated to the Centenary of the Birth of Lotfi A. Zadeh (1921-2017)". These articles have been published in Volume 9 (2021) of the journal and cover a wide variety of topics related to fuzzy logic and soft computing. We hope that this book will be useful for those who work in the domains of fuzzy logic and soft computing or for those who want to familiarize themselves with the most advanced knowledge in the field of fuzzy mathematics.

As the Guest Editor of this Special Issue, I am grateful to the authors of the papers for their high-quality contributions, to the reviewers for their valuable comments towards the improvement of the articles submitted, and to the administrative staff of the MDPI publications for their support in completing this project. Special thanks are due to the Managing Editor of the Special Issue, Mr. Claude Zhang, for his excellent collaboration and valuable assistance.
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## 1. Introduction

In 1965, Lotfi A. Zadeh published "Fuzzy Sets", his pioneering and controversial paper, which has now reached over 115,000 citations. Zadeh's papers have altogether been cited over 248,000. Starting from the ideas presented in that paper, Zadeh later founded the Fuzzy Logic Theory, which proved to have useful applications from consumer to industrial intelligent products.

In accordance with Zadeh's definition, soft computing (SC) consists of computational techniques in computer science, machine learning, and some engineering disciplines to study, model, and analyze very complex realities, for which more traditional methods have been either unusable or inefficient. SC uses soft techniques, contrasting it with classical artificial intelligence hard computing (HC) techniques, and includes fuzzy logic, neural computing, evolutionary computation, machine learning, and probabilistic reasoning. HC is bound by a computer science (CS) concept called NP-complete, which means that there is a direct connection between the size of a problem and the amount of resources needed to solve it called the "grand challenge problem". SC helps to surmount NP-complete problems by using inexact methods to give useful but inexact answers to intractable problems. SC became a formal CS area of study in the early 1990s. Earlier computational approaches could model and precisely analyze only relatively simple systems. More complex systems arising in biology, medicine, the humanities, management sciences, and similar fields often remained intractable to HC. It should be pointed out that the simplicity and complexity of systems are relative, and many conventional mathematical models have been both challenging and very productive. SC techniques resemble biological processes more closely than traditional techniques, which are largely based on formal logical systems, such as Boolean logic, or rely heavily on computer-aided numerical analysis (such as finite element analysis). SC techniques are intended to complement HC techniques. Unlike HC schemes, which strive for exactness and full truth, SC techniques exploit the given tolerance of imprecision, partial truth, and uncertainty for a particular problem. Inductive reasoning plays a larger role in SC than in HC. SC and HC can be used together in certain fusion techniques. SC can deal with ambiguous or noisy data and it is tolerant of imprecision, uncertainty, partial truth, and approximation. In effect, the role model for SC is the human mind. Artificial intelligence and computational intelligence based on SC provide the background for the development of smart management systems and decisions in the case of ill-posed problems.

## 2. Contributions

In the following, a brief overview of the published papers is presented.
Finding a suitable definition of fuzzy inner product space have concerned many mathematicians. In [1], first, various approaches are presented for the concept of fuzzy inner product space existing in the specialized literature, and then a new definition is introduced. In fact, the authors modified P. Majumdar and S.K. Samanta's definition of inner product space and proved some new properties of the fuzzy inner product function.

Finally, in this paper, it is also proved that this fuzzy inner product generates a fuzzy norm of the type Nădăban-Dzitac.

The paper [2] proposes a new generalization of vector spaces over field, which is called M-hazy vector spaces over M-hazy field. Some fundamental properties of M-hazy field, M-hazy vector spaces, and M-hazy subspaces are studied, and some important results are also proved. Furthermore, the linear transformation of M-hazy vector spaces is studied, and their important results are also proved.

Optimization problems in the fuzzy environment are widely studied in the literature. In paper [3] the authors restrict their attention to mathematical programming problems with coefficients and/or decision variables expressed by fuzzy numbers. This paper identifies the current position and role of the extension principle in solving mathematical programming problems that involve fuzzy numbers in their models, highlighting the indispensability of the extension principle in approaching this class of problems. Finally, some research directions focusing on using the extension principle in all stages of the optimization process are proposed

The interval range is an important characterization of a fuzzy set. The interval range is also useful for analyses and applications of arithmetic. In paper [4], the authors presented general conclusions on crucial problems related to interval ranges of fuzzy sets.

In paper [5], the authors present a group decision-making solution based on a preference relationship of interval-valued fuzzy soft information. Further, two crisp topological spaces, namely, lower topology and upper topology, are introduced based on the intervalvalued fuzzy soft topology. Then, a score function-based ranking system is also defined to design an adjustable multi-steps algorithm. Finally, some illustrative examples are given to compare the effectiveness of the present approach with some existing methods.

In paper [6], the notions of L-fuzzy subalgebra degree and L-subalgebras on an effect algebra are introduced and some characterizations are given. The authors use four kinds of cut sets of L-subsets to characterize the L-fuzzy subalgebra degree. Finally, it is proved that the set of all L-subalgebras on an effect algebra can form an L-convexity, and its L-convex hull formula is given.

The paper [7] is dedicated to Professor Ioan Dzitac (1953-2021). Therefore, his life is briefly presented, as well as a comprehensive overview of his major contributions in the domain of soft computing methods in a fuzzy environment. Finally, some future trends are discussed.

In paper [8], a certain fuzzy class of analytic functions is defined in the open unit disc and some interesting results related to this class are obtained using the concept of fuzzy differential subordination.

In paper [9], the authors introduce the concept of an m-polar fuzzy set (m-PFS) in semigroups. This paper provides some important results related to m-polar fuzzy subsemigroups (m-PFSSs), m-polar fuzzy ideals (m-PFIs), m-polar fuzzy generalized biideals (m-PFGBIs), m-polar fuzzy bi-ideals (m-PFBIs), m-polar fuzzy quasi-ideals (m-PFQIs) and m-polar fuzzy interior ideals (m-PFIIs) in semigroups.

In paper [10], a new implementation of the marks library is presented. Examples in dynamical systems simulation, fault detection and control are also included to exemplify the practical use of the marks.

In paper [11], a fuzzy logic approach is proposed for the decision-making system in management control in small and medium enterprises. The C. Mamdani fuzzy inference system (MFIS) was applied as a decision-making technique to explore the influence of the use of management control tools on the organizational performance of SMEs.

In paper [12], fuzzy differential subordination results are obtained using a new integral operator introduced by the author, using the well-known confluent hypergeometric function, also known as the Kummer hypergeometric function. The new hypergeometric integral operator is defined by choosing particular parameters, having as inspiration the operator studied by Miller, Mocanu and Reade in 1978.

The paper [13] presents the multigranulation roughness of an intuitionistic fuzzy set based on two soft relations over two universes with respect to the aftersets and foresets. Finally, a decision-making algorithm is presented with a suitable example.

The aim of the paper [14] is to present new fuzzy differential subordinations and superordinations for which the fuzzy best dominant and, respectively, fuzzy best subordinant are given. The original theorems proved in the paper generate interesting corollaries for particular choices of functions acting as fuzzy best dominant and fuzzy best subordinant.
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#### Abstract

The aim of this paper is to provide a suitable definition for the concept of fuzzy inner product space. In order to achieve this, we firstly focused on various approaches from the alreadyexistent literature. Due to the emergence of various studies on fuzzy inner product spaces, it is necessary to make a comprehensive overview of the published papers on the aforementioned subject in order to facilitate subsequent research. Then we considered another approach to the notion of fuzzy inner product starting from P. Majundar and S.K. Samanta's definition. In fact, we changed their definition and we proved some new properties of the fuzzy inner product function. We also proved that this fuzzy inner product generates a fuzzy norm of the type Nădăban-Dzitac. Finally, some challenges are given.


Keywords: fuzzy Hilbert space; fuzzy inner product; fuzzy norm

MSC: 46A16; 46 S40

## 1. Introduction

The research papers of A.K. Katsaras [1,2] laid the foundations of the fuzzy functional analysis. Moreover, he was the first one who introduced the concept of a fuzzy norm. This concept has amassed great interest among mathematicians. Thus, in 1992, C. Felbin [3] introduced a new idea of a fuzzy norm in a linear space by associating a real fuzzy number to each element of the linear space. In 2003, T. Bag and S.K. Samanta [4] put forward a new concept of a fuzzy norm, which was a fuzzy set on $X \times \mathbb{R}$. New fuzzy norm concepts were later introduced by R. Saadati and S.M. Vaezpour [5], C. Alegre and S.T. Romaguera [6], R. Ameri [7], I. Goleţ [8], A.K. Mirmostafaee [9]. In this paper we use the definition introduced by S. Nădăban and I. Dzitac [10].

Hilbert spaces lay at the core of functional analysis. They frequently and naturally appear in the fields of Mathematics and Physics, being indispensable in the theory of differential equations, quantum mechanics, quantum logic, quantum computing, the Fourier analysis (with applications in the signal theory). Therefore, many mathematicians have focused on finding an adequate definition of the fuzzy inner product space. Although there are many research papers focused on the concept of a fuzzy norm and its diverse applications, there are few papers which study the concept of a fuzzy inner product.

Even though there are few results, we consider that every breakthrough has been an important one. Moreover, we are certain that there exists a correct definition of the fuzzy inner product that when discovered, will not only generate a worldwide consensus on this subject but trigger countless applications in various fields.

The importance of this subject has led us to write this paper and we have tried to further the knowledge on the matter.

Furthermore, we wish to mention the main results of the already existent literature.
R. Biswas in [11] defined the fuzzy inner product of elements in a linear space and two years later J.K. Kohli and R. Kumar altered the Biswas's definition of inner product
space [12]. In fact, they showed that the definition of a fuzzy inner product space in terms of the conjugate of a vector is redundant and that those definitions are only restricted to the real linear spaces. They also introduced the fuzzy co-inner product spaces and the fuzzy co-norm functions in their paper.

Two years later, in 1995, Eui-Whan Cho, Young-Key Kim and Chae-Seob Shin introduced and defined in [13] a fuzzy semi-inner-product space and investigated some properties of this fuzzy semi inner product space, those definitions are not restricted to the real linear spaces.

In 2008, P. Majumdar and S.K. Samanta [14] succeeded in taking the first step towards finding a reliable definition of a fuzzy inner product space. From their definition we can identify a serious problem in regard to finding a new reliable definition for the fuzzy inner product. The classical inequality Cauchy-Schwartz cannot be obtained by applying the other axioms and thus had to be introduced itself as an axiom (axiom (FIP2)).

In 2009, M. Goudarzi, S.M. Vaezpour and R. Saadati [15] introduced the concept of intuitionistic fuzzy inner product space. In this context, the Cauchy-Schwartz inequality, the Pythagorean Theorem and some convergence theorems were established.

In the same year, M. Goudarzi and S.M. Vaezpour [16] alter the definition of the fuzzy inner product space and prove several interesting results which take place in each fuzzy inner product space. More specifically, they introduced the notion of a fuzzy Hilbert space and deduce a fuzzy version of Riesz representation theorem.

In 2013, S. Mukherjee and T.Bag [17] amends the definition put forward by M.Goudarzi and S.M. Vaezpour by discarding the (FI-6) condition and by enacting minor changes to the (FI-4) and (FI-5) conditions.

In 2010, A. Hasankhani, A. Nazari and M. Saheli [18] introduced a new concept of a fuzzy Hilbert space. This concept is entirely different from the previous ones as this fuzzy inner product generates a new fuzzy norm of type Felbin.

The disadvantage of this definition is that only linear spaces over $\mathbb{R}$ can be considered. Another disadvantage is the difficulty of working with real fuzzy numbers.

In the subsequent years, many papers addressing this theme were published (see [7,19-24]).

In 2016, M. Saheli and S.Khajepour Gelousalar [25] modified the definition of the fuzzy inner product space and proved some properties of the new fuzzy inner product space.

Also, in 2016, Z. Solimani and B. Daraby [26] slightly altered the definition of a fuzzy scalar product introduced in [18] by changing the (IP2) condition and merging the (IP4) and (IP5).

In 2017, E. Mostofian, M. Azhini and A. Bodaghi [27] presented two new concepts of fuzzy inner product spaces and investigated some of basic properties of these spaces.

This paper is organized as follows-in Section 2 we make a literature review. Such an approach is deemed useful for the readers as it would enable them to better understand the evolution of the fuzzy inner product space concepts. Thus, this section can constitute a starting point for other mathematicians interested in this subject. In Section 3 we introduce a new definition of the fuzzy inner product space starting from P. Majumdar and S.K. Samanta's definition [14]. In fact, we modified the P. Majumdar and S.K. Samanta's definition of inner product space and we introduced and proved some new properties of the fuzzy inner product function. This paper ends up with some conclusions and future works in Section 4.

## 2. Preliminaries

Definition 1. [10] Let $X$ be a vector space over a field $\mathbb{K}$ and $*$ be a continuous $t$-norm. A fuzzy set $N$ in $X \times[0, \infty]$ is called a fuzzy norm on $X$ if it satisfies:
(N1) $N(x, 0)=0,(\forall) x \in X$;
(N2) $[N(x, t)=1,(\forall) t>0]$ iff $x=0$;
(N3) $N(\lambda x, t)=N\left(x, \frac{t}{|\lambda|}\right),(\forall) x \in X,(\forall) t \geq 0,(\forall) \lambda \in \mathbb{K}^{*}$;
(N4) $N(x+y, t+s) \geq N(x, t) * N(y, t),(\forall) x, y \in X,(\forall) t, s \geq 0$;
(N5) $(\forall) x \in X, N(x, \cdot)$ is left continuous and $\lim _{t \rightarrow \infty} N(x, t)=1$.
The triplet $(X, N, *)$ will be called fuzzy normed linear space (briefly FNLS).
Definition 2. [14] A fuzzy inner product space (FIP-space) is a pair $(X, P)$, where $X$ is a linear space over $\mathbb{C}$ and $P$ is a fuzzy set in $X \times X \times \mathbb{C}$ s.t.
(FIP1) For $s, t \in \mathbb{C}, P(x+y, z,|t|+|s|) \geq \min \{P(x, z,|t|), P(y, z,|s|)\}$;
(FIP2) For $s, t \in \mathbb{C}, P(x, y,|s t|) \geq \min \left\{P\left(x, x,|s|^{2}\right), P\left(y, y,|t|^{2}\right)\right\}$;
(FIP3) For $t \in \mathbb{C}, P(x, y, t)=P(y, x, \bar{t})$;
(FIP4) $P(\alpha x, y, t)=P\left(x, y, \frac{t}{|\alpha|}\right), t \in \mathbb{C}, \alpha \in \mathbb{C}^{*}$;
(FIP5) $P(x, x, t)=0,(\forall) t \in \mathbb{C} \backslash \mathbb{R}^{+}$;
(FIP6) $[P(x, x, t)=1,(\forall) t>0]$ iff $x=0$;
(FIP7) $P(x, x, \cdot): \mathbb{R} \rightarrow[0,1]$ is a monotonic non-decreasing function of $\mathbb{R}$ and $\lim _{t \rightarrow \infty} P(x, x, t)=1$.
$P$ will be called the fuzzy inner product on $X$.
Definition 3. [15] A fuzzy inner product space (FIP-space) is a triplet ( $X ; P ; *$ ), where $X$ is a real linear space, $*$ is a continuous $t$-norm and $P$ is a fuzzy set on $X^{2} \times \mathbb{R}$ satisfying the following conditions for every $x ; y ; z \in X$ and $t \in \mathbb{R}$.
(FIP1) $P(x, y, 0)=0$;
(FIP2) $P(x, y, t)=P(y, x, t)$;
(FIP3) $P(x, x, t)=H(t), \forall t \in \mathbb{R}$ iff $x=0$, where $H(t)=\left\{\begin{array}{ll}1, & \text { if } t>0 \\ 0, & \text { if } t \leq 0\end{array}\right.$;
(FIP4) For any real number $\alpha, P(\alpha x, y, t)= \begin{cases}P\left(x, y, \frac{t}{\alpha}\right), & \text { if } \alpha>0 \\ H(t), & \text { if } \alpha=0 ; \\ 1-P\left(x, y, \frac{t}{-\alpha}\right), & \text { if } \alpha<0\end{cases}$
(FIP5) $\sup _{s+r=t}(P(x, z, s) * P(y, z, r))=P(x+y, z, t)$;
(FIP6) $P(x, y, \cdot): \mathbb{R} \rightarrow[0,1]$ is continuous on $\mathbb{R} \backslash\{0\}$;
(FIP7) $\lim _{t \rightarrow \infty} P(x, y, t)=1$.
Definition 4. [16] A fuzzy inner product space (FIP - space) is a triplet $(X, P, *)$, where $X$ is a real linear space, $*$ is a continuous $t$-norm and $P$ is a fuzzy set in $X \times X \times \mathbb{R}$ s.t. the following conditions hold for every $x, y, z \in X$ and $s, t, r \in \mathbb{R}$.
(FI-1) $P(x, x, 0)=0$ and $P(x, x, t)>0,(\forall) t>0$;
(FI-2) $P(x, x, t) \neq H(t)$ for same $t \in \mathbb{R}$ iff $x \neq 0$;
(FI-3) $P(x, y, t)=P(y, x, t)$;
(FI-4) For any real number $\alpha, P(\alpha x, y, t)= \begin{cases}P\left(x, y, \frac{t}{\alpha}\right), & \text { if } \alpha>0 \\ H(t), & \text { if } \alpha=0 ; \\ 1-P\left(x, y, \frac{t}{-\alpha}\right), & \text { if } \alpha<0\end{cases}$
(FI-5) $\sup _{s+r=t}(P(x, z, s) * P(y, z, r))=P(x+y, z, t)$;
(FI-6) $P(x, y, \cdot): \mathbb{R} \rightarrow[0,1]$ is continuous on $\mathbb{R} \backslash\{0\}$;
(FI-7) $\lim _{t \rightarrow \infty} P(x, y, t)=1$.
Definition 5. [14] Let $X$ be a linear space over $\mathbb{R}$. A fuzzy set $P$ in $X \times X \times \mathbb{R}$ is called fuzzy real inner product on $X$ if $(\forall) x, y, z \in X$ and $t \in \mathbb{R}$, the following conditions hold:
(FI-1) $P(x, x, 0)=0,(\forall) t<0$;
(FI-2) $[P(x, x, t)=1,(\forall) t>0]$ iff $x=0$;
(FI-3) $P(x, y, t)=P(y, x, t)$;
(FI-4) $P(\alpha x, y, t)= \begin{cases}P\left(x, y, \frac{t}{\alpha}\right), & \text { if } \alpha>0 \\ H(t), & \text { if } \alpha=0 ; \\ 1-P\left(x, y, \frac{t}{\alpha}\right), & \text { if } \alpha<0\end{cases}$
(FI-5) $P(x+y, z, t+s) \geq \min \{P(x, z, t), P(y, z, s)\}$;
(FI-6) $\lim _{t \rightarrow \infty} P(x, y, t)=1$.
The pair $(X, P)$ is called fuzzy real inner space.
In order to present the definition of A. Hasankhani, A. Nazari and M. Saheli, we firstly need to define some concepts.

Definition 6. [28] A fuzzy set in $\mathbb{R}$, namely a mapping $x: \mathbb{R} \rightarrow[0,1]$, with the following properties:
(1) $x$ is convex, that is, $x(t) \geq \min \{x(s), x(r)\}$ for $s \leq t \leq r$;
(2) $x$ is normal, that is, $(\exists) t_{0} \in \mathbb{R}: x\left(t_{0}\right)=1$;
(3) $x$ is upper semicontinuous, that is, $(\forall) t \in \mathbb{R},(\forall) \alpha \in[0,1]: x(t)<\alpha,(\exists) \delta>0$ s.t. $|s-t|<$ $\delta \Rightarrow x(s)<\alpha$
is called fuzzy real number. We denote by $\mathfrak{F}(\mathbb{R})$ the set of all fuzzy real numbers.
Definition 7. [29] The arithmetic operation,,$+- \cdot /$ on $\mathfrak{F}(\mathbb{R})$ are defined by:

$$
\begin{aligned}
& (x+y)(t)=\bigvee_{s \in \mathbb{R}} \min \{x(s), y(t-s)\},(\forall) t \in \mathbb{R} ; \\
& (x-y)(t)=\bigvee_{s \in \mathbb{R}} \min \{x(s), y(s-t)\},(\forall) t \in \mathbb{R} ; \\
& (x y)(t)=\bigvee_{s \in \mathbb{R}^{*}} \min \{x(s), y(t / s)\},(\forall) t \in \mathbb{R} ; \\
& (x / y)(t)=\bigvee_{s \in \mathbb{R}} \min \{x(t s), y(s)\},(\forall) t \in \mathbb{R}
\end{aligned}
$$

Remark 1. Let $x \in \mathfrak{F}(\mathbb{R})$ and $\alpha \in(0,1]$. The $\alpha$-level sets $[x]_{\alpha}=\{t \in \mathbb{R}: x(t) \geq \alpha\}$ are closed intervals $\left[x_{\alpha}^{-}, x_{\alpha}^{+}\right]$.

Definition 8. [18] Let $X$ be a linear space over $\mathbb{R}$. A fuzzy inner product on $X$ is a mapping $<\cdot,>: X \times X \rightarrow \mathfrak{F}(\mathbb{R})$ s.t. $(\forall) x, y, z \in X,(\forall) r \in \mathbb{R}$, we have:
(IP1) $\langle x+y, z\rangle=\langle x, z\rangle \oplus\langle y, z\rangle$;
(IP2) $<r x, y>=\tilde{r}<x, y>$, where $\tilde{r}=\left\{\begin{array}{ll}1, & \text { if } t=r \\ 0, & \text { if } t \neq r\end{array} ;\right.$
(IP3) $\langle x, y\rangle=\langle y, x\rangle$;
(IP4) $<x, x>\geq 0$;
(IP5) $\inf _{\alpha \in(0,1]}<\bar{x}, x>_{\alpha}^{-}=0$ if $x \neq 0$;
(IP6) $\langle x, x\rangle=\tilde{0}$ iff $x=0$.
The pair $(X,\langle\cdot, \cdot\rangle)$ is called fuzzy inner product space.
Definition 9. [25] A fuzzy inner product space is a triplet $(X, P, *)$, where $X$ is a fuzzy set in $X \times X \times \mathbb{R}$ satisfying the following conditions for every $x, y, z \in X$ and $t, s \in \mathbb{R}$ :
(FI1) $P(x, y, 0)=0$;
(FI2) $P(x, y, t)=P(y, x, t)$;
(FI3) $[P(x, x, t)=1,(\forall) t>0]$ iff $x=0$;
(FI4) $(\forall) \alpha \in \mathbb{R}, t \neq 0, \quad P(\alpha x, y, t)= \begin{cases}P\left(x, y, \frac{t}{\alpha}\right), & \text { if } \alpha>0 \\ H(t), & \text { if } \alpha=0 ; \\ 1-P\left(x, y, \frac{t}{\alpha}\right), & \text { if } \alpha<0\end{cases}$
(FI5) $P(x, z, t) * P(y, z, s) \leq P(x+y, z, t+s),(\forall) t, s>0$;
(FI6) $\lim _{t \rightarrow \infty} P(x, y, t)=1$.

Definition 10. [26] Let $X$ be a linear space over $\mathbb{R}$. A fuzzy inner product on $X$ is a mapping $<\cdot \cdot>: X \times X \rightarrow \mathfrak{F}^{*}(\mathbb{R})$, where $\mathfrak{F}^{*}(\mathbb{R})=\{\eta \in \mathfrak{F}(\mathbb{R}): \eta(t)=0$ ift $<0\}$, with the following properties $(\forall) x, y, z \in X,(\forall) r \in \mathbb{R}$ :
(FIP1) $\langle x+y, z\rangle=<x, z\rangle \oplus\langle y, z\rangle$;
(FIP2) $\langle r x, y\rangle=|\tilde{r}|\langle x, y\rangle$;
(FIP3) $\langle x, y\rangle=<y, x\rangle$;
(FIP4) $x \neq 0 \Rightarrow<x, x>(t)=0,(\forall) t<0$;
(FIP5) $\langle x, x\rangle=0$ iff $x=0$.
The pair $(X,<\cdot,>)$ is called fuzzy inner product space.

## 3. A New Approach for Fuzzy Inner Product Space

We will denote by $\mathbb{C}$ the space of complex numbers and we will denote by $\mathbb{R}_{+}^{*}$ the set of all strict positive real numbers.

Definition 11. Let $H$ be a linear space over $\mathbb{C}$. A fuzzy set $P$ in $H \times H \times \mathbb{C}$ is called a fuzzy inner product on $H$ if it satisfies:
(FIP1) $P(x, x, v)=0,(\forall) x \in H,(\forall) v \in \mathbb{C} \backslash \mathbb{R}_{+}^{*}$;
(FIP2) $P(x, x, t)=1,(\forall) t \in \mathbb{R}_{+}^{*}$ if and only if $x=0$;
(FIP3) $P(\alpha x, y, v)=P\left(x, y, \frac{v}{|\alpha|}\right),(\forall) x, y \in H,(\forall) v \in \mathbb{C},(\forall) \alpha \in \mathbb{C}^{*}$;
(FIP4) $P(x, y, v)=P(y, x, \bar{v}),(\forall) x, y \in H,(\forall) v \in \mathbb{C}$;
(FIP5) $P(x+y, z, v+w) \geq \min \{P(x, z, v), P(y, z, w)\},(\forall) x, y, z \in H,(\forall) v, w \in \mathbb{C}$;
(FIP6) $P(x, x, \cdot): \mathbb{R}_{+} \rightarrow[0,1],(\forall) x \in H$ is left continuous and $\lim _{t \rightarrow \infty} P(x, x, t)=1$;
(FIP7) $P(x, y, s t) \geq \min \left\{P\left(x, x, s^{2}\right), P\left(y, y, t^{2}\right)\right\},(\forall) x, y \in H,(\forall) s, t \in \mathbb{R}_{+}^{*}$.
The pair $(H, P)$ will be called fuzzy inner product space.
Example 1. Let $H$ be a linear space over $\mathbb{C}$ and $<\cdot, \cdot>: H \times H \rightarrow \mathbb{C}$ be an inner product. Then $P: H \times H \times \mathbb{C} \rightarrow[0,1]$,

$$
P(x, y, s)= \begin{cases}\frac{s}{s+|\langle x, y\rangle|}, & \text { if } s \in \mathbb{R}_{+}^{*} \\ 0, & \text { if } s \in \mathbb{C} \backslash \mathbb{R}_{+}^{*}\end{cases}
$$

is a fuzzy inner product on $H$.
Let verify now the conditions from the definition.
(FIP1) $P(x, x, v)=0,(\forall) x \in H,(\forall) v \in \mathbb{C} \backslash \mathbb{R}_{+}^{*}$ is is obvious from definition of $P$.
(FIP2) $P(x, x, t)=1,(\forall) v \in \mathbb{R}_{+}^{*} \Leftrightarrow t+|<x, x>|=t,(\forall) t>0 \Leftrightarrow|<x, x>|=0 \Leftrightarrow x=0$.
(FIP3) $P(\alpha x, y, v)=P\left(x, y, \frac{v}{|\alpha|}\right),(\forall) x, y \in H,(\forall) v \in \mathbb{C},(\forall) \alpha \in \mathbb{C}$ is obvious for $v \in$ $\mathbb{C} \backslash \mathbb{R}_{+}^{*}$.
If $v \in \mathbb{R}_{+}^{*}$, than

$$
P(\alpha x, y, v)=\frac{v}{v+\mid\langle\alpha x, y>|}=\frac{v}{v+|\alpha| \cdot \mid\langle x, y>|}=\frac{\frac{v}{|\alpha|}}{\left|\frac{v}{|\alpha|}+\right|\langle x, y>|}=P\left(x, y, \frac{v}{|\alpha|}\right) .
$$

(FIP4) $P(x, y, v)=P(y, x, \bar{v}),(\forall) x, y \in H,(\forall) v \in \mathbb{C}$ is obvious for $v \in \mathbb{C} \backslash \mathbb{R}_{+}^{*}$.
If $v \in \mathbb{R}_{+}^{*}$, then $v=\bar{v}$ and

$$
P(x, y, v)=\frac{v}{v+|<x, y>|}=\frac{\bar{v}}{\bar{v}+|<y, x>|}=P(y, x, \bar{v})
$$

(FIP5) $P(x+y, z, v+w) \geq \min \{P(x, z, v), P(y, z, w)\},(\forall) x, y, z \in H,(\forall) v, w \in \mathbb{C}$.
If at least one of $v$ and $w$ is from $\mathbb{C} \backslash \mathbb{R}_{+}^{*}$, then the result is obvious.

If $v, w \in \mathbb{R}_{+}^{*}$, let us assume without loss of generality that $P(x, z, v) \leq P(y, z, w)$. Then

$$
\begin{gathered}
\frac{v}{v+|<x, z>|} \leq \frac{w}{w+|<y, z>|} \Rightarrow \\
\Rightarrow \frac{v+|<x, z>|}{v} \geq \frac{w+|<y, z>|}{w} \Rightarrow \\
\Rightarrow 1+\frac{|<x, z>|}{v} \geq 1+\frac{|<y, z>|}{w} \Rightarrow \\
\Rightarrow \frac{|<x, z>|}{v} \geq \frac{|<y, z>|}{w} \Rightarrow \\
\Rightarrow \frac{w}{v}|<x, z>|\geq|<y, z>| \Rightarrow \\
\Rightarrow\left|<x, z>\left|+\frac{w}{v}\right|<x, z>|\geq|<x, z>|+|<y, z>| \Rightarrow\right. \\
\Rightarrow \frac{v+w}{v}|<x, z>|\geq|<x+y, z>| \Rightarrow \\
\Rightarrow \frac{|<x, z>|}{v} \geq \frac{|<x+y, z>|}{v+w} \Rightarrow \\
\Rightarrow \frac{|<x, z>|}{v}+1 \geq \frac{|<x+y, z>|}{v+w}+1 \Rightarrow \\
\Rightarrow \frac{v+|<x, z>|}{v} \geq \frac{(v+w)+|<x+y, z>|}{v+w} \Rightarrow \\
\Rightarrow \frac{v}{v+|<x, z>|} \leq \frac{v}{(v+w)+|<x+y, z>|} \Rightarrow \\
\Rightarrow P(x, z, v) \leq P(x+y, z, v+w)
\end{gathered}
$$

$$
\Rightarrow P(x+y, z, v+w) \geq \min \{P(x, z, v), P(y, z, w)\},(\forall) x, y, z \in H,(\forall) v, w \in \mathbb{C} .
$$

(FIP6) $P(x, x, \cdot): \mathbb{R}_{+} \rightarrow[0,1],(\forall) x \in H$ is left continuous function and $\lim _{t \rightarrow \infty} P(x, x, t)=1$.

$$
\lim _{t \rightarrow \infty} P(x, x, t)=\lim _{t \rightarrow \infty} \frac{t}{t+|<x, x>|}=\lim _{t \rightarrow \infty} \frac{t}{t\left(1+\frac{|<x, x>|}{t}\right)}=1 .
$$

$F(x, x, \cdot)$ is left continuous in $t>0$ follows from definition.
(FIP7) $P(x, y, s t) \geq \min \left\{P\left(x, x, s^{2}\right), P\left(y, y, t^{2}\right)\right\},(\forall) x, y \in H,(\forall) s, t \in \mathbb{R}_{+}^{*}$. If at least one of $s$ and $t$ is from $\mathbb{C} \backslash \mathbb{R}_{+}^{*}$, then the result is obvious.
If $s, t \in \mathbb{R}_{+}^{*}$, let us assume without loss of generality that $P\left(x, x, s^{2}\right) \leq P\left(y, y, t^{2}\right)$. Then

$$
\begin{gathered}
\frac{s^{2}}{s^{2}+\mid<x, x>1} \leq \frac{t^{2}}{t^{2}+|<y, y>|} \Leftrightarrow \\
t^{2}\left|<x, x>\left|\geq s^{2}\right|<y, y>\right|
\end{gathered}
$$

Thus by Cauchy-Schwartz inequality we obtain

$$
\begin{gathered}
s|<x, y>|\leq \sqrt{|<x, x>|} \cdot s \sqrt{|<y, y>|} \leq \sqrt{|<x, x>|} \cdot t \sqrt{|<x, x>|}=t|<x, x>| \Rightarrow \\
\Rightarrow s^{2}|<x, y>|\leq s t|<x, x>| \Rightarrow \\
\Rightarrow s^{3} t+s^{2}\left|<x, y>\left|\leq s^{3} t+s t\right|<x, x>\right| \Rightarrow \\
\Rightarrow s^{2}(s t+|<x, y>|) \leq s t\left(s^{2}+|<x, x>|\right) \Rightarrow \\
\frac{s^{2}}{s^{2}+|<x, x>|} \leq \frac{s t}{s t+|<x, y>|} \Rightarrow \\
\Rightarrow P\left(x, x, s^{2}\right) \leq P(x, y, s t) \Rightarrow \\
\Rightarrow P(x, y, s t) \geq \min \left\{P\left(x, x, s^{2}\right), P\left(y, y, t^{2}\right)\right\},(\forall) x, y \in H,(\forall) s, t \in \mathbb{R}_{+}^{*} .
\end{gathered}
$$

Proposition 1. For $x, y \in H, v \in \mathbb{C}$ and $\alpha \in \mathbb{C}$ we have

$$
P(x, \alpha y, v)=P\left(x, y, \frac{v}{|\alpha|}\right)
$$

Proof. From (FIP3) and (FIP4) it follows $P(x, \alpha y, v)=P(\alpha y, x, \bar{v})=P\left(y, x, \frac{\bar{v}}{|\alpha|}\right)=$ $P\left(x, y, \frac{\overline{\bar{v}}}{|\alpha|}\right)=P\left(x, y, \frac{v}{|\alpha|}\right)$.

Proposition 2. For $x \in H, v \in \mathbb{R}_{+}^{*}$ we have

$$
P(x, 0, v)=1 .
$$

Proof. From (FIP3) and (FIP6) it follows

$$
\begin{gathered}
P(x, 0, v)=P(x, 0,2 n v)=P(x, x-x, n v+n v) \geq \min \{P(x, x, n v), P(x, x, n v)\}= \\
P(x, x, n v) \xrightarrow{n \rightarrow \infty} 1
\end{gathered}
$$

So $P(x, 0, v)=1$.
Proposition 3. For $y \in H, v \in \mathbb{R}_{+}^{*}$ we have

$$
P(0, y, v)=1 .
$$

Proposition 4. $P(x, y, \cdot): \mathbb{R}_{+} \rightarrow[0,1]$ is a monotonic non-decreasing function on $\mathbb{R}_{+}$, $(\forall) x, y \in H$.

Proof. Let $s, t \in \mathbb{R}_{+}, s \leq t$. Then $(\exists) p$ such that $t=s+p$ and

$$
P(x, y, t)=P(x+0, y, s+p) \geq \min \{P(x, y, s), P(0, y, p)\}=P(x, y, s)
$$

Hence $P(x, y, s) \leq P(x, y, t)$ for $s \leq t$.
Corollary 1. $P(x, y, s t) \geq \min \left\{P\left(x, y, s^{2}\right), P\left(x, y, t^{2}\right)\right\},(\forall) x, y \in H,(\forall) s, t \in \mathbb{R}_{+}^{*}$.
Proof. Let $s, t \in \mathbb{R}_{+}, s \leq t$. Then

$$
P\left(x, y, s^{2}\right) \leq P(x, y, s t) \leq P\left(x, y, t^{2}\right)
$$

Hence $P(x, y, s t) \geq \min \left\{P\left(x, y, s^{2}\right), P\left(x, y, t^{2}\right)\right\}$.
Let now $s, t \in \mathbb{R}_{+}, t \leq s$. Then

$$
P\left(x, y, t^{2}\right) \leq P(x, y, s t) \leq P\left(x, y, s^{2}\right) .
$$

Hence $P(x, y, s t) \geq \min \left\{P\left(x, y, s^{2}\right), P\left(x, y, t^{2}\right)\right\}$.
Proposition 5. $P(x, y, v) \geq \min \{P(x, y-z, v), P(x, y+z, v)\},(\forall) x, y, z \in H,(\forall) v \in \mathbb{C}$.

## Proof.

$$
\begin{aligned}
& P(x, y, v)=P(x, 2 y, 2 v)=P(x, y+z+y-z, v+v) \geq \min \{P(x, y+z, v), P(x, y-z, v)\} . \\
& \quad \text { Hence } P(x, y, v) \geq \min \{P(x, y-z, v), P(x, y+z, v)\} .
\end{aligned}
$$

Theorem 1. If $(H, P)$ be a fuzzy inner product space, then $N: X \times[0, \infty) \rightarrow[0,1]$ defined by

$$
N(x, t)=P\left(x, x, t^{2}\right)
$$

## is a fuzzy norm on $X$.

Proof. (N1) $N(x, 0)=P(x, x, 0)=0,(\forall) x \in H$ from (FIP1);
(N2) $[N(x, t)=1,(\forall) t>0] \Leftrightarrow\left[P\left(x, x, t^{2}\right)=1,(\forall) t>0\right] \Leftrightarrow x=0$ from (FIP2);
(N3) $N(\lambda x, t)=P\left(\lambda x, \lambda x, t^{2}\right)=P\left(x, \lambda x, \frac{t^{2}}{|\lambda|}\right)=P\left(\lambda x, x, \frac{t^{2}}{|\lambda|}\right)=P\left(\lambda x, x, \frac{t^{2}}{|\lambda|}\right)=$ $P\left(x, x, \frac{t^{2}}{|\lambda|^{2}}\right)=N\left(x, \frac{t}{|\lambda|}\right),(\forall) t \geq 0,(\forall) \lambda \in \mathbb{K}^{*} ;$
(N4) $N(x+t, t+s) \geq \min \{N(x, t), N(y, s)\},(\forall) x, y \in H,(\forall) t, s \geq 0$. If $t=0$ or $s=0$ the previous inequality is obvious. We asume that $t, s>0$.

$$
\begin{aligned}
N(x+y, t+s) & =P\left(x+y, x+y,(t+s)^{2}\right)= \\
& =P\left(x+y, x+y, t^{2}+s^{2}+t s+t s\right) \geq \\
& \geq P\left(x, x+y, t^{2}+t s\right) \wedge P\left(y, x+y, s^{2}+t s\right) \geq \\
& \geq P\left(x, x, t^{2}\right) \wedge P(x, y, t s) \wedge P(y, x, t s) \wedge P\left(y, y, s^{2}\right)= \\
& =P\left(x, x, t^{2}\right) \wedge P\left(y, y, s^{2}\right)= \\
& =\min \{N(x, t), N(y, s)\}
\end{aligned}
$$

(N5) From (FIP6) it result that $N(x, \cdot)$ is left continuous and $\lim _{t \rightarrow \infty} N(x, t)=1$.

## 4. Conclusions and Future Works

In this paper, we wrote a literature review regarding the diverse approaches of fuzzy inner product space concept, but we also introduced a new approach.

We have thus laid the ground for further research on the problems within the fuzzy Hilbert space theory, searching for analogies in this fuzzy context for the Pythagorean theorem, for the parallelogram law, as well as for other orthogonality problems.

The following step would be to study the linear and bounded operators in a fuzzy Hilbert space. Recently, there have been many important results concerning the linear and bounded operators in a fuzzy Banach space (see [30-34]), fact which motivates us even further to try to achieve this goal.

This research will be followed by other papers in which we will firstly define the concept of an adjoint of a linear and bounded operator on a fuzzy Hilbert space. This concept will allow us to study important classes of operators such as self-adjoint operators, normal operators and unitary operators. We will then follow up with the spectral theory and we will also construct a analytic functional calculus.

Last, but not least, we will study the aforementioned orthogonality in the fuzzy Hilbert space. Thus, this will enable us to observe the properties of the self-adjoint projections and to undertake directly decompositions of the fuzzy Hilbert space.

This paper summarized the current research status of the fuzzy inner product spaces and can thus facilitate researchers in writing their future papers on this topic.
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#### Abstract

The generalization of binary operation in the classical algebra to fuzzy binary operation is an important development in the field of fuzzy algebra. The paper proposes a new generalization of vector spaces over field, which is called $M$-hazy vector spaces over $M$-hazy field. Some fundamental properties of $M$-hazy field, $M$-hazy vector spaces, and $M$-hazy subspaces are studied, and some important results are also proved. Furthermore, the linear transformation of $M$-hazy vector spaces is studied and their important results are also proved. Finally, it is shown that $M$-fuzzifying convex spaces are induced by an $M$-hazy subspace of $M$-hazy vector space.
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## 1. Introduction

In 1971, Rosenfeld [1] published an innovative paper on fuzzy subgroups. This article introduced the new field of abstract algebra and the new field of fuzzy mathematics. Many scientists and researchers worked in this field and obtained fruitful research. Liu [2,3] gave an important generalization in the field of fuzzy algebra by introducing fuzzy subrings of a ring and fuzzy ideals. Demirci [4] firstly introduced the fuzzification of binary operation to group structure through fuzzy equality [5] and introduced "vague groups." After this work, many researchers used this concept and extended it to several other useful directions such as [6-10]. In Demirci's approach, the characteristic of the degree between the fuzzy binary operation is not used, and the identity and inverse element of an element are also not unique. Liu and Shi [11] proposed a new approach to fuzzify the group structure by characterizing the degree of fuzzy binary operation, which is called M-hazy groups. It is important to mention that $M$-hazy associative law has been defined in order to obtain $M$-hazy groups. Mehmood et al. [12] extended this concept to the ring structure and gave a new method to the fuzzification of rings, which is defined by $M$-hazy rings. It is also worth mentioning that an $M$-hazy distributive law has been proposed so as to define $M$-hazy rings. Furthermore, Mehmood et al. [13] also provided the homomorphism theorems of $M$-hazy rings with its induced fuzzifying convexities. Liu and Shi [14] proposed M-hazy lattices. Fan et al. [15] introduced an $M$-hazy $\Gamma$-semigroup.

Vector space has been the most widely studied and used in linear algebra theory A vector space is a set of elements with a binary addition operator and a multiplication operator that has closure under these two operations over a field, all while satisfying a set of axioms. Vector spaces are the realm of linear combinations, also known as superpositions, weighted sums, and sums with coefficients. Such sums occur throughout mathematics, both pure and applied, including statistics, science, engineering, and economics. The key word is "linear". Even when studying nonlinear phenomena, it is often useful to approximate with a simpler linear model. You can say that vector spaces are one of the great organizing tools of mathematics, helping reveal a structural similarity in a wide variety of topics found in such different contexts that they may seem completely different. Suppose you stand in front of a house. It is rather old but beautifully constructed of
masonry that exhibits excellent craftsmanship. You point at a brick in one of the lower layers and ask "What is the need for this brick?" Short answer: it helps the structure. Long answer: it can be missed in the sense that the building won't fall apart if you take it away, but it will damage it in various ways that will become clear if you live there for a couple of years. This house is a metaphor for mathematics. A vector space is a lot more than just a brick. It is one of the fundamental notions, and so is part of the foundation. The most fundamental notion is "Set," and a vector space is one notch higher, a set with a specific structure. Can you do without it? Not if you want to do any serious mathematics. You can refine the structure to get topological vector space, metric vector space, complete vector space, normed vector space, and inner product vector space, each a refinement of the former. The beauty of this is that a refinement inherits all properties of its ancestor, so you are saved a lot of groundwork and can explore additional properties. The need for refinement is usually triggered by questions from physics or engineering. A nice example is Fourier analysis that fits smoothly in a Hilbert space structure.

Since Katsaras and Liu [16] presented the notion of fuzzy vector spaces, many scientists and researchers explored its properties and obtained fruitful research such as [17-21]. Mordeson [22] defined bases of fuzzy vector spaces. Shi and Huang [23] defined fuzzy bases and fuzzy dimension of fuzzy vector spaces. Nanda [24,25] introduced fuzzy fields and linear spaces. Malik and Mordeson [26] defined fuzzy subfield of a field. Fang and Yan [27] introduced the notion of $L$-fuzzy topological vector spaces. Zhang and Xu [28,29] presented the concept of topological $L$-fuzzifying neighborhood structures. Furthermore, Yan and Wu [30] extended this concept by introducing fuzzifying topological vector spaces on completely distributive lattices. Wen et al. [31] gave the degree to which an $L$-subset of a vector space is an $L$-convex set.

In the past few years, theory of convexity has emerged more and more important study for exceptional problems in many fields of applied mathematics. Since the 1950s, convexity theory has developed into several related theories. Van de Vel [32] conducted an inventive investigation. His work was praised as excellence. An interesting question about the application part of convex theory attempts to include determining the computational complexity of convexity, pattern recognition problems, optimization, etc. Fuzzy set theory is an emerging discipline in different fields of abstract algebra such as topology and convexity theory, etc. Rosa [33] firstly presented the notion of fuzzy convex spaces. Shi and Xiu [34] proposed a new technique for the fuzzification of convex structures, which is described as $M$-fuzzifying convex structures. In this technique, each subset of a set $X$ has a certain degree of convexity. Furthermore, Shi and Xiu [35] gave the generalization of $L$-convex structure and $M$-fuzzifying convex structure by introducing ( $L, M$ )-fuzzy convex structure. In their approach, every $L$-fuzzy subset can be considered as an $L$-convex set to some extent. With repeated progress in the area of convexity theory, fuzzy convex structure have become a major research area such as [36-52]. Pang and Xiu [53] introduced the notion of lattice-valued interval operators and described their connection between $L$-fuzzifying convex structures. Liu and Shi [54] proposed $M$-fuzzifying median algebra, which is obtained through fuzzy binary operation. This study provided the characteristics of $M$-fuzzifying median algebra and $M$-fuzzifying convex spaces. This work provided motivation to extend it on more algebraic structures like groups, rings, lattices, and vector spaces. Liu and Shi [11] introduced $M$-hazy groups by using the $M$-hazy binary operation. Mehmood et al. [12,13] extended this idea by defining $M$-hazy rings and obtained its induced fuzzifying convexities. By getting the motivations of these new proposed concepts through M-hazy operations, we proposed a new generalization of vector spaces over field based on M-hazy binary operation, which is denoted as $M$-hazy vector spaces over $M$-hazy field.

The paper is organized as follows: Section 2 consists of fundamental notions about completely residuated lattices, field and vector spaces, $M$-hazy groups, $M$-hazy rings, and $M$-fuzzifying convex spaces. In Section 3, the concept of $M$-hazy vector space is defined and obtained its fundamental properties. In Section 4 , the concept of $M$-hazy subspaces is
introduced, and it has been shown that all the $M$-hazy subspaces of $M$-hazy vector space form a convex structure. In Section 5, the linear transformation of $M$-hazy vector spaces is introduced. Finally, $M$-fuzzifying convex spaces are induced by $M$-hazy subspaces of $M$-hazy vector spaces. Section 6 concludes the paper.

## 2. Preliminaries

This section contains the fundamental definitions about completely residuated lattices, fields, vector spaces, vector subspaces, $M$-hazy groups, M-hazy rings, and Mfuzzifying convexity.

All through this paper, $(M, \vee, \wedge, \diamond, \rightarrow, \perp, \top)$ represents a completely residuated lattice, and $\leq$ denotes the partial order of $M$. Assume $P$ is a nonempty set and $K \subseteq M$, then $\bigvee K$ denotes the least upper bound of $K$ and $\wedge K$ the greatest lower bound of $K .2^{P}$ (resp., $M^{P}$ ) denotes the collection of all subsets (resp., $M$-subsets) on $P$. A family $\left\{A_{i} \mid i \in \omega\right\}$ is up-directed provided for each $A_{1}, A_{2} \in\left\{A_{i} \mid i \in \omega\right\}$ that there exists a third element $A_{3} \in\left\{A_{i} \mid i \in \omega\right\}$ such that $A_{1} \subseteq A_{3}$ and $A_{2} \subseteq A_{3}$ are denoted by: $\left\{A_{i} \mid i \in \omega\right\} \subseteq 2^{\text {dir }}{ }^{P}$.

Definition 1 ([55]). Assume that $\diamond: M \times M \longrightarrow M$ is a function. $\diamond$ is defined to be a triangular norm (for short, $t$-norm) on $M$, if the following conditions holds:
(1) $u \diamond v=v \diamond u$,
(2) $(u \diamond v) \diamond w=u \diamond(v \diamond w)$,
(3) $u \leq w, v \leq x$ implies $u \diamond v \leq w \diamond x$,
(4) $u \diamond 1=u$ for all $u \in M$.

Definition 2 ([55]). Assume that $\rightarrow: M \times M \longrightarrow M$ is a function, and $\diamond$ is a $t$-norm in $M$. Then, $\rightarrow$ is defined to be the residuum of $\diamond$, if, for all $u, v, w \in M$,

$$
u \leq v \rightarrow w \Leftrightarrow u \diamond v \leq w .
$$

Definition 3 ([56]). Assume that $(M, \vee, \wedge, \perp, \top)$ is a bounded lattice, where $\perp$ represents the least element, $\top$ the greatest element, $\diamond$ is a $t$-norm on $M$, and $\rightarrow$ denotes the residuum of $\diamond$. Then, $(M, \vee, \wedge, \diamond, \rightarrow, \perp, \top)$ is said to be a residuated lattice.

A residuated lattice is defined to be a completely residuated lattice if the primary lattice is complete. In addition, we define $u \leftrightarrow v=(u \rightarrow v) \wedge(v \rightarrow u)$. The proposition below shows properties of the implication operation.

Proposition $1([57,58])$. Assume $(M, \vee, \wedge, \diamond, \rightarrow, \perp, \top)$ is a completely residuated lattice. Then, for every $u, v, w \in M,\left\{u_{i}\right\}_{i \in I},\left\{v_{i}\right\}_{i \in I} \subseteq M$, the below statements are valid:
(1) $u \rightarrow v=\bigvee\{w \in M \mid u \diamond w \leq v\}$.
(2) $v \leq u \rightarrow v, \top \rightarrow u=u$.
(3) $u \rightarrow\left(\bigwedge_{i \in I} v_{i}\right)=\bigwedge_{i \in I}\left(u \rightarrow v_{i}\right)$.
(4) $\quad\left(\bigvee_{i \in I} u_{i}\right) \rightarrow v=\bigwedge_{i \in I}\left(u_{i} \rightarrow v\right)$.

Definition 4 ([11]). Assume that $*: P \times P \longrightarrow M^{P}$ is a function; then, $*$ is defined to be an $M$-hazy operation on $P$, if the conditions given below hold:
(MH1) $\forall u, v \in P$, we have $\bigvee_{p \in P}(u * v)(p) \neq \perp$.
(MH2) $\forall u, v, p, q \in P,(u * v)(p) \diamond(u * v)(q) \neq \perp \Rightarrow p=q$.
Definition 5 ([11]). Assume $*: P \times P \longrightarrow M^{P}$ is an $M$-hazy operation on a nonempty set $P$. Then, $(P, *)$ is defined to be an M-hazy group (in short, MHG) if the following conditions hold:
(MG1) $\forall u, v, w, p, q \in P,(u * v)(p) \diamond(v * w)(q) \leq \bigwedge_{r \in P}((p * w)(r) \leftrightarrow(u * q)(r))$, i.e., the M-hazy associative law holds.
(MG2) An element $o \in P$ is said to be the left identity element of $P$, if $o * u=u_{\top}$ for all $u \in P$.
(MG3) An element $v \in P$ is said to be the left inverse of $u$, if for each $u \in P, v * u=o_{\top}$, and is denoted by $u^{-1}$.
$(P, *)$ is defined to be an abelian MHG if the following condition holds:
(MG4) $u * v=v * u$ for all $u, v \in P$.
Definition 6 ([12]). Assume $+: R \times R \longrightarrow M^{R}$ and $\bullet: R \times R \longrightarrow M^{R}$ are the $M$-hazy addition operation and M-hazy multiplication operation on $R$, respectively. Then, $(R,+, \bullet)$ is defined to be an M-hazy ring (in short, MHR) if the below conditions hold:
(MHR1) $(R,+)$ is an abelian MHG.
(MHR2) $(R, \bullet)$ is an $M$-hazy semigroup.
(MHR3) $\forall u, v, w, p, q, r \in R,(u \bullet v)(p) \diamond(v+w)(q) \diamond(u \bullet w)(r) \leq \bigwedge_{s \in R}((u \bullet q)(s) \leftrightarrow$ $(p+r)(s))$.

We now give the definition of $M$-fuzzifying convex space, and we refer to Vel [32] for all of the background on the convexity theory that may be required.

Definition 7 ([34]). A function $\mathscr{S}: 2^{P} \rightarrow M$ is said to be an $M$-fuzzifying convexity on a nonempty set $P$ if the below conditions hold:
(1) $\mathscr{S}(\varnothing)=\mathscr{S}(P)=T$;
(2) If $\left\{D_{i} \mid i \in \Omega\right\} \subseteq 2^{P}$ is nonempty, then $\mathscr{S}\left(\bigcap_{i \in \Omega} D_{i}\right) \geq \bigwedge_{i \in \Omega} \mathscr{S}\left(D_{i}\right)$;
(3) If $\left\{D_{i} \mid i \in \Omega\right\} \stackrel{\text { dir }}{\subseteq} 2^{P}$, then $\mathscr{S}\left(\bigcup_{i \in \Omega} D_{i}\right) \geq \bigwedge_{i \in \Omega} \mathscr{S}\left(D_{i}\right)$.

Then, $(P, \mathscr{S})$ is said to be an M-fuzzifying convex space.
A function $\pi:\left(P, \mathscr{S}_{P}\right) \longrightarrow\left(Q, \mathscr{S}_{Q}\right)$ is defined as $M$-fuzzifying convexity preserving (M-CP, in short) given that $\mathscr{S}_{P}\left(\pi^{\leftarrow}(B)\right) \geq \mathscr{S}_{Q}(B)$ for each $B \in 2^{Q} ; \pi$ is called $M$-fuzzifying convex-to-convex (M-CC, in short) provided that $\mathscr{S}_{Q}\left(\pi^{\rightarrow}(A)\right) \geq \mathscr{S}_{P}(A)$ for each $A \in 2^{P}$.

Definition 8 ([22]). A field is a set F with two operations, called addition and multiplication, which satisfy the following conditions:
(F1) $\forall u, v \in F, u+v=v+u$,
(F2) $\forall u, v, w \in F,(u+v)+w=u+(v+w)$,
(F3) $F$ contains an element 0 such that $0+u=u, \forall u \in F$,
(F4) For each $u \in F$, there is an element $-u \in F$ such that $u+(-u)=0$,
(F5) $\forall u, v \in F \Longrightarrow u \cdot v \in F$,
(F6) $\forall u, v \in F, u \cdot v=v \cdot u$,
(F7) $\forall u, v, w \in F,(u \cdot v) \cdot w=u \cdot(v \cdot w)$,
(F8) $F$ contains an element $1 \neq 0$ and $\forall u \in F$ such that $1 \cdot u=u$,
(F9) For each $0 \neq u \in F$, there is an element $u^{-1} \in F$ such that $u \cdot u^{-1}=1$,
(F10) $\forall u, v, w \in F, u \cdot(v+w)=u \cdot w+v \cdot w$.
Definition 9 ([22]). A vector space is a nonempty set $V$ over a field $F$, whose objects are called vectors equipped with two operations, called addition and scalar multiplication: for any two vectors $u, v$ in $V$ and a scalar a in $F$ defined by the mappings $+: V \times V \longrightarrow V$ and $: F \times V \longrightarrow V$, the following conditions are satisfied:
(V1) $\forall u, v, w \in V,(u+v)+w=u+(v+w)$,
(V2) There is a vector 0 , called the zero vector, such that $u+0=u$,
(V3) For any vector $u$, there is a vector $-u$ such that $u+(-u)=0$,
(V4) $\forall u, v \in V, u+v=v+u$,
(V5) $\forall u, v \in V, \forall a \in F, a \cdot(u+v)=a \cdot u+a \cdot v$,
(V6) $\forall a, b \in F, \forall u \in V,(a+b) \cdot u=a \cdot u+b \cdot u$,
(V7) $\forall a, b \in F, \forall u \in V, a \cdot(b \cdot u)=(a \cdot b) \cdot u$,
(V8) $\forall 1 \in F, \forall u \in V, 1 \cdot u=u$.

## 3. M-Hazy Vector Spaces

In this section, we introduce the concept of $M$-hazy vector spaces over the $M$-hazy field.
We first introduce the concept of $M$-hazy field and give its properties, which are necessary to present the concept of $M$-hazy vector space.

Definition 10. Assume $+: F \times F \longrightarrow M^{F}$ and $\bullet: F \times F \longrightarrow M^{F}$ are the $M$-hazy addition operation and M-hazy multiplication operation on $F$, respectively. Then, the 3-tuple $(F,+, \bullet)$ is defined to be an M-hazy field (in short, MHF) if the below conditions hold:
(MHF1) $(F,+)$ is an abelian MHG.
(MHF2) $(F, \bullet)$ is an abelian MHG.
(MHF3) $\forall u, v, w, p, q, r \in F,(u \bullet v)(p) \diamond(v+w)(q) \diamond(u \bullet w)(r) \leq \bigwedge_{s \in F}((u \bullet q)(s) \leftrightarrow$

$$
(p+r)(s))
$$

Proposition 2. Assume that $(F,+, \bullet)$ is an M-hazy field, and $o$ and $e$ are the additive and multiplicative identity elements of $F$, respectively. Then, $\forall u \in F$;
(1) $o+u=u+o=u \top$.
(2) $e \bullet u=u \bullet e=u_{\top}$.

Proof. The proof is similar to the proof of Proposition 3.8 in [11] so it is omitted.
Proposition 3. In an M-hazy field $(F,+, \bullet)$, the left additive inverse $-u$ of $u$ is also the right additive inverse of $u$ in $(F,+, \bullet)$. In addition, the left multiplicative inverse $u^{-1}$ of $u$ is also the right multiplicative inverse of $u$ in $(F,+, \bullet)$. That is, the following conditions hold:
(1) $(-u)+u=u+(-u)=o_{T}$.
(2) $u^{-1} \bullet u=u \bullet u^{-1}=e_{\top}$.

Proof. The proof is similar to the proof of Proposition 3.7 in [11] so it is omitted.
Example 1. Assume that $F=\{0, e, u, v\}$ is a set and assume $(M, \diamond)=([0,1], \wedge)$. The mappings $+: F \times \times F \longrightarrow[0,1]^{F}$ and $\bullet: F \times F \longrightarrow[0,1]^{F}$ are defined by the following tables:
(a) Values of the $[0,1]$-hazy operation + .

| $x+y>y$ | $o$ | $e$ | $u$ | $v$ |
| :---: | :---: | :---: | :---: | :---: |
| $x$ | $o_{1}$ | $e_{1}$ | $u_{1}$ | $v_{1}$ |
| $o$ | $e_{1}$ | $o_{1}$ | $v_{0.2}$ | $u_{0.2}$ |
| $e$ | $u_{1}$ | $v_{0.2}$ | $o_{1}$ | $e_{1}$ |
| $u$ | $v_{1}$ | $u_{0.2}$ | $e_{1}$ | $o_{1}$ |
| $v$ |  |  |  |  |

(b) Values of the $[0,1]$-hazy operation $\bullet$.

| $x \bullet y \backslash y$ | $o$ | $e$ | $u$ | $v$ |
| :---: | :---: | :---: | :---: | :---: |
| $x$ | $o_{1}$ | $o_{1}$ | $o_{1}$ | $o_{1}$ |
| $o$ | $o_{1}$ | $e_{1}$ | $u_{0.3}$ | $v_{0.4}$ |
| $e$ | $o_{1}$ | $u_{0.3}$ | $v_{0.4}$ | $e_{1}$ |
| $u$ | $o_{1}$ | $v_{0.4}$ | $e_{1}$ | $u_{0.3}$ |
| $v$ |  |  |  |  |

It is easy to verify (MHF1), (MHF2), and (MHF3) analogous to Example 3.3 in [12].

Proposition 4. Assume that $(F,+, \bullet)$ is an M-hazy field; then, the following equations hold:

$$
\begin{align*}
& (u+v)(w)=((-u)+w)(v)=(w+(-v))(u)=(v+(-w))(-u)  \tag{1}\\
& =((-w)+u)(-v)=((-v)+(-u))(-w) \\
& (u \bullet v)(w)=\left(u^{-1} \bullet w\right)(v)=\left(w \bullet v^{-1}\right)(u)=\left(v \bullet w^{-1}\right)\left(u^{-1}\right)=\left(w^{-1} \bullet u\right)\left(v^{-1}\right) \\
& =\left(v^{-1} \bullet u^{-1}\right)\left(w^{-1}\right) .
\end{align*}
$$

Proof. The proof is similar to the proof of Proposition 3.11 and Corollary 3.12 in [11] so it is omitted.

We now present the concept of $M$-hazy vector space.
Definition 11. Assume $(F,+, \bullet)$ is an $M$-hazy field and $(V, \oplus)$ is an abelian M-hazy group. We define an M-hazy vector space over $F$ as a quadruple $(V, \oplus, \circ, F)$, where $\circ$ is a mapping $\circ: F \times V \longrightarrow M^{V}$ such that the following conditions hold:
(MHV1) $\forall u, v, p, q, r \in V$ and $a \in F,(a \circ u)(p) \diamond(u \oplus v)(q) \diamond(a \circ v)(r) \leq \bigwedge_{s \in V}((a \circ q)(s) \leftrightarrow$ $(p \oplus r)(s))$.
(MHV2) $\forall u, p, q \in V$ and $a, b \in F,(a \circ u)(p) \diamond(a+b)(q) \diamond(b \circ u)(r) \leq \bigwedge_{s \in V}((q \circ u)(s) \leftrightarrow$ $(p \oplus r)(s))$.
(MHV3) $\forall u, q \in V$, and $\forall a, b, c \in F,(a \bullet b)(c) \diamond(b \circ u)(q) \leq \bigwedge_{r \in V}((c \circ u)(r) \leftrightarrow(a \circ q)(r))$.
(MHV4) $\forall u \in V$ and $e \in F, e \circ u=e_{\top}$.
Proposition 5. Assume $\oplus: V \times V \longrightarrow M^{V}$ and $\circ: F \times V \longrightarrow M^{V}$ are the $M$-hazy operations under addition and under scalar multiplication on $V$, respectively; then, the following statements are equivalent for all $u, v \in V$, and $\forall a \in F$.
(MHV1) $\forall u, v, p, q, r \in V$, and $\forall a \in F$,

$$
(a \circ u)(p) \diamond(u \oplus v)(q) \diamond(a \circ v)(r) \leq \bigwedge_{s \in V}((a \circ q)(s) \leftrightarrow(p \oplus r)(s))
$$

(MHV1') $\forall u, v, p, q, r, s \in V$, and $\forall a \in F$,

$$
(a \circ u)(p) \diamond(u \oplus v)(q) \diamond(a \circ v)(r) \diamond(a \circ q)(s) \leq(p \oplus r)(s)
$$

and

$$
(a \circ u)(p) \diamond(u \oplus v)(q) \diamond(a \circ v)(r) \diamond(p \oplus r)(s) \leq(a \circ q)(s) .
$$

## (MHV1")

$$
\text { If } a \circ u=p_{\lambda}, u \oplus v=q_{\mu}, a \circ v=r_{v}
$$

then $(a \circ q) \diamond \lambda \diamond \mu \diamond v \leq(p \oplus r)$ and $(p \oplus r) \diamond \lambda \diamond \mu \diamond v \leq(a \circ q)$.
$\mathbf{( M H V 1}^{\prime \prime \prime}$ ) If $a \circ u=p_{\lambda}, u \oplus v=q_{\mu}, a \circ v=r_{v}, a \circ q=t_{\alpha}, p \oplus r=u_{\beta}$, then

$$
t=u, \lambda \diamond \mu \diamond v \diamond \alpha \leq \beta \text { and } \lambda \diamond \mu \diamond v \diamond \beta \leq \alpha
$$

Proof. (MHV1) $\Rightarrow\left(\mathrm{MHV1}^{\prime}\right)$ The proof is simple so it is omitted.
$\left(\mathrm{MHV1}^{\prime}\right) \Rightarrow\left(\mathrm{MHV1}^{\prime \prime}\right) \forall a \in F$ and $\forall q \in V$, we have

$$
\begin{aligned}
& ((a \circ q) \diamond \lambda \diamond \mu \diamond v)(s) \\
= & (a \circ q)(s) \diamond \lambda \diamond \mu \diamond v \\
= & (a \circ q)(s) \diamond(a \circ u)(p) \diamond(u \oplus v)(q) \diamond(a \circ v)(r) \\
\leq & (p \oplus r)(s),
\end{aligned}
$$

that is, $(a \circ q) \diamond \lambda \diamond \mu \diamond v \leq p \oplus r$. A similar argument shows the other inequality.
$\left(\mathrm{MHV1}^{\prime \prime}\right) \Rightarrow\left(\mathrm{MHV1}^{\prime \prime \prime}\right)$ We need to only verify $t=u$. According to (MHV1'), we have $t_{\alpha} \diamond \lambda \diamond \mu \diamond v \leq u_{\beta}$, that is, $t_{\alpha \diamond \lambda \diamond \mu \diamond v} \leq u_{\beta}$, whence by (MH2), $t=u$.
$\left(\mathrm{MHV1}^{\prime \prime \prime}\right) \Rightarrow(\mathrm{MHV1}) \forall p, q, r, s \in P$ and $\forall a \in F$, we have

$$
\begin{aligned}
& (a \circ u)(p) \diamond(u \oplus v)(q) \diamond(a \circ v)(r) \\
= & \lambda \diamond \mu \diamond v \\
\leq & (\alpha \rightarrow \beta) \wedge(\beta \rightarrow \alpha) \\
= & \alpha \leftrightarrow \beta=(a \circ q)(t) \leftrightarrow(p \oplus r)(u)
\end{aligned}
$$

and, by (MH2), we can complete the proof.
Example 2. (1) The Euclidean space $R^{n}$ is an $M$-hazy vector space under the addition and scalar multiplication.
(2) The set $P_{n}$ of all polynomials of degree less than or equal to $n$ is an M-hazy vector space under the addition and scalar multiplication of polynomials.
(3) The set $M(m, n)$ of all $m \times n$ matrices is an $M$-hazy vector space under the addition and scalar multiplication of matrices.

In the following discussion, we assume that the operation $\diamond$ in the completely residuated lattice $M$ is $\wedge$; that is, the lattice valued environment $M$ is degenerated to complete Heyting algebra. We also assume that the smallest element $\perp$ is prime in $M$.

Theorem 1. Assume that $(V, \oplus, \circ, F)$ is an $M$-hazy vector space over an $M$-hazy field $(F,+, \bullet)$. Then, $\forall u \in V$ and $\forall a \in F$ :
(1) $(a \circ o)(o) \neq \perp$.
(2) $(o \circ u)(o) \neq \perp$.
(3) If $(a \circ u)(0) \neq \perp$, then $a=o$ or $u=o$.

Proof. We only prove (1). Assume $(a \circ o)(o)=\perp$. By (MHV1) $\forall a \in F$ and $o \in V$, we have

$$
(a \circ o)(p) \diamond(o \oplus o)(o) \diamond(a \circ o)(r) \leq \bigwedge_{s \in V}((a \circ o)(s) \leftrightarrow(p \oplus r)(s))
$$

When $r=s=p$, we have,

$$
(a \circ o)(p) \diamond(a \circ o)(p) \diamond(a \circ o)(p) \leq(p \oplus p)(p))
$$

If $p \neq 0$, then $(p \oplus p)(p)=(p \oplus(-p))(p)=\perp$ by the condition (1) of Proposition 4, which is a contradiction. Hence, $(a \circ o)(o) \neq \perp$.

## 4. M-Hazy Subspaces

In this section, we introduce the concept of $M$-hazy subspaces of $M$-hazy vector space.
Definition 12. Assume that $(V, \oplus, \circ, F)$ is an $M$-hazy vector space over an $M$-hazy field $(F,+, \bullet)$. A nonempty subset $W$ of $V$ is called an $M$-hazy subspace of $V$ if $W$ itself is an M-hazy vector space over $F$.

Theorem 2. Assume $W$ is a nonempty subset of an $M$-hazy vector space $(V, \oplus, \circ, F)$ over an $M$-hazy field $(F,+, \bullet)$; then, $(W, \oplus, \circ, F)$ is an M-hazy subspace of $(V, \oplus, \circ, F)$ over $(F,+, \bullet)$ if and only if the following conditions hold:
(1) $\forall u, v \in W$, we have $\bigvee_{p \in W}(u \oplus v)(p) \neq \perp$,
(2) $\forall u \in W$ and $\forall a \in F$, we have $\bigvee_{p \in W}(a \circ u)(p) \neq \perp$,
(3) $\forall u \in W$, we have $-u \in W$.

Proof. The proof is simple and omitted.
Theorem 3. Assume $W$ is a nonempty subset of an $M$-hazy vector space $(V, \oplus, \circ, F)$ over an $M$-hazy field $(F,+, \bullet)$; then, $(W, \oplus, \circ, F)$ is an M-hazy subspace of $(V, \oplus, \circ, F)$ over $(F,+, \bullet)$ if and only if the following conditions hold:
(1) $\forall u, v \in W$, we have $\bigvee_{p \in W}(u \oplus(-v))(p) \neq \perp$,
(2) $\forall u \in W$ and $\forall a \in F$, we have $\bigvee_{p \in W}(a \circ u)(p) \neq \perp$.

Proof. The proof is similar to the proof of Theorem 4.4 in [12] so it is omitted.
Theorem 4. Assume $W$ is a nonempty subset of an $M$-hazy vector space $(V, \oplus, \circ, F)$ over an $M$-hazy field $(F,+, \bullet)$; then, $(W, \oplus, \circ, F)$ is an M-hazy subspace of $(V, \oplus, \circ, F)$ over $(F,+, \bullet)$ if and only if $\forall u, v, p, q, r \in W$ and $\forall a, b \in F$, we have

$$
\bigvee_{r \in W}((a \circ u) \oplus(b \circ v))(r) \neq \perp
$$

Proof. Assume that $W$ is an $M$-hazy subspace of $V$ over an $M$-hazy field $F$. Suppose that

$$
\bigvee_{r \in W}((a \circ u) \oplus(b \circ v))(r)=\perp
$$

On the other hand, $\underset{p \in W}{ }(a \circ u)(p) \neq \perp$ and $\underset{q \in W}{ }(b \circ v)(q) \neq \perp$ by Theorem 3. Hence, $\bigvee_{r \in W}(p \oplus q)(r) \neq \perp$, which is a contradiction. Hence,

$$
\bigvee_{r \in W}((a \circ u) \oplus(b \circ v))(r) \neq \perp
$$

Conversely, suppose $\underset{r \in W}{ }((a \circ u) \oplus(b \circ v))(r) \neq \perp$. Since $W$ is a nonempty subset of $V$ and we know that (MH1) and (MH2) holds in $V$, thus it holds in $W$. Hence, $\forall u, v \in W$ and $e \in F$, we have $\bigvee_{u \in W}(e \circ u)(u) \neq \perp$ and $\underset{v \in W}{ }(e \circ v)(v) \neq \perp$. Hence, $\bigvee_{r \in W}(u \oplus v)(r) \neq \perp$. In addition, $\forall b \in F$ and $o \in W$, we have $(b \circ o)(o) \neq \perp$ by statement (1) of Theorem 1. Since $\forall a \in F$ and $\forall u \in W$, we have $\bigvee_{p \in W}(a \circ u)(p) \neq \perp$; thus, $\bigvee_{r \in W}(p \oplus o)(r) \neq \perp$. Hence, $\bigvee_{r \in W}(a \circ u)(r) \neq \perp$ by (MG2). Now, we already know that (MG3) holds in $V$, so it holds in $W$. Hence, $\forall u \in W$, we have $-u \in W$. Hence, $W$ is an $M$-hazy subspace of $V$ over $F$.

Proposition 6. The intersection of a family of $M$-hazy subspace of an $M$-hazy vector space $(V, \oplus, \circ, F)$ over an $M$-hazy field $(F,+, \bullet)$ is an $M$-hazy subspace of $(V,+, \circ, F)$.

Proof. Assume $\Lambda$ is an index set and $W_{i}$ is an $M$-hazy subspace of $(V, \oplus, \circ, F)$. Assume $K=\bigcap_{i \in \Lambda} W_{i}$.
(1) Since $o \in W_{i}$ for each $i \in \Lambda$ and $K$ is a nonempty subset of $V$, we have $o \in K$.
(2) For every $u, v \in K, a \in F$ and for every $i \in \Lambda$, we obtain $u, v \in W_{i}$. Since $W$ is an $M$-hazy subspace of $V$, we obtain $\underset{p \in W_{i}}{\bigvee}(u \oplus(-v))(p) \neq \perp$ and $\underset{p \in W_{i}}{V_{i}}(a \circ u)(p) \neq \perp$ by Theorem 3. Since $\underset{p \in W_{i}}{ }(a \circ u)(p) \neq \perp$. This implies that there exists $x_{a u} \in W_{i}$ such that $(a \circ u)\left(x_{a u}\right) \neq \perp$. This implies, for all $i \in \Lambda, x_{a u} \in W_{i}$. Thus, we can obtain $x_{a u} \in \bigcap_{i=\Lambda} W_{i}$.

Hence, $\underset{p \in \bigcap_{i \in \Lambda} W_{i}}{\bigvee}(a \circ u)(p) \geq(a \circ u)\left(x_{a u}\right) \neq \perp$. Similarly, $\underset{p \in \bigcap_{i \in \Lambda} W_{i}}{\bigvee}(u \oplus(-v))(p) \neq \perp$. Hence,
$K=\bigcap_{i=\Lambda} W_{i}$ is an M-hazy subspace of $(V, \oplus, \circ, F)$.
Proposition 7. The union of a nonempty up-directed family of M-hazy subspace of M-hazy vector space $(V, \oplus, \circ, F)$ over an $M$-hazy field $(F,+, \bullet)$ is an $M$-hazy subspace of $(V, \oplus, \circ, F)$. In particular, the union of a nonempty chain of $M$-hazy subspace of $M$-hazy vector space $(V, \oplus, 0, F)$ is an M-hazy subspace of $(V, \oplus, \circ, F)$.

Proof. Assume $\Lambda$ is an index set and $W_{i}$ is an $M$-hazy subspace of $(V, \oplus, \circ, F)$, where $\left\{W_{i} \mid i \in \Lambda\right\}$ is an up-directed subfamily of $2^{V}$. Let $N=\bigcup_{i \in \Lambda} W_{i}$.
(1) Clearly, $N$ is a nonempty subset of $V$.
(2) For every $u, v \in N$ and $a \in F$, there exists $i, j \in \Lambda$ such that $u \in W_{i}$ and $v \in W_{j}$. Since $N$ is an up-directed family, then there exists $m \in \Lambda$ such that $W_{i} \subseteq W_{m}$; this implies that $u, v \in W_{m}$. As $(W, \oplus, \circ, F)$ is an $M$-hazy subspace of $(V, \oplus, \circ, F)$, we obtain $\underset{p \in W_{m}}{V_{m}}(u \oplus$ $(-v))(p) \neq \perp$ and $\underset{p \in W_{m}}{\bigvee}(a \circ u)(p) \neq \perp$ by Theorem 3. Hence, $\bigvee_{p \in N}(u \oplus(-v))(p) \neq \perp$ and $\bigvee_{p \in N}(a \circ u)(p) \neq \perp$. Hence, $\bigcup_{i \in \Lambda} W_{i}$ is an $M$-hazy subspace of $(V, \oplus, \circ, F)$.

Based on the above results, we can draw an important and interesting conclusion; that is, we have the following result.

Proposition 8. All of the M-hazy subspaces of M-hazy vector space and the empty set form a convex structure.

## 5. Linear Transformation of M-Hazy Vector Spaces

In this section, we introduce the linear transformation of $M$-hazy vector spaces. We have also shown that $M$-fuzzifying convex spaces are induced by $M$-hazy subspace of M-hazy vector space.

Definition 13. Assume that $(V, \oplus, \circ, F)$ and $(W, \boxplus, \odot, F)$ are two $M$-hazy vector spaces over an $M$-hazy field $(F,+, \bullet)$. Then, the mapping $\tau: V \longrightarrow W$ is called a linear transformation if the following conditions hold:
(1) $\forall u, v \in V, \tau_{M}(u \oplus v)=(\tau(u) \boxplus \tau(v))$,
(2) $\forall u \in V, \forall a \in F, \tau_{M}(a \circ u)=(a \odot \tau(u))$.

Definition 14. Assume $V$ and $W$ are two $M$-hazy vector spaces over an $M$-hazy field $F, \tau: V \longrightarrow$ $W$ is a linear transformation, and $o^{\prime}$ is the additive identity element of $W$. Then, the kernel of $\tau$, Ker $\tau$ is determined by

$$
\operatorname{Ker} \tau=\tau^{\leftarrow}\left(\left\{o^{\prime}\right\}\right)=\left\{p \in V \mid \tau(p)=o^{\prime}\right\} .
$$

Example 3. (1) Assume that $(V, \oplus, \circ, F)$ is an $M$-hazy vector space over an $M$-hazy field $(F,+, \bullet)$, the set $\{0\}$ and the whole $M$-hazy vector space $V$ are $M$-hazy subspaces of $V$; they are called the trivial $M$-hazy subspaces of $V$.
(2) Assume $R^{n}$ and $R^{m}$ are the Euclidean spaces and $\tau: R^{n} \longrightarrow R^{m}$ is a linear transformation. The image

$$
\tau^{\rightarrow}(p)=\left\{\tau(p): p \in R^{n}\right\}
$$

of $\tau$ is an $M$-hazy subspace of $R^{m}$, and the inverse image

$$
\tau^{\leftarrow}\left(\left\{o^{\prime}\right\}\right)=\left\{p \in R^{n} \mid \tau(p)=o^{\prime}\right\}
$$

is an M-hazy subspace of $R^{m}$.

Proposition 9. Assume the mapping $\tau: V \longrightarrow W$ is a linear transformation, $(V, \oplus, \circ, F)$ and $(W, \boxplus, \odot, F)$ are two $M$-hazy vector spaces over an $M$-hazy field $(F,+, \bullet)$. Then, the following statements are valid:
(1) If J is an M-hazy subspace of $V$, then $\tau \rightarrow(J)$ is an $M$-hazy subspace of $W$.
(2) If $K$ is an $M$-hazy subspace of $W$, then $\tau^{\leftarrow}(K)$ is an $M$-hazy subspace of $V$ containing $\operatorname{ker} \tau$.

Proof. (1) For all $u, v \in J$, we have $\bigvee_{p \in J}(u \oplus(-v))(p) \neq \perp$. Then,

$$
\begin{aligned}
& \bigvee_{\tau(p) \in \tau \rightarrow(J)}(\tau(u) \boxplus(-\tau(v)))(\tau(p)) \\
&= \bigvee_{\tau(p) \in \tau \rightarrow(J)}(\tau(u) \boxplus \tau(-v))(\tau(p)) \\
&= \bigvee_{\tau(p) \in \tau \rightarrow(J)} V_{M}(u \oplus(-v))(\tau(p)) \\
&= \bigvee_{\tau(p) \in \tau \rightarrow(J)} \tau(x)=\tau(p) \\
&= \bigvee_{\tau(p) \in \tau \rightarrow(J)}(u \oplus(-v))(p) \\
& \geq \bigvee_{p \in J}(u \oplus(-v))(p) \\
& \neq \perp .
\end{aligned}
$$

Similarly,

$$
\underset{\tau(p) \in \tau \rightarrow(J)}{\bigvee^{\prime}}(a \odot \tau(u))(\tau(p)) \geq \bigvee_{p \in J}(a \circ u)(p) \neq \perp
$$

Then, by Theorem 3, it follows that $\tau \rightarrow(J)$ is an M-hazy subspace of $W$.
(2) For all $u, v \in \tau^{\leftarrow}(K)$, we have $\tau(u), \tau(v) \in K$. We find that $\underset{\tau(p) \in K}{V}(\tau(u) \boxplus$ $(-\tau(v)))(\tau(p)) \neq \perp$ and $\underset{\tau(p) \in K}{\bigvee}(a \odot \tau(u))(\tau(p)) \neq \perp$, since $K$ is an $M$-hazy subspace of $W$. Furthermore,

$$
\begin{aligned}
& \underset{\tau(p) \in K}{V}(\tau(u) \boxplus(-\tau(v)))(\tau(p)) \\
& =\underset{\tau(p) \in K}{\bigvee}(\tau(u) \boxplus \tau(-v))(\tau(p)) \\
& =\underset{\tau(p) \in K}{ } \tau_{\vec{M}}(u \oplus(-v))(\tau(p)) \\
& =\underset{\tau(p) \in K}{ } \bigvee_{\tau(x)=\tau(p)}(u \oplus(-v))(x) \\
& =\underset{\tau(p) \in K}{ } \mathrm{~V}(u \oplus(-v))(p) \\
& =\underset{p \in \tau \leftarrow(K)}{\bigvee}(u \oplus(-v))(p) \\
& \neq \perp \text {. }
\end{aligned}
$$

Similarly,

$$
\underset{\tau(p) \in K}{\bigvee}(a \odot \tau(u))(\tau(p))=\bigvee_{p \in \tau^{\leftarrow}(K)}(a \circ u)(p) \neq \perp
$$

Consequently, $\tau^{\leftarrow}(K)$ is an $M$-hazy subspace of $V$.
Now, assume $p \in \operatorname{ker} \tau$. Since $K$ is an $M$-hazy subspace of $W$, then $\tau(p)=o^{\prime} \in K$, and so $p \in \tau^{\leftarrow}(K)$. Hence, $\operatorname{ker} \tau \subseteq \tau^{\leftarrow}(K)$.

Proposition 10. Assume $V$ and $W$ are two $M$-hazy vector spaces over an $M$-hazy field $F$ and $\tau: V \longrightarrow W$ is a linear transformation. Then, $\operatorname{Ker} \tau$ is an $M$-hazy subspace of $V$.

Proof. It is easy to see that $\left\{o^{\prime}\right\}$ is an $M$-hazy subspace of $W$. Then, by Proposition 9, we have that $\operatorname{Ker} \tau$ is an $M$-hazy subspace of $V$.

The theorems below give an approach to induce $M$-fuzzifying convex spaces using $M$-hazy subspace of $M$-hazy vector space.

Theorem 5. Assume $(V, \oplus, \circ, F)$ is an $M$-hazy vector space over an $M$-hazy field $(F,+, \bullet)$ and define $\mathscr{S}: 2^{V} \rightarrow M$ as follows:

$$
\forall A \in 2^{V}, \mathscr{S}(A)=\bigwedge_{p \in V}\left(\left(\left(\bigvee_{u, v \in A}(u \oplus(-v))(p)\right) \rightarrow A(p)\right) \wedge((\underset{a \in F, u \in A}{\vee}(a \circ u)(p)) \rightarrow A(p))\right)
$$

Then, $(V, \mathscr{S})$ is an $M$-fuzzifying convex space.
Proof. The proof is similar to the proof of Theorem 7 in [13] so it is omitted.
Theorem 6. Assume that the mapping $\tau: V \longrightarrow W$ is a linear transformation, $(V, \oplus, \circ, F)$ and $(W, \boxplus, \odot, F)$ are two $M$-hazy vector spaces over an M-hazy field $(F,+, \bullet)$; then, $\tau:\left(V, \mathscr{S}_{V}\right) \longrightarrow$ $\left(W, \mathscr{S}_{W}\right)$ is an $M-C P$ mapping.

Proof. The proof is similar to the proof of Theorem 8 in [13] so it is omitted.
Theorem 7. Assume the mapping $\tau: V \longrightarrow W$ is a linear transformation, $(V, \oplus, \circ, F)$ and $(W, \boxplus, \odot, F)$ are two $M$-hazy vector spaces over an M-hazy field $(F,+, \bullet)$; then, $\tau:\left(V, \mathscr{S}_{V}\right) \longrightarrow$ $\left(W, \mathscr{S}_{W}\right)$ is an M-CC mapping.

Proof. Since the mapping $\tau: V \longrightarrow W$ is a linear transformation if the following conditions hold:
(1) $\forall u, v \in V, \tau_{M}(u \oplus v)=(\tau(u) \boxplus \tau(v))$,
(2) $\forall u \in V, \forall a \in F, \tau_{M}(a \circ u)=(a \odot \tau(u))$.

Then, for all $A \in 2^{V}$, we have
$\mathscr{S}_{W}\left(\tau^{\rightarrow}(A)\right)=\bigwedge_{p \in W}(((\underset{\tau(u), \tau(v) \in \tau \rightarrow(A)}{V}(\tau(u) \boxplus \tau(-v))(\tau(p))) \rightarrow(\tau \rightarrow(A))(\tau(p)))$
$\left.\wedge\left(\left(\underset{a \in F, \tau(u) \in \tau \rightarrow(A)}{\bigvee^{\prime}}(a \odot \tau(u))(\tau(p))\right) \rightarrow\left(\tau^{\rightarrow}(A)\right)(\tau(p))\right)\right)$
$\geq \bigwedge_{p \in W}\left(\left(\left(\underset{\tau(u), \tau(v) \in \tau \rightarrow(A)}{V}\left(\tau_{M} \cdot \tau_{M}^{\overleftarrow{M}}(\tau(u) \boxplus \tau(-v))\right)(\tau(p))\right) \rightarrow\left(\tau^{\rightarrow}(A)\right)(\tau(p))\right)\right.$
$\left.\wedge\left(\left(\underset{a \in F, \tau(u) \in \tau \rightarrow(A)}{\vee}\left(\tau_{M} \cdot \tau_{M}^{\leftarrow}(a \odot \tau(u))\right)(\tau(p))\right) \rightarrow\left(\tau^{\rightarrow}(A)\right)(\tau(p))\right)\right)$
$=\bigwedge_{p \in W}\left(\left(\left(\underset{\tau(u), \tau(v) \in \tau \rightarrow(A)}{\bigvee}\left(\tau_{M}(u \oplus(-v))\right)(\tau(p))\right) \rightarrow\left(\tau^{\rightarrow}(A)\right)(\tau(p))\right)\right.$
$\left.\wedge\left(\left(\underset{a \in F, \tau(u) \in \tau \rightarrow(A)}{\vee}\left(\tau_{M}(a \circ u)\right)(\tau(p))\right) \rightarrow\left(\tau^{\rightarrow}(A)\right)(\tau(p))\right)\right)$
$\left.=\bigwedge_{x \in V}\left(\left(\left(\underset{\tau(p) \in \tau_{M}(A)}{\vee} \bigvee_{\tau(x)=\tau(p)}(u \oplus(-v))\right)(x)\right)\right) \rightarrow(A)(x)\right)$
$\left.\wedge\left(\left(\underset{a \in F, \tau(p) \in \tau_{M}(A)}{\vee} \bigvee_{\tau(x)=\tau(p)}^{\vee}((a \circ u))(x)\right) \rightarrow(A)(x)\right)\right)$
$\geq \bigwedge_{p \in V}(((\underset{u,-v \in A}{\vee}(u \oplus(-v))(p)) \rightarrow(A)(p))$
$\Lambda((\underset{a \in F, u \in A}{V(a \odot u)(p)) \rightarrow(A)(p))), ~(a)}$
$=\mathscr{S}_{V}(A)$.
This implies that $\tau:\left(V, \mathscr{S}_{V}\right) \longrightarrow\left(W, \mathscr{S}_{W}\right)$ is an M-CC mapping.

## 6. Conclusions

Liu and Shi [11] introduced $M$-hazy groups by using the $M$-hazy binary operation. Mehmood et al. [12,13] extended this idea by defining $M$-hazy rings and obtained its induced fuzzifying convexities. By getting the motivations of these new proposed concepts through M-hazy operations, we proposed a new generalization of vector spaces over field based on $M$-hazy binary operation, which is denoted as $M$-hazy vector spaces over $M$-hazy field. In addition, by using the completely residuated lattice valed logic, some important properties of $M$-hazy field, $M$-hazy vector space, and $M$-hazy subspace are introduced. Based on these properties, it is shown that an $M$-hazy subspace of $M$-hazy vector space forms a convex structure. In addition, the linear transformation of $M$-hazy vector space is defined and proves its important results. The convexity of the $M$ fuzzy set on the set $P$ is the $M$ fuzzy set on the power set with certain properties. Therefore, to a certain extent, each subset of $P$ can be regarded as a convex set. Finally, considering the importance of this fact, a method is given that uses the $M$-hazy subspace of $M$-hazy vector space to induce the $M$-fuzzifying convex space.

The possible directions for the future work could be M-hazy modules, bases, dimensions of $M$-hazy vector spaces, $M$-hazy topological vector spaces, and other fuzzy algebra.
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#### Abstract

Optimization problems in the fuzzy environment are widely studied in the literature. We restrict our attention to mathematical programming problems with coefficients and/or decision variables expressed by fuzzy numbers. Since the review of the recent literature on mathematical programming in the fuzzy environment shows that the extension principle is widely present through the fuzzy arithmetic but much less involved in the foundations of the solution concepts, we believe that efforts to rehabilitate the idea of following the extension principle when deriving relevant fuzzy descriptions to optimal solutions are highly needed. This paper identifies the current position and role of the extension principle in solving mathematical programming problems that involve fuzzy numbers in their models, highlighting the indispensability of the extension principle in approaching this class of problems. After presenting the basic ideas in fuzzy optimization, underlying the advantages and disadvantages of different solution approaches, we review the main methodologies yielding solutions that elude the extension principle, and then compare them to those that follow it. We also suggest research directions focusing on using the extension principle in all stages of the optimization process.
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## 1. Introduction

Zadeh's fuzzy set theory [1] is an accurate mathematical tool that is able to model the uncertainty widely present in real-life problems. It has a wide range of applications in various scientific fields from medicine, engineering, and computer science to artificial intelligence. Dubois [2] emphasized that one of the roles of the fuzzy set theory is to facilitate a joint functionality of the numerical and qualitative approaches in decision-making.

Dzitac et al. [3] recently presented several important aspects of Zadeh's fuzzy logic theory that were proved to have useful applications. A discussion on the need of fuzzy logic and a nonstandard perspective on it was given in [4]. Wu and Xu [5] presented a wide range of applications of the fuzzy logic in decision making that proved fuzzy logic's ability in handling uncertain linguistic information. Shi [6] introduced several results from fuzzy group's theory that could represent a good foundation when the multivalued computer systems will be redeveloped in the future. Nădăban [7] presented a concise and unitary general view on the algebraic connections between classic, fuzzy, and quantum logics.

In this study, we restrict our attention to fuzzy mathematical programming. Zimmerman $[8,9]$ emphasized the role of the fuzzy set theory in mathematical programming, introducing a solution approach to multiple objective optimization problems based on
aggregation of fuzzy goals and fuzzy constraints. Verdegay [10] emphasized that the fuzzy linear programming is one of the most studied topics in the theory of the fuzzy sets and systems. We focus especially on optimization problems that involve fuzzy numbers as coefficients and/or variables aiming to rehabilitate the position of Zadeh's extension principle [1] in approaching such problems.

When a solution approach to fuzzy optimization problems strictly follows the extension principle, the ranking of the involved fuzzy quantities is avoided. From our perspective, this fact is a real advantage since there are many ranking functions defined in the literature (Abbasbandy [11] mentioned more than thirty); each of them might generate a solution approach to certain classes of optimization problems, and any comparison of their effectiveness is almost impossible.

After a brief presentation of the basic notation and terminology related to fuzzy sets and mathematical programming given in Section 2, we include in Section 3 a discussion on the indispensability of the extension principle in solving mathematical programming problems with fuzzy numbers. In Section 4, we survey the main methodologies that address full fuzzy optimization problems and analyze the effects of neglecting the extension principle in some of their optimization steps. In Section 5, we suggest research directions focusing on using the extension principle in all stages of the optimization process. Our concluding remarks are presented in Section 6.

## 2. Notation and Terminology

### 2.1. Fuzzy Sets

Zadeh [1] introduced the concept of fuzzy set $\widetilde{A}$ over the universe $X$ as a collection of pairs $\left(x, \mu_{\tilde{A}}(x)\right)$ such that the first component of each pair $x \in X$ is an element of the universe, while the second element $\mu_{\widetilde{A}}(x) \in[0,1]$ is its corresponding membership degree. Function $\mu_{\widetilde{A}}: X \rightarrow[0,1]$ is called the membership function of the fuzzy set $\widetilde{A}$.

Atanassov [12] introduced the intuitionistic fuzzy sets as a generalization to the fuzzy sets. An intuitionistic fuzzy set $\widetilde{A}^{I}$ of a universe $X$ is a set of triples

$$
\begin{equation*}
\left(x, \mu_{\widetilde{A}^{I}}(x), v_{\widetilde{A}^{I}}(x)\right) \tag{1}
\end{equation*}
$$

such that $x \in X, \mu_{\widetilde{A}^{I}}(x), v_{\widetilde{A}^{I}}(x) \in[0,1]$, and $0 \leq \mu_{\widetilde{A}^{I}}(x)+v_{\widetilde{A}^{I}}(x) \leq 1$. The membership function of $\widetilde{A}^{I}$ is $\mu_{\widetilde{A}^{I}}: X \rightarrow[0,1]$, and the nonmembership function of $\widetilde{A}^{I}$ is $v_{\widetilde{A}^{I}}: X \rightarrow[0,1]$ of $\widetilde{A}^{I}$ in $X$. For each $x \in X$ the value $\mu_{\widetilde{A}^{I}}(x)$, called the membership degree, the value $v_{\tilde{A}^{I}}(x)$ is called the nonmembership degree, and the value

$$
\begin{equation*}
h(x)=1-\mu_{\widetilde{A}^{I}}(x)-v_{\widetilde{A}^{I}}(x) \tag{2}
\end{equation*}
$$

is called the degree of hesitancy of $x$ in $\widetilde{A}^{I}$. Deng [13] proposed a new way to measure the information volume of fuzzy and intuitionistic fuzzy membership functions.

### 2.1.1. Fuzzy Numbers

Fuzzy numbers (FNs) are special cases of fuzzy sets. A fuzzy set $\widetilde{A}$ of the universe of real numbers $R$ is called a fuzzy number if and only if: (i) it is fuzzy normal and fuzzy convex; (ii) the membership function $\mu_{\tilde{A}}$ is upper semicontinuous; and (iii) its support, i.e., $\left\{x \in R \mid \mu_{\widetilde{A}}(x)>0\right\}$ is bounded. Similarly, an intuitionistic fuzzy set of $R$ is an intuitionistic fuzzy number (IFN) if and only if its membership function fulfills all conditions in the definition of a fuzzy number; the nonmembership function is fuzzy concave and lower semicontinuous; and its support $\left\{x \in R \mid v_{\widetilde{A}}(x)<1\right\}$ is bounded.

An LR flat fuzzy number is defined using two reference functions for the left and right sides of the fuzzy number, respectively. The reference functions $L$ and $R$ are both defined on the interval $[0, \infty)$, take values from the interval $[0,1]$, and have two essential characteristics: (i) $L(0)=R(0)=1$; and (ii) both $L$ and $R$ are nonincreasing on $[0, \infty)$. We refer the reader to the book of Dubois and Prade [14] for more details.

In what follows, we are interested in triangular and trapezoidal fuzzy and intuitionistic fuzzy numbers. The graph of the nonzero piece of the membership function of a triangular fuzzy number (TFN) forms a triangle with the abscissa, and is generally expressed by its components, as a triple $\left(a_{1}, a_{2}, a_{3}\right), a_{1} \leq a_{2} \leq a_{3}$. The interval $\left(a_{1}, a_{3}\right)$ is the support of the fuzzy set and the component $a_{2}$ is the value with the maximal amplitude. Similarly, the graph of the nonzero piece of the membership function of a trapezoidal fuzzy number ( TrFN ) forms a trapezoid with the abscissa, and is generally expressed by its components, as a quadruple $\left(a_{1}, a_{2}, a_{3}, a_{4}\right), a_{1} \leq a_{2} \leq a_{3} \leq a_{4}$. The interval $\left(a_{1}, a_{4}\right)$ is the support of the fuzzy set and all values in the interval $\left[a_{1}, a_{4}\right]$ have the maximal amplitude.

A triangular intuitionistic fuzzy number (TIFN) is generally denoted by

$$
\begin{equation*}
\widetilde{A}^{I}=\left(a_{1}, a_{2}, a_{3} ; a_{1}^{\prime}, a_{2}^{\prime}, a_{3}^{\prime}\right) \tag{3}
\end{equation*}
$$

Its first three components are related to the membership function (that is identical to a membership function of a triangular fuzzy number), and last three related to the nonmembership function. Similarly, a trapezoidal intuitionistic fuzzy number (TrIFN) is generally described by

$$
\begin{equation*}
\widetilde{A}^{I}=\left(a_{1}, a_{2}, a_{3}, a_{4} ; a_{1}^{\prime}, a_{2}^{\prime}, a_{3}^{\prime}, a_{4}^{\prime}\right) \tag{4}
\end{equation*}
$$

first four components being related to the membership function that is in fact a membership function of a trapezoidal fuzzy number.

### 2.1.2. The Extension Principle

Bellman and Zadeh [15] introduced the concepts of fuzzy decisions and fuzzy constraints, and proposed a principle to aggregate them. The fuzzy arithmetic was developed with the help of the extension principle mentioned by Zadeh from the beginning in [1].

According to this principle, the fuzzy set $\widetilde{B}$ of the universe $Y$ that is the result of evaluating the function $f$ at the fuzzy sets $\widetilde{A}_{1}, \widetilde{A}_{2}, \ldots, \widetilde{A}_{r}$ over their universes $X_{1}, X_{2}, \ldots, X_{r}$ is defined through its membership function as

$$
\mu_{\widetilde{B}}(y)= \begin{cases}\sup _{\left(x_{1}, \ldots, x_{r}\right) \in f^{-1}(y)}\left(\min \left\{\mu_{\widetilde{A}_{1}}\left(x_{1}\right), \ldots, \mu_{\widetilde{A}_{r}}\left(x_{r}\right)\right\}\right), & f^{-1}(y) \neq \varnothing  \tag{5}\\ 0, & \text { otherwise } .\end{cases}
$$

See also Zimmerman [16] for more details.
Fuzzy addition and subtraction of triangular and trapezoidal fuzzy numbers both yield triangular and trapezoidal numbers, respectively. Strictly following the extension principle, neither fuzzy multiplication nor division of triangular/trapezoidal fuzzy numbers yield triangular/trapezoidal numbers. This issue is generally overcome using a relative innocent approximation that replaces the exact results by those triangular/trapezoidal numbers that keep the extreme values (i.e., the endpoints of their support, and the values with maximal amplitude) the same.

Diniz et al. [17] discussed the optimization of a fuzzy-valued function using Zadeh's extension principle. The objective function was a Zadeh's extension of a function with respect to a parameter and an independent variable. Kupka [18] introduced some results on the approximation of Zadeh's extension of a given function, and studied the quality of the approximation with respect to the choice of the metric on the space of the fuzzy sets.

### 2.2. Mathematical Programming Models

### 2.2.1. The General Crisp Model

Model (6) generally defines a crisp mathematical programming problem that consists in maximizing the objective function $f$ that depends on the coefficients $c$, and the decision variables $x$ over the feasible set $X(b)$ that depends on the coefficients $b$.

$$
\begin{array}{ll}
\max & f(x, c) \\
\text { s.t. } & x \in X(b) \tag{6}
\end{array}
$$

Under additional assumptions (imposed on the objective function and/or the constraints), Model (6) becomes convex (if the objective function is convex over the feasible set that is also convex); linear (if both the objective function and constraint system are defined by linear expressions, i.e., $f(x, c)=c^{T} x$, and $X(A, b)=\{x \mid A x \leq b, x \geq 0\}$, with $A, b$, and $c$ being matrices of certain dimensions); linear fractional (when the objective function is a ratio of linear functions); mixed integer (if some decision variables take integer and /or binary values); multiple objective (if the values of the objective function are vectors), etc. Specific models have specific solution methods. The basic references here are [19] for linear programming, [20] for multiple objective programming, [21] for linear fractional programming, and [22] for integer programming.

### 2.2.2. Fuzzified Models

Model (7) generally defines the class of fuzzy mathematical programming problems that use the fuzzy coefficients $\widetilde{b}$ and $\widetilde{c}$ to describe the uncertainty of the real system on which the feasible set and objective function depend, respectively.

$$
\begin{array}{ll}
\max & f(x, \widetilde{c}) \\
\text { s.t. } & x \in X(\widetilde{b}), \tag{7}
\end{array}
$$

Problems belonging to this class are known as mathematical programming problems with fuzzy coefficients. Depending on the type of the constraints that define the feasible set $X(\widetilde{b})$ a solution approach to (7) provides either crisp optimal values (real numbers) or "optimal" fuzzy sets values for the decision variables. In the second case, the fuzziness of the decision variables cannot be concluded from the model; sometimes, it is ignored, especially when the focus is exclusively put on the objective function's fuzzy set value, and sometimes, it is derived with respect to the endpoints of the support of the fuzzy set of optimal objective values.

Whenever the values of the decision variables are fuzzy sets the model should be formalized as

$$
\begin{array}{ll}
\max & f(\widetilde{x}, \widetilde{c}), \\
\text { s.t. } & \widetilde{x} \in X(\widetilde{b}), \tag{8}
\end{array}
$$

in order to explicitly show the fuzziness of $x$-es. In fact, Model (8) describes the so-called full fuzzy (FF) mathematical programming problems. Again, particular forms of the objective function and/or constraints in Model (8) contribute to classifying it as full fuzzy linear programming model, full fuzzy multiple objective model, full fuzzy fractional model, etc. Similar concepts and models exist in an intuitionistic fuzzy (IF) environment.

We will use the following abbreviations related to mathematical programming: LP for linear programming; LFP for linear fractional programming; MO for multiple objective; TP for transportation problem. More elaborate abbreviations can be obtained by concatenating some of the basic abbreviations. For instance FIF-LP stands for full intuitionistic fuzzy linear programming.

## 3. The Necessity of the Extension Principle

The extension principle was created to generalize the crisp mathematical concepts to concepts compatible with the fuzzy set theory. Neglecting the extension principle when dealing with optimization problems whose models use fuzzy numbers either move the derived fuzzy solutions out of their proper bounds or damage their shapes.

The solution approaches to Model (8) a priori impose certain shapes for the decision variables (see FIS in Figure 1), mainly the same shape as the shapes used for the coefficients, generally fuzzy numbers. Further on, they formally use the fuzzy arithmetic theory to evaluate the expressions of the objective function and constraints with respect to the fuzzy coefficients and variables, and then propose different methods relying on fuzzy numbers optimization and ranking.


Figure 1. Decision variables shapes with respect to the two types of fuzzy mathematical programming and how they comply with the extension principle.

Figure 2 visually presents the current position on which the extension principle is mainly involved in the solution approaches to mathematical programming with fuzzy numbers; and the desired position on which the extension principle should be generally reinstated.


Figure 2. Current versus desired roles of the extension principle in mathematical programming with fuzzy numbers.

Comparing Models (7) and (8) and the solution approaches found in the literature, it is noticeable that problems with fuzzy coefficients and their corresponding full fuzzy problems share some hidden characteristics visible through certain solution approaches. To derive solution values to Model (7), one must use crisp decision variables (see C in Figure 1) through the computation, and can easily ignore the ranges of their values whenever the main focus is put on the objective function, i.e., on finding the fuzzy set that in the best way describes the possible values of the objective function. In some cases, paying more attention to the values of the decision variables, one can see that they describe fuzzy sets that easily fit in Model (8). Consequently, the border between the class of problems with fuzzy coefficients and the class of full fuzzy problems cannot be clearly stated, and solution approaches to problems with fuzzy coefficients might be extremely useful in solving full fuzzy problems, especially when they strictly comply with the extension principle. Figure 1
visually presents how the shapes of the decision variables in Models (7) and (8) comply with the extension principle.

By the literature review given in the next section, we aim to present the existing approaches to both classes of fuzzy mathematical programming problems, grouping them by the models they solve and their methodological particularities, and also conclude about the negative effects of eluding the extension principle in the crucial stages of the optimization process.

## 4. Literature Review from the Extension-Principle-Based Perspective

LP models both crisp and fuzzy are widely studied due to their simplicity. Ghanbari et al. [23] surveyed the literature on fuzzy LP problems discussing both the mathematical models and the solutions. Fractional programming models are the next most used models since they offer a relatively simple generalization of linear programming toward hard nonlinearity. Stanojević et al. [24] reviewed the literature on LFP problems with fuzzy numbers. Transportation problems in both forms linear and fractional are also widely studied in the literature due to their particularities that bring consistent simplifications to the general solution approaches.

The main facts that make a difference among solution approaches to full fuzzy optimization problems are related to the way of ranking the fuzzy numbers when optimizing the objective function and/or evaluating the fuzzy constraints.

We organize our literature review in three subsections that cover the three classes of problems mentioned above and restrict our attention to those papers that are relevant to our discussion, which is focused on how the presence of the extension principle in formulating the solution concept contributes to the relevance of the derived fuzzy set solutions.

### 4.1. Fuzzy Transportation Problems

A full fuzzy linear TP consists of minimizing the fuzzy cost of transferring fuzzy amounts of goods from sources to destinations with fuzzy demands. Model (9)

$$
\begin{array}{cll}
\min & \sum_{i=1}^{m} \sum_{j=1}^{n} \widetilde{c}_{i j} \widetilde{x}_{i j} \\
\text { s.t. } & \\
& \sum_{j=1}^{n} \widetilde{x}_{i j}=\widetilde{a}_{i}, \quad i=\overline{1, m},  \tag{9}\\
& \sum_{i=1}^{m} \widetilde{x}_{i j}=\widetilde{b}_{j}, \quad j=\overline{1, n}, \\
& \widetilde{x}_{i j} \geq \widetilde{0} \quad i=\overline{1, m}, j=\overline{1, n},
\end{array}
$$

summarizes the essential details, assuming that there are $m$ sources with the amount of available goods expressed by the fuzzy quantities $\widetilde{a}_{i}, i=\overline{1, m}$ and $n$ destinations with the fuzzy demands $\widetilde{b}_{j}, j=\overline{1, n}$. The decision variables $\widetilde{x}_{i j}, i=\overline{1, m}, j=\overline{1, n}$, represent the amount of goods transported from the source $i$ to the destination $j$, with a transport cost per unit equal to $\widetilde{c}_{i j}$.

Liu and Kao [25] and Liu [26] proposed solution approaches to linear and linear fractional TPs with fuzzy coefficients, respectively, that fit to Model (7). Their solution concept is based on defining the fuzzy set of the optimal solution values of the objective function through a membership function that complies to the extension principle. Equation (10) shows their membership function adapted to the notation used in Model (7).

$$
\mu_{\tilde{f}}(z)= \begin{cases}\max _{(b, c) \mid z=\max _{x \in X(b)} f(x, c)}\left(\mu_{(\widetilde{b}, \widetilde{c})}(b, c)\right), & \exists b, c \mid z=\max _{x \in X(b)} f(x, c)  \tag{10}\\ 0, & \text { otherwise }\end{cases}
$$

where $\mu_{(\widetilde{b}, \widetilde{c})}(b, c)=\min \left\{\mu_{\widetilde{b}}(b), \mu_{\widetilde{c}}(c)\right\}$, and $\mu_{\widetilde{b}}(b)$ and $\mu_{\widetilde{c}}(c)$ represent the membership functions of the coefficients $\widetilde{b}$ and $\widetilde{c}$, respectively.

Neither Liu and Kao [25] nor Liu [26] reported the shapes of the fuzzy sets of the optimal values of the decision variables. Later on, based on Liu and Kao's solution concept [25], the optimal values of the decision variables were empirically disclosed by a Monte Carlo simulation in [27] to be trapezoidal-like FNs whenever the problem's coefficients were TrFNs. In that way, it was proved that the problems solved by Liu and Kao [25] belong to the class of problems that can be modeled using fuzzy decision variables with a priori unknown shapes (see FUS in Figure 1). Stanojević and Stanojević [28] introduced an extension-principle-based formulation for the fuzzy set value of each decision variable and proposed mathematical models able to derive numerical approximations to the membership functions of the fuzzy sets representing the best values for the decision variables. Formulation (11) represents their definition for each decision variable $\widetilde{x}_{i}, i=\overline{1, n}$ adapted to the notation used in Model (7).

$$
\mu_{\widetilde{x}_{i}}(t)= \begin{cases}\max _{(b, c) \mid t=\arg _{i} \max _{y \in X(b)} f(y, b)}\left(\mu_{(\widetilde{b}, \widetilde{c})}(b, c)\right), & \exists b, c \mid t=\arg _{i} \max _{y \in X(b)} f(y, b)  \tag{11}\\ 0, & \text { otherwise }\end{cases}
$$

where $\arg _{i} \max _{y \in X(b)} f(y, b)$ represents the optimal value of the crisp scalar decision variable $y_{i}$ obtained when maximizing $f(y, b)$ over the feasible set $X(b)$, and $\mu_{(\widetilde{b}, \widetilde{c})}(b, c)$ has the same meaning as in the definition of the membership function of optimal solution values (10). The membership function of the fuzzy set $\tilde{x}$ that collects the crisp values of the vector $x$ of the decision variables, i.e.,

$$
\mu_{\widetilde{x}}(t)= \begin{cases}\max _{(b, c) \mid t=\arg \max _{y \in X(b)} f(y, b)}\left(\mu_{(\widetilde{b}, \widetilde{c})}(b, c)\right), & \exists b, c \mid t=\arg \max _{y \in X(b)} f(y, b)  \tag{12}\\ 0, & \text { otherwise }\end{cases}
$$

was first given in [29] for the general linear case. The graph of the membership function given in (11) represents in fact the projection of the graph of the membership function (12) on the plane $\left(O x_{i}, O \alpha\right), i=\overline{1, n}$, where the axes $O x_{i}$ and $O \alpha$ contain the values of the variable $x_{i}$ and the membership degrees $\alpha$, respectively.

The first step in solving a general crisp TP is reserved to a simple balancing procedure. In the case of solving fuzzy TPs, the situation is quite different: some approaches can be applied only to balanced problems; several approaches focus only on balancing a general fuzzy TP; and also some approaches can be applied to unbalanced problems. Unfortunately, the solution provided by an approach applied to an unbalanced problem is far from being similar to the solution derived after a balancing procedure is applied. Mishra and Kumar [30] proposed a balancing procedure for FIF-TP that is an adaptation of Kumar and Kaur's method [31] to balance FF-TPs. Any solution approach to fuzzy TP based on a solution concept that is in accordance to the extension principle does not need a fuzzy balancing procedure, since crisp TPs are solved and their optimal solutions build the final fuzzy set solution to the original fuzzy problem. The methodology proposed in Stanojević and Stanojević [28] to solve FIF-TPs discussed this issue in detail.

Kumar and Kaur [31], after balancing the fuzzy transportation problem, proposed two approaches to solved it. In both approaches, they first applied algebraic operators on the fuzzy numbers to derive the fuzzy number values of the objective function and left-hand sides of the constraints; and then focused on the optimization of the objective function. In the first method, Kumar and Kaur applied a ranking function on the $\operatorname{TrFN}$ representing the objective function, obtained a crisp expression of the components of the involved TrFNs, and optimized it subject to a conjunctive constraint system. In the second
method, they solved four crisp TPs, one for each component of the TrFN representing the objective function. None of these methods respects the extension principle.

Singh and Yadav [32] proposed several algorithms to determine a basic feasible solution to a balanced FIF-TP. All their algorithms are analogous to the well known methods developed for crisp TPs. This simple analogy also discards any possibility to follow the extension principle.

Stanojević and Stanojević [28] improved Liu and Kao's approach [25] by proposing a mathematical model with disjunctive constraint system and then extended it to solving TPs with TrIFN as parameters. They compare their results with the results reported by Kumar and Hussain [33], Ebrahimnejad and Verdegay [34] (who formulated their solution approach based on an accuracy function used for ordering the TrIFNs), and Mahmoodirad et al. [35]. All of these papers addressed FIF-TPs. The experiments showed that, due to its compliance with the extension principle, the method proposed in [28] found a fuzzy set solution with a wider support and smaller optimal values for the objective function that had to be minimized than the methods introduced in [33-35].

Further investigations are necessary to conclude about Mahajan and Gupta's approach [36] for solving a FIF-MO-TP problem. Using an accuracy function on each objective, they first reduced the problem to a crisp MO-TP, and developed an algorithm to solve it. To handle the intuitionistic fuzzy constraints, they used linear, exponential, and hyperbolic membership functions. Unifying the arithmetic and optimization, and formulating an extension-principle-based approach to solve the same problem, possibly better results can be derived.

Table 1 reports results found in the literature for three numerical examples of full fuzzy TPs. The first example uses trapezoidal fuzzy numbers, whereas the next two of them consider intuitionistic fuzzy numbers for all coefficients and decision variables. The results derived with a full respect to the extension principle correspond to the references written in bold. All full fuzzy TPs were minimization problems, and all optimal fuzzy numbers that comply to the extension principle are clearly smaller than those that elude it. For the first example, the values with maximal amplitude are the same in both references, but the second reference reports smaller minimal values with nonzero membership function. For the second and third examples, one can notice that smaller minimal values with nonzero membership function were obtained by the solution approach that strictly followed the extension principle. Figure 3 shows graphically the results reported in Table 1 for the second example.

Table 1. Comparative numerical results for full fuzzy and full intuitionistic fuzzy TPs.

| Ex. | Fuzzy Type | Ref. | $\widetilde{z}_{\text {min }}$ |
| :--- | :--- | :---: | :--- |
| 1 | trapezoidal | $[25]$ | $(2100,2900,3500,5800)$ |
|  |  | $[28]$ | $(1500,2900,3500,5800)$ |
| 2 | trapezoidal intuitionistic | $[34]$ | $(3300,5800,9100,13,200 ; 2350,4450,11,050,15,550)$ |
|  |  | $[28]$ | $(1400,3760,8750,13,500 ; 700,2280,9550,16,000)$ |
| 3 | triangular intuitionistic | $[33]$ | $(137,292,502 ; 12,292,961)$ |
|  |  | $[34]$ | $(63,313,773 ; 2,313,1726)$ |
|  |  | $[35]$ | $(63,310,757 ; 2,310,1806)$ |
|  |  | $[28]$ | $(32,305.4,765 ; 0,305.4,1697)$ |



Figure 3. Graphic representation of the results reported in Table 1, example 2. Symbol * marks the reference that introduced the approach that comply to the extension principle.

### 4.2. Fuzzy Linear Programming Problems <br> A full fuzzy LP problem is generally described by Model (13)

$$
\begin{array}{ll}
\max & \widetilde{c}^{T} \widetilde{x} \\
\text { s.t. } & \widetilde{A} \widetilde{x} \leq \widetilde{b}  \tag{13}\\
& \widetilde{x} \geq 0
\end{array}
$$

Several variants of Model (13) are sometimes addressed in the literature-for instance, those that minimize the objective function and/or use equality constraints to define the feasible set, but they are not different in nature, and their approaches can be easily adapted to solve Model (13) as well.

Perez-Canedo et al. [37] surveyed the literature on fuzzy linear programming, paying attention to those papers that used a lexicographic method to rank the fuzzy numbers. Their up-to-date review shows that fuzzy LP relying on lexicographic methods is an active research area with a wide range of applications in practice.

We briefly survey several papers on fuzzy linear programming, including notes from the extension-principle-based perspective.

Hosseinzadeh Lotfi et al. [38] used lexicographic method and fuzzy approximate solutions to FF-LP problems with TFNs. They transformed all TFNs coefficients in symmetric TFNs and assumed that all decision variables were symmetric TFNs. They also used a special ranking function on fuzzy numbers, and obtained a crisp MO-LP to solve. They did not involve the extension principle in the optimization step, and derived only one efficient solution to the crisp MO-LP.

Khan et al. [39] introduced a simplex-like technique for solving FF-LP problems. They involved a ranking function in the Gaussian elimination process and developed a flexible easy and reasonable solution algorithm. The use of any ranking function supposes defuzzification before optimization that is not in the desired accordance to the extension principle.

To transform FF-LP problems into crisp LPs, Kumar et al. [40] used a ranking function in order to compare the FN values of the objective function and a component-wise comparison of the left and right hand sides of the constraints. They finally solved one single objective linear programming problem deriving optimal values for all components of all decision variables. The use of two distinct methods to compare fuzzy quantities embedded in the same model is against the essence of the extension principle.

Ezzati et al. [41] addressed FF-LP problems by applying first fuzzy arithmetic to the TFN values of the decision variables and coefficients in order to derive the TFN value of the objective function; then, they constructed a three-objective crisp problem and solved it by a lexicographic method. Stanojević and Stanojević [29] proposed empirical solutions to FF-LP problems based on a Monte Carlo simulation that fully comply with the extension
principle. They analyzed one of Ezzati et al.'s examples and conclude that Ezzati et al.'s methodology fails to follow the extension principle.

Noticing a shortcoming in the solution approach introduced in [41], Bhardwaj and Kumar [42] corrected and improved that approach by proposing a proper transformation able to replace the fuzzy inequality constraints by equivalent equality constraints. The effort put to rewrite the inequalities in a convenient form is unnecessary whenever the extension principle is applied.

The subsequent papers have come to our attention and require further examination. Das et al. [43] introduced a new method to solve FF-LP problems with TrFNs. Their method was based on solving a mathematical model derived from the MO-LP problem and lexicographic ordering method. They solved real-life problems as production planning and diet problem to illustrate the applicability of their approach.

Pérez-Cañedo and Concepción-Morales [44] derived a unique optimal fuzzy value to a FF-LP problem with inequality constraints containing unrestricted LR flat fuzzy coefficients and decision variables. In [45], they ranked LR-type IFNs using a lexicographic criterion, and introduced a method to derive solutions to FIF-LP problems with unique optimal values.

Khalifa [46] addressed FF-LP problems with coefficients and variables expressed by LR fuzzy numbers. He transformed the original fuzzy problem into a three-objective crisp LP problem, and solved it using a classic weighted sum method. The derived crisp solution was next used to construct the fuzzy solution to the original problem.

Khalili Goudarzi et al. [47] proposed a solution approach to FF-MILP problems. First, they formulate a crisp three-objective problem, and find the positive and negative ideal solutions to each objective. Then, they determined a linear membership function for each objective, and constructed a new achievement function defined as a convex combination of the lower bound for satisfaction degree of all objectives, and the weighted sum of the satisfaction degrees of all objectives. In this way, their approach aimed to ensure a balanced compromise solution.

Hamadameen and Hassan [48] introduced a compromise solution approach to FF-MO-LP problems based on a revised simplex method and a Gaussian elimination method.

Table 2 presents the numerical results derived in the literature to a maximization full fuzzy LP problem with triangular fuzzy coefficients and decision variables. Analyzing the reported results one can notice the improvement brought by the approach that complies to the extension principle: the optimal objective function value with maximal amplitude is significantly greater for the third reference than for the other two references. A significant difference can be seen observing the optimal values of the decision variables: the supports of the fuzzy numbers derived by the approach described in the third reference are much wider than those derived by the approaches introduced in the first two references. All values belonging to the supports of the reported fuzzy numbers are feasible values with certain nonzero membership degrees. The narrow supports seen for the first two references show that many relevant feasible values of the decision variables were ignored by the approaches that eluded the extension principle in the optimization step. Figure 4 gives a graphic representation of the results reported in Table 2 for the optimal objective values.

Table 2. Comparative numerical results for a full fuzzy LP problem.

|  | $[41]$ | $[40]$ | $[29]$ |
| :--- | :--- | :--- | :--- |
| $\widetilde{z}_{\max }$ | $(304.58,509.79,704.37)$ | $(301.83,503.23,724.15)$ | $(279.37,579.32,985.13)$ |
| $\widetilde{x}_{1}^{\max }$ | $(17.27,17.27,17.27)$ | $(15.28,15.28,15.28)$ | $(0,38.28,61.24)$ |
| $\widetilde{x}_{2}^{\max }$ | $(2.16,2.16,2.16)$ | $(2.40,2.40,9.10)$ | $(0 ; 1.32,53.08)$ |
| $\widetilde{x}_{3}^{\max }$ | $(4.64,9.97,16.36)$ | $(6.00,11.25,11.25)$ | $(0,1.28,51.54)$ |
| $\widetilde{x}_{4}^{\max }$ | $(6.36,6.36,6.36)$ | $(6.49,6.49,9.49)$ | $(0,1.14,45.60)$ |



Figure 4. Graphic representation of optimal objective values reported in Table 2. Symbol * marks the reference that introduced the approach that comply to the extension principle.

### 4.3. Fuzzy Linear Fractional Programming Problems

A full fuzzy LFP problem differs from a full fuzzy LP problem only through its objective function. However, the nonlinearity of the objective function brings certain complications to the solution approaches. Model (14)

$$
\begin{array}{ll}
\max & \frac{\widetilde{c}^{T} \widetilde{x}+\widetilde{c}_{0}}{\widetilde{d}^{T} \widetilde{x}+\widetilde{d}_{0}}  \tag{14}\\
\text { s.t. } & \widetilde{A} \widetilde{x} \leq \widetilde{b}, \\
& \widetilde{x} \geq 0,
\end{array}
$$

has a linear fractional objective function that has to be maximized subject to linear constraints. Due to the presence of the denominator, an additional condition assuming its strictly positiveness over the feasible set has to be imposed. This condition does not reduce the generality of the problem, since the case of an objective function with strictly negative denominator can be equivalently transformed to a case complying to the initially imposed condition.

Except the methodology for solving a linear fractional transportation problem proposed by Liu [26], no other attempts were made in the literature to approach the fractional programming problems with an exclusive focus on the extension principle. All of the results reported in the papers that are briefly described below might be amended by an approach that fully comply to the extension principle. The analogical treatment of the FF-LFP problems inspired from the approaches to FF-LP problems is the main fact that underpins this conclusion.

Pop and Stancu-Minasian [49] transformed a FF-LFP problem into a crisp MO-LFP problem, and applied Buckley and Feuring's approach [50] to derive the final solution. Stanojević and Stancu-Minasian [51] evaluated the fuzzy inequalities of a FF-LFP problem, and using a generalized form of Charnes-Cooper transformation linearized the original problem. Zadeh's principle was used exclusively for the fuzzy arithmetic between coefficients and variables. Das et al. [52] developed an algorithm for solving the FF-LFP problem. They used a generalized form of Charnes-Cooper transformation and obtained a crisp MO-LP model solved by a lexicographic method. For their numerical experiments, they used real-life problems, and for comparison, they used the approaches introduced in [49,51]. Any linearization of a fractional expression in fuzzy environment is not conformed with the extension principle if the same fuzzy quantity appears in both numerator and denominator of the ratio.

Stanojević et al. [53] evaluated the approximation error that arises when the exact membership function of a ratio of TFNs is replaced by the membership function of a TFN, and its applications to decision-making. They mentioned for the first time the importance of using crisp decision variables in the optimization models even when fuzzy solutions were desired, which was a step toward unification of full fuzzy models with no a priori shapes for the decision variables and models with fuzzy coefficients and constraints that dictate the fuzziness of the decision variables.

Chinnadurai and Muthukumar [54] proposed a numerical approach to solving LFP problems in a fuzzy environment. They obtained $(\alpha, r)$-acceptable optimal values by solving crisp bi-objective LFP problems. Their procedure was improved by Ebrahimnejad et al. [55], who modified the optimization model, and ensured the non-negativity of the fuzzy valued decision variables. A new extension principle-based solution concept able to embed the $(\alpha, r)$-acceptable optimality is desired in order to assure further improvements.

Kaur and Kumar [56] discussed the shortcoming of papers [49,51] that resides in an improper interpretation of the fuzzy constraints of FF-LFP models. To avoid the constraint interpretation, they used Yager's ranking approach [57]. An effective way to remove the constraints interpretation from a solution approach is to transfer them in crisp environment, as proved in [28] for unbalanced FF-TP problems.

Arya et al. [58] are the first authors that addressed FF-MO-LFP problems. Their approach analogically follows Chakraborty and Gupta's method [59] designed to solve MO-LFP problems via fuzzy goals, and it is essentially based on a generalized CharnesCooper transformation whose arithmetic is in discordance with the extension principle.

Loganathan and Ganesan [60] transformed the original FF-LFP problem into a FF-LP problem and then replaced all coefficients and variables by their parametric forms derived from the $\alpha$-cuts of triangular fuzzy numbers. They solved the parametric problem using a simplex-like algorithm, and derived parametric solutions. The fuzzy solutions were further derived numerically for different values of the parameter $\alpha \in[0,1]$. Because of the linearization step, the paper by Loganathan and Ganesan [60] might be affected by not complying to the extension principle.

### 4.4. Summary

A summary of the surveyed papers can be found in Table 3. In this table, the references are grouped with respect to the class of problems they address. The references marked with a superscript ${ }^{r}$ are review papers, those written in bold introduce solution approaches that strictly comply to the extension principle, and those marked with a superscript * need further investigations in order to conclude whether the presented methodologies strictly followed the extension principle or not. The rest of them elude the extension principle within the optimization step.

Table 3. A summary of the surveyed papers (the symbol ${ }^{r}$ marks the review papers, the symbol * marks the papers that need further investigations, and the references written in bold strictly comply to the extension principle).

| Problem | References |
| :---: | :---: |
| Fuzzy TP | $[30],[31],[32],[33],[34],[35],[26],[25],[27],[28],[36]^{*}$ |
| Fuzzy LP | $[50],[37],[38],[39],[40],[41],[29],[42],[43]^{*},\left[444 *,[45]^{*},[46]^{*},[47]^{*},[48]^{*},[23]^{r}\right.$ |
| Fuzzy LFP | $[49],[51],[53]^{r},[54],[55],[56],[58],[60],[24]^{r}$ |

We restricted our attention to about thirty papers from the literature that proposed solution approaches to full fuzzy mathematical programming problems, i.e., problems with both coefficients and variables assumed to be fuzzy quantities. This study is not meant to be an extensive survey of the above mentioned topic, but we hope that it succeeds to provide a hint on the extent to which the extension principle is currently ignored in the literature. We focused on basic methodologies for optimizing fuzzy number valued objective functions rather than on case studies dealing with fuzzy optimization problems involving fuzzy goals and/or fuzzy decisions.

## 5. Research Directions

Our main reason for writing this review paper is our belief that the extension principle, which is one of the main principles in fuzzy sets theory, is neglected within mathematical programming with fuzzy numbers.

As can be seen from the literature review presented in previous section, there are various solving methods that comply with the extension principle when using fuzzy arithmetic but globally neglect it, since they rely on the ranking of fuzzy numbers when optimizing the objective function and interpreting the fuzzy constraints.

In the recent literature, a Monte Carlo simulation algorithm [29] was proposed to derive extension-principle-based fuzzy set solutions to linear programming problems with fuzzy numbers. Deriving empirically such fuzzy set solutions to a fuzzy problem has the same complexity as solving the crisp variant of that problem. Therefore, whenever a crisp problem is generalized to a problem with fuzzy numbers, the Monte Carlo simulation can be employed to disclose the shapes of the fuzzy set solutions. This method works for a wide range of problems; its application is not limited to the optimization problems. After disclosing the shapes of the fuzzy sets solutions, the next step is to develop algorithms able to derive numerically the membership functions of those fuzzy sets solutions.

Due to its simplicity, the class of linear programming problems, including the subclass of transportation problems, were already solved numerically using nonlinear models (see [28,29]). Two important research directions arise and deserve attention: (i) generalize the methodology to solve other classes of problems (for instance, problems from the field of data envelopment analysis), and (ii) find replacements for the nonlinear models in order to simplify the numerical approaches. Moreover, everything already concluded for mathematical optimization problems with fuzzy and/or intuitionistic fuzzy numbers is worth generalizing to another level of uncertainty, e.g., to Pythagorean [61] and Fermatean fuzzy numbers [62].

An argument that supports the relevance of the above mentioned research directions is illustrated in Tables 1 and 2. They disclose the nature of the differences among solutions that follow the extension principle and those that do not comply to it when solving transportation problems and general linear programming problems, respectively. Further on, due to the similarities of the existing solving approaches to full fuzzy LFP problems to those for LP problems, similar improvements are expected when solving full fuzzy LFP problems applying an extension principle-based approach. Such approaches have been lacking in the literature thus far.

Finally, inducing the same logic to a wider class of problems either relying or not on fuzzy LP but using fuzzy quantities within parameters, a similar increase in the accuracy and reliability of the derived solutions is expected when a methodology that strictly follows the extension principle is applied.

## 6. Conclusions

In this paper, we surveyed the literature on mathematical programming with fuzzy numbers from a perspective that emphasizes the necessity of using the extension principle within the whole optimization process, not only within the fuzzy arithmetic evaluation.

Since our review showed that the extension principle was widely present through the fuzzy arithmetic, but much less involved in the foundations of the solution concepts, we advanced the idea that the rehabilitation of the extension principle when deriving relevant fuzzy descriptions to optimal solutions is highly needed. Our opinion was supported by several recent studies showing that better and more effective solutions can be obtained when the algebraic aggregation of the fuzzy quantities and optimization are unified and together conduce to a solution concept that complies to the extension principle.

We discussed the similarities between optimization problems with fuzzy coefficients and full fuzzy optimization problems, and concluded about the unification of their subclass of optimization problems with fuzzy coefficients that assume fuzzy decision variables but with a priori unknown shapes. The solution approaches to this subclass of optimization problems with fuzzy numbers are expected to follow the extension principle, and a posteriori disclose the shapes of the decision variables.

We believe that this study advances relevant ideas to initiate the revitalization of the extension principle in mathematical optimization with fuzzy numbers. Due to its critical
view on the basis of the methodology used to solve certain classes of fuzzy optimization problems, and since its implementation in various fields is able to provide more accurate and reliable optimal solutions, we expect that our conclusions will have an impact on solving practical industrial problems. As it has been said, the impact should be effective on the methodology level, and could be seen as a subtle attempt to filling the gap between the academic researches with their theoretical results and the relevant solutions needed in practice.

Our future research will be focused on deriving analytic solutions to full fuzzy optimization problems that are in accordance to the extension principle, and also simple enough to be able to replace the existing solution approaches. We will follow the research directions proposed in the previous section in order to enlarge the class of problems approachable via the extension principle.
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## Abbreviations

The following abbreviations are used in this manuscript:

| LP | Linear Programming |
| :--- | :--- |
| LFP | Linear Fractional Programming |
| TP | Transportation Problem |
| MO | Multiple Objective |
| FN | Fuzzy Number |
| LR-FN | Left-Right flat Fuzzy Number |
| IFN | Intuitionistic Fuzzy Number |
| TFN | Triangular Fuzzy Number |
| TIFN | Triangular Intuitionistic Fuzzy Number |
| TrFN | Trapezoidal Fuzzy Number |
| TrIFN | Trapezoidal Intuitionistic Fuzzy Number |
| FF | Full Fuzzy |
| FIF | Full Intuitionistic Fuzzy |
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#### Abstract

Wu introduced the interval range of fuzzy sets. Based on this, he defined a kind of arithmetic of fuzzy sets using a gradual number and gradual sets. From the point of view of soft computing, this definition provides a new way of handling the arithmetic operations of fuzzy sets. The interval range is an important characterization of a fuzzy set. The interval range is also useful for analyses and applications of arithmetic. In this paper, we present general conclusions on crucial problems related to interval ranges of fuzzy sets induced by this arithmetic. These conclusions indicate that the corresponding conclusions in previous works should be modified: firstly, we give properties of the arithmetic and the composites of finite arithmetic. Then, we discuss the relationship between the domain of a gradual set and the range of its induced fuzzy set, and the relationship between the domain of a gradual set and the interval range of its induced fuzzy set. Based on the above results, we present the relationship between the intersection of the interval ranges of a group of fuzzy sets and the interval ranges of their resulting fuzzy sets obtained by compositions of finite arithmetic. Furthermore, we construct examples to show that even under conditions stronger than in previous work, there are still various possibilities in the relationship between the intersection of interval ranges of a group of fuzzy sets and the ranges of their resulted fuzzy sets, and there are still various possibilities in the relationship between the intersection of the interval ranges of a group of fuzzy sets and the interval ranges of their resulting fuzzy sets.


Keywords: interval range; arithmetic; gradual numbers; gradual sets

## 1. Introduction

Since Zadeh [1] put forward the concept of a fuzzy set in 1965, the fuzzy set theory has been widely used to handle uncertainties [2-4]. In 2008, new concepts of "gradual set" and "gradual number" were introduced in fuzzy set theory [5,6]. The gradual set and the gradual number are effective tools to study fuzzy sets, and have considerable applications in soft computing and related areas [7-10].

Fortin, Dubois and Fargier [5] introduced the concept of a gradual number and proposed the idea of representing a 1-dimensional fuzzy number as a crisp interval of gradual numbers. Dubois and Prade [6] introduced the concept of a gradual set and put forward the idea of inducing a fuzzy set by a gradual set or even an assignment function.

Fuzzy arithmetic are fundamental and essential in fuzzy set theory and widely used in soft computing. Fuzzy arithmetic and studies related to fuzzy arithmetic have attracted much attention [8,11-16]. For the need of theory and practical applications, various kinds of fuzzy arithmetic are proposed and studied. It is well known that Zadeh's extension principle [17] can be used to induce the arithmetic operations of fuzzy sets.

Interval arithmetic play important roles in many kinds of fuzzy arithmetic. Recently, Wu [15] proposed a new way to handle the arithmetic operations of fuzzy sets which does not directly use the interval arithmetic. In this paper, we discuss the relationship between the arithmetic defined by Wu and the interval arithmetic (see Section 3).

Wu [15] introduced the concept of the interval range of a fuzzy set. Based on the use of an interval range, he introduced the arithmetic operations of fuzzy sets in $\mathbb{R}$ by using gradual sets and gradual numbers.

According to Wu's definition, the resulted fuzzy sets of arithmetic operations of two fuzzy sets are defined as the induced fuzzy sets of the gradual sets on the intersection of the interval ranges of these two fuzzy sets. These gradual sets were generated from the arithmetic of gradual numbers. Here, we mention that in extreme cases, the gradual sets will be replaced by an assignment function with its value at each element being the empty set. Wu's definition provides a new way of handling the arithmetic operations of fuzzy sets.

The interval range is an important characterization of a fuzzy set. The interval range is also useful for the analyses and applications of this arithmetic. Therefore, the discussions on the interval ranges are essential and important in the study of arithmetic operations given by Wu [15].

Wu [15] claimed that, under certain conditions, the domain of a gradual set is equal to the range of its induced fuzzy set.

On the basis of this, Wu [15] claimed that the intersection of the interval ranges of two fuzzy sets is equal to the interval ranges of the resulted fuzzy sets obtained by the arithmetic operations of these two fuzzy sets.

Furthermore, Wu [15] claimed that, under certain conditions, the intersection of the interval ranges of a group of fuzzy sets, the interval ranges and the ranges of their resulted fuzzy sets obtained by compositions of finite arithmetic operations are equal.

In this paper, we pointed out that the above conclusions in [15] should be modified. Based on investigations into the properties of the arithmetic and the composites of finite arithmetic, we further give general conclusions on the above relationships in [15]. Examples are constructed to illustrate various possibilities in the relationships.

Here, we should mention that our results are complementary to [15], not in competition with [15].

The remainder of this paper is organized as follows. Section 2 recalls some basic concepts about fuzzy sets, gradual sets and gradual numbers. Section 3 reviews the arithmetic of fuzzy sets in $\mathbb{R}$ introduced by Wu [15]. Furthermore, we give some properties of the arithmetic and the composites of finite arithmetic. In Sections 4-6, we point out that some conclusions on interval ranges and ranges in [15] should be modified, and have presented general conclusions. Section 4 discusses the domain of a gradual set and the interval range and range of its induced fuzzy set. Section 5 considers the intersection of the interval ranges of a group of fuzzy sets and the interval ranges of their resulted fuzzy sets obtained by compositions of finite arithmetic. Section 6 investigates the intersection of the interval ranges of a group of fuzzy sets and the ranges and interval ranges of their resulted fuzzy sets under certain conditions. Finally, we draw our conclusions in Section 7.

## 2. Fuzzy Sets, Gradual Sets and Gradual Numbers

In this section, we recall some basic concepts about fuzzy sets, gradual sets and gradual numbers. For details, we refer the readers to [2,5,6,18].

Let $X$ be a topology space; that is, $X$ is a non-empty set equipped with a topological structure. A fuzzy set $A$ in $X$ can be identified with its membership function $A: X \rightarrow[0,1]$. We use $F(X)$ to denote the set of all fuzzy sets in $X$.

For a subset $S$ of $X$, we use $\bar{S}_{X}$ to denote the characteristic function of $S$ on $X$, meaning that:

$$
\bar{S}_{X}(x)= \begin{cases}1, & \text { if } x \in S \\ 0, & \text { if } x \in X \backslash S\end{cases}
$$

$\bar{S}_{X}$ can be regarded as a fuzzy set in $X$.

Let $A$ be a fuzzy set in $X$. Then, the $\alpha$-cut set of $A$ is defined as

$$
[A]_{\alpha}= \begin{cases}\{x: A(x) \leq \alpha\}, & \alpha>0 \\ \mathbf{c l}_{X}\{x: A(x)>0\}, & \alpha=0\end{cases}
$$

where $\mathbf{c l}_{X}\{S\}$ denotes the closure of $S$ in $X$.
Let $\mathbb{R}$ be the real number space. Let $S$ be a set of real numbers. In this paper, we use $\mathbf{c l}\{S\}$ to denote $\mathbf{c l}_{\mathbb{R}}\{S\}$ and use $\bar{S}$ to denote the fuzzy set $\bar{S}_{\mathbb{R}}$ in $\mathbb{R}$.

Fuzzy set $A$ is said to be normalif $[A]_{1} \neq \varnothing$. The fuzzy number is a type of normal fuzzy set which has been exhaustively studied [5,19,20]. It should be mentioned that, in theoretical research and practical applications, discussions about fuzzy sets are often in frameworks containing non-normal fuzzy sets [10,15,21]. In this paper, the discussion is on general fuzzy sets including normal fuzzy sets and non-normal fuzzy sets.

Let $A$ be a fuzzy set in $X$. The range of $A$ is denoted by $\mathcal{R}(A)$. Wu [15] introduced the interval range $I_{A}$ of $A$, which is defined by

$$
I_{A}:= \begin{cases}{[0, \sup \mathcal{R}(A)],} & \text { if } \sup \mathcal{R}(A) \text { is attained; } \\ {[0, \sup \mathcal{R}(A)),} & \text { if } \sup \mathcal{R}(A) \text { is not attained. }\end{cases}
$$

That is to say $I_{A}=\{\alpha \in[0,1]: \alpha \leq \beta$ for some $\beta \in \mathcal{R}(A)\}$.
Dubois and Prade [6] first introduced the concept of gradual set and proposed the idea of using a gradual set to induce a fuzzy set (see Definitions 2 and 4 in [6]).

The definition of a gradual set according to Wu [15] is different from the definition of a gradual set according to Dubois and Prade [6]. Wu [15] defined the gradual set as follows (see Definition 3.1 in [15]):

- A gradual set $\mu$ of $X$ is an assignment function $\mu: I \rightarrow P(X) \backslash\{\varnothing\}$, where $I$ is a subset of $[0,1]$.
A gradual set of $X$ is a special type of assignment function on $I \subseteq[0,1]$.
We introduce the fuzzy set $F_{\mu}$ induced by an assignment function $\mu: I \rightarrow P(X)$, $I \subseteq[0,1]$, which is defined by

$$
\begin{equation*}
F_{\mu}(x)=\sup \{\alpha \in(0,1] \cap I: x \in \mu(\alpha)\} \tag{1}
\end{equation*}
$$

In this paper, we set $\sup \varnothing=0$ by default.
It can be seen that $F_{\mu}$ can also be written as

$$
\begin{equation*}
F_{\mu}(x)=\sup _{\alpha \in I} \alpha \cdot \overline{\mu(\alpha)}_{X}(x) . \tag{2}
\end{equation*}
$$

Wu [15] defined the fuzzy set induced from a gradual set by (2) (see Equation (10) in [15]).

Remark 1. The way to induce a fuzzy set from an assignment function given by (1) is consistent with the ways to induce a fuzzy set from a gradual set given by Wu [15] and Dubois and Prade [6], respectively. These ways of inducing fuzzy sets essentially come from [6].

Fortin, Dubois and Fargier [5] first introduced the concept of gradual number. They proposed how to represent a 1-dimensional fuzzy number as a crisp interval of gradual numbers.

Wu [15] slightly modified the concept of gradual number as follows:

- A gradual number $a$ in $\mathbb{R}$ is an assignment function $a: I \rightarrow \mathbb{R}$, where $I$ is a subset of $[0,1]$.
Wu's modified definition of a gradual number is more convenient to deal with nonnormal fuzzy sets.

A gradual number $a$ is said to be an element of a fuzzy set $A$ in $F(\mathbb{R})$, denoted by $a \in A$, if $a$ is defined on $I_{A}$ and $a(\alpha) \in[A]_{\alpha}$ for each $\alpha \in I_{A}$.

## 3. Arithmetic of Fuzzy Sets in $F(\mathbb{R})$ Using Gradual Number

In this section, we review the arithmetic of fuzzy sets in $F(\mathbb{R})$ introduced by Wu [15]. Furthermore, we give properties of the arithmetic and the composites of finite arithmetic, which are useful in this paper.

Wu [15] introduced the arithmetic operations of two gradual numbers which are elements of two fuzzy sets in $F(\mathbb{R})$, respectively.

Based on this, Wu [15] defined the arithmetic operations of two fuzzy sets in $F(\mathbb{R})$ as follows.

First, a gradual set or an assignment function, which is not a gradual set, is generated from the corresponding arithmetic of gradual numbers in these two fuzzy sets, respectively. The domain of this gradual set or this assignment function is the intersection of interval ranges of these two fuzzy sets. Then, the resulted fuzzy set of the arithmetic operation is induced from this gradual set or this assignment function.

In this paper, we still use,$+-\times, /$ to denote the arithmetic operations of fuzzy sets in $F(\mathbb{R})$ introduced by Wu [15].

Suppose that $A$ and $B$ are two fuzzy sets in $\mathbb{R}$, and that $\circ \in\{+,-, \times, /\}$ is an arithmetic operation. For two gradual numbers $a \in A$ and $b \in B$, we use $I^{\cap}$ to denote $I_{A} \cap I_{B}$, and the arithmetic operation $a \circ b$ is defined by

$$
(a \circ b)(\alpha)=a(\alpha) \circ b(\alpha)
$$

for all $\alpha \in I^{\cap}$.
$a \circ b$ is said to be meaningful if $\left\{\alpha \in I^{\cap}: a(\alpha) \circ b(\alpha)\right.$ is meaningful $\}=I^{\cap}$, at this time, and $a \circ b$ is a gradual number on $I$, otherwise $a \circ b$ is meaningless.

Therefore, taking $\circ \in\{+,-, \times\}$, then $a \circ b$ is meaningful; taking $\circ=/$, then $a \circ b$ is meaningful if and only if the set $M_{b}:=\left\{\alpha \in I^{\cap}: b(\alpha) \neq 0\right\}$ satisfies that $M_{b}=I^{\cap}$.

The family $\{a \circ b: a \in A, b \in B$ with $a \circ b$ is meaningful $\}$ induces an assignment function $\sigma: I^{\cap} \rightarrow P(\mathbb{R})$ given by

$$
\begin{equation*}
\sigma(\alpha)=\{(a \circ b)(\alpha): a \in A, b \in B \text { with } a \circ b \text { is meaningful }\} . \tag{3}
\end{equation*}
$$

Using this assignment function $\sigma, A \circ B$ is defined by

$$
\begin{equation*}
(A \circ B)(x)=\sup _{\alpha \in I^{\cap}} \alpha \cdot \overline{\sigma(\alpha)}(x) \tag{4}
\end{equation*}
$$

From the above definition, $A / B$ is given by

$$
\begin{align*}
(A / B)(x) & =\sup _{\alpha \in I^{\cap}} \alpha \cdot \overline{\sigma(\alpha)}(x) \\
& =\sup _{\alpha \in I^{\cap}} \alpha \cdot \overline{\left\{a(\alpha) / b(\alpha): a \in A, b \in B \text { with } b(\alpha) \neq 0 \text { for all } \alpha \in I^{\cap}\right\}}(x) \tag{5}
\end{align*}
$$

Remark 2. Here, we slightly adjust the presentation of the definition of $A \circ B$ to improve the accuracy and clarity of the presentation. Readers may compare it with the corresponding contents in Section 4 of [15].

Remark 3. From (4), we know that $A \circ B=F_{\sigma}$, where $\sigma$ is given by (3).
If the family $\{a \circ b: a \in A, b \in B$ with $a \circ b$ is meaningful $\} \neq \varnothing$, then $\sigma$ is a gradual set from $I^{\cap}$ to $P(\mathbb{R}) \backslash \varnothing$; if the family $\{a \circ b: a \in A, b \in B$ with $a \circ b$ is meaningful $\}=\varnothing$, then $\sigma(\alpha)=\varnothing$ for all $\alpha \in I^{\cap}$.

Let $[A]_{\alpha} \circ[B]_{\alpha}:=\left\{z: z=x \circ y\right.$ with $\left.x \in[A]_{\alpha}, y \in[B]_{\alpha}\right\}$. Then:
(i) If $\circ \in\{+,-, \times\}$, then $\sigma(\alpha)=[A]_{\alpha} \circ[B]_{\alpha}$ for all $\alpha \in I^{\cap}$.
(ii) If $\circ=/$ and there exists $a b \in B$ satisfying that $b(\alpha) \neq 0$ for all $\alpha \in I^{\cap}$, then $\sigma(\alpha)=[A]_{\alpha} /[B]_{\alpha}$ for all $\alpha \in I^{\cap}$.
(iii) If $\circ=/$ and there is no $b \in B$ satisfying that $b(\alpha) \neq 0$ for all $\alpha \in I^{\cap}$, then $\sigma(\alpha)=\varnothing$ for all $\alpha \in I^{\cap}$.

Proposition 1. Let $A$ and $B$ be fuzzy sets in $F(\mathbb{R})$. Then, $A \circ B=\bar{\varnothing}$ if and only if $A, B$ satisfy one of the following conditions.
(i) $A=\bar{\varnothing}$ or $B=\bar{\varnothing}$; that is $I^{\cap}=\{0\}$.
(ii) $A \neq \bar{\varnothing}, B \neq \bar{\varnothing}, \circ=1$, and there is no $b \in B$ satisfying that $b(\alpha) \neq 0$ for all $\alpha \in I^{\cap}$.

Proof. The desired result follows from the definition of $A \circ B$.
Suppose that $f$ is a composite of the finite arithmetic operations of real numbers. The symbol $\widetilde{f}$ denotes the corresponding composite of finite arithmetic operations of fuzzy sets in $\mathbb{R}$.

For instance, if $f(x, y, z)=(x-y) \times z$ for $x, y, z \in \mathbb{R}$, then $\widetilde{f}(u, v, w)=(u-v) \times w$ for $u, v, w \in F(\mathbb{R})$.

For $\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)$, we use $I^{\cap}$ to denote $\bigcap_{i=1}^{n} I_{A_{i}}$. If $\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)$ is $A \circ B$, then $I^{\cap}=I_{A} \cap I_{B}$.

The symbol $f\left(\left[A_{1}\right]_{\alpha}, \ldots,\left[A_{n}\right]_{\alpha}\right)$ is used to denote the set:

$$
\left\{z: z=f\left(x_{1}, \ldots, x_{n}\right) \text { with } x_{i} \in\left[A_{i}\right]_{\alpha}, i=1, \ldots, n\right\}
$$

Theorem 1. Let $f$ be a composite of finite arithmetic operations of real numbers and for each $i=1, \ldots, n$, let $A_{i}$ be a fuzzy set in $F(\mathbb{R})$. Furthermore, let $\mu$ be an assignment function from $I^{\cap}$ to $P(\mathbb{R})$ defined as $\mu(\alpha)=f\left(\left[A_{1}\right]_{\alpha}, \ldots,\left[A_{n}\right]_{\alpha}\right)$.
(i) If $A_{i}=\bar{\varnothing}$ for some $i \in\{1, \ldots, n\}$, i.e, $I^{\cap}=\{0\}$, then $\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)=F_{\mu}=\bar{\varnothing}$.
(ii) If $\widetilde{f}\left(A_{1}, \ldots, A_{n}\right) \neq \bar{\varnothing}$, then $\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)=F_{\mu}$.
(iii) If $f$ is a composition of $\circ \in\{+,-, \times\}$, then $\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)=F_{\mu}$.

Proof. From Proposition 1, (i) is true.
If $\widetilde{f}\left(A_{1}, \ldots, A_{n}\right) \neq \bar{\varnothing}$, then $I^{\cap} \supsetneqq\{0\}$. By using Remark 3, we can deduce that $\tilde{f}\left(A_{1}, \ldots, A_{n}\right)=F_{\mu}$. So (ii) is true.

Suppose that $f$ is a composition of $\circ \in\{+,-, \times\}$. Then $\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)=\bar{\varnothing}$ if and only if $A_{i}=\bar{\varnothing}$ for some $i \in\{1, \ldots, n\}$. Thus, (iii) follows from (i) and (ii).

## 4. Ranges and Interval Ranges of Induced Fuzzy Sets

It is claimed in [15] that under certain kinds of conditions, the domain $I$ of a gradual set $\mu$ is equal to the range $\mathcal{R}\left(F_{\mu}\right)$ of its induced fuzzy set $F_{\mu}$.

In this section, we point out by examples that these conclusions should be modified. $\mathcal{R}\left(F_{\mu}\right) \neq I$ can be divided into three cases: " $\mathcal{R}\left(F_{\mu}\right) \supsetneqq I$ ", " $\mathcal{R}\left(F_{\mu}\right) \varsubsetneqq I$ ", and " $\mathcal{R}\left(F_{\mu}\right) \not \equiv I$ and $I \nsupseteq \mathcal{R}\left(F_{\mu}\right)$ ". In fact, we show that even under stronger conditions, all these three cases could happen.

Furthermore, we give the relationship between $I$ and $\mathcal{R}\left(F_{\mu}\right)$, and the relationship between $I$ and the interval range $I_{F_{\mu}}$ of the induced fuzzy set $F_{\mu}$.

The conclusions in this section show that for a gradual set $\mu$ and its induced fuzzy set $F_{\mu}$, the interval range $I_{F_{\mu}}$ and the range $\mathcal{R}\left(F_{\mu}\right)$ of $F_{\mu}$ vary in the scope determined by the domain $I$ of $\mu$, respectively. On the other hand, even under stronger conditions than in [15], both $\mathcal{R}\left(F_{\mu}\right) \neq I$ and $I_{F_{\mu}} \neq I$ could happen.

An assignment function $\mu: I \rightarrow P(X)$ is said to be strictly nested if $\mu(\alpha) \varsubsetneqq \mu(\beta)$ for $\alpha, \beta \in I$ with $\alpha>\beta$.

Affirmation 1 ([15]). (See Remark 3.5 and Proposition 3.6 of [1]) Let $\mu: I \rightarrow P(X) \backslash\{\varnothing\}$ be a gradual set:
(i) If $I=[0, \alpha]$ or $I=[0, \alpha), \alpha>0$, then $\mathcal{R}\left(F_{\mu}\right)=I$.
(ii) If $\mu$ is strictly nested, then $\mathcal{R}\left(F_{\mu}\right)=I$.

Remark 4. Affirmation 1 is not valid. In fact, even if the gradual set $\mu: I \rightarrow P(\mathbb{R}) \backslash\{\varnothing\}$ satisfies:
( $i^{\prime}$ ) $I=[0, \alpha]$ or $I=[0, \alpha), \alpha>0$, and
(ii') $\mu$ is strictly nested,
all the three cases " $\mathcal{R}\left(F_{\mu}\right) \supsetneqq I$ ", " $\mathcal{R}\left(F_{\mu}\right) \varsubsetneqq I$ ", and " $\mathcal{R}\left(F_{\mu}\right) \nsubseteq I$ and $I \nsupseteq \mathcal{R}\left(F_{\mu}\right)$ " could happen. The following three examples correspond to these three cases, respectively.

Example 1. Let the gradual set $\mu:\left[0, \frac{1}{2}\right) \rightarrow P(\mathbb{R}) \backslash\{\varnothing\}$ be defined as

$$
\mu(\alpha)=[\alpha-1,1-\alpha] \text { for } \alpha \in\left[0, \frac{1}{2}\right)
$$

Then, $\mu$ is strictly nested and:

$$
F_{\mu}(x)= \begin{cases}1+x, & x \in[-1,-1 / 2] \\ 1 / 2, & x \in[-1 / 2,1 / 2] \\ 1-x, & x \in[1 / 2,1] \\ 0, & \text { otherwise }\end{cases}
$$

Thus, $[0,1 / 2]=\mathcal{R}\left(F_{\mu}\right) \supsetneqq I=[0,1 / 2)$.
Example 2. Let the gradual set $\mu:[0,1] \rightarrow P(\mathbb{R}) \backslash\{\varnothing\}$ be defined as

$$
[\mu]_{\alpha}= \begin{cases}{[-1 / 2,1-\alpha),} & \alpha \in[1 / 2,1] \\ {[\alpha-1,1 / 2),} & \alpha \in[0,1 / 2]\end{cases}
$$

Then, $\mu$ is strictly nested and:

$$
F_{\mu}(x)= \begin{cases}1+x, & x \in(-1,-1 / 2) \\ 1, & x=[-1 / 2,0] \\ 1-x, & x \in(0,1 / 2) \\ 0, & \text { otherwise }\end{cases}
$$

Thus, $[0,1 / 2) \cup(1 / 2,1]=\mathcal{R}\left(F_{\mu}\right) \varsubsetneqq I=[0,1]$.
Example 3. Let the gradual set $\mu:[0,1) \rightarrow P(\mathbb{R}) \backslash\{\varnothing\}$ be defined as

$$
[\mu]_{\alpha}= \begin{cases}{[-1 / 2,1-\alpha),} & \alpha \in[1 / 2,1) \\ {[\alpha-1,1 / 2),} & \alpha \in[0,1 / 2]\end{cases}
$$

Then, $I=[0,1), \mu$ is strictly nested and:

$$
F_{\mu}(x)= \begin{cases}1+x, & x \in(-1,-1 / 2) \\ 1, & x=[-1 / 2,0] \\ 1-x, & x \in(0,1 / 2) \\ 0, & \text { otherwise }\end{cases}
$$

Thus, $\mathcal{R}\left(F_{\mu}\right)=[0,1 / 2) \cup(1 / 2,1]$ and $I_{F_{\mu}}=[0,1]$. Therefore, $\mathcal{R}\left(F_{\mu}\right) \nsubseteq I$ and $I \nsubseteq \mathcal{R}\left(F_{\mu}\right)$.
We have the following conclusions on the relationship between $\mathcal{R}\left(F_{\mu}\right)$ and $I$, and the relationship between $I_{F_{\mu}}$ and $I$.

Proposition 2. Given a gradual set $\mu: I \rightarrow P(X) \backslash\{\varnothing\}$, then:

$$
\mathcal{R}\left(F_{\mu}\right) \backslash\{0\} \subseteq \operatorname{cl}\{I \backslash\{0\}\},
$$

$$
\widehat{I} \subseteq I_{F_{\mu}} \subseteq[0, \sup I],
$$

where $\widehat{I}=\{\alpha \in[0,1]: \alpha \leq \beta$ for some $\beta \in I\}$.
Proof. If $F_{\mu}(x)>0$, then there exists $\left\{\alpha_{n}\right\} \subseteq I \backslash\{0\}$, such that $x \in \mu\left(\alpha_{n}\right)$ and $\sup \alpha_{n}=$ $F_{\mu}(x)$. Thus, we know $\mathcal{R}\left(F_{\mu}\right) \backslash\{0\} \subseteq \operatorname{cl}\{I \backslash\{0\}\}$ and $I_{F_{\mu}} \subseteq[0, \sup I]$.

If $x \in \mu(\alpha)$ for some $\alpha \in I$, then $F_{\mu}(x) \geq \alpha$. Therefore, we have $\widehat{I} \subseteq I_{F_{\mu}}$.
Remark 5. Note that $[0, \sup I] \backslash \widehat{I} \subseteq\{\sup I\}$. Thus, by Proposition $2, I_{F_{\mu}}$ has two possibilities: $\widehat{I}$ and $[0, \sup I]$ (in some cases, these two are the same).

Clearly, if $\sup I \in I$, then $\sup I \in \mathcal{R}\left(F_{\mu}\right)$.
Even gradual set $\mu$ satisfies the conditions ( $i^{\prime}$ ) and (ii') in Remark 4, and each " $\subseteq$ " in Proposition 2 could be " $\neq$ ".

Example 3 shows that $\mathcal{R}\left(F_{\mu}\right) \backslash\{0\} \varsubsetneqq \operatorname{cl}\{I \backslash\{0\}\}$ and $\widehat{I} \varsubsetneqq I_{F_{\mu}}$ could happen. The following Example 4 shows that $I_{F_{\mu}} \varsubsetneqq[0, \sup I]$ could happen.

Example 4. Let the gradual set $\mu:[0,1) \rightarrow P(\mathbb{R}) \backslash\{\varnothing\}$ be defined as $\mu(\alpha)=[\alpha, 1)$. Then,

$$
F_{\mu}(x)= \begin{cases}x, & x \in[0,1), \\ 0, & \text { otherwise. }\end{cases}
$$

So $\mathcal{R}\left(F_{\mu}\right)=I_{F_{\mu}}=[0,1) \varsubsetneqq[0,1]=[0, \sup I]$.
Remark 6. Let $\mu: I \rightarrow P(X) \backslash\{\varnothing\}$ be a gradual set. Note that $I \subseteq \widehat{I}$. Thus, by Proposition 2, $I \subseteq I_{F_{\mu}}$.

From Remark 4, we can see that even conditions ( $i^{\prime}$ ) and ( $\left(i^{\prime}\right)$ are satisfied, then $I \varsubsetneqq I_{F_{\mu}}$ could happen. Clearly, at this time, $\mathcal{R}\left(F_{\mu}\right) \nsubseteq I$.

In fact, if $\mu$ satisfies condition (i'), then $I \nsubseteq I_{F_{\mu}} \Leftrightarrow \mathcal{R}\left(F_{\mu}\right) \nsubseteq I \Leftrightarrow \sup I \notin I$ and $\sup I \in I_{F_{\mu}}$ $\Leftrightarrow \sup I \notin I$ and $\sup I \in \mathcal{R}\left(F_{\mu}\right)$.

## 5. Interval Ranges of Compositions of Arithmetic

It was claimed in [15] that $I_{A \circ B}$ is equal to $I^{\cap}$. In this section, we point out by examples that this conclusion should be modified. Furthermore, based on the results in Sections 3 and 4, we discussed the relationship between $I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)}$ and $I^{\cap}$.

Note that either $I^{\cap} \subseteq I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)}$ or $I^{\cap} \supsetneqq I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)}$. We give the characterizations of all these two cases, respectively. Moreover, we give the relationship between $I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)}$ and $I^{\curvearrowleft}$ in some particular cases. As a corollary of the above results, we illustrate the relationship between $I_{A \circ B}$ and $I^{\cap}$.

The conclusions in this section show that $I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)}$ vary in the scope determined by $I^{\cap}$.

Affirmation 2 ([15]). (see Section 4 of [15]) Suppose that $A, B \in F(\mathbb{R})$ and $\circ \in\{+,-, \times, /\}$. Then, $I_{A \circ B}=I^{\cap}$ (here $I^{\cap}=I_{A} \cap I_{B}$ ).

It can be checked that the Affirmation 2 is equivalent to the following Affirmation 3.
Affirmation 3. Supposing that $f$ is a composite of the finite arithmetic operations of real numbers and that $A_{i} \in F(\mathbb{R}), i=1, \ldots, n$. Then, $I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)}=I^{\cap}$ (here $I^{\cap}=\bigcap_{i=1}^{n} I_{A_{i}}$ ).

Affirmation 2 is not valid. The following example shows that, for each $\circ \in\{+,-, \times, /\}$, $I^{\cap} \varsubsetneqq I_{A \circ B}$ could happen.

Example 5. Let $A$ be a fuzzy set in $\mathbb{R}$ defined as

$$
A(x)= \begin{cases}-0.5 x+1.5, & x \in(1,3) \\ 0, & \text { otherwise }\end{cases}
$$

and let $B$ be a fuzzy set in $\mathbb{R}$ defined as

$$
B(x)= \begin{cases}0.5 x+1.5, & x \in(-3,-1) \\ -0.5 x+1.5, & x \in(1,3) \\ 1.5-50 / x, & x \in(100 / 3,100) \\ 0, & \text { otherwise }\end{cases}
$$

Then, $I_{A}=I_{B}=[0,1)$ and hence $I^{\cap}=[0,1)$.
Since:

$$
[A]_{\alpha}= \begin{cases}(1,3-2 \alpha], & \alpha \in(0,1) \\ \varnothing, & \alpha=1\end{cases}
$$

and:

$$
[B]_{\alpha}= \begin{cases}{[2 \alpha-3,-1) \cup(1,3-2 \alpha] \cup[100 /(3-2 \alpha), 100),} & \alpha \in(0,1) \\ \varnothing, & \alpha=1\end{cases}
$$

we have for all $\alpha \in(0,1)$ :

$$
\begin{aligned}
0 & \in[A]_{\alpha}+[B]_{\alpha} \\
0 & \in[A]_{\alpha}-[B]_{\alpha} \\
100 & \in[A]_{\alpha} \times[B]_{\alpha} \\
1 & \in[A]_{\alpha} /[B]_{\alpha} .
\end{aligned}
$$

So by Remark 3:

$$
\begin{gathered}
(A+B)(0)=1 \\
(A-B)(0)=1 \\
(A \times B)(100)=1 \\
(A / B)(1)=1
\end{gathered}
$$

and thus:

$$
\begin{aligned}
I^{\cap} & =[0,1) \varsubsetneqq[0,1]=I_{A+B}, \\
I^{\cap} & =[0,1) \varsubsetneqq[0,1]=I_{A-B}, \\
I^{\cap} & =[0,1) \varsubsetneqq[0,1]=I_{A \times B}, \\
I^{\cap} & =[0,1) \varsubsetneqq[0,1]=I_{A / B} .
\end{aligned}
$$

Now we discuss the relationship between $I^{\cap}$ and $I_{\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)}$. Their relationship can be divided into two cases: $I^{\cap} \subseteq I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)}$ or $I^{\cap} \supsetneqq I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)}$. The following Theorems 2 and 3 give characterizations of these two cases, respectively.

Theorem 2. Let $f$ be a composite of finite arithmetic operations of real numbers and for each $i=1, \ldots, n$, let $A_{i}$ be a fuzzy set in $F(\mathbb{R})$. Then, $I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)} \subseteq \operatorname{cl}\left\{I^{\cap}\right\}$ and the following statements are equivalent:
(i) $I^{\cap} \subseteq I_{\widetilde{f}}\left(A_{1}, \ldots, A_{n}\right)$.
(ii) $I^{\cap} \subseteq I_{\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)} \subseteq \operatorname{cl}\left\{I^{\cap}\right\}$.
(iii) $A_{i}=\bar{\varnothing}$ for some $i \in\{1, \ldots, n\}$ or $\widetilde{f}\left(A_{1}, \ldots, A_{n}\right) \neq \bar{\varnothing}$.

Proof. If $\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)=\bar{\varnothing}$, then $I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)}=\{0\} \subseteq \mathbf{c l}\left\{I^{\cap}\right\}$.

Let $\mu$ be the assignment function from $I^{\cap}$ to $P(\mathbb{R})$ defined by $\mu(\alpha)=f\left(\left[A_{1}\right]_{\alpha}, \ldots,\left[A_{n}\right]_{\alpha}\right)$. If $\widetilde{f}\left(A_{1}, \ldots, A_{n}\right) \neq \bar{\varnothing}$, then by Theorem $1, \widetilde{f}\left(A_{1}, \ldots, A_{n}\right)=F_{\mu}$. Thus, by Proposition 2 , $I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)} \subseteq\left[0, \sup I^{\cap}\right]=\operatorname{cl}\left\{I^{\cap}\right\}$.

Therefore, $I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)} \subseteq \operatorname{cl}\left\{I^{\cap}\right\}$, and from this fact, we have (i) $\Leftrightarrow$ (ii).
If (iii) holds, then by Theorem $1, \widetilde{f}\left(A_{1}, \ldots, A_{n}\right)=F_{\mu}$. Note that $\widehat{I^{\cap}}=I^{\cap}$ and $\left[0, \sup I^{\cap}\right]=\mathbf{c l}\left\{I^{\cap}\right\}$. Therefore, by Proposition 2, (ii) holds. Thus, (iii) $\Rightarrow$ (ii).

Suppose $I^{\cap} \subseteq I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)}$. If $A_{i} \neq \bar{\varnothing}$ for all $i \in\{1, \ldots, n\}$, then $\{0\} \nsubseteq I^{\cap}$, and therefore $\{0\} \varsubsetneqq I_{\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)}$. Thus, $\widetilde{f}\left(A_{1}, \ldots, A_{n}\right) \neq \bar{\varnothing}$. Therefore, we have (i) $\Rightarrow$ (iii).

Theorem 3. Let $f$ be a composite of finite arithmetic operations of real numbers and for each $i=1, \ldots, n$, let $A_{i}$ be a fuzzy set in $F(\mathbb{R})$. Then, the following statements are equivalent:
(i) $I^{\cap} \supsetneqq I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)}$.
(ii) $I^{\cap} \supsetneqq\{0\}$ and $I_{\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)}=\{0\}$.
(iii) $A_{i} \neq \bar{\varnothing}$ for all $i \in\{1, \ldots, n\}$ and $\tilde{f}\left(A_{1}, \ldots, A_{n}\right)=\bar{\varnothing}$.

Proof. The desired results follow immediately from Theorem 2.
The situation described in clause (iii) of Theorem 3 could happen. The following Example 6 gives an example of $A \neq \bar{\varnothing}, B \neq \bar{\varnothing}$ and $A / B=\bar{\varnothing}$.

Example 6. Let $A$ and $B$ be fuzzy sets in $F(\mathbb{R})$ defined as $A=\overline{\{1\}}$ and:

$$
B(x)= \begin{cases}1, & x=0 \\ 0.6, & x=1 \\ 0, & \text { otherwise }\end{cases}
$$

Then, $I^{\cap}=[0,1]$. Note that there is no gradual number $a, b$ with $a \in A$ and $b \in B$ with $a / b$ being meaningful. Hence, the assignment function $\sigma$ corresponding to $A / B$ satisfies $\sigma(\alpha)=\varnothing$ for all $\alpha \in[0,1]$. Therefore, from (4) or (5), $A / B=\bar{\varnothing}$.

Clearly, at this time, $I^{\cap}=[0,1] \supsetneqq\{0\}=I_{A / B}$.
Theorem 4 illustrates the relationship between $I^{\cap}$ and $I_{\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)}$ in some particular cases.

Theorem 4. Let $f$ be a composite of finite arithmetic operations of real numbers and for each $i=1, \ldots, n$, let $A_{i}$ be a fuzzy set in $F(\mathbb{R})$ :
(i) If $A_{i}=\bar{\varnothing}$ for some $i \in\{1, \ldots, n\}$, then $\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)=\bar{\varnothing}$. At this time, $I^{\cap}=$ $I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)}=\operatorname{cl}\left\{I^{\cap}\right\}=\{0\}$.
(ii) If $f$ is a composition of $\circ \in\{+,-, \times\}$, then $I^{\cap} \subseteq I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)} \subseteq \mathbf{c l}\left\{I^{\cap}\right\}$.

Proof. (i) obviously holds.
Suppose that $f$ is a composition of $\circ \in\{+,-, \times\}$. Let $\mu$ be the assignment function from $I^{\cap}$ to $P(\mathbb{R})$ defined by $\mu(\alpha)=f\left(\left[A_{1}\right]_{\alpha}, \ldots,\left[A_{n}\right]_{\alpha}\right)$. Then, by Theorem $1, \widetilde{f}\left(A_{1}, \ldots, A_{n}\right)=$ $F_{\mu}$. Note that $\widehat{I^{\cap}}=I^{\cap}$ and $\left[0, \sup I^{\cap}\right]=\operatorname{cl}\left\{I^{\cap}\right\}$. Thus, by Proposition 2, (ii) holds.

Remark 7. (ii) of Theorem 4 can also be proved as follows:
Suppose that $f$ is a composition of $\circ \in\{+,-, \times\}$ and that for each $i=1, \ldots, n, A_{i}$ is a fuzzy set in $F(\mathbb{R})$. Note that either $A_{i}=\bar{\varnothing}$ for some $i \in\{1, \ldots, n\}$ or $\widetilde{f}\left(A_{1}, \ldots, A_{n}\right) \neq \bar{\varnothing}$. Thus, by Theorem 2, the (ii) of Theorem 4 holds.

We have the following conclusions on $I_{A \circ B}$ and $I^{\cap}$.
Corollary 1. Let $A$ and $B$ be fuzzy sets in $F(\mathbb{R})$ :
(i) If $\circ \in\{+,-, \times\}$, then $I^{\cap} \subseteq I_{A \circ B} \subseteq \operatorname{cl}\left\{I^{\cap}\right\}$.
(ii) $I^{\cap} \subseteq I_{A / B} \subseteq \mathbf{c l}\left\{I^{\cap}\right\}$ if and only if at least one of the following three items holds: $A=\bar{\varnothing}$, $B=\bar{\varnothing}$, and $A / B \neq \bar{\varnothing}$.

Proof. The desired results follow from Theorems 2 and 4.
For each $\circ \in\{+,-, \times, /\}, I_{A \circ B}=I^{\cap}$ and $I_{A \circ B} \neq \mathbf{c l}\left\{I^{\cap}\right\}$ could happen. The following Example 7 is a such example.

Example 7. Consider $A$ in $F(\mathbb{R})$ defined by

$$
A(x)= \begin{cases}x, & x \in[0,1) \\ 0, & \text { otherwise }\end{cases}
$$

Then, $I_{A}=[0,1)$.
It can be checked that:

$$
I_{A+\overline{\{1\}}}=I_{A-\overline{11\}}}=I_{A \times\{1\}}=I_{A / \overline{\{1\}}}=I^{\cap}=[0,1) \varsubsetneqq[0,1]=\operatorname{cl}\left\{I^{\cap}\right\}
$$

Remark 8. From Theorems 2 and 3, examples in this section and the fact $\mathbf{c l}\left\{I^{\cap}\right\} \backslash I^{\cap} \subseteq\{\sup I\}$, we have:
(i) $I_{\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)}$ has three possibilities: $\{0\}, I^{\cap}$ and $\mathbf{c l}\left\{I^{\cap}\right\}$ (in some cases, all or part of these three are the same).
(ii) $I^{\cap} \varsubsetneqq I_{\tilde{f}}\left(A_{1}, \ldots, A_{n}\right) \nsubseteq \mathbf{c l}\left\{I^{\cap}\right\}$ is impossible.
(iii) If $I^{\cap}=\mathbf{c l}\left\{I^{\cap}\right\}$ and $I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)} \neq\{0\}$, then $I^{\cap}=I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)}=\operatorname{cl}\left\{I^{\cap}\right\}$.
(ii) and (iii) can also be seen as corollaries of (i).

## 6. Discussions on Ranges and Interval Ranges of Compositions of Arithmetic

In [15], it is claimed that $I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)}, \mathcal{R}\left(\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)\right)$ and $I^{\cap}$ are equal under certain conditions. In this section, we show by examples that this affirmation is not valid.
$\mathcal{R}\left(\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)\right) \neq I^{\cap}$ can be divided into three cases: " $\mathcal{R}\left(\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)\right) \supsetneqq I^{\cap}$ ", " $\mathcal{R}\left(\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)\right) \varsubsetneqq I^{\cap}$ " and " $\mathcal{R}\left(\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)\right) \nsubseteq I^{\cap}$ and $I^{\cap} \nsupseteq \mathcal{R}\left(\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)\right)$ ".

In this section, it is shown that even under stronger conditions than in [15], all the above three cases of $\mathcal{R}\left(\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)\right) \neq I^{\cap}$ could happen.
$I_{\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)}$ has three possibilities: $\{0\}, I^{\cap}$ and $\operatorname{cl}\left\{I^{\cap}\right\}$ (see Remark 8). $I_{\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)} \neq I^{\cap}$ can be divided into two cases: " $I_{\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)} \neq I^{\cap}$ and $I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)}=\{0\}$ " and " $I_{\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)} \neq$ $I^{\cap}$ and $I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)}=\mathbf{c l}\left\{I^{\cap}\right\}$.

In this section, it is shown that under the conditions in [15], both the above two cases of $I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)} \neq I^{\cap}$ could happen, and even under stronger conditions than in [15], " $I_{\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)} \neq I^{\cap}$ and $I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)}=\mathbf{c l}\left\{I^{\cap}\right\}$ " could happen.

The conclusions in this section show that even under stronger conditions than in [15], $I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)}, \mathcal{R}\left(\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)\right)$ and $I^{\cap}$ may still be unequal.

A fuzzy set $A$ is said to be a canonical fuzzy set if $[A]_{\alpha} \neq[A]_{\beta}$ for all $\alpha, \beta \in[0,1]$ with $\alpha \neq \beta$.

Affirmation 4 ([15]). (See Proposition 4.5 of [15].) Let $f$ be a composite of finite arithmetic operations of real numbers and for each $i=1, \ldots, n$, let $A_{i}$ be a fuzzy set in $\mathbb{R}$. If some of $A_{1}, \ldots, A_{n}$ are canonical fuzzy sets in $\mathbb{R}$, then the assignment function $\mu: I^{\cap} \rightarrow P(\mathbb{R})$ defined by $\mu(\alpha)=f\left(\left[A_{1}\right]_{\alpha}, \ldots,\left[A_{n}\right]_{\alpha}\right)$ is strictly nested, and therefore:

$$
\begin{equation*}
\mathcal{R}\left(\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)\right)=I_{\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)}=I^{\cap} \tag{6}
\end{equation*}
$$

Affirmation 4 is not valid. This can be drawn from the facts listed below. Note that if $A$ is a canonical fuzzy set, then $I_{A}=[0,1]$ or $[0,1)$.

- There exist canonical fuzzy sets $A_{1}, \ldots, A_{n}$ such that $\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)=\bar{\varnothing}$. In this case, $I^{\cap}=[0,1]$ or $[0,1)$, and $\mathcal{R}\left(\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)\right)=I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)}=\{0\}$. Therefore, $\mathcal{R}\left(\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)\right) \neq I^{\cap}$ and $I_{\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)} \neq I^{\cap}$.
- Let $A$ be a canonical fuzzy set. Then, $A \circ \overline{\mathbb{R}}=\overline{\mathbb{R}}$, where $\circ \in\{+,-, \times, /\}$. In this case, $I^{\cap}=I_{A} \cap I_{\mathbb{R}}=[0,1]$ or $[0,1), \mathcal{R}(A \circ \overline{\mathbb{R}})=\{1\}$ and $I_{A \circ \overline{\mathbb{R}}}=[0,1]$. Thus, $\mathcal{R}(A \circ \overline{\mathbb{R}}) \neq I^{\cap}$. Furthermore, $I_{A \circ \overline{\mathbb{R}}} \neq I^{\cap}$ when $I^{\cap}=[0,1)$.
Affirmation 4 is still not valid when the above cases are excluded.
Consider conditions:
(a) $\widetilde{f}\left(A_{1}, \ldots, A_{n}\right) \neq \bar{\varnothing}$, and
(b) for each $i=1, \ldots, n, A_{i}$ is a canonical fuzzy set in $\mathbb{R}$.

Then, conditions (a) and (b) are stronger than that in Affirmation 4. If $A_{1}, \ldots, A_{n}$ and $f$ satisfy conditions (a) and (b), then the above cases are excluded.

We will show that even $A_{1}, \ldots, A_{n}$ and $f$ satisfy conditions (a) and (b), the conclusions in Affirmation 4 do not necessarily hold.

The following Example 8 shows that $\mu$ is not necessarily strictly nested even if $A_{1}, \ldots, A_{n}$ and $f$ satisfy conditions (a) and (b).

Example 8. Let A be a fuzzy set defined as

$$
[A]_{\alpha}=[2,6-3 \alpha] \cup[6,7]
$$

for $\alpha \in[0,1]$, and let $B$ be a fuzzy set defined as

$$
[B]_{\alpha}=[1,3-\alpha] \cup[3,9]
$$

for $\alpha \in[0,1]$. Then, $A, B$ are canonical fuzzy sets in $\mathbb{R}$.
Note that for all $\alpha \in[0,1]$ :

$$
[A]_{\alpha} \times[B]_{\alpha}=[2,63] .
$$

Thus, the gradual set $\mu:[0,1] \rightarrow P(\mathbb{R}) \backslash\{\varnothing\}$ given by $\mu(\alpha)=[A]_{\alpha} \times[B]_{\alpha}$ is not strictly nested.

Remark 9. For A, B in Example 8, by Remark 3, we have:

$$
A \times B=F_{\mu}=\overline{[2,63]} .
$$

Thus, $\{1\}=\mathcal{R}(A \times B) \varsubsetneqq I_{A \times B}=I_{A} \cap I_{B}=[0,1]$. Therefore, (6) does not necessarily hold that $A_{1}, \ldots, A_{n}$ and $f$ satisfy conditions (a) and (b).

Remark 10. In fact, even $A_{1}, \ldots, A_{n}$ and $f$ satisfy:
(a) $\widetilde{f}\left(A_{1}, \ldots, A_{n}\right) \neq \bar{\varnothing}$,
(b) for each $i=1, \ldots, n, A_{i}$ is a canonical fuzzy set in $\mathbb{R}$, and
(c) $\mu$ is strictly nested,
all the three cases " $\mathcal{R}\left(\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)\right) \supsetneqq I^{\cap ", ~ " \mathcal{R}}\left(\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)\right) \varsubsetneqq I I^{\cap}$ " and " $\mathcal{R}\left(\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)\right) \nsubseteq$ $I^{\cap}$ and $I^{\cap} \nsupseteq \mathcal{R}\left(\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)\right)$ " of $\mathcal{R}\left(\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)\right) \neq I^{\cap}$ could happen. The following three examples correspond to these three cases, respectively.

Example 9. Let $A$ be a fuzzy set in $\mathbb{R}$ defined as

$$
A(x)= \begin{cases}x, & x \in[0,1) \\ 0, & \text { otherwise }\end{cases}
$$

Then, $I_{A}=[0,1)$ and:

$$
[A]_{\alpha}= \begin{cases}\varnothing, & \alpha=1 \\ {[\alpha, 1),} & 0<\alpha<1 \\ {[0,1],} & \alpha=0\end{cases}
$$

Hence, $A$ is a canonical fuzzy set, and the gradual set $\mu:[0,1) \rightarrow P(\mathbb{R}) \backslash\{\varnothing\}$ given by

$$
\mu(\alpha)=[A]_{\alpha}-[A]_{\alpha}= \begin{cases}(\alpha-1,1-\alpha), & 0<\alpha<1, \\ {[-1,1],} & \alpha=0,\end{cases}
$$

is strictly nested.
So, by Remark 3,

$$
(A-A)(x)=F_{\mu}(x)= \begin{cases}1+x, & x \in[-1,0] \\ 1-x, & x \in[0,1] \\ 0, & \text { otherwise }\end{cases}
$$

and thus

$$
[0,1]=\mathcal{R}(A-A)=I_{A-A} \supsetneqq I^{\cap}=[0,1) .
$$

Example 10. Let A be the fuzzy set derived from the gradual set given in Example 3; that is:

$$
[A]_{\alpha}= \begin{cases}{[-1 / 2,1-\alpha],} & \alpha \in(1 / 2,1] \\ {[\alpha-1,1 / 2),} & \alpha \in[0,1 / 2]\end{cases}
$$

Hence, $A$ is a canonical fuzzy set and

$$
[A]_{\alpha}+[A]_{\alpha}= \begin{cases}{[-1,2-2 \alpha],} & \alpha \in(1 / 2,1] \\ {[2 \alpha-2,1),} & \alpha \in[0,1 / 2]\end{cases}
$$

Therefore, we have the gradual set $\mu:[0,1] \rightarrow P(\mathbb{R}) \backslash\{\varnothing\}$ given by $\mu(\alpha)=[A]_{\alpha}+[A]_{\alpha}$ is strictly nested and by Remark 3:

$$
(A+A)(x)=F_{\mu}(x)= \begin{cases}1+x / 2, & x \in(-2,-1) \\ 1, & x=[-1,0] \\ 1-x / 2, & x \in(0,1) \\ 0, & \text { otherwise }\end{cases}
$$

Thus, $[0,1 / 2) \cup(1 / 2,1]=\mathcal{R}(A+A) \varsubsetneqq I^{\cap}=I_{A+A}=[0,1]$.
Example 11. Let $A$ be the fuzzy set in $\mathbb{R}$ defined as

$$
A(x)= \begin{cases}x+1, & -1<x<-0.5 \\ 0.6, & x=-0.5 \\ -x+0.5, & -0.5<x<0 \\ 0, & \text { otherwise }\end{cases}
$$

and let $B$ be the fuzzy set in $\mathbb{R}$ defined as

$$
B(x)= \begin{cases}-x+0.5, & -0.5<x<0 \\ 0.6, & x=0 \\ -0.5 x+0.5, & 0<x<1 \\ 0, & \text { otherwise }\end{cases}
$$

Then:

$$
[A]_{\alpha}= \begin{cases}{[-1,0],} & \alpha=0 \\ {[\alpha-1,0),} & 0<\alpha \leq 0.5 \\ {[-0.5,-\alpha+0.5],} & 0.5<\alpha \leq 0.6 \\ (-0.5,-\alpha+0.5], & 0.6<\alpha<1 \\ \varnothing, & \alpha=1\end{cases}
$$

and:

$$
[B]_{\alpha}= \begin{cases}{[-0.5,1],} & \alpha=0 \\ (-0.5,1-2 \alpha], & 0<\alpha \leq 0.5 \\ (-0.5,-\alpha+0.5] \cup\{0\}, & 0.5<\alpha \leq 0.6 \\ (-0.5,-\alpha+0.5], & 0.6<\alpha<1 \\ \varnothing, & \alpha=1\end{cases}
$$

Hence, A and B are canonical fuzzy sets, and:

$$
[A]_{\alpha}-[B]_{\alpha}= \begin{cases}{[-2,0.5],} & \alpha=0 \\ {[-2+3 \alpha, 0.5),} & 0<\alpha \leq 0.5 \\ {[-0.5,-\alpha+1),} & 0.5<\alpha \leq 0.6 \\ (-1+\alpha,-\alpha+1), & 0.6<\alpha<1 \\ \varnothing, & \alpha=1\end{cases}
$$

Therefore, we have the gradual set: $\mu:[0,1) \rightarrow P(\mathbb{R}) \backslash\{\varnothing\}$ given by $\mu(\alpha)=[A]_{\alpha}-[B]_{\alpha}$ which is strictly nested and:

$$
(A-B)(x)=F_{\mu}(x)= \begin{cases}(x+2) / 3, & -2<x<-0.5 \\ 0.6, & -0.5 \leq x \leq-0.4 \\ x+1, & -0.4<x \leq 0 \\ 1-x, & 0<x<0.5 \\ 0, & \text { otherwise }\end{cases}
$$

Thus, $\mathcal{R}(A-B)=[0,0.5) \cup(0.5,1]$. Note that $I^{\cap}=[0,1)$. Therefore, we have $\mathcal{R}(A-$ B) $¥ I^{\cap}$ and $I^{\cap} \nsupseteq \mathcal{R}(A-B)$.

Remark 11. From the facts listed at the beginning of this section, we know that under the assumption of Affirmation 4, both the two cases " $I_{\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)} \neq I^{\cap}$ and $I_{\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)}=\{0\}$ " and " $I_{\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)} \neq I^{\cap}$ and $I_{\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)}=\operatorname{cl}\left\{I^{\cap}\right\}$ " of $I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)} \neq I^{\cap}$ could happen.

We mention that, even $A_{1}, \ldots, A_{n}$ and $f$ satisfy:
(a) $\widetilde{f}\left(A_{1}, \ldots, A_{n}\right) \neq \bar{\varnothing}$,
(b) for each $i=1, \ldots, n, A_{i}$ is a canonical fuzzy set in $\mathbb{R}$, and
(c) $\mu$ is strictly nested,
$I_{\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)} \neq I^{\cap}$ could happen, and clearly at this time, $I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)}=\mathbf{c l}\left\{I^{\cap}\right\}$, because condition (a) is equivalent to $I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)} \neq\{0\}$. See Example 9 for such an example.

In fact, under conditions (a), (b) and (c), $I_{\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)}$ has two possibilities: $I^{\cap}$ and $\mathbf{c l}\left\{I^{\cap}\right\}$.
It can be seen that $I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)}=I^{\cap}=\operatorname{cl}\left\{I^{\cap}\right\}$ could happen under conditions (a), (b) and (c).

The following Example 12 shows that $I_{\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)} \neq \mathbf{c l}\left\{I^{\cap}\right\}$ could happen while conditions (a), (b) and (c) are satisfied. Clearly, at this time, $I_{\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)}=I^{\cap}$.

Example 12. Consider A given in Example 9. Then, $A$ is a canonical fuzzy set, and the gradual set $\mu:[0,1) \rightarrow P(\mathbb{R}) \backslash\{\varnothing\}$ given by

$$
\mu(\alpha)=[A]_{\alpha}+[A]_{\alpha}= \begin{cases}{[2 \alpha, 2),} & 0<\alpha<1 \\ {[0,2],} & \alpha=0\end{cases}
$$

is strictly nested.
Therefore, by Remark 3:

$$
(A+A)(x)=F_{\mu}(x)= \begin{cases}x / 2, & x \in[0,2) \\ 0, & \text { otherwise }\end{cases}
$$

and thus:

$$
[0,1)=I^{\cap}=I_{A+A}=\mathcal{R}(A+A) \neq \mathbf{c l}\left\{I^{\cap}\right\}=[0,1] .
$$

Remark 12. When $\mathcal{R}\left(\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)\right)=I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)}=I^{\cap}, I^{\cap} \neq \mathbf{c l}\left\{I^{\cap}\right\}$ could happen, and clearly in this case, $I^{\cap} \neq\{0\}$. See Example 12 for a such example.

We can see that when $\mathcal{R}\left(\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)\right)=I_{\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)}=I^{\cap}, I^{\cap}=\mathbf{c l}\left\{I^{\cap}\right\}$ also could happen, and in this case, both $I^{\cap}=\{0\}$ and $I^{\cap} \neq\{0\}$ are possible.

Remark 13. The content of this paper is interrelated. For instance, the conclusion in Remark 10 implies the conclusion in Remark 4. Examples 9, 10 and 11 also show the conclusion in Remark 4. Example 5 can be used to illustrate some of the relationship between $I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)}$ and $I^{\cap}$ given in this paper, and some of the relationship between $\mathcal{R}\left(\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)\right)$ and $I^{\cap}$ given in this paper.

## 7. Conclusions

In this paper, we give general conclusions on the problems related to the interval ranges of the resulted fuzzy sets of compositions of finite arithmetic.

In [15], it is claimed that under certain conditions, the domain $I$ of a gradual set $\mu$ is equal to the range $\mathcal{R}\left(F_{\mu}\right)$ of its induced fuzzy set $F_{\mu}$.

We show by examples that this is not valid. In fact, even under stronger conditions than in [15], there are still various possibilities in the relationship between $I$ and $\mathcal{R}\left(F_{\mu}\right)$. Moreover, we give the relationship between $I$ and $\mathcal{R}\left(F_{\mu}\right)$, and the relationship between $I$ and $I_{F_{\mu}}$.

In [15], it is claimed that $I^{\cap}=I_{A \circ B}$ when $\circ$ is an arithmetic operation in $\{+,-, \times, /\}$.
We show by examples that this is not valid. Furthermore, we give the relationship between $I^{\cap}$ and $I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)}$. As a corollary, we give the relationship between $I^{\cap}$ and $I_{A \circ B}$ for $\circ \in\{+,-, \times, /\}$. We point out that $I_{\tilde{f}\left(A_{1}, \ldots, A_{n}\right)}$ has three possibilities: $\{0\}, I^{\cap}$ and $\mathbf{c l}\left\{I^{\cap}\right\}$.

In [15], it is claimed that under certain conditions, $\mathcal{R}\left(\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)\right)=I_{\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)}=I^{\cap}$.
We show by examples that this is not valid. In fact, even under stronger conditions than in [15], there are still various possibilities in the relationship between $\mathcal{R}\left(\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)\right)$ and $I^{\cap}$, and there are still various possibilities in the relationship between $I_{\widetilde{f}}\left(A_{1}, \ldots, A_{n}\right)$ and $I^{\cap}$.

The conclusions of this paper show that $I_{\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)}$ and $\mathcal{R}\left(\widetilde{f}\left(A_{1}, \ldots, A_{n}\right)\right)$ vary in the scopes determined by $I^{\cap}$, respectively. On the other hand, even under stronger conditions than in [15], these and $I^{\cap}$ are not necessarily equal, and there exist various possibilities in their relationship with $I^{\cap}$.

The results in this paper can be used in the theoretical research and practical applications of gradual numbers, gradual sets and arithmetic using the gradual numbers and gradual sets introduced by Wu [15]. We will discuss the properties of this kind of arithmetic in the future.
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#### Abstract

Ranking interval-valued fuzzy soft sets is an increasingly important research issue in decision making, and provides support for decision makers in order to select the optimal alternative under an uncertain environment. Currently, there are three interval-valued fuzzy soft set-based decision-making algorithms in the literature. However, these algorithms are not able to overcome the issue of comparable alternatives and, in fact, might be ignored due to the lack of a comprehensive priority approach. In order to provide a partial solution to this problem, we present a group decisionmaking solution which is based on a preference relationship of interval-valued fuzzy soft information. Further, corresponding to each parameter, two crisp topological spaces, namely, lower topology and upper topology, are introduced based on the interval-valued fuzzy soft topology. Then, using the preorder relation on a topological space, a score function-based ranking system is also defined to design an adjustable multi-steps algorithm. Finally, some illustrative examples are given to compare the effectiveness of the present approach with some existing methods.


Keywords: interval-valued fuzzy soft sets; interval-valued fuzzy soft topology; preference relationship; decision-making

## 1. Introduction

Dealing with vagueness and uncertainty, rather than exactness, in most real-world situations is the main problem in data-analysis sciences and decision-making. Many mathematical theories and tools such as probability theory, fuzzy set theory [1], interval-valued fuzzy set theory [2], intuitionist fuzzy set theory [3], rough set theory [4] and soft set theory [5] have been implemented to handle this problem, with the latter allowing researchers to deal with parametric data. Nowadays, soft sets theory contributes to a vast range of applications, particularly in decision-making. In this regard, many important results have been achieved, from parameter reduction to new ranking models.

Many soft set extensions and their applications have been discussed in previous studies, such as fuzzy soft sets [6-13] intuitionistic fuzzy sets [14-17], rough soft sets [18,19] and fuzzy soft topology [20-23]. The interval-valued fuzzy soft method was first used for decision-making problems by Son [24]. He applied this method by using the comparison table. Yang et al. [25] developed the method presented in [7] for an interval-valued fuzzy soft set and then, applied the concept of interval-valued fuzzy choice values to propose an approach for solving decision-making problems. The notion of level set in decisionmaking based on interval-valued fuzzy soft sets was introduced by Feng et al. [26] and then, the level soft set for interval-valued fuzzy soft sets was developed, further see [27]. Khameneh et al. [28-30] introduced the preference relationship for both fuzzy soft sets and intuitionistic fuzzy soft sets and then selected an optimal option for group decision-making problems by defining a new function value. In addition, interval-valued fuzzy soft sets have also been applied to various fields, for example information measure [31-34], decision making [35-38], matrix theory [39-41], and parameter reduction [37,38,42].

Recently, Ma et al. [43] introduced an average and an antitheses table for intervalvalued fuzzy soft sets and then selected an optimal option for group decision-making problems through the score value. Ma et al. [44] developed two methods [26,45] to solve decision-making problems by providing a new efficient decision-making algorithm and also considering added objects. However, these methods did not address the problem of incomparable alternatives because they lack a comprehensive priority approach. In order to solve these issues, this paper proposes an application of the induced preorderings based method for solving decision-making with interval-valued fuzzy soft information. Our contributions are as follows:
1 Proposing application of induced preordering based method for solving decisionmaking with interval-valued fuzzy soft information.
2 Proposing a novel score function of interval-valued fuzzy soft sets that selects an optimal option for group decision-making problems.
3 A real-life example is given to compare the effectiveness of this approach with some existing methods.

## 2. Preliminaries

In this section, we recall some definitions and properties of interval-valued fuzzy sets $(I V F)$ and interval-valued fuzzy soft sets (IVFS). Note that, throughout this paper, $X$ and $E$ denote the sets of objects and parameters, respectively. $\mathbb{I}^{X}$ and $[\mathbb{I}]^{X}$, where $\mathbb{I}=[0,1]$ and $[\mathbb{I}]=\{[a, b], a \leq b, a, b \in \mathbb{I}\}$ denote, respectively, the set of all fuzzy subsets and the set of all interval-valued fuzzy subsets of $X$.

Definition 1. Ref. [2] A pair $(f, X)$, is called an IVF subset of $X$ if $f$ is a mapping given by $f: X \rightarrow[\mathbb{I}]$ such that for any $x \in X, f(x)=\left[f^{-}(x), f^{+}(x)\right]$ is a closed subinterval of $[0,1]$ where $f^{-}(x)$ and $f^{+}(x)$ are referred to as the lower and upper degrees of membership $x$ to $f$ and $0 \leq f^{-}(x) \leq f^{+}(x) \leq 1$.

In 1999, Molodtsov [5] defined the concept of soft sets (SS) for the first time as a pair of $(f, E)$ or $f_{E}$ such that $E$ is a parameter set and $f$ is the mapping $f: E \rightarrow 2^{X}$ where for any $e \in E, f(e)$ is a subset of $X$. By combining the concepts of soft sets and interval-valued fuzzy sets, a new hybrid tool was defined as the following.

Definition 2. Ref. [25] A pair $(f, E)$ is called an IVFS set over $X$ if the mapping $f$ is given by $f: E \rightarrow[\mathbb{I}]^{X}$ where for any $e \in E$ and $x \in X, f(e)(x)=\left[f^{-}(e)(x), f^{+}(e)(x)\right]$.

Consider two IVFSs $f_{E}, g_{E}$ over the common universe $X$. The union of $f_{E}$ and $g_{E}$, denoted by $f_{E} \tilde{\vee} g_{E}$, is the IVFSs $(f \tilde{\vee} g)_{E}$, where $\forall e \in E$ and any $x \in X$, we have $(f \tilde{\vee} g)(e)(x)=\left[\max \left\{f_{e}^{-}(x), g_{e}^{-}(x)\right\}, \max \left\{f_{e}^{+}(x), g_{e}^{+}(x)\right\}\right]$. The intersection of $f_{E}$ and $g_{E}$, denoted by $f_{E} \wedge g_{E}$, is the IVFSs $(f \tilde{\wedge} g)_{E}$, where $\forall e \in E$ and $\forall x \in X$, we have $(f \wedge g)(e)(x)=\left[\min \left\{f_{e}^{-}(x), g_{e}^{-}(x)\right\}, \min \left\{f_{e}^{+}(x), g_{e}^{+}(x)\right\}\right]$. The complement of $f_{E}$ is denoted by $f_{E}^{c}$ and is defined by $f^{c}: E \rightarrow[\mathbb{I}]^{X}$ where $\forall e \in E$ and any $x \in X, f^{c}(e)(x)=$ $\left[1-f_{e}^{+}(x), 1-f_{e}^{-}(x)\right]$. The null IVFSs, denoted by $\varnothing_{E}$, is defined as an IVFSs over $X$ such that $f_{e}^{-}(x)=f_{e}^{+}(x)=0$ for all $e \in E$ and any $x \in X$. The absolute IVFSs, denoted by $X_{E}$, is defined as an IVFSs over $X$ where $f_{e}^{-}(x)=f_{e}^{+}(x)=1, \forall e \in E$ and any $x \in X$.

Using the matrix form of interval-valued fuzzy relations, authors in [39] represented a finite IVFSs $f_{E}$ as the following $n \times m$ matrix

$$
f_{E}=\left[\left[f_{i j}^{-}, f_{i j}^{+}\right]\right]_{n \times m}=\left[\begin{array}{ccc}
{\left[f_{e_{1}}^{-}\left(x_{1}\right), f_{e_{1}}^{+}\left(x_{1}\right)\right]} & \ldots & {\left[f_{e_{1}}^{-}\left(x_{m}\right), f_{e_{1}}^{+}\left(x_{m}\right)\right]} \\
\vdots & \ldots & \vdots \\
{\left[f_{e_{n}}^{-}\left(x_{1}\right), f_{e_{1}}^{+}\left(x_{1}\right)\right]} & \cdots & {\left[f_{e_{n}}^{-}\left(x_{m}\right), f_{e_{1}}^{+}\left(x_{m}\right)\right]}
\end{array}\right]_{n \times m}
$$

where $|E|=n,|X|=m$ and $f_{i j}^{-}=f_{e_{i}}^{-}\left(x_{j}\right), f_{i j}^{+}=f_{e_{i}}^{+}\left(x_{j}\right)$ for $i=1, \ldots, n$ and $j=1, \ldots, m$.
Accordingly, the concepts of union, intersection, complement, etc., can be represented in a matrix format in the finite case.

Definition 3. Ref. [46] A triplet ( $X, E, \tau$ ) is called an interval-valued fuzzy soft topological space (IVFST) if $\tau$ is a collection of interval-valued fuzzy soft subsets of $X$ containing absolute and null IVFSs and closed under arbitrary union and finite intersection.

## Preorders and Topologies

In this subsection, we present some basic properties about the connection between preorders and topologies proposed by [47].

Topological structures and classical order structures are well recognised to have close relationships, which can be summarised as follows:
(1) A subset $A$ of $X$ is called an upper set of $X$ if $A=\uparrow A$, where $\uparrow A$ defined by $\uparrow A=\{y \in X: \exists x \in A, x \leq y\}$, and $X$ is a preordered set, and $B$ is called a lower set $B=\downarrow B=\{y \in X: \exists x \in X, y \leq x\}$.
(2) The family of all upper subsets of $x$ is a topology for a preorder set $(X, \leq)$, which is called the Alexandrov topology induced in $(X, \leq)$.
(3) A topological space $(X, \tau)$ is defined by $x \leq y$ if and only if $x \in U$, then $y \in U$ for each open set $U$ of $X$, or equivalently $x \in c\{y\}$, where $c\{y\}$, is the closure of $\{y\}$. Then, $\leq$ is a preorder on $X$, called the specialization order $(X, \tau)$ on $X$.

## 3. Construction Tow Preorderings in Lower and Upper Spaces

By using the notion of $\left[\alpha_{1}, \alpha_{2}\right]$-level sets of interval-valued fuzzy soft open sets in ( $X, E, \tau$ ), this section, introduces two topological spaces, known as lower and upper spaces, by which two preordering relations over the universal set $X$ are investigated.

Definition 4. Let $f_{E}$ be an IVFS set over $X$. Corresponding to each parameter $e \in E$, we define two crisp sets, called $\alpha$-upper-e crisp set and $\beta$-lower-e crisp set, where $\alpha=\left[\alpha_{1}, \alpha_{2}\right] \subset \mathbb{I}, \beta=$ $\left[\beta_{1}, \beta_{2}\right] \subset \mathbb{I}$ as the following:

$$
\begin{aligned}
\text { U.C. } S_{\alpha}^{f}(e) & =\left\{x \in X:\left[f_{e}^{-}(x), f_{e}^{+}(x)\right]>\alpha, \alpha \subseteq[0,1)\right\} \\
& =\left\{x \in X: f_{e}^{-}(x)>\alpha_{1}, f_{e}^{+}(x)>\alpha_{2}, \alpha_{1}, \alpha_{2} \in[0,1)\right\} \\
\text { L.C.S }{ }_{\beta}^{f}(e) & =\left\{x \in X:\left[f_{e}^{-}(x), f_{e}^{+}(x)\right]<\beta, \beta \subseteq(0,1]\right\} \\
& =\left\{x \in X: f_{e}^{-}(x)<\beta_{1}, f_{e}^{+}(x)<\beta_{2}, \beta_{1}, \beta_{2} \in(0,1]\right\}
\end{aligned}
$$

Proposition 1. Let $X$ be the set of objects, $E$ be the set of parameters and $f_{E}, g_{E}$ be two IVFSs over $X$. Suppose that the threshold intervals $\alpha_{1}, \alpha_{2}, \subseteq[0,1)$, and $\beta_{1}, \beta_{2}, \subseteq(0,1]$ are given such that $\alpha_{1}=\left[\alpha_{1}^{\star}, \alpha_{1}^{\star \star}\right], \alpha_{2}=\left[\alpha_{2}^{\star}, \alpha_{2}^{\star \star}\right], \beta_{1}=\left[\beta_{1}^{\star}, \beta_{1}^{\star \star}\right]$ and $\beta_{2}=\left[\beta_{2}^{\star}, \beta_{2}^{\star \star}\right]$. Consider the parameter $e \in E$.

1. If $\alpha_{1} \geq \alpha_{2}$, then U.C. $S_{\alpha_{1}}^{f}(e) \subseteq$ U.C. $S_{\alpha_{2}}^{f}(e)$. If $\beta_{1} \geq \beta_{2}$, then L.C. $S_{\beta_{2}}^{f}(e) \subseteq$ L.C.S $S_{\beta_{1}}^{f}(e)$.
2. If $f_{E} \tilde{\leq} g_{E}$, then U.CS $S_{\alpha_{1}}^{f}(e) \subseteq$ U.C. $S_{\alpha_{1}}^{g}(e)$ and L.C. $S_{\beta_{1}}^{f}(e) \subseteq$ L.C. $S_{\beta_{1}}^{g}(e)$.
3. If $f_{E}=X_{E}$, then U.C.S $S_{\alpha_{1}}^{f}(e)=X$ and L.C.S $\beta_{\beta_{1}}^{f}(e)=\varnothing$. Moreover, if $f_{E}=\varnothing_{E}$ then, $U \cdot C S_{\alpha_{1}}^{f}(e)=\varnothing$ and $L \cdot C S_{\beta_{1}}^{f}(e)=X$.
4. U.C. $S_{\alpha_{1}}^{f}(\neg e)=L \cdot C S_{\left[1-\alpha_{1}^{\star \star}, 1-\alpha_{1}^{\star}\right]}^{f}(e)$ and $L \cdot C S_{\alpha_{1}}^{f}(\neg e)=U \cdot C S_{\left[1-\alpha_{1}^{\star \star}, 1-\alpha_{1}^{\star}\right]}^{f}(e)$.
5. U.CS $S_{\alpha_{1}}^{\neg f}(e)=\operatorname{L.CS} S_{\left[1-\alpha_{1}^{\star \star}, 1-\alpha_{1}^{\star}\right]}^{f}(e)$ and $\operatorname{L.CS}_{\alpha_{1}}^{\neg f}(\neg e)=U \cdot \operatorname{Des}_{\left[1-\alpha_{1}^{\star \star}, 1-\alpha_{1}^{\star}\right]}^{f}(e)$.

Proof. It is straightforward.
Theorem 1. Let $(X, E, \tau)$ be an IVFSTS. Suppose that the threshold intervals $\alpha_{1}, \alpha_{2}, \subseteq[0,1)$, and $\beta_{1}, \beta_{2} \subseteq(0,1]$ are given such that $\alpha=\left[\alpha_{1}, \alpha_{2}\right]$ and $\beta=\left[\beta_{1}, \beta_{2}\right]$, then

1. The collection $\left\{\right.$ U.C.S. $\left.S_{\alpha}^{f}(e): f_{E} \in \tau, e \in E, \alpha \subseteq[0,1)\right\}$, denoted by $\tau_{e, \alpha}^{u}$, is a topology over $X$.
2. The collection $\mathfrak{B}_{\beta}^{l}(e)=\left\{\right.$ L.C.S. $\left.S_{\beta}^{f}(e): f_{E} \in \tau, e \in E, \beta \subseteq(0,1]\right\}$, is a base for a topology over $X$, denoted by $\tau_{e, \beta}^{l}$.

Proof. 1. (a) By Proposition 1, $X, \varnothing \in \tau_{e, \alpha}^{u}$, since $X_{E}, \varnothing_{E} \in \tau$.
(b) Let $\left\{\text { U.C. } S_{\alpha}^{f_{i}}(e)\right\}_{i \in I}$ be a subfamily of $\tau_{e, \alpha}^{u}$. Then, we have $\bigcup_{i}$ U.C. $S_{\alpha}^{f_{i}}(e)$ $=U . C . S_{\alpha}^{\left(\tilde{V}_{i \in I} f_{i}\right)}(e) \in \tau_{e, \alpha}^{u}$, since $\tilde{\vee}_{i \in I} f_{i E} \in \tau$.
(c) Let U.C. $S_{\alpha}^{f}(e)$ and U.C. $S_{\alpha}^{g}(e)$ be two open sets in $\tau_{e, \alpha}^{u}$. Then, we have $U . C S_{\alpha}^{f}(e) \cap$ U.C. $S_{\alpha}^{g}(e)=$ U.C. $S_{\alpha}^{(f \pi g)}(e) \in \tau_{e, \alpha}^{u}$, since $f_{E} \tilde{\wedge} g_{E} \in \tau$. This completes the proof.
2. (a) That $X \in \mathfrak{B}_{\beta}^{l}(e)$ is implied from $\varnothing_{E}$ is in $\tau$.
(b) Let L.C.S $f_{\beta}^{f}(e)$ and L.C.S $S_{\beta}^{g}(e)$ in $\mathfrak{B}_{\beta}^{l}(e)$. Then, we have L.C. $S_{\beta}^{f}(e) \cap$ L.C.S $S_{\beta}^{g}(e)=$ L.C. $S_{\beta}^{f\ulcorner g}(e) \in \mathfrak{B}_{\beta}^{l}(e)$ that is implied form $f \widetilde{\vee} g \in \tau$.

Theorem 2. Let $(X, E, \tau)$ be an IVFSTS. Suppose that the threshold intervals $\alpha_{1}, \alpha_{2}, \subseteq[0,1)$, and $\beta_{1}, \beta_{2} \subseteq(0,1]$ are given such that $\alpha=\left[\alpha_{1}, \alpha_{2}\right]$ and $\beta=\left[\beta_{1}, \beta_{2}\right]$.

1. The binary relation $\succsim_{e, \alpha}^{\tau}$ on $X$ defined by

$$
y \succeq_{e, \alpha}^{\tau} x \Leftrightarrow\left[\forall V \in \tau_{e, \alpha}^{u}: x \in V \Rightarrow y \in V\right]
$$

is a preorder relation called $\alpha$-upper-e preorder relation on X .
2. The binary relation $\preceq_{e}^{\tau, \beta}$ on $X$ defined by

$$
y \preceq_{e}^{\tau, \beta} x \Leftrightarrow\left[\forall U \in \tau_{e, \beta}^{l}: x \in U \Rightarrow y \in U\right]
$$

is a preorder relation called $\beta$-lower-e preorder relation on $X$.
Proof. 1. For all $x \in X$, obviously, $x \succsim_{e, \alpha}^{u} x$, that is, " $\succsim_{e, \alpha}^{u}$ " is reflexive. Now, for all $x, y, z \in X$, if $y \succsim_{e, \alpha}^{u} x$, and $z \succsim_{e, \alpha}^{u} y$, then, if for all $V \in \tau_{e, \alpha}^{u}$-open set, $x \in V$, then $y \in V$ and $z \in V$, so, $z \succsim_{e, \alpha}^{u} x$, that is, " $\succsim_{e, \alpha}^{u}$ " is transitive. Thererfore, $\left(X, \succsim_{e, \alpha}^{u}\right)$ is a preordered set.
2. A similar technique is used to prove the second part.

Theorem 3. Let $(X, E, \tau)$ be an IVFSTS. Suppose that the threshold intervals $\alpha_{1}, \alpha_{2}, \subseteq[0,1)$, and $\beta_{1}, \beta_{2}, \subseteq(0,1]$ are given such that $\alpha=\left[\alpha_{1}, \alpha_{2}\right]$ and $\beta=\left[\beta_{1}, \beta_{2}\right]$.

1. The binary relation $\simeq \tau, \alpha$, defined by

$$
y \simeq_{e, \alpha}^{\tau} x \Leftrightarrow\left[y \succsim_{e, \alpha}^{\tau} x, x \succsim_{e, \alpha}^{\tau} y\right]
$$

is an equivalence relation over $X$. If $y \varkappa_{e, \alpha}^{\tau} x$, then we say $x$ and $y$ are $\alpha$-upper equivalent with to respect to the parameter $e$.
The equivalence relation $\simeq_{e, \alpha}^{\tau}$, generates the partition $P_{e, \alpha}^{\tau}$ of $X$ where the equivalence classes are defined as $[x]_{e, \alpha}^{\tau}=\left\{z \in X: z \simeq_{e, \alpha}^{\tau} x\right.$ and are called $\alpha$-upper-e equivalence classes.
2. The binary relation $\simeq_{e}^{\tau, \beta}$, where $\beta=\left[\beta_{1}, \beta_{2}\right]$,

$$
y \asymp_{e}^{\tau, \beta} x \Leftrightarrow\left[y \precsim_{e}^{\tau, \beta} x, x \precsim_{e}^{\tau, \beta} y\right]
$$

is an equivalence relation over $X$. If $y \simeq_{e, \beta}^{\tau} x$, then we say $x$ and $y$ are $\left[\beta_{1}, \beta_{2}\right]$-lower equivalent with to respect to the parameter $e$. The equivalence relation $\simeq_{e}^{\tau, \beta}$, generates the partition $P_{e}^{\tau, \beta}$ of $X$ where the equivalence classes are defined as $[x]_{e}^{\tau, \beta}=\left\{z \in X: z \simeq_{e}^{\tau, \beta} x\right.$ and are called $\beta$-lower-e equivalence classes.

Proof. It is straightforward.

## Preorder and Equivalence Matrices

Now, let the finite sets $X=\left\{x_{1}, \cdots, x_{m}\right\}$ and $E=\left\{e_{1}, \cdots, e_{n}\right\}$ be given as the sets of objects and parameters. Then, the previous properties can be represented by using the matrix form of IVFS sets as the following.

Take an IVFS set $f_{E}$ over $X$. First, for any $1 \leq i \leq m$ and $1 \leq t \leq n$, the concepts of $\alpha$-upper- $e_{t}$ and $\beta$-lower- $e_{t}$ matrices of $f_{E}$, where $\alpha, \beta \subseteq \mathbb{I}$, can be formulated as the following two matrices (or row vectors)

$$
\text { U.C.S } S_{\alpha} e_{t}^{f}=\left[u_{i}^{f}\left(e_{t}, \alpha\right)\right]_{1 \times m}= \begin{cases}1 & \text { if } f_{e_{t}}^{-}\left(x_{i}\right)>\alpha_{1}, f_{e_{t}}^{+}\left(x_{i}\right)>\alpha_{2}  \tag{1}\\ 0 & \text { if } f_{e_{t}}^{-}\left(x_{i}\right) \leq \alpha_{1}, f_{e_{t}}^{+}\left(x_{i}\right) \leq \alpha_{2}\end{cases}
$$

and

$$
\text { L.C.S } \beta_{\beta} e_{t}^{f}=\left[l_{i}^{f}\left(e_{t}, \beta\right)\right]_{1 \times m}=\left\{\begin{array}{cc}
0 & \text { if } f_{e_{t}}^{-}\left(x_{i}\right) \geq \beta_{1}, f_{e_{t}}^{+}\left(x_{i}\right) \geq \beta_{2}  \tag{2}\\
1 & \text { if } f_{e_{t}}^{-}\left(x_{i}\right)<\beta_{1}, f_{e_{t}}^{+}\left(x_{i}\right)<\beta_{2}
\end{array}\right.
$$

where $\alpha=\left[\alpha_{1}, \alpha_{1}\right]$ and $\beta=\left[\beta_{1}, \beta_{2}\right]$ are the given threshold vectors.
Then, obviously, for any $e_{t} \in E$, the topologies $\tau_{e_{t}, \alpha}^{u}$ and $\tau_{e_{t}, \beta}^{l}$ can be represented by the collections

$$
\tau_{e_{t}, \alpha}^{u}=\left\{\left[u_{i}^{f}\left(e_{t}, \alpha\right)\right]_{1 \times m}: \alpha \subseteq[0,1), f_{E} \in \tau, 1 \leq i \leq m\right\}
$$

and

$$
\tau_{e_{t}, \beta}^{l}=\left\{\left[l_{i}^{f}\left(e_{t}, \beta\right)\right]_{1 \times m}: \beta \subseteq(0,1], f_{E} \in \tau, 1 \leq i \leq m\right\}
$$

where $\tau$ is the IVFST on X.
Accordingly, the preorderings $\succeq_{e_{t}, \alpha}^{\tau}$ and $\preceq_{e_{t}}^{\tau, \beta}$ can be represented by

$$
x_{i} \succeq_{e_{t}, \alpha}^{\tau} x_{j} \Leftrightarrow\left[\forall f_{E} \in \tau: u_{j}^{f}\left(e_{t}, \alpha\right)=1 \Rightarrow u_{i}^{f}\left(e_{t}, \alpha\right)=1\right]
$$

and

$$
x_{i} \preceq_{e_{t}}^{\tau, \beta} x_{j} \Leftrightarrow\left[\forall f_{E} \in \tau: l_{j}^{f}\left(e_{t}, \beta\right)=1 \Rightarrow l_{i}^{f}\left(e_{t}, \beta\right)=1\right]
$$

where $x_{i}, x_{j} \in X$.
The matrix forms of the preorderings $\succsim_{e_{t}, \alpha}^{\tau}$ and $\precsim_{e_{t}}^{\tau, \beta}$ are used to define two comparison matrices $G_{\alpha}\left(e_{t}\right)=\left[g_{\alpha}\left(e_{t}\right)_{i j}\right]_{m \times m}$ and $S_{\beta}\left(e_{t}\right)=\left[s_{\beta}\left(e_{t}\right)_{i j}\right]_{m \times m}$, which are two square matrices whose rows and columns are labeled by the objects of $X$, as below.

Definition 5. Consider the binary relations $\succsim_{e_{t}, \alpha}^{\tau}$ and $\precsim_{e_{t}}^{\tau, \beta}$ and threshold intervals $\alpha=\left[\alpha_{1}, \alpha_{2}\right]$, $\beta=\left[\beta_{1}, \beta_{2} \subseteq \mathbb{I}\right.$. Then, we define

$$
G_{\alpha}\left(e_{t}\right)=\left[g_{\alpha}\left(e_{t}\right)_{i j}\right]_{m \times m}: g_{\left[\alpha_{1}, \alpha_{2}\right]}\left(e_{t}\right)_{i j}=\left\{\begin{array}{cc}
1 & \text { if } x_{i} \succsim_{i} \overbrace{t, \alpha} x_{j}  \tag{3}\\
0 & \text { otherwis }
\end{array}\right.
$$

and

$$
S_{\beta}\left(e_{t}\right)=\left[s_{\beta}\left(e_{t}\right)_{i j}\right]_{m \times m}: s_{\left[\beta_{1}, \beta_{2}\right]}\left(e_{t}\right)_{i j}=\left\{\begin{array}{cc}
1 & \text { if } x_{i} \precsim_{\precsim} e_{t}^{\tau, \beta} x_{j}  \tag{4}\\
0 & \text { otherwis }
\end{array}\right.
$$

Proposition 2. Let $(X, E, \tau)$ be an IVFST and $G_{\alpha}(e)$ and $S_{\beta}(e)$ be two matrices defined in Equations (3) and (4). Then,

1. For $1 \leq i \leq m, g_{\alpha}\left(e_{t}\right)_{i i}=1$ and $s_{\beta}\left(e_{t}\right)_{i i}=1$,
2. If $g_{\alpha}\left(e_{t}\right)_{i j}=g_{\alpha}\left(e_{t}\right)_{j k}=1$, then $g_{\alpha}\left(e_{t}\right)_{i k}=1$. If $s_{\beta}\left(e_{t}\right)_{i j}=s_{\beta}\left(e_{t}\right)_{j k}=1$, then $s_{\beta}\left(e_{t}\right)_{i k}=1$.
3. $G_{\alpha}\left(e_{t}\right)$ and $S_{\beta}\left(e_{t}\right)$ are symmetric matrices.
where $i, j, k \in\{1, \ldots, m\}$
Proof. It is straightforward.
Proposition 3. Let $(X, E, \tau)$ be an IVFSTS and $\alpha, \beta \subseteq \mathbb{I}$, where $\alpha=\left[\alpha_{1}, \alpha_{1}\right]$ and $\beta=\left[\beta_{1}, \beta_{2}\right]$ are the threshold intervals, then
4. $\quad G_{\alpha}\left(e_{t}\right)$ is an identity matrix if and only if $\neg\left(x_{i} \succeq_{e_{+} \alpha}^{\tau} x_{j}\right), \forall i, j=1, \ldots$, m and $i \neq j$.
5. $S_{\beta}\left(e_{t}\right)$ is an identity matrix if and only if $\neg\left(x_{i} \preceq_{e_{t}}^{\tau, \beta} x_{j}\right), \forall i, j=1, \ldots$, m and $i \neq j$.
6. $G_{\alpha}\left(e_{t}\right)$ is a unit matrix if and only if $x_{i} \succeq_{e_{t}, \alpha}^{\tau} x_{j}, \forall i, j=1, \ldots, m$ and $i \neq j$.
7. $S_{\beta}\left(e_{t}\right)$ is a unit matrix if and only if $x_{i} \preceq_{e_{t}}^{\tau, \beta} x_{j}, \forall i, j=1, \ldots, m$ and $i \neq j$.

Proof. It is straightforward.
Proposition 4. Let $(X, E, \tau)$ be an IVFSTS and $\alpha, \beta \subseteq \mathbb{I}$, where $\alpha=\left[\alpha_{1}, \alpha_{1}\right], \beta=\left[\beta_{1}, \beta_{2}\right]$ are the threshold intervals, then

1. $\quad G_{\alpha}\left(e_{t}\right)=I_{m}^{U}$ if and only if we have $x_{1} \succeq_{e_{t}, \alpha}^{\tau} \cdots \succeq_{e_{t}, \alpha}^{\tau} x_{m}$.
2. $\quad S_{\beta}\left(e_{t}\right)=I_{m}^{U}$ if and only if $x_{1} \preceq_{e_{t}}^{\tau, \beta} \cdots \preceq_{e_{t}^{\tau, \beta}}^{\tau, \beta} x_{m}$.
3. $\quad G_{\alpha}\left(e_{t}\right)=I_{m}^{L}$ if and only if $x_{m} \succeq_{e_{t, \alpha}}^{\tau} \cdots \succeq_{e_{t, \alpha}}^{\tau} x_{1}$.
4. $\quad S_{\beta}\left(e_{t}\right)=I_{m}^{L}$ if and only if $x_{m} \preceq_{e_{t}}^{\tau, \beta} \cdots \preceq_{e_{t}}^{\tau, \beta} x_{1}$.
where $I_{m}^{U}, I_{m}^{L}$ are the upper and lower triangular matrix, respectively.
Proof. It is straightforward.
Analogously, the equivalence relations $\simeq_{e_{t}, \alpha}^{\tau}$ and $\simeq_{e_{t}}^{\tau, \beta}$ can be applied to compute the following two square matrices
$E_{\alpha}^{U}\left(e_{t}\right)=\left[e_{\alpha}^{u}\left(e_{t}\right)_{i j}\right]_{m \times m}$ and $E_{\beta}^{L}\left(e_{t}\right)=\left[e_{\beta}^{l}\left(e_{t}\right)_{i j}\right]_{m \times m}$, respectively, where $\alpha=\left[\alpha_{1}, \alpha_{2}\right]$, $\beta=\left[\beta_{1}, \beta_{2}\right] \subseteq \mathbb{I}$.

Definition 6. Consider the binary relations $\simeq_{e_{t}, \alpha}^{\tau}$ and $\simeq_{e_{t}}^{\tau, \beta}$ and threshold intervals $\alpha=\left[\alpha_{1}, \alpha_{2}\right]$, $\beta=\left[\beta_{1}, \beta_{2} \subseteq \mathbb{I}\right.$. We define

$$
E_{\alpha}^{U}\left(e_{t}\right)=\left[e_{\alpha}^{u}\left(e_{t}\right)_{i j}\right]_{m \times m}: e_{\alpha}^{u}\left(e_{t}\right)_{i j}=\left\{\begin{array}{cc}
1 & \text { if } x_{i} \simeq_{e_{t}, \alpha}^{\tau} x_{j}  \tag{5}\\
0 & \text { otherwis }
\end{array}\right.
$$

and

$$
E_{\beta}^{L}\left(e_{t}\right)=\left[e_{\beta}^{l}\left(e_{t}\right)_{i j}\right]_{m \times m}: e_{\beta}^{l}\left(e_{t}\right)_{i j}=\left\{\begin{array}{cc}
1 & \text { if } x_{i} \backsim_{e_{t}}^{\tau, \beta} x_{j}  \tag{6}\\
0 & \text { otherwis }
\end{array}\right.
$$

Proposition 5. Let $(X, E, \tau)$ be an IVFST and $E_{\alpha}^{U}\left(e_{t}\right)$ and $E_{\beta}^{L}\left(e_{t}\right)$ be the comparison matrices defined in Equations (5) and (6). Then,

1. For any $1 \leq i \leq m$ : $e_{\alpha}^{u}\left(e_{t}\right)_{i i}=1$ and $e_{\beta}^{l}\left(e_{t}\right)_{i i}=1$.
2. $E^{U}\left(e_{t}\right)$ and $E^{L}\left(e_{t}\right)$ are symmetric matrices.
3. If $e_{\alpha}^{u}\left(e_{t}\right)_{i k}=e_{\alpha}^{u}\left(e_{t}\right)_{j k}=1$, then $e_{\alpha}^{u}\left(e_{t}\right)_{i j}=e_{\alpha}^{u}\left(e_{t}\right)_{j i}=1$. If $e_{\beta}^{l}\left(e_{t}\right)_{i k}=e_{\beta}^{l}\left(e_{t}\right)_{j k}=1$, then $e_{\beta}^{l}\left(e_{t}\right)_{i j}=e_{\beta}^{l}\left(e_{t}\right)_{j i}=1$.
4. If $e_{\alpha}^{u}\left(e_{t}\right)_{k i}=e_{\alpha}^{u}\left(e_{t}\right)_{k j}=1$, then $e_{\alpha}^{u}\left(e_{t}\right)_{i j}=e_{\alpha}^{u}\left(e_{t}\right)_{j i}=1$. If $e_{\beta}^{l}\left(e_{t}\right)_{k i}=e_{\beta}^{l}\left(e_{t}\right)_{k j}=1$, then $e_{\beta}^{l}\left(e_{t}\right)_{i j}=e_{\beta}^{l}\left(e_{t}\right)_{j i}=1$.
where $i, j, k \in\{1, \cdots, m\}$
Proof. It is straightforward.

## 4. An Application in Decision-Making Problems

The main task in decision making methods is to rank the given candidates to find the optimum choice. Since the proposed preorderings, given in Section 3, are not total or linear, we define a score function $S$ based on the entries of defined comparison matrices to obtain a new ranking system of objects according to preorderings $\succsim_{e_{t}, \alpha}^{\tau}$ and $\precsim_{e_{t}}^{\tau, \beta}$.

Definition 7. Let $X$ and $E$ be the universal sets of objects and parameters, respectively, and $\alpha, \beta \subseteq$ $\mathbb{I}$, where $\alpha=\left[\alpha_{1}, \alpha_{1}\right]$ and $\beta=\left[\beta_{1}, \beta_{2}\right]$, are the threshold intervals. The mapping $S=X \rightarrow \mathbb{R}$ defined by

$$
S\left(x_{i}\right)=S_{i}=\sum_{t=1}^{n}\left(\left[\sum_{j=1}^{m} g_{\alpha}\left(e_{t}\right)_{i j}-\sum_{j=1}^{m} e_{\alpha}^{u}\left(e_{t}\right)_{i j}\right]-\left[\sum_{j=1}^{m} s_{\beta}\left(e_{t}\right)_{i j}-\sum_{j=1}^{m} e_{\beta}^{l}\left(e_{t}\right)_{i j}\right]\right)
$$

where $x_{i} \in X$ and $S_{i}$ is score value of object $x_{i}$.

Example 1. Suppose that $X=\left\{o_{1}, o_{2}, o_{3}, o_{5}\right\}$ be a set of 5 hotels in Langkawi and $E=\left\{e_{1}, \ldots, e_{4}\right\}$ be a set of parameters where for any $t=1, \ldots, 4$ the parameter $e_{t}$ stands for "location", "cleanliness", "facilities", and " food", respectively. Reviewers are classified into three groups: couples, solo travelers, and a group of friends. We consider these groups of reviewers as three different decision-makers, $f_{1}, f_{2}, f_{3}$, characterized based on the criteria $e_{t} \in E$. These three groups provide the following three IVFS matrices $f_{1 E}, f_{2 E}, f_{3 E}$.

Step 1. The following three interval-valued fuzzy soft set $f_{s E}(s=1,2,3)$ that are given in Tables 1-3.

Table 1. $f_{1 E}$.

| $\boldsymbol{f}_{\mathbf{1 E}}$ | $\boldsymbol{o}_{\mathbf{1}}$ | $\boldsymbol{o}_{\mathbf{2}}$ | $\boldsymbol{o}_{\mathbf{3}}$ | $\boldsymbol{o}_{\mathbf{4}}$ | $\boldsymbol{o}_{\mathbf{5}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $e_{1}$ | $[0.1,0.4]$ | $[0.4,0.4]$ | $[0.4,0.5]$ | $[0,0.5]$ | $[0.0,0.0]$ |
| $e_{2}$ | $[0.5,0.6]$ | $[0.3,0.6]$ | $[0.3,1.0]$ | $[0.7,1.0]$ | $[0.0,0.7]$ |
| $e_{3}$ | $[0.0,0.5]$ | $[0.5,0.8]$ | $[0.1,0.8]$ | $[0.1,0.9]$ | $[0.3,0.9]$ |
| $e_{4}$ | $[0.0,0.8]$ | $[0.7,0.8]$ | $[0.1,0.7]$ | $[0.1,1.0]$ | $[0.6,1.0]$ |

Table 2. $f_{2 E}$.

| $f_{2 E}$ | $\boldsymbol{o}_{\mathbf{1}}$ | $\boldsymbol{o}_{\mathbf{2}}$ | $\boldsymbol{o}_{\mathbf{3}}$ | $\boldsymbol{o}_{\mathbf{4}}$ | $\boldsymbol{o}_{\mathbf{5}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $e_{1}$ | $[0.2,0.6]$ | $[0.2,0.6]$ | $[0.6,0.6]$ | $[0.5,0.6]$ | $[0.5,0.6]$ |
| $e_{2}$ | $[0.4,0.8]$ | $[0.0,0.8]$ | $[0.0,0.6]$ | $[0.6,0.9]$ | $[0.6,0.9]$ |
| $e_{3}$ | $[0.1,0.5]$ | $[0.1,0.8]$ | $[0.6,0.8]$ | $[0.5,0.6]$ | $[0.5,0.9]$ |
| $e_{4}$ | $[0.3,0.6]$ | $[0.3,0.3]$ | $[0.2,0.3]$ | $[0.2,0.7]$ | $[0.7,0.7]$ |

Table 3. $f_{3 E}$.

| $f_{3 E}$ | $\boldsymbol{o}_{\mathbf{1}}$ | $\boldsymbol{o}_{\mathbf{2}}$ | $\boldsymbol{o}_{\mathbf{3}}$ | $\boldsymbol{o}_{\mathbf{4}}$ | $\boldsymbol{o}_{\mathbf{5}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $e_{1}$ | $[0.5,0.6]$ | $[0.6,0.5]$ | $[0.1,0.8]$ | $[0.1,0.5]$ | $[0.5,0.6]$ |
| $e_{2}$ | $[0.2,0.8]$ | $[0.2,0.2]$ | $[0.2,0.2]$ | $[0.2,0.6]$ | $[0.1,0.6]$ |
| $e_{3}$ | $[0.1,0.3]$ | $[0.1,0.2]$ | $[0.2,0.3]$ | $[0.2,0.3]$ | $[0.2,0.8]$ |
| $e_{4}$ | $[0.7,0.8]$ | $[0.0,0.8]$ | $[0.0,0.1]$ | $[0.1,1.0]$ | $[0.1,0.3]$ |

Step 2. Assume that $\left[\alpha_{1}, \alpha_{2}\right]=[0.3,0.6]$ and $\left[\beta, \beta_{2}=[0.2,0.4]\right.$.
Step 3. The upper crisp matrices and lower crisp matrices, as below:

$$
\begin{aligned}
& f_{1}=\left[\begin{array}{lllll}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 1
\end{array}\right], f_{2}=\left[\begin{array}{lllll}
0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 1
\end{array}\right], f_{3}=\left[\begin{array}{lllll}
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0
\end{array}\right] \\
& f_{1}=\left[\begin{array}{lllll}
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right], f_{2}=\left[\begin{array}{lllll}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right], f_{3}=\left[\begin{array}{lllll}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 1
\end{array}\right]
\end{aligned}
$$

Step 4. The upper topology and lower topology are shown in Tables 4 and 5.

Table 4. $\alpha$-Upper- $e_{t}$ topology; $\alpha=\left[\alpha_{1}, \alpha_{2}\right], t=1, \ldots, 4$.

| $\tau_{e_{t}, \alpha}^{u}$ |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $e_{1}$ | $\left\{[0]_{1 \times 5}\right.$ | $[1]_{1 \times 5}$ | [0 | 1 | 0 | 0 | 0]\} |  |  |  |  |  |
| $e_{2}$ | $\left\{[0]_{1 \times 5}\right.$ | $\left.{ }_{[1]}\right]_{1 \times 5}$ | [0 | 0 | 0 | 1 | $0]$ | [1 | 0 | 0 | 1 | 1 ]\} |
| $e_{3}$ | $\left\{[0]_{1 \times 5}\right.$ | $[1]_{1 \times 5}$ | [0 | 1 | 0 | 0 | $0]$ | [0 | 0 | 1 | 0 | $1]$ |
|  | [0 | 1 | 1 | 0 | 1] \} |  |  |  |  |  |  |  |
| $e_{4}$ | $\left\{[0]_{1 \times 5}\right.$ | $[1]_{1 \times 5}$ | [0 | 1 | 0 | 0 | 1] | [0 | 0 | 0 | 0 | $1]$ |
|  | [1 | 0 | 0 | 0 | $0]$ | [1 | 0 | 0 | 0 | $1]$ |  |  |
|  | [1 | 1 | 0 | 0 | 1] $\}$ |  |  |  |  |  |  |  |

Table 5. $\beta$-Lower- $e_{t}$ topology; $\beta=\left[\beta_{1}, \beta_{2}\right], t=1, \ldots, 4$.

| $\tau_{e_{t}, \beta}^{L}$ |  |  |  |  |  |  |  |  | $[1]_{1 \times 5}$ | $[0$ | 0 | 0 | 0 | $1]\}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $e_{1}$ | $\left\{[0]_{1 \times 5}\right.$ | $\left.[1]_{1 \times 5}\right\}$ |  |  |  |  |  |  |  |  |  |  |  |  |
| $e_{2}$ | $\left\{[0]_{1 \times 5}\right.$ | $[1]_{1 \times 5}$ | $[1$ | 1 | 0 | 0 | $0]\}$ |  |  |  |  |  |  |  |
| $e_{3}$ | $\left\{[0]_{1 \times 5}\right.$ | $[1]_{1 \times 5}$ | $[0$ | 0 | 1 | 0 | $1]\}$ |  |  |  |  |  |  |  |
| $e_{4}$ | $\left\{[0]_{1 \times 5}\right.$ |  |  |  |  |  |  |  |  |  |  |  |  |  |

Step 5. The comparison matrices $G\left(e_{t}, \alpha\right), S\left(e_{t}, \beta\right), E^{U}\left(e_{t}, \alpha\right)$ and $E^{U}\left(e_{t}, \alpha\right)$, over $X$ where $\alpha=\left[\alpha_{1}, \alpha_{2}\right], \beta=\left[\beta_{1}, \beta_{2}\right], t=1, \ldots, 4$ as below:

$$
\begin{aligned}
& G\left(e_{1},[0.3,0.6]\right)=\left[\begin{array}{lllll}
1 & 0 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 & 1
\end{array}\right] S\left(e_{1}[0.2,0.4)=\left[\begin{array}{lllll}
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 1
\end{array}\right]\right. \\
& G\left(e_{2},[0.3,0.6]\right)=\left[\begin{array}{lllll}
1 & 1 & 1 & 0 & 1 \\
0 & 1 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1
\end{array}\right] S\left(e_{2}[0.2,0.4)=\left[\begin{array}{lllll}
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1
\end{array}\right]\right. \\
& G\left(e_{3},[0.3,0.6]\right)=\left[\begin{array}{lllll}
1 & 0 & 0 & 1 & 0 \\
1 & 1 & 0 & 1 & 0 \\
1 & 0 & 1 & 1 & 1 \\
1 & 0 & 0 & 1 & 0 \\
1 & 0 & 1 & 1 & 1
\end{array}\right] S\left(e_{3},[0.2,0.4)=\left[\begin{array}{lllll}
1 & 1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1
\end{array}\right]\right. \\
& G\left(e_{4},[0.3,0.6]\right)=\left[\begin{array}{lllll}
1 & 0 & 1 & 1 & 0 \\
0 & 1 & 1 & 1 & 0 \\
0 & 0 & 1 & 1 & 0 \\
0 & 0 & 1 & 1 & 0 \\
0 & 1 & 1 & 1 & 1
\end{array}\right] S\left(e_{4},[0.2,0.4)=\left[\begin{array}{llll}
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
0 & 0 & 1 & 0 \\
1 & 1 & 1 & 1 \\
0 & 0 & 1 & 0 \\
1
\end{array}\right]\right. \\
& E^{U}\left(e_{1},[0.3,0.6]\right)=\left[\begin{array}{lllll}
1 & 0 & 1 & 1 & 1 \\
0 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 & 1
\end{array}\right] E^{L}\left(e_{1},[0.2,0.4)=\left[\begin{array}{lllll}
1 & 1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right]\right.
\end{aligned}
$$

$$
\begin{aligned}
& E^{U}\left(e_{2},[0.3,0.6]\right)=\left[\begin{array}{lllll}
1 & 0 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 & 1
\end{array}\right] E^{L}\left(e_{2},[0.2,0.4)=\left[\begin{array}{lllll}
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1
\end{array}\right]\right. \\
& E^{U}\left(e_{3},[0.3,0.6]\right)=\left[\begin{array}{lllll}
1 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 \\
1 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 1
\end{array}\right] E^{L}\left(e_{3},[0.2,0.4)=\left[\begin{array}{lllll}
1 & 1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 & 1
\end{array}\right]\right. \\
& E^{U}\left(e_{4},[0.3,0.6]\right)=\left[\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 \\
0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right] E^{L}\left(e_{4},[0.2,0.4)=\left[\begin{array}{lllll}
1 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 \\
1 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 1
\end{array}\right]\right.
\end{aligned}
$$

Step 6. By using Definition (2), we have,

$$
\begin{aligned}
S_{1}=r_{1}\left(e_{1} ;[0.3,0.6],[0.2,0.4]\right)+r_{1}\left(e_{2},[0.3,0.6],[0.2,0.4]\right) & +r_{1}\left(e_{3},[0.3,0.6],[0.2,0.4]\right) \\
& +r_{1}\left(e_{4},[0.3,0.6],[0.2,0.4]=1\right.
\end{aligned}
$$

Similarly, $S_{2}=5, S_{3}=0, S_{4}=-1, S_{6}=5$.
Step 7. Then, the ordering is obtained as below

$$
o_{2} \simeq o_{5} \succeq o_{1} \succeq o_{3} \succeq o_{4}
$$

Steps 8 and 9 . Accordingly, $o_{2}$ and $o_{5}$ can be the best objects (Acceptance region), while $o_{4}$ not be selected(Rejection region), and $o_{1}, o_{3}$ cannot be judged(Boundary region).

### 4.1. Comparison with Existing Methods

In this section, we will apply and compare present method and other methods [25,43,44] using real-life example via datasets given in [47] Table 8 from the www.weather.com.cn website. (accessed on 15 May 2021).

Example 2. Let an IFVSs $f_{E}$ describes a family who wants to go to a city in China. Suppose that the weather provides a forecast for fifteen cities in China during the holiday, $X=\left\{o_{1}, \ldots, o_{15}\right\}$, which is shown in Table 6. Suppose that the data of weather forecast describes five parameters $E=\left\{e_{1}, e_{2}, e_{3}, e_{4}, e_{5}\right\}$. Parameters $e_{t}, t=1, \ldots, 5$, stand for "temperature", "air quality index", "levels of ultraviolet radiation", "wind speed", "precipitation", respectively.

Step 1. The IVFSs $f_{E}$ is given in Table 6.
Step 2. Suppose that
$\alpha=[0.67,0.92],[0.75,0.94],[0.66,0.92],[0.49,0.75],[0.96,0.99]$
$\beta=[0.14,0.8],[0.37,0.77],[0.25,0.76],[0.26,0.76],[0.67,1]$,
where $\alpha=\left[\alpha_{1}, \alpha_{2}\right], \beta=\left[\beta_{1}, \beta_{2}\right]$

Table 6. Table for $f_{E}$.

| $f_{E}$ | $e_{1}$ | $e_{2}$ | $e_{3}$ | $e_{4}$ | $e_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $o_{1}$ | $[0.14,0.86]$ | $[0.21,0.97]$ | $[0.0,0.47]$ | $[0.25,1.0]$ | $[1.0,1.0]$ |
| $o_{2}$ | $[0.43,0.82]$ | $[0.45,0.78]$ | $[0.0,0.33]$ | $[0.25,1.0]$ | $[0.83,1]$ |
| $o_{3}$ | $[0.64,1.0]$ | $[0.26,0.63]$ | $[0.0,0.73]$ | $[0.5,1.0]$ | $[1.0,1.0]$ |
| $o_{4}$ | $[0.5,0.82]$ | $[0.45,0.82]$ | $[0.6,0.93]$ | $[0.0,1.0]$ | $[0.97,1]$ |
| $o_{5}$ | $[0.39,0.68]$ | $[0.79,0.88]$ | $[0.67,1.0]$ | $[0.25,1.0]$ | $[0.83,1]$ |
| $o_{6}$ | $[0.68,0.93]$ | $[0.6,0.77]$ | $[0.6,0.93]$ | $[0.5,1.0]$ | $[0.58,1]$ |
| $o_{7}$ | $[0.36,0.71]$ | $[0.37,0.96]$ | $[0.67,0.93]$ | $[0.0,0.75]$ | $[0.96,1]$ |
| $o_{8}$ | $[0.5,0.89]$ | $[0.76,0.95]$ | $[0.67,1.0]$ | $[0.5,1.0]$ | $[0.89,1]$ |
| $o_{9}$ | $[0.25,0.71]$ | $[0.02,1.0]$ | $[0.67,1.0]$ | $[0.0,0.75]$ | $[0.58,1]$ |
| $o_{10}$ | $[0.0,0.71]$ | $[0.53,0.92]$ | $[0.6,0.93]$ | $[0.5,0.75]$ | $[1.0,1.0]$ |
| $o_{11}$ | $[0.0,0.54]$ | $[0.58,1.0]$ | $[0.73,1.0]$ | $[0.0,0.75]$ | $[0.67,1]$ |
| $o_{12}$ | $[0.34,0.89]$ | $[0.0,1.0]$ | $[0.67,1.0]$ | $[0.25,0.75]$ | $[1.0,1.0]$ |
| $o_{13}$ | $[0.25,0.71]$ | $[0.58,1.0]$ | $[0.73,1.0]$ | $[0.0,0.75]$ | $[0.67,1]$ |
| $o_{14}$ | $[0.34,0.89]$ | $[0.53,0.95]$ | $[0.67,0.93]$ | $[0.25,0.75]$ | $[1.0,1.0]$ |
| $o_{15}$ | $[0.25,0.71]$ | $[0.66,0.97]$ | $[0.6,0.93]$ | $[0.25,1.0]$ | $[0.0,1.0]$ |

Steps 3 and 4. The $\alpha$-Upper- $e_{t}$ Crisp and $\beta$-Lower $-e_{t}$ Crisp; the $\alpha$-Upper- $e_{t}$ Topology and $\beta$-Lower- $e_{t}$ Topology (where $(t=1, \ldots, 5)$ ) as shown in Tables 7-10.

Table 7. $\alpha$-Upper- $e_{t} ; t=1, \ldots, 5$.

| Upper $-e_{t}$ Crisp |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| x | $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | $x_{7}$ | $x_{8}$ | $x_{9}$ | $x_{10}$ | $x_{11}$ | $x_{12}$ | $x_{13}$ | $x_{14}$ | $x_{15}$ |
| $e_{1}$ | $[0$ | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $0]$ |
| $e_{2}$ | $[0$ | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | $0]$ |
| $e_{3}$ | $[0$ | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | $0]$ |
| $e_{4}$ | $[0$ | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | $0]$ |
| $e_{5}$ | $[1$ | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 1 | $0]$ |

Table 8. $\beta$-Lower- $e_{t} ; t=1, \ldots, 5$.

| Lower $-e_{t}$ Crisp |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| x | $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | $x_{7}$ | $x_{8}$ | $x_{9}$ | $x_{10}$ | $x_{11}$ | $x_{12}$ | $x_{13}$ | $x_{14}$ | $x_{15}$ |
| $e_{1}$ | $[0$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | $0]$ |
| $e_{2}$ | $[0$ | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $0]$ |
| $e_{3}$ | $[1$ | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $0]$ |
| $e_{4}$ | $[0$ | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | $0]$ |
| $e_{5}$ | $[0$ | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | $0]$ |

Table 9. $\alpha$-Upper- $e_{t}$ topology; $t=1, \ldots, 5$.

|  |  | $\tau_{e_{t, \alpha}}^{u}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $e_{1}$ | $\left\{[0]_{1 \times 15}\right.$, | $\left.{ }^{[1}\right]_{1 \times 15}{ }_{1}$ | [ 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0]\} |
| $e_{2}$ | $\left\{[0]_{1 \times 15}\right.$, | $[1]_{1 \times 15}$, | [ 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | $0]\}$ |
| $e_{3}$ | $\left\{[0]_{1 \times 15}\right.$, | $\left.{ }^{[1]}\right]_{1 \times 15}$, | [ 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 0]\} |
| $e_{4}$ | $\left\{[0]_{1 \times 15}\right.$, | $\left.{ }^{[1}\right]_{1 \times 15}$, | [ 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | $0]\}$ |
| $e_{5}$ | $\left\{[0]_{1 \times 15}\right.$, | $[1]_{1 \times 15}$, | [1 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 0]\} |

Table 10. $\beta$-Lower- $e_{t}$ topology; $t=1, \ldots, 5$.

| $\tau_{e_{t}, \beta}^{l}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $e_{1}$ | $\left\{[0]_{1 \times 15}\right.$, | $[1]_{1 \times 15}$, | [ 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0]\} |
| $e_{2}$ | $\left\{[0]_{1 \times 15}\right.$, | $[1]_{1 \times 15}$, | [ 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 ]\} |
| $e_{3}$ | $\left\{[0]_{1 \times 15}\right.$, | $[1]_{1 \times 15}$, | [ 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0]\} |
| $e_{4}$ | $\left\{[0]_{1 \times 15}\right.$, | $[1]_{1 \times 15}$, | [ 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 0 ]\} |
| $e_{5}$ | $\left\{[0]_{1 \times 15}\right.$, | $[1]_{1 \times 15}$, | [0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0]\} |

Step 5. The comparison matrices $G\left(e_{t}, \alpha\right), S\left(e_{t}, \beta\right), E^{U}\left(e_{t}, \alpha\right)$ and $E^{L}\left(e_{t}, \beta\right)$, where $\alpha=\left[\alpha_{1}, \alpha_{2}\right], \beta=\left[\beta_{1}, \beta_{2}\right], t=1, \ldots, 5$ are below:
$G\left(e_{1},[0.67,0.92]\right)$ and $L\left(e_{1},[0.13,0.8]\right)$
$\left[\begin{array}{lllllllllllllll}1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1\end{array}\right] \&\left[\begin{array}{llllllllllllllll}1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1\end{array}\right]$
$G\left(e_{2},[0.75,0.94]\right)$ and $L\left(e_{2},[0.37,0.77]\right)$
$\left[\begin{array}{lllllllllllllll}1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 11 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1\end{array}\right] \&\left[\begin{array}{llllllllllllllll}1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1\end{array}\right]$
$G\left(e_{3},[0.66,0.92]\right)$ and $L\left(e_{3},[0.25,0.76]\right)$
$\left[\begin{array}{lllllllllllllll}1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1\end{array}\right] \&\left[\begin{array}{llllllllllllllll}1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1\end{array}\right]$
$G\left(e_{4},[0.48,0.74]\right)$ and $L\left(e_{4},[0.26,0.76]\right)$
$\left[\begin{array}{lllllllllllllll}1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1\end{array}\right] \&\left[\begin{array}{llllllllllllllll}1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1\end{array}\right]$
$G\left(e_{5},[0.96,0.99]\right)$ and $L\left(e_{5},[0.67,1]\right)$
$\left[\begin{array}{lllllllllllllll}1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\ 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\ 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\ 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\ 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 1\end{array}\right] \&\left[\begin{array}{llllllllllllllll}1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1\end{array}\right]$

[^0]$\left[\begin{array}{lllllllllllllll}1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1\end{array}\right] \&\left[\begin{array}{llllllllllllllll}1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1\end{array}\right]$
$E^{U}\left(e_{2},[0.75,0.94]\right)$ and $E^{L}\left(e_{2},[0.37,0.77]\right)$
$\left[\begin{array}{lllllllllllllll}1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 11 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1\end{array}\right] \&\left[\begin{array}{lllllllllllllllllllllllllll}1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1\end{array}\right]$
$E^{U}\left(e_{3},[0.66,0.92]\right)$ and $E^{L}\left(e_{3},[0.25,0.76]\right)$
$\left[\begin{array}{lllllllllllllll}1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 \\ 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 \\ 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1\end{array}\right] \&\left[\begin{array}{llllllllllllllll}1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1\end{array}\right]$
$E^{U}\left(e_{4},[0.48,0.74]\right)$ and $E^{L}\left(e_{4},[0.26,0.76]\right)$
$\left[\begin{array}{lllllllllllllll}1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1\end{array}\right] \&\left[\begin{array}{llllllllllllllll}1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 0 \\ 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 0 \\ 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 0 \\ 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1\end{array}\right]$

$$
E^{U}\left(e_{5},[0.96,0.99]\right) \text { and } E^{L}\left(e_{5},[0.67,1]\right)
$$

$\left[\begin{array}{lllllllllllllll}1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\ 1 & 0 & 1 & 1 & 0 & 0 & - & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\ 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\ 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\ 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\ 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 1\end{array}\right] \&\left[\begin{array}{llllllllllllllllllllll}1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1\end{array}\right]$

Step 6. By using Definition (7), we have:

$$
\begin{aligned}
& S_{1}=r_{1}\left(e_{1} ;[0.67,0.92],[0.13,0.8]\right)+r_{1}\left(e_{2},[0.75,0.94],[0.37,0.77]\right)+r_{1} \\
& \left(e_{3},[0.66,0.92],[0.25,0.76]\right)+r_{1}\left(e_{4},[0.48,0.74],[0.26,0.76]+r_{1}\left(e_{5},[0.96,0.99],[0.67,1]\right.\right. \\
& =0+0-3+0+0=-3
\end{aligned}
$$

Similarly, we have:

$$
\begin{aligned}
& S_{2}=-12, S_{3}=-5, S_{4}=-9, S_{5}=6, S_{6}=7, S_{7}=15, S_{8}=42, S_{9}=2 \\
& \qquad S_{8}=42, S_{9}=2, S_{10}=8, S_{11}=-16, S_{12}=6, S_{13}=-3, S_{14}=-9, S_{15}=0 .
\end{aligned}
$$

Step 7. We have the following ordering system on $X$ :

$$
o_{8} \succeq o_{7} \succeq o_{10} \succeq o_{6} \succeq o_{12} \simeq o_{5} \succeq o_{9} \succeq o_{15} \succeq o_{13} \simeq o_{1} \succeq o_{14} \simeq o_{4} \succeq o_{2} \succeq o_{11} .
$$

Steps 8 and 9. Then, from the corresponding object, we obtain, $o_{8}$ to be the best object (Acceptance region), while $o_{11}$ is not selected (Rejection region) and others options ( $o_{7}, o_{10}, o_{6}, o_{12}, o_{5}, o_{9}, o_{15}$, $o_{13}, o_{1}, o_{14}, o_{4}, o_{2}$ ) cannot be judged(Boundary region).

Example 3. (Example 2) Let us discuss Example 2 compared to existing methods proposed in $[25,43,44]$ according to the ranking of objects.

Yang et al. [25] defined the function score value as simply the total of lower and upper membership degrees of objects concerning each parameter. Ma et al. [44] applied Yang's Algorithm 1, which is given in [25] to solve Example 2 and showed the score value as follows: $o_{8} \succeq o_{6} \succeq o_{14} \succeq$ $o_{5} \succeq o_{4} \succeq o_{10} \succeq o_{12} \succeq o_{3} \succeq o_{7} \succeq o_{13} \succeq o_{15} \succeq o_{11} \succeq o_{9} \succeq o_{2} \succeq o_{1}$.

Ma et al. [44] proposed a new efficient decision-making algorithm by using added objects. By using Algorithm 3 Section 4 in [44], Example 2 was solved and the score value for all objects was obtained as follows $o_{8} \succeq o_{6} \succeq o_{14} \succeq o_{5} \succeq o_{4} \succeq o_{10} \succeq o_{12} \succeq o_{3} \succeq o_{7} \succeq o_{13} \succeq o_{15} \succeq o_{11} \succeq$ $o_{9} \succeq o_{2} \succeq o_{1}$.

Ma et al. [43] applied a new decision-making algorithm, based on the average table and the antithesis table-the antithesis the table has symmetry between the objects. Applying Algorithm in [43], Section 3, to solve the Example 2, the following ranking of objects is obtained $o_{8} \succeq o_{6} \succeq$ $o_{5} \succeq o_{14} \succeq o_{4} \succeq o_{12} \succeq o_{10} \succeq o_{3} \succeq o_{13} \succeq o_{7} \succeq o_{15} \succeq o_{11} \succeq o_{2} \succeq o_{9} \succeq o_{1}$.

The comparison results among the present method and methods in [25,43,44] are given in Figure 1.

```
Algorithm 1: Rangking Objects by Interval-Valued Fuzzy Soft Topology
    Input:
    \(|E|=n,|X|=m,|D|=k, f_{s E}, 1 \leq s \leq k\),
    threshold intervals \(\alpha, \beta \subseteq \mathbb{I}\),
    where \(n, m\) the number of parameters, object, respectively, and \(k\) shows the
        number of decision makers, and \(f_{S E}\) shows the matrix of IVFSs.
    Output: Optimal objects and worst objects.
    begin
    while \(t=1,2, \ldots, n, i=1,2, \ldots m\), and \(s=1,2, \ldots k\) do
        Step 1. Compute crisp sets U.C.S \({ }_{\alpha} f_{s}\left(e_{t}\right)\), L.C. \(S_{\beta} f_{s}\left(e_{t}\right)\) ( see Matrices (1) and (2)).
        Step 2. Compute topological \(\left(X, \tau_{e_{t}, \alpha}^{u}\right),\left(X, \tau_{e_{t}, \beta}^{l}\right)\) ().
        Step 3. Compute \(G_{\alpha}\left(e_{t}\right), S_{\beta}\left(e_{t}\right), E_{\alpha}^{U}\left(e_{t}\right)\), and \(E_{\beta}^{L}\left(e_{t}\right)\) (see (3)-(6)), for all
        \(t=1,2, \ldots n\);
        if \(G_{\alpha}\left(e_{t}\right)=I_{m}^{U}\) and \(S_{\beta}\left(e_{t}\right)=I_{m}^{L}\) then
            \(x_{1}\) is the optimum decision and \(x_{m}\) is the worst one;
        else
            if \(G_{\alpha}\left(e_{t}\right)=I_{m}^{L}\) and \(S_{\beta}\left(e_{t}\right)=I_{m}^{U}\) then
                    \(x_{m}\) is the optimum decision and \(x_{1}\) is the worst one;
                else
                    if \(E_{\alpha}^{U}\left(e_{t}\right)=E_{\beta}^{L}\left(e_{t}\right)=I_{m}\), where \(I_{m}\) is the identiy matrix then
                there is no optimal over \(X\);
                    else
                if \(E_{\alpha}^{U}\left(e_{t}\right)=E_{\beta}^{L}\left(e_{t}\right)=J_{m}\), where \(J_{m}\) is the unit matrix then
                    all objects of \(X\) can be selected as an optimal choice;
                else
                    Go to the step 6.
                Step 4. Calculate the score function \(S_{i} \forall i(\) Definition 7).
                Step 5.Rank all objects according to the values \(S_{i}\).
            Step 6.The optimal alternative is to choose any one of the alternatives \(x_{0}\)
                    such that \(S_{o}=\max _{i} S_{i}\).
            The alternative \(x_{l}\) such that \(S_{l}=\min _{i} S_{i}\) should not be selected.
            Step 7.if the number of elements that \(S_{0}\) is maximum is more one then
                any one of \(x_{0}\) may be chosen.
            else
```



Figure 1. Comparison methods.

## 5. Discussion

According to the present method and the methods proposed in $[25,43,44]$, to reach the process consensus, Yang et al. [25] use the "AND" operator, while methods in [43,44] did not discuss the aggregation problem. In addition, Example 2 shows that all the methods have the same option $o_{8}$, which is the best object. Consequently, algorithms in methods $[25,43,44]$ select just one option, which is the optimum, and do not select the worst option, while the proposed algorithm selects two options-the optimum and as well as the worst option. However, the methods in $[25,43,44]$, rank the objects based on a linear ordering system (see Example 3), while the present method ranks the objects based on preorder relation and a preference relationship, which allows one to have some incomparable objects (nonlinear ordering system). For example, in the Example 2, the objects $o_{12}$ and $o_{5}$ have the same overall score values, which means that these objects cannot be compared with all of the others.

This is the same for the objects $o_{13}, o_{1}$ and $o_{14}, o_{4}$ (see Figure 2). The comparison results between the new proposed method and methods in $[25,43,44]$ are also given in Table 11.

Table 11. Comparison of Existing Methods

| Methods | Output <br> Comparision | Aggregation <br> Methodology | Ranking Methodology | Rank the Objects |
| :--- | :--- | :--- | :--- | :--- |
| $[25]$ | optimal option | AND operator | fuzzy choice values | a linear ordering system |
| $[44]$ | optimal option | Not discussed | choice values | a linear ordering system |
| $[43]$ | optimal option | Not discussed | score function computed <br> from an average and <br> an antithesis tables | a linear ordering system |
| present method | optimal option <br> and worst | IVFST | A collective preference <br> relationship in topological space | a nonlinear ordering system |



Figure 2. Nonlinear ordering system.

## 6. Conclusions

The interval-valued soft set is a useful tool to deal with fuzziness and uncertainties in decision-making problems. In this paper, we constructed two crisp topological spaces over the set of objects, and then presented two different preorder relations in these topological spaces. By using a new method for ranking data, we proposed an approach for solving multi-attribute group decision-making problems by using a new method for ranking data. Finally, a real-life example has been presented to verify the proposed method approach and to demonstrate the effectiveness by comparing the results with those of some of the existing approaches.

For future research, it would be of merit to apply the decision-making methods into practical applications such as evaluation systems, recommender systems, and conflict handling.
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#### Abstract

In this paper, the notions of $L$-fuzzy subalgebra degree and $L$-subalgebras on an effect algebra are introduced and some characterizations are given. We use four kinds of cut sets of $L$-subsets to characterize the $L$-fuzzy subalgebra degree. We induce an $L$-fuzzy convexity by the $L$-fuzzy subalgebra degree, and we prove that a morphism between two effect algebras is an $L$-fuzzy convexity preserving mapping and a monomorphism is an $L$-fuzzy convex-to-convex mapping Finally, it is proved that the set of all $L$-subalgebras on an effect algebra can form an $L$-convexity, and its $L$-convex hull formula is given.
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## 1. Introduction

Effect algebras were introduced by Foulis and Bennett to axiomatize quantum logic effects on a Hilbert space [1]. The elements of effect algebras represent events that may be unsharp or imprecise. Effect algebras are partial algebras with one partial binary operation that can be converted into bounded posets in general and into lattices in some cases. Since Zadeh introduced the concept of fuzzy sets [2], the theory of fuzzy sets has become a vigorous area of research in different disciplines. In recent years, many scholars have studied (fuzzy) ideals [3,4] and (fuzzy) filters [5,6] (the lattice background is [0,1]) on effect algebras, but there is no research on the fuzzy subalgebras ( $L$-subalgebras). In order to fill this gap, we first want to extend the unit interval $[0,1]$ to a completely distributive lattice $L$ and introduce the notion of $L$-subalgebras on effect algebras. As we all know, for a given $L$-subset $A, A$ is either an $L$-subalgebra or not, so let us consider the question: what is the degree to which $A$ is an $L$-subalgebra? To solve this question, we propose the concept of $L$-subalgebra degree on effect algebras and investigate their basic properties in this paper.

The notion of convexity [7] is inspired by the shape of some figures, such as circles and polyhedrons in Euclidean spaces. As we all know, a convex structure satisfying the Exchange Law [8] is a matroid, matroids are precisely the structures for which the very simple and efficient greedy algorithm works. Many real-world problems can be defined and solved by making use of matroid theory. So convexity theory has been regarded as an increasingly important role in solving problems. In fact, there exist convexities in many mathematical structures such as semigroup, ring, posets, graphs, convergence spaces and so on [9-13]. It is also natural to consider if there exist convex structures on effect algebras By these motivations, we will try to prove the existence of convexity on effect algebras.

With the development of fuzzy sets, the notion of convexities has already been extended to fuzzy case. In 1994, Rosa [14] first proposed the notion of fuzzy convex structures with the unit interval [0,1] as the lattice background. In 2009, Y. Maruyama [15] defined another more generalized fuzzy convex structure based on a completely distributive lattice $L$, which is called $L$-convex structure, some of the latest research related to $L$-convex structure can be found in [16-21]. In 2014, a new approach to the fuzzification of convex structures was introduced in [22]. It is called an $M$-fuzzifying convex structure, in which each subset can be regarded as a convex set to some degrees. Further, there are some studies
about $M$-fuzzifying convex structures showed in [23-26]. In 2017, abstract convexity was extended to a more general case, which is called an ( $L, M$ )-fuzzy convex structure in [27]. Particularly, an $(L, L)$-fuzzy structure is briefly called an $L$-fuzzy convex structure. Many researchers investigated ( $L, M$ )-fuzzy convex structures from different aspects [28-32]. In our paper, we mainly discuss $L$-fuzzy convex structure and $L$-convex structure on an effect algebra.

The paper is organized in the following way. In Section 2, we will give some necessary notations and definitions. In Section 3, we propose the notion of L-fuzzy subalgebra degree on an effect algebra by means of the implication operator of $L$, and we provide their characterizations by cut sets of $L$-subsets. For instance, we give the notion of $L$ subalgebras on effect algebras. In Section 4, we obtain an $L$-fuzzy convexity induced by $L$ fuzzy subalgebra degree, and we analyze the corresponding $L$-fuzzy convexity preserving mappings and $L$-fuzzy convex-to-convex mappings. Finally, we prove that the set of all $L$-subalgebras on an effect algebra can form an $L$-convexity, and we provide its $L$-convex hull formula.

## 2. Preliminaries

In this section, we provide some notions and results that will be used in this paper.
Definition 1 ([1]). An effect algebra is a system $(E, \oplus, 0,1)$ consisting of a set $E$ with two special elements $0,1 \in E$, called the zero and the unit, and with a partially defined binary operation $\oplus$ satisfying the following conditions: for any $x, y, z \in E$,
(E1) (Commutative law) if $x \oplus y$ is defined, then $y \oplus x$ is defined and $x \oplus y=y \oplus x$,
(E2) (Associative law) if $x \oplus y$ is defined and $(x \oplus y) \oplus z$ is defined, then $y \oplus z$ and $x \oplus(y \oplus z)$ are defined and $(x \oplus y) \oplus z=x \oplus(y \oplus z)$,
(E3) (Orthosupplement law) for every $x \in E$ there exists a unique $x^{\prime} \in E$ such that $x \oplus x^{\prime}$ is defined and $x \oplus x^{\prime}=1$. The unique element $x^{\prime} \in E$ called the orthosupplement of $x$,
(E4) (Zero-one law) if $x \oplus 1$ is defined, then $x=0$.
In the following, an effect algebra $(E, \oplus, 0,1)$ is denoted by $E$ unless otherwise specified.

Definition 2 ( [33]). A nonempty subset $S$ of an effect algebra $E$ is called a subalgebra if it satisfies the following conditions:
(i) $0,1 \in S$,
(ii) $x \in S$ implies $x^{\prime} \in S$,
(iii) if $x, y \in S$ and $x \oplus y$ is defined, then $x \oplus y \in S$.

Let $E$ be an effect algebra. If $x \oplus y$ is defined, then we say $x \perp y$ for all $x, y \in E$. Define a binary relation on $E$ by $x \leq y$ if for some $z \in E, x \oplus z=y$, which turns out to be a partial ordering on $E$ such that 0 and 1 is the smallest element and the greatest element of $E$, respectively. If the poset $(E, \leq)$ is a lattice, then $E$ is called a lattice-ordered effect algebra.

Let $L$ be a complete lattice. We denote the minimal element and the maximal element of $L$ by $\perp_{L}$ and $T_{L}$, respectively. An element $\lambda \in L$ is called co-prime if $\lambda \leq \delta \vee \xi$ implies $\lambda \leq \delta$ or $\lambda \leq \xi$. The set of nonzero co-prime elements in $L$ is denoted by $J(L)$. An element $\lambda \in L$ is called prime if $\lambda \geq \delta \wedge \xi$ implies $\lambda \geq \delta$ or $\lambda \geq \xi$. The set of nonunit prime elements in $L$ is denoted by $P(L)$. From [34], we know that each element of $L$ is the sup of co-prime elements and the inf of prime elements.

Let $\delta, \xi \in L$, the symbol $\delta \prec \xi(\delta$ is wedge below $\xi$ ) means that for every $H \subseteq L$, $\xi \leq \bigvee H$ implies the existence of $\eta \in H$ such that $\delta \leq \eta$. A complete lattice $L$ is completely distributive [34] if and only if $\xi=\bigvee\{\delta \mid \delta \prec \xi\}$ for each $\xi \in L$. The set $\{\delta \mid \delta \prec \xi\}$, denoted by $\beta(\xi)$, is called the greatest minimal family of $\xi$ in the sense of [34]. Let $\beta^{*}(\xi)=\beta(\xi) \cap J(L)$. Moreover, define a binary relation $\prec^{o p}$ as follows: for $\xi, \delta \in L$, $\xi \prec^{o p} \delta$ if and only if for every subset $H \subseteq L, \bigwedge H \leq \xi$ implies $\lambda \leq \delta$ for some $\lambda \in H$.

The set $\left\{\delta \in L \mid \xi \prec^{o p} \delta\right\}$, denoted by $\alpha(\xi)$, is the greatest maximal family of $\xi$ in the sense of [34]. Let $\alpha^{*}(\xi)=\alpha(\xi) \cap P(L)$. We know that $\alpha$ is an $\Lambda-\cup$ mapping and $\beta$ is a union-preserving mapping, it holds that $\xi=\bigvee \beta(\xi)=\bigvee \beta^{*}(\xi)=\Lambda \alpha(\xi)=\Lambda \alpha^{*}(\xi)$ for each $\xi \in L$ (see [34]). From [35], we have $\alpha\left(T_{L}\right)=\varnothing$ and $\beta\left(\perp_{L}\right)=\varnothing$.

In the following, a completely distributive lattice $(L, \wedge, \vee)$ is denoted by $L$ unless otherwise specified.

For an effect algebra $E$, each mapping $A: E \longrightarrow L$ is called an $L$-subset of $E$, and we denote the collection of all $L$-subsets of $E$ by $L^{E} . L^{E}$ is also a complete lattice by defining " $\leq$ " point-wisely. Furthermore, the smallest element and the largest element in $L^{E}$ are denoted by $\perp$ and $\bar{T}$, respectively. The mapping $g_{L}: L^{E_{1}} \longrightarrow L^{E_{2}}$ is induced by $g: E_{1} \longrightarrow E_{2}$ as follows:

$$
\forall A \in L^{E_{1}}, \forall y \in E_{2}, g_{L}^{\vec{L}}(A)(y)=\bigvee_{g(x)=y} A(x)
$$

$g_{L}^{\overleftarrow{L}}: L^{E_{2}} \longrightarrow L^{E_{1}}$ is induced by the mapping $g$ as follows:

$$
\forall B \in L^{E_{2}}, \forall x \in E_{1}, g_{L}^{\leftarrow}(B)(x)=B(g(x))
$$

Definition 3 ([36]). Let $E$ be an effect algebra and $A \in L^{E}$. For any $\lambda \in L$, define

$$
\begin{array}{ll}
A_{[\lambda]}=\{x \in E \mid A(x) \geq \lambda\}, & A^{(\lambda)}=\{x \in E \mid A(x) \not \leq \lambda\} \\
A_{(\lambda)}=\{x \in E \mid \lambda \in \beta(A(x))\}, & A^{[\lambda]}=\{x \in E \mid \lambda \notin \alpha(A(x))\}
\end{array}
$$

The right adjoint $\rightarrow$ of the meet operation $\wedge$ is a mapping from $L \times L$ to $L$ defined as

$$
\lambda \rightarrow \mu=\bigvee\{\delta \in L \mid \lambda \wedge \delta \leq \mu\}
$$

Some basic properties of the operation $\rightarrow$ are listed in the following [37,38].
(1) $\lambda \rightarrow \mu=\top_{L} \Leftrightarrow \lambda \leq \mu$;
(2) $\lambda \wedge \delta \leq \mu \Leftrightarrow \lambda \leq \delta \rightarrow \mu$;
(3) $\lambda \leq \delta \Rightarrow \mu \rightarrow \lambda \leq \mu \rightarrow \delta$ and $\lambda \rightarrow \mu \geq \delta \rightarrow \mu$;
(4) $\lambda \rightarrow \bigwedge_{i \in I} \mu_{i}=\bigwedge_{i \in I}\left(\lambda \rightarrow \mu_{i}\right)$.

Let $\perp, \bar{\top} \in L^{E}$ represent $\perp(x)=\perp_{L}$ and $\bar{\top}(x)=\top_{L}$ for all $x \in E$. Next, we recall $(L, M)$-fuzzy convexities in [27], which are more general fuzzy convexities. Let $L$ and $M$ be two completely distributive lattices. An $(L, M)$-fuzzy convexity on an effect algebra $E$ is defined as follows:

Definition 4 ([27]). A mapping $\mathcal{C}: L^{E} \longrightarrow M$ is called an $(L, M)$-fuzzy convexity if it satisfies the following conditions:
(LMC1) $\mathcal{C}(\perp)=\mathcal{C}(\bar{T})=\top_{M}$;
(LMC2) if $\left\{A_{i} \mid i \in I\right\} \subseteq L^{E}$ is nonempty, then $\mathcal{C}\left(\bigwedge_{i \in I} A_{i}\right) \geq \bigwedge_{i \in I} \mathcal{C}\left(A_{i}\right)$;
(LMC3) if $\left\{A_{i} \mid i \in I\right\} \subseteq L^{E}$ is nonempty and directed, then $\mathcal{C}\left(\bigvee_{i \in I} A_{i}\right) \geq \bigwedge_{i \in I} \mathcal{C}\left(A_{i}\right)$.
In this case, the pair $(E, \mathcal{C})$ is called an $(L, M)$-fuzzy convex space. An $(L, L)$-fuzzy convexity is briefly called an L-fuzzy convexity.

An ( $L, 2$ )-fuzzy convexity is an $L$-convexity in [15]. An (I, 2)-fuzzy convexity is a fuzzy convexity in [14], where $I=[0,1]$. A $(2, M)$-fuzzy convexity is an $M$-fuzzifying convexity in [22]. A (2,2)-fuzzy convexity is a convexity in [7].

Definition 5 ([27]). Let $(E, \mathcal{C})$ and $(F, \mathcal{D})$ be two $(L, M)$-fuzzy convex spaces. If $g: E \longrightarrow F$ is a mapping between $E$ and $F$, then
(i) $\quad g:(E, \mathcal{C}) \longrightarrow(F, \mathcal{D})$ is called an $(L, M)$-fuzzy convexity preserving mapping provided that $\mathcal{C}\left(g_{L}^{\overleftarrow{L}}(A)\right) \geq \mathcal{D}(A)$ for all $A \in L^{F}$.
(ii) $\quad g:(E, \mathcal{C}) \longrightarrow(F, \mathcal{D})$ is called an $(L, M)$-fuzzy convex-to-convex mapping provided that $\mathcal{D}\left(g_{L}(B)\right) \geq \mathcal{C}(B)$ for all $B \in L^{E}$.
An $(L, L)$-fuzzy convexity preserving mapping and an $(L, L)$-fuzzy convex-to-convex mapping are briefly called an L-fuzzy convexity preserving mapping and an L-fuzzy convex-to-convex mapping, respectively.

An ( $L, \mathbf{2}$ )-fuzzy convexity preserving mapping is an $L$-convexity preserving mapping in [15]. An ( $L, 2$ )-fuzzy convex-to-convex mapping is an $L$-convex-to-convex mapping in [15].

Definition 6 ([1]). Let $\left\{E_{i}\right\}_{i \in \Lambda}$ be a family of effect algebras, define $\prod_{i \in \Lambda} E_{i}$ as:

$$
\prod_{i \in \Lambda} E_{i}=\left\{x \mid x: \Lambda \longrightarrow \bigcup_{i \in \Lambda} E_{i} \text { s.t. } \forall i \in \Lambda, x_{i}=x(i) \in E_{i}\right\}
$$

Define the operation $\oplus$ on $\prod_{i \in \Lambda} E_{i}$ as: for $x, y \in \prod_{i \in \Lambda} E_{i}, x \perp y$ iff $x_{i} \perp y_{i}$ for all $i \in \Lambda$. In this case, $(x \oplus y)(i)=x_{i} \oplus y_{i}$ and $x^{\prime}(i)=x_{i}^{\prime}$. Further, $\mathbf{0}_{i}=0_{i}, \mathbf{1}_{i}=1_{i}$ where $0_{i}$ and $1_{i}$ are the minimal element and the maximal element of $E_{i}$. Then $\left(\prod_{i \in \Lambda} E_{i}, \oplus, \mathbf{0}, \mathbf{1}\right)$ is called the direct product of effect algebras.

It is easy to check that $\left(\prod_{i \in \Lambda} E_{i}, \oplus, \mathbf{0}, \mathbf{1}\right)$ is an effect algebra.
Definition 7 ([39]). Let $\left\{E_{i}\right\}_{i=1}^{n}$ be a family of effect algebras and $A_{i}$ be an L-subset of $E_{i}$ for all $i \in \Lambda$, then the L-subset $\prod_{i \in \Lambda} A_{i}$ of $\prod_{i \in \Lambda} E_{i}$ is defined by $\left(\prod_{i \in \Lambda} A_{i}\right)(x)=\bigwedge_{i \in \Lambda} A_{i}\left(x_{i}\right)$.

## 3. L-Fuzzy Subalgebra Degree on Effect Algebras

In this section, we introduce the concept of $L$-fuzzy subalgebra degree on effect algebras by means of the implication operator of $L$. We define an $L$-fuzzy subalgebra provided that its $L$-fuzzy subalgebra degree is equal to $T_{L}$. Moreover, we give some characterizations of $L$-subalgebra degree in terms of four kinds of cut sets of $L$-subsets.

Definition 8. Let $E$ be an effect algebra and $A \in L^{E}$. Then the L-fuzzy subalgebra degree $\mathcal{E}(A)$ of $A$ is defined as:

$$
\mathcal{E}(A)=\bigwedge_{x, y \in E, x \perp y}\left\{[A(x) \rightarrow A(0)] \wedge\left[A(x) \rightarrow A\left(x^{\prime}\right)\right] \wedge[(A(x) \wedge A(y)) \rightarrow A(x \oplus y)]\right\}
$$

Example 1. Let $E=\{0, x, y, 1\}$ and $\oplus$ be given by:

| $\oplus$ | 0 | $x$ | $y$ | 1 |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | $x$ | $y$ | 1 |
| $x$ | $x$ | 1 | $*$ | $*$ |
| $y$ | $y$ | $*$ | 1 | $*$ |
| 1 | 1 | $*$ | $*$ | $*$ |

Then $(E, \oplus, 0,1)$ is an effect algebra. Let $L=[0,1]$ and define the $L$-subsets of $E$ as follows:
(i) $\quad A_{1}(0)=0.8, A_{1}(x)=0.5, A_{1}(y)=0.5, A_{1}(1)=0.8$. By Definition 8, we can obtain $\mathcal{E}\left(A_{1}\right)=1$.
Indeed, since for any $z \in E, A_{1}(z) \leq A_{1}(0)$, we have $A_{1}(z) \rightarrow A_{1}(0)=1$ for all $z \in E$. We can easily know $x^{\prime}=x, y^{\prime}=y, 0^{\prime}=1$ and $1^{\prime}=0$, it follows from $A_{1}(0)=A_{1}(1)$ that $A_{1}(z)=A_{1}\left(z^{\prime}\right)$, so $A_{1}(z) \rightarrow A_{1}\left(z^{\prime}\right)=1$ for all $z \in E$. We can routinely prove $(A(z) \wedge A(w)) \rightarrow A(z \oplus w)=1$ for all $z, w \in E$ with $z \perp w$. Therefore, $\mathcal{E}\left(A_{1}\right)=1$.
(ii) $\quad A_{2}(0)=0.3, A_{2}(x)=1, A_{2}(y)=1, A_{2}(1)=1$. By Definition 8 , we can obtain $\mathcal{E}\left(A_{2}\right)=$ 0.3.

Indeed, since $A_{2}(x) \rightarrow A_{2}(0)=A_{2}(1) \rightarrow A_{2}(0)=A_{2}(y) \rightarrow A_{2}(0)=0.3$, we can easily obtain $\mathcal{E}\left(A_{2}\right)=0.3$.
(iii) $A_{3}(0)=0, A_{2}(x)=0.5, A_{3}(y)=1, A_{3}(1)=0.6$. By Definition 8 , we can obtain $\mathcal{E}\left(A_{3}\right)=0$.
Indeed, since $A_{3}(y) \rightarrow A_{3}(0)=1 \rightarrow 0=0$, we have $\mathcal{E}\left(A_{3}\right)=0$.
From the properties (3) of the implication operator, the following lemma is obvious.
Lemma 1. Let $E$ be an effect algebra and $A \in L^{E}$. Then $\mathcal{E}(A) \geq \lambda(\lambda \in L)$ if and only if for any $x, y \in E$ satisfying $x \perp y$,

$$
A(x) \wedge A(y) \wedge \lambda \leq A(x \oplus y), A(x) \wedge \lambda \leq A\left(x^{\prime}\right) \text { and } A(x) \wedge \lambda \leq A(0)
$$

By Lemma 1, we can obtain the following theorem.
Theorem 1. Let $E$ be an effect algebra and $A \in L^{E}$. Then
$\mathcal{E}(A)=\bigvee\left\{\lambda \in L \mid \forall x, y \in E\right.$ s.t. $\left.x \perp y, A(x) \wedge A(y) \wedge \lambda \leq A(x \oplus y), A(x) \wedge \lambda \leq A\left(x^{\prime}\right) \wedge A(0)\right\}$.
We use four kinds of cut sets of $L$-subsets to characterize the $L$-fuzzy subalgebra degree in the following Theorem.

Theorem 2. Let $E$ be an effect algebra and $A \in L^{E}$. Then
(i) $\mathcal{E}(A)=\bigvee\left\{\lambda \in L \mid \forall \mu \leq \lambda, A_{[\mu]}=\varnothing\right.$ or it is a subalgebra of $\left.E\right\}$.
(ii) $\mathcal{E}(A)=\bigvee\left\{\lambda \in L \mid \forall \mu \in P(L), \mu \nsupseteq \lambda, A^{(\mu)}=\varnothing\right.$ or it is a subalgebra of $\left.E\right\}$.
(iii) $\mathcal{E}(A)=\bigvee\left\{\lambda \in L \mid \forall \mu \notin \alpha(\lambda), A^{[\mu]}=\varnothing\right.$ or it is a subalgebra of $\left.E\right\}$.
(iv) $\mathcal{E}(A)=\bigvee\left\{\lambda \in L \mid \forall \mu \in P(L), \mu \notin \alpha(\lambda), A^{[\mu]}=\varnothing\right.$ or it is a subalgebra of $\left.E\right\}$.
(v) $\mathcal{E}(A)=\bigvee\left\{\lambda \in L \mid \forall \mu \in \beta(\lambda), A_{(\mu)}=\varnothing\right.$ or it is a subalgebra of $\left.E\right\}$ if $\beta(\lambda \wedge \mu)=$ $\beta(\lambda) \cap \beta(\mu)$ for all $\lambda, \mu \in L$.

Proof. (i) For any $x, y \in E$ satisfying $x \perp y$, assume that $\lambda \in L$ with the property of $A(x) \wedge A(y) \wedge \lambda \leq A(x \oplus y)$ and $A(x) \wedge \lambda \leq A\left(x^{\prime}\right) \wedge A(0)$. For any $\mu \leq \lambda$, suppose $A_{[\mu]} \neq \varnothing$ and let $x, y \in A_{[\mu]}$ with $x \perp y$, then

$$
\mu=\mu \wedge \lambda \leq A(x) \wedge A(y) \wedge \lambda \leq A(x \oplus y) \text { and } \mu=\mu \wedge \lambda \leq A(x) \wedge \lambda \leq A\left(x^{\prime}\right) \wedge A(0)
$$

which implies $x \oplus y \in A_{[\mu]}$ and $x^{\prime}, 0 \in A_{[\mu]}$. Hence $A_{[\mu]}$ is a subalgebra of $E$. This gives that

$$
\mathcal{E}(A) \leq \bigvee\left\{\lambda \in L \mid \forall \mu \leq \lambda, A_{[\mu]}=\varnothing \text { or it is a subalgebra of } E\right\}
$$

Conversely, assume $\lambda \in L$ and for each $\mu \leq \lambda, A_{[\mu]}=\varnothing$ or it is a subalgebra of $E$. For any $x, y \in E$ satisfying $x \perp y$, let $\mu=A(x) \wedge A(y) \wedge \lambda$ and $\gamma=A(x) \wedge \lambda$, then $\mu \leq \lambda$ and $\gamma \leq \lambda$. It follows that $x, y \in A_{[\mu]}$ and $x \in A_{[\gamma]}$. Since $A_{[\mu]}$ and $A_{[\gamma]}$ are subalgebras of $E$, we have $x \oplus y \in A_{[\mu]}$ and $x^{\prime}, 0 \in A_{[\gamma]}$, i.e., $A(x) \wedge A(y) \wedge \lambda \leq A(x \oplus y)$ and $A(x) \wedge \lambda \leq A\left(x^{\prime}\right) \wedge A(0)$. So we have

$$
\mathcal{E}(A) \geq \bigvee\left\{\lambda \in L \mid \forall \mu \leq \lambda, A_{[\mu]}=\varnothing \text { or it is a subalgebra of } E\right\}
$$

(ii) For any $x, y \in E$ satisfying $x \perp y$, assume that $\lambda \in L$ with the property of $A(x) \wedge A(y) \wedge \lambda \leq A(x \oplus y)$ and $A(x) \wedge \lambda \leq A\left(x^{\prime}\right) \wedge A(0)$. For any $\mu \in P(L)$ with $\mu \nsupseteq \lambda$, suppose $A^{(\mu)} \neq \varnothing$ and let $x, y \in A^{(\mu)}$ with $x \perp y$, i.e., $A(x) \not \leq \mu$ and $A(y) \not \leq \mu$, then $A(x) \wedge A(y) \wedge \lambda \not \leq \mu$ since $\mu$ is prime. By $A(x) \wedge A(y) \wedge \lambda \leq A(x \oplus y)$ and $A(x) \wedge \lambda \leq$
$A\left(x^{\prime}\right) \wedge A(0)$, it follows that $A(x \oplus y) \not \leq \mu$ and $A\left(x^{\prime}\right) \wedge A(0) \not \leq \mu$, i.e., $x \oplus y, x^{\prime}, 0 \in A^{(\mu)}$. Hence $A^{(\mu)}$ is a subalgebra of $E$. This shows that

$$
\mathcal{E}(A) \leq \bigvee\left\{\lambda \in L \mid \forall \mu \in P(L), \mu \ngtr \lambda, A^{(\mu)}=\varnothing \text { or it is a subalgebra of } E\right\} .
$$

Conversely, assume that $\lambda \in L$ and $A^{(\mu)}=\varnothing$ or it is a subalgebra of $E$ for $\mu \in P(L)$ with $\mu \nsupseteq \lambda$. For any $x, y \in E$ satisfying $x \perp y$, let $\mu \in P(L)$ and $A(x) \wedge A(y) \wedge \lambda \not \leq \mu$, then $x, y \in A^{(\mu)}$ and $\lambda \not \leq \mu$. Since $A^{(\mu)}$ is a subalgebra of $E$, it holds that $x \oplus y \in A^{(\mu)}$, i.e., $A(x \oplus y) \not \leq \mu$. Hence $A(x) \wedge A(y) \wedge \lambda \leq A(x \oplus y)$. Similarly, we can prove $A(x) \wedge \lambda \leq$ $A\left(x^{\prime}\right) \wedge A(0)$. This shows

$$
\mathcal{E}(A) \geq \bigvee\left\{\lambda \in L \mid \forall \mu \in P(L), \mu \nsupseteq \lambda, A^{(\mu)}=\varnothing \text { or it is a subalgebra of } E\right\} .
$$

(iii) For any $x, y \in E$ satisfying $x \perp y$, assume that $\lambda \in L$ with the property of $A(x) \wedge A(y) \wedge \lambda \leq A(x \oplus y)$ and $A(x) \wedge \lambda \leq A\left(x^{\prime}\right) \wedge A(0)$. For any $\mu \notin \alpha(\lambda)$, suppose $A^{[\mu]} \neq \varnothing$ and let $x, y \in A^{[\mu]}$ with $x \perp y$, i.e., $\mu \notin \alpha(A(x))$ and $\mu \notin \alpha(A(y))$, then by $\mu \notin \alpha(\lambda)$, we have $\mu \notin \alpha(A(x)) \cup \alpha(A(y)) \cup \alpha(\lambda)$. From

$$
\alpha(A(x)) \cup \alpha(A(y)) \cup \alpha(\lambda)=\alpha(A(x) \wedge A(y) \wedge \lambda) \text { and } \alpha(A(x)) \cup \alpha(\lambda)=\alpha(A(x) \wedge \lambda)
$$

we know $\mu \notin \alpha(A(x) \wedge A(y) \wedge \lambda)$ and $\mu \notin \alpha(A(x) \wedge \lambda)$. By $A(x) \wedge A(y) \wedge \lambda \leq A(x \oplus y)$ and $A(x) \wedge \lambda \leq A\left(x^{\prime}\right) \wedge A(0)$, we have $\mu \notin \alpha(A(x \oplus y)), \mu \notin \alpha\left(A\left(x^{\prime}\right)\right)$ and $\mu \notin \alpha(A(0))$, i.e., $x \oplus y, x^{\prime}, 0 \in A^{[\mu]}$. Hence $A^{[\mu]}$ is a subalgebra of $E$. This shows

$$
\mathcal{E}(A) \leq \bigvee\left\{\lambda \in L \mid \forall \mu \notin \alpha(\lambda), A^{[\mu]}=\varnothing \text { or it is a subalgebra of } E\right\}
$$

Conversely, assume that $\lambda \in L$ and $A^{[\mu]}=\varnothing$ or it is a subalgebra of $E$ for $\mu \notin \alpha(\lambda)$. Now we prove $A(x) \wedge A(y) \wedge \lambda \leq A(x \oplus y)$ and $A(x) \wedge \lambda \leq A\left(x^{\prime}\right) \wedge A(0)$ for all $x, y \in E$ satisfying $x \perp y$. Let $\mu \in L$ and $\mu \notin \alpha(A(x) \wedge A(y) \wedge \lambda)$, then $\mu \notin \alpha(A(x)) \cup \alpha(A(y)) \cup$ $\alpha(\lambda)$. Thus $x, y \in A^{[\mu]}$ and $\mu \notin \alpha(\lambda)$. Since $A^{[\mu]}$ is a subalgebra of $E$, it holds that $x \oplus y \in A^{[\mu]}$, i.e., $\mu \notin \alpha(A(x \oplus y))$. This means $\alpha(A(x) \wedge A(y) \wedge \lambda) \supseteq \alpha(A(x \oplus y))$. Hence

$$
A(x) \wedge A(y) \wedge \lambda=\bigwedge \alpha(A(x) \wedge A(y) \wedge \lambda) \leq \bigwedge \alpha(A(x \oplus y))=A(x \oplus y)
$$

Similarly, we can prove $A(x) \wedge \lambda \leq A\left(x^{\prime}\right) \wedge A(0)$. This shows

$$
\mathcal{E}(A) \geq \bigvee\left\{\lambda \in L \mid \forall \mu \notin \alpha(\lambda), A^{[\mu]}=\varnothing \text { or it is a subalgebra of } E\right\}
$$

(iv) By (iii) we first obtain

$$
\mathcal{E}(A) \leq \bigvee\left\{\lambda \in L \mid \forall \mu \in P(L), \mu \notin \alpha(\lambda), A^{[\mu]}=\varnothing \text { or it is a subalgebra of } E\right\}
$$

Conversely, assume that $\lambda \in L$ and $A^{[\mu]}=\varnothing$ or it is a subalgebra of $E$ for all $\mu \in P(L)$ satisfying $\mu \notin \alpha(\lambda)$. Now we prove $A(x) \wedge A(y) \wedge \lambda \leq A(x \oplus y)$ and $A(x) \wedge \lambda \leq A\left(x^{\prime}\right) \wedge$ $A(0)$ for all $x, y \in E$ satisfying $x \perp y$. Let $\mu \in P(L)$ and $\mu \notin \alpha^{*}(A(x) \wedge A(y) \wedge \lambda)$. It follows that

$$
\mu \notin \alpha(A(x) \wedge A(y) \wedge \lambda)=\alpha(A(x)) \cup \alpha(A(y)) \cup \alpha(\lambda)
$$

Thus $x, y \in A^{[\mu]}$ and $\mu \notin \alpha(\lambda)$. Since $A^{[\mu]}$ is a subalgebra of $E$, it holds that $x \oplus y \in A^{[\mu]}$, i.e., $\mu \notin \alpha(A(x \oplus y))$. So $\mu \notin \alpha^{*}(A(x \oplus y))$, this means $\alpha^{*}(A(x) \wedge A(y) \wedge \lambda) \supseteq \alpha^{*}(A(x \oplus$ $y)$ ). Hence

$$
A(x) \wedge A(y) \wedge \lambda=\bigwedge \alpha^{*}(A(x) \wedge A(y) \wedge \lambda) \leq \bigwedge \alpha^{*}(A(x \oplus y))=A(x \oplus y)
$$

Similarly, we can prove $A(x) \wedge \lambda \leq A\left(x^{\prime}\right) \wedge A(0)$. This shows

$$
\mathcal{E}(A) \geq \bigvee\left\{\lambda \in L \mid \forall \mu \in P(L), \mu \notin \alpha(\lambda), A^{[\mu]}=\varnothing \text { or it is a subalgebra of } E\right\}
$$

(v) For any $x, y \in E$ satisfying $x \perp y$, assume that $\perp_{L} \neq \lambda \in L$ with the property of $A(x) \wedge A(y) \wedge \lambda \leq A(x \oplus y)$ and $A(x) \wedge \lambda \leq A\left(x^{\prime}\right) \wedge A(0)$. For any $\mu \in \beta(\lambda)$, suppose $A_{(\mu)} \neq \varnothing$ and let $x, y \in A_{(\mu)}$ with $x \perp y$, i.e., $\mu \in \beta(A(x))$ and $\mu \in \beta(A(y))$. Then by $\mu \in \beta(\lambda)$, we have $\mu \in \beta(A(x)) \cap \beta(A(y)) \cap \beta(\lambda)$. From

$$
\beta(A(x)) \cap \beta(A(y)) \cap \beta(\lambda)=\beta(A(x) \wedge A(y) \wedge \lambda) \text { and } \beta(A(x)) \cap \beta(\lambda)=\beta(A(x) \wedge \lambda)
$$

we know $\mu \in \beta(A(x) \wedge A(y) \wedge \lambda)$ and $\mu \in \beta(A(x) \wedge \lambda)$. By $A(x) \wedge A(y) \wedge \lambda \leq A(x \oplus y)$ and $A(x) \wedge \lambda \leq A\left(x^{\prime}\right) \wedge A(0)$, we have $\mu \in \beta(A(x \oplus y)), \mu \in \beta\left(A\left(x^{\prime}\right)\right)$ and $\mu \in \beta(A(0))$, i.e., $x \oplus y, x^{\prime}, 0 \in A_{(\mu)}$. Hence $A_{(\mu)}$ is a subalgebra of $E$. This shows

$$
\mathcal{E}(A) \leq \bigvee\left\{\lambda \in L \mid \forall \mu \in \beta(\lambda), A_{(\mu)}=\varnothing \text { or it is a subalgebra of } E\right\}
$$

Conversely, assume that $\lambda \in L$ and $A_{(\mu)}=\varnothing$ or it is a subalgebra of $E$ for $\mu \in \beta(\lambda)$. Now we prove $A(x) \wedge A(y) \wedge \lambda \leq A(x \oplus y)$ and $A(x) \wedge \lambda \leq A\left(x^{\prime}\right) \wedge A(0)$ for all $x, y \in E$ satisfying $x \perp y$. The statement holds obviously when $A(x) \wedge A(y) \wedge \lambda=\perp_{L}$. Assume $A(x) \wedge A(y) \wedge \lambda \neq \perp_{L}$, it implies $A(x) \neq \perp_{L}, A(y) \neq \perp_{L}$ and $\lambda \neq \perp_{L}$. Take $\mu \in L$ with $\mu \in \beta(A(x) \wedge A(y) \wedge \lambda)$, then $\mu \in \beta(A(x)) \cap \beta(A(y)) \cap \beta(\lambda)$. Thus $x, y \in A_{(\mu)}$ and $\mu \in \beta(\lambda)$. Since $A_{(\mu)}$ is a subalgebra of $E$, it holds that $x \oplus y \in A_{(\mu)}$, i.e., $\mu \in \beta(A(x \oplus y))$. This means $\beta(A(x) \wedge A(y) \wedge \lambda) \subseteq \beta(A(x \oplus y))$. Hence

$$
A(x) \wedge A(y) \wedge \lambda=\bigvee \beta(A(x) \wedge A(y) \wedge \lambda) \leq \bigvee \beta(A(x \oplus y))=A(x \oplus y)
$$

Similarly, we can prove $A(x) \wedge \lambda \leq A\left(x^{\prime}\right) \wedge A(0)$. This shows

$$
\mathcal{E}(A) \geq \bigvee\left\{\lambda \in L \mid \forall \mu \in \beta(\lambda), A_{(\mu)}=\varnothing \text { or it is a subalgebra of } E\right\}
$$

This completes the proof.
Definition 9. Let $E$ be an effect algebra and $A \in L^{E}$. Then $A$ is called an $L$-subalgebra provided that $\mathcal{E}(A)=\top_{L}$. In particular, we say an $L$-subalgebra is a fuzzy subalgebra when $L=[0,1]$.

Example 2. In Example 1, it follows from Definition 9 that $A_{1}$ is a fuzzy subalgebra, but $A_{2}$ and $A_{3}$ are not fuzzy subalgebras; $A_{2}$ is a fuzzy subalgebra in the degree of 0.3.

From Definition 9 and Lemma 1, the following proposition is obvious.
Proposition 1. Let $E$ be an effect algebra and $A \in L^{E}$. Then $A$ is an L-subalgebra if and only if for any $x, y \in E$ with $x \perp y$,

$$
A(0) \geq A(x), A\left(x^{\prime}\right) \geq A(x) \text { and } A(x \oplus y) \geq A(x) \wedge A(y)
$$

Corollary 1. Let $A$ be an L-subalgebra of an effect algebra $E$. Then
(i) for each $x \in E, A(1) \geq A(x)$;
(ii) for each $x \in E, A(x)=A\left(x^{\prime}\right)$;
(iii) $A(1)=A(0)$.

Proof. (i) Since $x \perp x^{\prime}$ and $A$ is an $L$-subalgebra of $E$, we have

$$
A(1)=A\left(x \oplus x^{\prime}\right) \geq A(x) \wedge A\left(x^{\prime}\right)=A(x)
$$

(ii) By Proposition 1 we first obtain $A\left(x^{\prime}\right) \geq A(x)$. On the other hand, by Definition 1 (E3), we know $x^{\prime \prime}=x$ and thus $A(x)=A\left(x^{\prime \prime}\right) \geq A\left(x^{\prime}\right)$.
(iii) By (i) we know $A(1) \geq A(0)$. By Proposition 1, we have $A(1) \leq A(0)$, so $A(1)=A(0)$.

By Definition 9 and Theorem 2, we can obtain the following two results
Corollary 2. Let $A$ be an L-subset of an effect algebra $E$. Then the following conditions are equivalent:
(i) $A$ is an L-subalgebra;
(ii) for each $\lambda \in J(L), A_{[\lambda]}=\varnothing$ or it is a subalgebra of $E$;
(iii) for each $\lambda \in L, A_{[\lambda]}=\varnothing$ or it is a subalgebra of $E$;
(iv) for each $\lambda \in L, A^{[\lambda]}=\varnothing$ or it is a subalgebra of $E$;
(v) for each $\lambda \in P(L), A^{[\lambda]}=\varnothing$ or it is a subalgebra of $E$;
(vi) for each $\lambda \in P(L), A^{(\lambda)}=\varnothing$ or it is a subalgebra of $E$.

Corollary 3. Let $A$ be an L-subset of an effect algebra E. If $\beta(\lambda \wedge \mu)=\beta(\lambda) \cap \beta(\mu)$ for all $\lambda, \mu \in L$, then the following conditions are equivalent:
(i) $A$ is an $L$-subalgebra;
(ii) for each $\lambda \in L, A_{(\lambda)}=\varnothing$ or it is a subalgebra of $E$;
(iii) for each $\lambda \in J(L), A_{(\lambda)}=\varnothing$ or it is a subalgebra of $E$.

Let $E$ be an effect algebras and $\left(2^{E}\right)^{L}$ represents the set of all mapping $H: L \longrightarrow 2^{E}$. Then we have the following definitions.

Definition 10 ([36]). Let $H \in\left(2^{E}\right)^{L}$.
(i) If $\mu \in \beta(\lambda)$ implies $H(\lambda) \subset H(\mu)$, then $H$ is called an $L_{\beta}$-nest of $E$.
(ii) If $\mu \in \alpha(\lambda)$ implies $H(\mu) \subset H(\lambda)$, then $H$ is called an $L_{\alpha}$-nest of $E$.

By Theorem 2.3 in [36], we can prove the following two theorems.
Theorem 3. Let $L$ be completely distributive and let $\{A(\lambda) \mid \lambda \in L\})(A(\lambda) \neq \varnothing)$ be an $L_{\alpha}$-nest of subalgebras on an effect algebra $E$. Then there exists an $L$-subalgebra $B$ such that
(i) $\quad B^{(\lambda)} \subseteq A(\lambda) \subseteq B^{[\lambda]}$ for all $\lambda \in L$;
(ii) $B^{(\lambda)}=\bigcup_{\mu \in \alpha(\lambda)} A(\mu)$ for all $\lambda \in P(L)$;
(iii) $B^{[\mu]}=\bigcap_{\mu \in \alpha(\lambda)} A(\lambda)$ for all $\mu \in P(L)$.

Theorem 4. Let $L$ be completely distributive and let $\{A(\lambda) \mid \lambda \in L\}(A(\lambda) \neq \varnothing)$ be an $L_{\beta}$-nest of subalgebras on an effect algebra $E$. Then there exists an $L$-subalgebra $B$ such that
(i) $\quad B_{(\lambda)} \subseteq A(\lambda) \subseteq B_{[\lambda]}$ for all $\lambda \in L$;
(ii) $B_{(\lambda)}=\bigcup_{\lambda \in \beta(\mu)} A(\mu)$ for all $\lambda \in L$;
(iii) $B_{[\mu]}=\bigcap_{\lambda \in \beta(\mu)} A(\lambda)$ for all $\mu \in L$.

In particular, when $L=[0,1]$, we have the following result.
Corollary 4. Let $\{A(\lambda) \mid \lambda \in(0,1]\}(A(\lambda) \neq \varnothing)$ be a family of subalgebras on an effect algebra E. If $\lambda<\mu \Rightarrow A(\mu) \subseteq A(\lambda)$, then there exists a fuzzy subalgebra $B$ satisfying
(i) $\quad B_{(\lambda)} \subseteq A(\lambda) \subseteq B_{[\lambda]}$;
(ii) $\quad B_{(\lambda)}=\cup_{\lambda<\mu} A(\mu)$ for all $\lambda \in(0,1]$;
(iii) $B_{[\mu]}=\bigcap_{\lambda<\mu} A(\lambda)$ for all $\mu \in(0,1]$.

## 4. L-Fuzzy Convexity on Effect Algebras

In this section, we study the relationship between the $L$-fuzzy subalgebra degree and $L$-fuzzy convexity on an effect algebra. Further, we prove that a morphism between two effect algebras is an $L$-fuzzy convexity preserving mapping and a monomorphism is an $L$-fuzzy convex-to-convex mapping. Finally, we prove that the set of all $L$-subalgebras on an effect algebra is an $L$-convexity. For instance, we give its $L$-convex hull formula.

For each $A \in L^{E}, \mathcal{E}$ can be naturally considered as a mapping $\mathcal{E}: L^{E} \longrightarrow L$ defined by $A \longmapsto \mathcal{E}(A)$. The following theorem will show that $\mathcal{E}$ is an $L$-fuzzy convexity on an effect algebra $E$.

Theorem 5. Let $E$ be an effect algebra. Then $\mathcal{E}: L^{E} \longrightarrow L$ is an L-fuzzy convexity on $E$.
Proof. (LMC1). It is clear that $\mathcal{E}(\perp)=\mathcal{E}(\bar{\top})=T_{L}$ by Definition 8 .
(LMC2). Let $\left\{A_{i}\right\}_{i \in I} \subseteq L^{E}$ be nonempty. Now we show $\mathcal{E}\left(\bigwedge_{i \in I} A_{i}\right) \geq \bigwedge_{i \in I} \mathcal{E}\left(A_{i}\right)$. Let $\lambda \in L$ with $\lambda \leq \wedge_{i \in I} \mathcal{E}\left(A_{i}\right)$. Then for any $i \in I$, we have $\lambda \leq \mathcal{E}\left(A_{i}\right)$, which implies $A_{i}(x) \wedge A_{i}(y) \wedge \lambda \leq A_{i}(x \oplus y)$ and $A_{i}(x) \wedge \lambda \leq A_{i}\left(x^{\prime}\right) \wedge A_{i}(0)$ for all $x, y \in E$ satisfying $x \perp y$. It follows that

$$
\begin{aligned}
& \bigwedge_{i \in I} A_{i}(x) \wedge \bigwedge_{i \in I} A_{i}(y) \wedge \lambda \leq \bigwedge_{i \in I} A_{i}(x \oplus y) \\
& \bigwedge_{i \in I} A_{i}(x) \wedge \lambda \leq \bigwedge_{i \in I} A_{i}\left(x^{\prime}\right) \wedge \bigwedge_{i \in I} A_{i}(0)
\end{aligned}
$$

This gives that $\lambda \leq \mathcal{E}\left(\bigwedge_{i \in I} A_{i}\right)$. Hence $\mathcal{E}\left(\bigwedge_{i \in I} A_{i}\right) \geq \bigwedge_{i \in I} \mathcal{E}\left(A_{i}\right)$.
(LMC3) Let $\left\{A_{i}\right\}_{i \in I} \subseteq L^{E}$ be nonempty and directed. Now, we show $\mathcal{E}\left(\bigvee_{i \in I} A_{i}\right) \geq$ $\bigwedge_{i \in I} \mathcal{E}\left(A_{i}\right)$. Let $\lambda \in L$ with $\lambda \leq \bigwedge_{i \in I} \mathcal{E}\left(A_{i}\right)$. Then for any $i \in I, \lambda \leq \mathcal{E}\left(A_{i}\right)$ implies $A_{i}(x) \wedge A_{i}(y) \wedge \lambda \leq A_{i}(x \oplus y)$ and $A_{i}(x) \wedge \lambda \leq A_{i}\left(x^{\prime}\right) \wedge A_{i}(0)$ for all $x, y \in E$ satisfying $x \perp y$. Now, we prove

$$
\bigvee_{i \in I} A_{i}(x) \wedge \bigvee_{i \in I} A_{i}(y) \wedge \lambda \leq \bigvee_{i \in I} A_{i}(x \oplus y)
$$

Take $\mu \in L$ with

$$
\mu \prec \bigvee_{i \in I} A_{i}(x) \wedge \bigvee_{i \in I} A_{i}(y) \wedge \lambda,
$$

then there exists $i, j \in I$ such that $\mu \leq A_{i}(x), \mu \leq A_{j}(y)$ and $\mu \leq \lambda$. Since $\left\{A_{i}\right\}_{i \in I}$ is directed, there exists $i_{0} \in I$ such that $A_{i} \leq A_{i_{0}}$ and $A_{j} \leq A_{i_{0}}$, we thus have $\mu \leq$ $A_{i_{0}}(x) \wedge A_{i_{0}}(y) \wedge \lambda$. By the fact that $A_{i_{0}}(x) \wedge A_{i_{0}}(y) \wedge \lambda \leq A_{i_{0}}(x \oplus y)$, so $\mu \leq A_{i_{0}}(x \oplus y) \leq$ $\bigvee_{i \in I} A_{i}(x \oplus y)$. Hence

$$
\bigvee_{i \in I} A_{i}(x) \wedge \bigvee_{i \in I} A_{i}(y) \wedge \lambda \leq \bigvee_{i \in I} A_{i}(x \oplus y)
$$

Similarly, we can prove

$$
\bigvee_{i \in I} A_{i}(x) \wedge \lambda \leq \bigvee_{i \in I} A_{i}\left(x^{\prime}\right) \wedge \bigvee_{i \in I} A_{i}(0)
$$

Hence $\lambda \leq \mathcal{E}\left(\bigvee_{i \in I} A_{i}\right)$, it implies $\mathcal{E}\left(\bigvee_{i \in I} A_{i}\right) \geq \bigwedge_{i \in I} \mathcal{E}\left(A_{i}\right)$.
Therefore, $\mathcal{E}: L^{E} \longrightarrow L$ is an $L$-fuzzy convexity.
In order to investigate $L$-fuzzy convexity preserving mappings and $L$-fuzzy convex-to-convex mappings, we first give following definition and lemma.

Definition 11 ([40]). Let $E$ and $F$ be effect algebras and $g: E \longrightarrow F$ is called
(i) a morphism if $g\left(1_{E}\right)=1_{F}$, and $x \perp y, x, y \in E$ implies $g(x) \perp g(y)$ in $F$, and $g(x \oplus y)=$ $g(x) \oplus g(y) ;$
(ii) a monomorphism if $g$ is a morphism and $g(x) \perp g(y)$ iff $x \perp y$.

Lemma 2. Let $E$ and $F$ be effect algebras and $g: E \longrightarrow F$ is a morphism. Then $g\left(0_{E}\right)=0_{F}$ and $g\left(x^{\prime}\right)=g(x)^{\prime}$ for all $x \in E$

Proof. Since $g\left(0_{E} \oplus 1_{E}\right)=g\left(0_{E}\right) \oplus g\left(1_{E}\right)=g\left(0_{E}\right) \oplus 1_{F}$ by Definition 11, it follows from Definition 1 (E3) that $g\left(0_{E}\right)=0_{F}$. Since $x \perp x^{\prime}$ for any $x \in E$, we have $g\left(1_{E}\right)=g\left(x \oplus x^{\prime}\right)=$ $g(x) \oplus g\left(x^{\prime}\right)$, thus $g\left(x^{\prime}\right)=g(x)^{\prime}$.

Theorem 6. Let $g: E \longrightarrow F$ be a morphism between two effect algebras $E$ and $F$. Then
(i) $g:\left(E, \mathcal{E}_{E}\right) \longrightarrow\left(F, \mathcal{E}_{F}\right)$ is L-fuzzy convexity preserving.
(ii) If $g: E \longrightarrow F$ is a monomorphism, then $g:\left(E, \mathcal{E}_{E}\right) \longrightarrow\left(F, \mathcal{E}_{F}\right)$ is L-fuzzy convex-to-convex.

Proof. (i) In order to prove $g:\left(E, \mathcal{E}_{E}\right) \longrightarrow\left(M, \mathcal{E}_{F}\right)$ is $L$-fuzzy convexity preserving, we just need to prove for any $A \in L^{F}, \mathcal{E}_{E}\left(g_{L}^{\leftarrow}(A)\right) \geq \mathcal{E}_{F}(A)$.

Let $\lambda \in L$ with $\lambda \leq \mathcal{E}_{F}(A)$. Then by Lemma 1 we obtain $A(x) \wedge A(y) \wedge \lambda \leq A(x \oplus y)$ and $A(x) \wedge \lambda \leq A\left(x^{\prime}\right) \wedge A(0)$ for all $x, y \in F$ satisfying $x \perp y$. So for any $a, b \in E$ with $a \perp b$,

$$
\begin{aligned}
\lambda \wedge g_{L}^{\overleftarrow{L}}(A)(a) \wedge g_{L}^{\overleftarrow{L}}(A)(b) & =\lambda \wedge A(g(a)) \wedge A(g(b)) \\
& \leq A(g(a) \oplus g(b)) \\
& =A(g(a \oplus b)) \\
& =g_{L}^{\overleftarrow{L}}(A)(a \oplus b)
\end{aligned}
$$

Similarly, we can obtain $\lambda \wedge g_{L}^{\leftarrow}(A)(a) \leq g_{L}^{\leftarrow}(A)\left(a^{\prime}\right)$ and $\lambda \wedge g_{L}^{\leftarrow}(A)(a) \leq g_{L}^{\leftarrow}(A)\left(0_{E}\right)$, which implies $\lambda \leq \mathcal{E}_{E}\left(g_{L}^{\overleftarrow{L}}(A)\right)$. Hence $\mathcal{E}_{E}\left(g_{L}^{\overleftarrow{L}}(A)\right) \geq \mathcal{E}_{F}(A)$.
(ii) In order to prove $g:\left(E, \mathcal{E}_{E}\right) \longrightarrow\left(F, \mathcal{E}_{F}\right)$ is L-fuzzy convex-to-convex, we just need to prove for any $A \in L^{E}, \mathcal{E}_{E}(A) \leq \mathcal{E}_{F}\left(g_{L}(A)\right)$.

Let $\lambda \in L$ with $\lambda \leq \mathcal{E}_{E}(A)$, then $A(a) \wedge A(b) \wedge \lambda \leq A(a \oplus b)$ and $A(a) \wedge \lambda \leq$ $A\left(a^{\prime}\right) \wedge A(0)$ for all $a, b \in E$ satisfying $a \perp b$. It follows that for $x, y \in F$ satisfying $x \perp y$,

$$
\begin{aligned}
\left(g_{\vec{L}}(A)\right)(x) \wedge\left(g_{\vec{L}}(A)\right)(y) \wedge \lambda & =\lambda \wedge \bigvee_{g(a)=x} A(a) \wedge \bigvee_{g(b)=y} A(b) \\
& =\bigvee\{\lambda \wedge A(a) \wedge A(b) \mid g(a)=x, g(b)=y\} \\
& \leq \bigvee\{A(a \oplus b) \mid g(a)=x, g(b)=y\} \\
& \leq \bigvee\{A(a \oplus b) \mid g(a \oplus b)=x \oplus y\} \\
& \leq \bigvee\{A(c) \mid g(c)=x \oplus y\} \\
& =\left(g_{\dot{L}}(A)\right)(x \oplus y)
\end{aligned}
$$

Similarly, we can prove $\left(g_{\vec{L}}(A)\right)(x) \wedge \lambda \leq\left(g_{\vec{L}}(A)\right)\left(x^{\prime}\right) \wedge\left(g_{L}(A)\right)(0)$. This gives that $\lambda \leq \mathcal{E}_{F}\left(g_{L}(A)\right)$. Hence $\mathcal{E}_{E}(A) \leq \mathcal{E}_{F}\left(g_{\vec{L}}(A)\right)$. Therefore, $g:\left(E, \mathcal{E}_{E}\right) \longrightarrow\left(F, \mathcal{E}_{F}\right)$ is $L$-fuzzy convex-to-convex.

Corollary 5. Let $\left\{E_{i}\right\}_{i \in \Lambda}$ be a family of effect algebras and $\prod_{i \in \Lambda} A_{i}$ be the direct product of $\left\{A_{i}\right\}_{i \in \Lambda}$, where $A_{i} \in L^{E_{i}}$. If $p_{i}: \prod_{i \in \Lambda} E_{i} \longrightarrow E_{i}$ is the projection, then $p_{i}:\left(\prod_{i \in \Lambda} E_{i}, \mathcal{E}_{i \in \Lambda} E_{i}\right) \longrightarrow\left(E_{i}, \mathcal{E}_{E_{i}}\right)$ is $L$-fuzzy convexity preserving for all $i \in \Lambda$.

Proof. It is easy to check that $p_{i}: \prod_{i \in \Lambda} E_{i} \longrightarrow E_{i}$ is a morphism between effects algebras, so by Theorem 6 , we know $p_{i}$ is $L$-fuzzy convexity preserving for all $i \in \Lambda$.

Theorem 7. Let $\left\{E_{i}\right\}_{i \in \Lambda}$ be a family of effect algebras and $\prod_{i \in \Lambda} A_{i}$ be the direct product of $\left\{A_{i}\right\}_{i \in \Lambda}$, where $A_{i} \in L^{E_{i}}$. Then $\mathcal{E}_{i \in \Lambda} E_{i}\left(\prod_{i \in \Lambda} A_{i}\right) \geq \bigwedge_{i \in \Lambda} \mathcal{E}_{E_{i}}\left(A_{i}\right)$.

Proof. Let $p_{i}: \prod_{i \in \Lambda} E_{i} \longrightarrow E_{i}$ be the projection. It can be easily proved that $\prod_{i \in \Lambda} A_{i}=$ $\bigwedge_{i \in \Lambda} p_{i}^{\leftarrow}\left(A_{i}\right)$. So by the proof of (LMC2) in Theorem 8, we have

$$
\mathcal{E}_{i \in \Lambda} E_{i}\left(\prod_{i \in \Lambda} A_{i}\right)=\mathcal{E}_{i \in \Lambda} E_{i}\left(\bigwedge_{i \in \Lambda} p_{i}^{\leftarrow}\left(A_{i}\right)\right) \geq \bigwedge_{i \in \Lambda} \mathcal{E}_{i \in \Lambda} E_{i}\left(p_{i}^{\leftarrow}\left(A_{i}\right)\right) \geq \bigwedge_{i \in \Lambda} \mathcal{E}_{E_{i}}\left(A_{i}\right)
$$

The last inequality holds because $p_{i}$ is $L$-fuzzy convexity preserving by Corollary 4.
From paper [27], we know $\left(E, \mathcal{E}_{\lambda}\right)$ is an $L$-convex space for all $\lambda \in L \backslash \perp_{L}$. In particular, $\left(E, \mathcal{E}_{\top_{L}}\right)$ is an $L$-convex space. We should note that $\mathcal{E}_{\top_{L}}=\left\{A \in L^{E} \mid \mathcal{E}(A)=\top_{L}\right\}$, by Definition 9 , we obtain that $\mathcal{E}_{T_{L}}$ is the set of all $L$-subalgebras on an effect algebra $E$.

The $L$-convex hull operator with respect to the $L$-convex space $\left(E, \mathcal{E}_{T_{L}}\right)$ is as follows: for $A \in L^{E}, \operatorname{co}(A)=\bigwedge\left\{B \in L^{E} \mid A \leq B \in \mathcal{E}_{\top_{L}}\right\}$ [17], i.e., $c o(A)$ is the least $L$-subalgebra containing $A$. In the following, we will give the corresponding $L$-convex hull formula.

Theorem 8. Let $A$ be an $L$-subset of an effect algebra $E$. Define for any $x \in E$,

$$
\begin{gathered}
\sigma_{0}=A, \sigma_{1}(x)=\left(\bigvee_{x=x_{1} \oplus x_{2}}\left[A\left(x_{1}\right) \vee A\left(x_{1}^{\prime}\right)\right] \wedge\left[A\left(x_{2}\right) \vee A\left(x_{2}^{\prime}\right)\right]\right) \vee A(x), \\
\text { when } n \geq 2, \sigma_{n}(x)=\bigvee_{x=x_{1} \oplus x_{2}}\left[\sigma_{n-1}\left(x_{1}\right) \vee \sigma_{n-1}\left(x_{1}^{\prime}\right)\right] \wedge\left[\sigma_{n-1}\left(x_{2}\right) \vee \sigma_{n-1}\left(x_{2}^{\prime}\right)\right] .
\end{gathered}
$$

Then $\operatorname{co}(A)=\bigvee_{n=0}^{\infty} \sigma_{n}$.
Proof. We first show $\bigvee_{n=0}^{\infty} \sigma_{n}$ is an $L$-subalgebra of $E$. To achieve this, we give the following statements.
(i). For any $x \in E$ and $n \geq 1, \sigma_{n}(1) \geq \sigma_{n}(x)$.

Let $n=1$. For any $x \in E$, it follows from $x \oplus x^{\prime}=1$ that

$$
\sigma_{1}(1) \geq A(x) \vee A\left(x^{\prime}\right) \geq A(x)=\sigma_{0}(x)
$$

Let $n \geq 2$. For any $x \in E$, since $x \oplus x^{\prime}=1$, we have that for each $x \in E$.

$$
\begin{aligned}
\sigma_{n}(1) & =\bigvee_{1=y \oplus z}\left[\sigma_{n-1}(y) \vee \sigma_{n-1}\left(y^{\prime}\right)\right] \wedge\left[\sigma_{n-1}(z) \vee \sigma_{n-1}\left(z^{\prime}\right)\right] \\
& \geq\left[\sigma_{n-1}(x) \vee \sigma_{n-1}\left(x^{\prime}\right)\right] \wedge\left[\sigma_{n-1}(x) \vee \sigma_{n-1}\left(x^{\prime}\right)\right] \\
& =\sigma_{n-1}(x) \vee \sigma_{n-1}\left(x^{\prime}\right)
\end{aligned}
$$

Since for any $x \in E$,

$$
\sigma_{n}(x)=\bigvee_{x=x_{1} \oplus x_{2}}\left[\sigma_{n-1}\left(x_{1}\right) \vee \sigma_{n-1}\left(x_{1}^{\prime}\right)\right] \wedge\left[\sigma_{n-1}\left(x_{2}\right) \vee \sigma_{n-1}\left(x_{2}^{\prime}\right)\right]
$$

then for every pair $\left(x_{1}, x_{2}\right)$ satisfying $x=x_{1} \oplus x_{2}$, it holds that $\sigma_{n-1}\left(x_{1}\right) \vee \sigma_{n-1}\left(x_{1}^{\prime}\right) \leq \sigma_{n}(1)$ and $\sigma_{n-1}\left(x_{2}\right) \vee \sigma_{n-1}\left(x_{2}^{\prime}\right) \leq \sigma_{n}(1)$, we thus obtain $\sigma_{n}(x) \leq \sigma_{n}(1)$.
(ii). $\bigvee_{n=0}^{\infty} \sigma_{n}(x) \leq \bigvee_{n=0}^{\infty} \sigma_{n}(1)$.

Since $\sigma_{0}=A$ and $1=1 \oplus 0$, we have $\sigma_{1}(1) \geq A(1) \vee A(0) \geq A(1)$. By the above proof, we obtain $\sigma_{1}(1) \geq A(x) \vee A\left(x^{\prime}\right) \geq A(x)$. This implies

$$
\bigvee_{n=0}^{\infty} \sigma_{n}(x)=A(x) \vee \bigvee_{n=1}^{\infty} \sigma_{n}(x) \leq \sigma_{1}(1) \vee \bigvee_{n=1}^{\infty} \sigma_{n}(1) \leq \bigvee_{n=0}^{\infty} \sigma_{n}(1)
$$

(iii). $\sigma_{0}(x) \leq \sigma_{1}(x) \leq \sigma_{2}(x) \leq \cdots$

For any $x \in E$, from the construction of $\sigma_{1}(x)$, it is clear that $\sigma_{1}(x) \geq A(x)=\sigma_{0}(x)$. Let $n \geq 2$. For any $x \in E$, by the fact that $x=x \oplus 0$ and (i), we have

$$
\begin{aligned}
\sigma_{n}(x) & =\bigvee_{x=x_{1} \oplus x_{2}}\left[\sigma_{n-1}\left(x_{1}\right) \vee \sigma_{n-1}\left(x_{1}^{\prime}\right)\right] \wedge\left[\sigma_{n-1}\left(x_{2}\right) \vee \sigma_{n-1}\left(x_{2}^{\prime}\right)\right] \\
& \geq\left[\sigma_{n-1}(x) \vee \sigma_{n-1}\left(x^{\prime}\right)\right] \wedge\left[\sigma_{n-1}(0) \vee \sigma_{n-1}(1)\right] \\
& \geq \sigma_{n-1}(x)
\end{aligned}
$$

(iv). $\bigvee_{n=0}^{\infty} \sigma_{n}(x) \leq \bigvee_{n=0}^{\infty} \sigma_{n}\left(x^{\prime}\right)$.

For any $x \in E$ and $n \geq 2$, since $x^{\prime}=x^{\prime} \oplus 0$, we have

$$
\sigma_{n}\left(x^{\prime}\right) \geq\left[\sigma_{n-1}(x) \vee \sigma_{n-1}\left(x^{\prime}\right)\right] \wedge\left[\sigma_{n-1}(0) \vee \sigma_{n-1}(1)\right]
$$

By (i) we know that $\sigma_{n-1}(x), \sigma_{n-1}\left(x^{\prime}\right) \leq \sigma_{n-1}(1)$, it follows that $\sigma_{n}\left(x^{\prime}\right) \geq \sigma_{n-1}(x)$. Thus $\bigvee_{n=1}^{\infty} \sigma_{n}(x) \leq \bigvee_{n=2}^{\infty} \sigma_{n}\left(x^{\prime}\right)$. By (iii) we obtain

$$
\bigvee_{n=0}^{\infty} \sigma_{n}(x)=\bigvee_{n=1}^{\infty} \sigma_{n}(x) \leq \bigvee_{n=2}^{\infty} \sigma_{n}\left(x^{\prime}\right)=\bigvee_{n=0}^{\infty} \sigma_{n}\left(x^{\prime}\right)
$$

(v). For $x, y \in E$ and $x \perp y$,

$$
\bigvee_{n=0}^{\infty} \sigma_{n}(x \oplus y) \geq\left(\bigvee_{n=0}^{\infty} \sigma_{n}(x)\right) \wedge\left(\bigvee_{n=0}^{\infty} \sigma_{n}(y)\right)
$$

Let $t \in L$ such that $t \prec\left(\bigvee_{n=0}^{\infty} \sigma_{n}(x)\right) \wedge\left(\bigvee_{n=0}^{\infty} \sigma_{n}(y)\right)$, then we have $t \prec \bigvee_{n=0}^{\infty} \sigma_{n}(x)$ and $t \prec \bigvee_{n=0}^{\infty} \sigma_{n}(y)$. So there exist $i, k \geq 0$ such that $t \leq \sigma_{i}(x)$ and $t \leq \sigma_{j}(y)$. Put $j=\max \{i, k\}$, then by (iii) we obtain $t \leq \sigma_{j}(x)$ and $t \leq \sigma_{j}(y)$. It results that

$$
t \leq \sigma_{j}(x) \wedge \sigma_{j}(y) \leq\left[\sigma_{j}(x) \vee \sigma_{j}\left(x^{\prime}\right)\right] \wedge\left[\sigma_{j}(y) \vee \sigma_{j}\left(y^{\prime}\right)\right] \leq \sigma_{j+1}(x \oplus y) \leq \bigvee_{n=0}^{\infty} \sigma_{n}(x \oplus y)
$$

Hence $\bigvee_{n=0}^{\infty} \sigma_{n}(x \oplus y) \geq\left(\bigvee_{n=0}^{\infty} \sigma_{n}(x)\right) \wedge\left(\bigvee_{n=0}^{\infty} \sigma_{n}(y)\right)$.
(vi). $\bigvee_{n=0}^{\infty} \sigma_{n}(x) \leq \bigvee_{n=0}^{\infty} \sigma_{n}(0)$.

By (ii) and (iv), we have,

$$
\bigvee_{n=0}^{\infty} \sigma_{n}(0)=\bigvee_{n=0}^{\infty} \sigma_{n}\left(1^{\prime}\right) \geq \bigvee_{n=0}^{\infty} \sigma_{n}(1) \geq \bigvee_{n=0}^{\infty} \sigma_{n}(x)
$$

Therefore, by (iii), (iv), (v), (vi) and Proposition 1, we can obtain that $\bigvee_{n=0}^{\infty} \sigma_{n}$ is an $L$-subalgebra containing $A$. Next, we prove $\bigvee_{n=0}^{\infty} \sigma_{n}$ is the least $L$-subalgebra containing $A$

Assume $B \in L^{E}$ is an $L$-subalgebra containing $A$, so $A(x) \leq B(x)$ for all $x \in E$. It is clear that $\sigma_{0} \leq B$. Since

$$
\begin{aligned}
\sigma_{1}(x) & =\left(\bigvee_{x=x_{1} \oplus x_{2}}\left[A\left(x_{1}\right) \vee A\left(x_{1}^{\prime}\right)\right] \wedge\left[A\left(x_{2}\right) \vee A\left(x_{2}^{\prime}\right)\right]\right) \vee A(x) \\
& \leq\left(\bigvee_{x=x_{1} \oplus x_{2}}\left[B\left(x_{1}\right) \vee B\left(x_{1}^{\prime}\right)\right] \wedge\left[B\left(x_{2}\right) \vee B\left(x_{2}^{\prime}\right)\right]\right) \vee B(x) \\
& =\left(\bigvee_{x=x_{1} \oplus x_{2}} B\left(x_{1}\right) \wedge B\left(x_{2}\right)\right) \vee B(x) \quad \text { (by Corrollary } 1 \text { and } B \text { is an } L \text {-subalgebra) } \\
& \leq\left(\bigvee_{x=x_{1} \oplus x_{2}} B\left(x_{1} \oplus x_{2}\right)\right) \vee B(x)=B(x) \vee B(x)=B(x)
\end{aligned}
$$

Assume $\sigma_{k} \leq B(k \geq 2)$ holds. Now,

$$
\begin{aligned}
\sigma_{k+1}(x) & =\bigvee_{x=x_{1} \oplus x_{2}}\left[\sigma_{k}\left(x_{1}\right) \vee \sigma_{k}\left(x_{1}^{\prime}\right)\right] \wedge\left[\sigma_{k}\left(x_{2}\right) \vee \sigma_{k}\left(x_{2}^{\prime}\right)\right] \\
& \leq \bigvee_{x=x_{1} \oplus x_{2}}\left[B\left(x_{1}\right) \vee B\left(x_{1}^{\prime}\right)\right] \wedge\left[B\left(x_{2}\right) \vee B\left(x_{2}^{\prime}\right)\right] \\
& =\bigvee_{x=x_{1} \oplus x_{2}} B\left(x_{1}\right) \wedge B\left(x_{2}\right) \\
& \leq \bigvee_{x=x_{1} \oplus x_{2}} B\left(x_{1} \oplus x_{2}\right)=B(x) .
\end{aligned}
$$

Thus for any $n \geq 0$, it holds that $\sigma_{n} \leq B$, which implies $\bigvee_{n=0}^{\infty} \sigma_{n} \leq B$. This implies $\bigvee_{n=0}^{\infty} \sigma_{n}$ is the least $L$-subalgebra containing $A$. Therefore, $\operatorname{co}(A)=\bigvee_{n=0}^{\infty} \sigma_{n}$.

## 5. Conclusions

In this paper, we proposed the notion of $L$-fuzzy subalgebra degree on an effect algebra based on a completely distributive lattice $L$. We gave their characterizations in terms of four kinds of cut sets of $L$-subsets. We say an $L$-subset is an $L$-subalgebra if its $L$-fuzzy subalgebra degree is equal to $\top_{L}$. In fact, the $L$-fuzzy subalgebra degree can describe the degree to which an $L$-subset is an $L$-fuzzy subalgebra. An $L$-fuzzy convex structure on an effect algebra was naturally constructed and some of its properties were studied. For instance, an $L$-convex structure was induced by the set of all $L$-subalgebras and its $L$-convex hull formula was given.

It should be noted that the same thought can be applied to different algebraic structure such as $M V$-algebras, $B L$-algebras, residuated lattices and so on. Thus, there exist $L$-fuzzy convexities in many logical algebras, which enrich the convexity theory in logical algebras.
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#### Abstract

This paper is dedicated to Professor Ioan Dzitac (1953-2021). Therefore, his life has been briefly presented as well as a comprehensive overview of his major contributions in the domain of soft computing methods in a fuzzy environment. This paper is part of a special reverential volume, dedicated to the Centenary of the Birth of Lotfi A. Zadeh, whom Ioan Dzitac considered to be is his mentor, and to whom he showed his gratitude many times and in innumerable ways, including by being the Guest Editor of this Special Issue. Professor Ioan Dzitac had many important achievements throughout his career: he was co-founder and Editor-in-Chief of an ISI Expanded quoted journal, International Journal of Computers Communications \& Control; together with L.A. Zadeh, D. Tufis and F.G. Filip he edited the volume "From Natural Language to Soft Computing: New Paradigms in Artificial Intelligence"; his scientific interest focused on different sub-fields: fuzzy logic applications, soft computing in a fuzzy environment, artificial intelligence, learning platform, distributed systems in internet. He had the most important contributions in soft computing in a fuzzy environment Some of them will be presented in this paper. Finally, some future trends are discussed.
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## 1. Introduction

This paper is dedicated to Professor Ioan Dzitac (14 February 1953-6 February 2021). Therefore the paper begins with a short presentation of his life and work.

Ioan Dzitac was born in the village of Poienile de sub Munte, in the County of Maramures, Transylvania, Romania. He graduated from the Faculty of Mathematics of Babeş-Bolyai University of Cluj-Napoca in 1977 and continued as a high school math teacher in Bihor (Aleşd and Oradea), Romania. In 2002, Prof. Dzitac obtained his PhD Thesis at Babeş-Bolyai University of Cluj-Napoca and in the next few years he published several works in field of distributed and information systems.

In 2007, Dzitac had the great privilege of meeting the world-renowned scientist Lotfi A. Zadeh and since then, up to the end of his career, his scientific interest focused on different sub-fields:

1. Fuzzy logic applications. For major achievement see: $[1,2]$ etc.
2. Soft computing in a fuzzy environment. See: [3-8] etc.
3. Artificial intelligence: $[9,10]$ etc.
4. E-learning platform: $[11,12]$ etc.
5. Distributed systems in internet: $[9,13]$ etc.

He had the most important contributions in soft computing in a fuzzy environment. Some of them will be presented in this paper.

His collaboration with Lotfi A. Zadeh started in 2008. Zadeh was invited as speaker at the International Conference on Computers Communications and Control (ICCCC) (see Figure 1), an ISI indexed conference, founded and chaired by Dzitac.


Figure 1. Ioan Dzitac and Lotfi A. Zadeh at ICCCC 2008.
Just a week before passing away, I. Dzitac remembered: "I waited for him (Lofti A. Zadeh) at the airport in Budapest. At 87 years old, he was traveling unattended from San Francisco, where he lived and was the active director of the research institute BISC at the University of California, Berkeley (position that he held until his death in 2017, at 96 years old). He took a nap in the car. However, when he woke up, he started to tell me about his first visit in Romania and the encouragements offered by Grigore C. Moisil, in 1967, two years later, with great courage, he published "Fuzzy Sets". He really needed those pats on the back because many mathematicians, logicians and engineers met his theories with skepticism and sometimes even with mockery [14]".
L.A. Zadeh had a major influence on Ioan Dzitac's career, because, after their encounter, Ioan Dzitac had a very prosperous period from a scientific point of view, as he published many articles in well-known journals, either as a unique author or in cooperation with: F.G. Filip, M.J. Manolescu, S. Negulescu, A.E. Lascu, C. Butaci, S. Dzitac, G. Bologa, D. Benta, S. Nadaban, B. Barbat, I. Moisil, I. Felea, T. Vesselenyi, C. Secui, V. Lupse and abroad: B. Stanojevic (Serbia), H. Liu (China), S. Gao (China), R. Andonie (USA), A.M. Brasoveanu (Austria), Y. Shi (China), G. Kou (China), F. Cordova (Chile), H. Lee (Korea), etc.

One volume, very dear to Professor I. Dzitac, cannot be omitted. It is "From Natural Language to Soft Computing: New Paradigms in Artificial Intelligence", volume coedited by L.A. Zadeh (University of California), D. Tufis (Romanian Academy), F.G. Filip (Romanian Academy), I. Dzitac (Agora University), Romanian Academy Ed. House, 2008 [15].

The recognition of his results appeared very soon, his papers being quoted by authors from Romania, Chile, India, USA, Iran, Malaysia, Serbia, Canada, France, Russia, Turkey, Australia, Hungary, Lithuania, Morocco, Spain, Tunisia, Algeria, Czech Republic, in some prestigious journals.

To highlight the impact of his research it should be mentioned that Ioan Dzitac has in Web of Science h-index $=11$ and 472 citations, of which 64 in the first 5 months of 2021. The paper [6] has 10 citations in the period January 2021-May 2021, while the paper [2] has 16 citations in the same period. The last citations from May 2021 are:

1. Liang, H.; Cai, R. A new correlation coefficient of BPA based on generalized information quality. Int. J. Intell. Syst. 2021, doi:10.1002/int. 22490 [16];
2. Roszkowska, E.; Kusterka-Jefmanska, M.; Jefmanski, B. Intuitionistic Fuzzy TOPSIS as a Method for Assessing Socioeconomic Phenomena on the Basis of Survey Data. Entropy 2021, 23, 563, doi:10.3390/e23050563 [17];
3. Hamzelou, N.; Ashtiani, M; Sadeghi, R. A propagation trust model in social networks based on the $\mathrm{A}^{*}$ algorithm and multi-criteria decision-making. Computing 2021, 103, 827-867, doi:10.1007/s00607-021-00918-w [18].
I. Dzitac was co-founder and Editor-in-Chief of an ISI Expanded quoted journal, International Journal of Computers Communications $\mathcal{E}$ Control (nominee by Elsevier for Journal Excellence Award - Scopus Awards Romania 2015) and member in Editorial Board of 12 scientific journals. Additionally, he is co-founder and General Chair of International Conference on Computers Communications and Control. He was member of the Program Committee of more than 80 international conferences.

He was Senior Member IEEE (since 2011). He was invited speaker and/or invited special sessions's organizer and chair in China (2013: Beijing, Suzhou, Chengdu, 2015: Dalian, 2016: Beijing), India (2014: Madurai, 2017: Delhi), Russia (2014: Moscow), Brazil (2015: Rio), Lithuania (2015: Druskininkai), South Korea (2016: Asan), USA (2018: Nebraska).

He was included among 100 Romanian computer scientists from all over the past 100 years in the volume "One Hundred Romanian Scientists in Theoretical Computer Science", Romanian Academy Publishing House, 2018.
I. Dzitac was full professor at Aurel Vlaicu University of Arad (since 2009), professor at Agora University of Oradea (since 2017) and Rector at Agora University of Oradea (20122020). He was an Adjunct Professor at University of Chinese Academy of Sciences-Beijing, China (2013-2016) and since 2016 he was in Advisory Board Member at Graduate School of Management of Technology, Hoseo University, South Korea.

In 2019 he defended his Habilitation Thesis "Soft Computing for Decision-Making" at "Alexandru Ioan Cuza" University of Iasi, which conferred him the right to conduct doctorates. Thus, he became PhD supervisor at University of Craiova, Romania.

In all those years, I. Dzitac did not cease to show his gratitude towards the one who considered to be his mentor: Lofti A. Zadeh. Thus, in 2011, he edited a Special Issue of IJCCC at 90th Zadeh's birthday and another in 2015 at 50th Fuzzy Sets anniversary. In 2017, at Zadeh's death, I. Dzitac published a survey about his life and his famous contributions in scientific world [2]. In January 2021, just a month before his death, I. Dzitac edited another Special Issue of IJCCC dedicated to the centenary of the birth of Lotfi A. Zadeh (1921-2017).

As already mentioned, beginning with 2007, Ioan Dzitac's interest was in soft computing methods in fuzzy environments. Starting from here, the structure of the paper will continue as follows: Section 2 will present some general considerations regarding soft computing methods, highlighting the fundamental differences between soft computing and hard computing; considering that soft computing methods are numerous, in Section 3 we will resume to presenting some fundamental ideas of fuzzy logic, which is the most used Soft Computing method in a variety of decision-making problems; in Section 4 we will present a survey on I. Dzitac's contributions to this domain. Finally, in Section 5 we will have some conclusions but mostly some future trends will be discussed.

## 2. Soft Computing Methods

Hard computing (HC) is the conventional calculation and it needs an analytical model well defined and many times a log time for calculating. Many analytical models are valid only in ideal cases. The problems of the real world exist within a non-ideal frame. Thus, many complex systems that are found in engineering, biology, medicine, economy remain unsolved to HC.

Soft computing is a concept introduced for the first time by L.A. Zadeh [19]. According to Zadeh's definition, Soft computing (SC) methods are opposed to HC techniques, consisting of computational techniques in Informatics, machine learning and certain engineering subjects that study, shape and analyze a very complex reality for which the traditional methods prove ineffective. Soft computing can work with ambiguous data, and it is tolerant to vagueness, uncertainty, partial truth and approximation. The model for SC is human mind.

Lotfi A. Zadeh said about Natural Language (NL) Computation: "NL-Computation is of intrinsic importance because much of human knowledge is described in natural language. This is particularly true in such fields as economics, data mining, systems engineering, risk assessment and emergency management. It is safe to predict that as we move further into the age of machine intelligence and mechanized decision-making, NL-Computation will grow in visibility and importance. Computation with information described in natural language cannot be dealt with using machinery of natural language processing. The problem is semantic imprecision of natural languages. More specifically, a natural language is basically a system for describing perceptions. Perceptions are intrinsically imprecise, reflecting the bounded ability of sensory organs, and ultimately the brain, to resolve detail and store information. Semantic imprecision of natural languages is a concomitant of imprecision of perceptions. Our approach to NL-Computation centers on what is referred to as generalized-constraint-based computation, or GC-Computation for short. A fundamental thesis which underlies NL-Computation is that information may be interpreted as a generalized constraint." [20].

Soft Computing includes: (1) Fuzzy Logic; (2) Neural Computing: Perceptions, Artificial Neural Networks, Neuro-Fuzzy Systems; (3) Evolutionary Computation: Genetic Algorithms (GA), Ant Colony Optimization (ACO), Particle Swarm Optimization (PSO), Artificial Life(AL); (4) Machine Learning: Intelligent Agents, Expert Systems, Data Mining; (5) Probabilistic Reasoning: Bayesian Networks, Markov Networks, Belief Networks.

To discuss all these methods would exceed the space for an article. Therefore, the next section will be limited to the presentation of only a few fundamental ideas of fuzzy logic, which is the most used Soft Computing method in a variety of decision-making problems.

The next table (see Table 1) is adapted from [9] and it presents the conclusions of the HC paradigm versus SC paradigm.

Table 1. Hard Computing vs. Soft Computing.

| Hard Computing | Soft Computing |
| :---: | :---: |
| Well-posed problem solving | Ill-posed problem solving |
| Bivalent logic-based <br> (tertium non datur) | Fuzzy logic-based <br> (tertium included) |
| Deterministic environment <br> (closed, static, known) | Nondeterministic environment <br> (open, dynamic, uncertain) |
| Well-defined problem <br> (quantity, precision, certainty) | Fuzzy-defined Situation <br> (quality, imprecision, uncertainty) |
| Solving accurately problems <br> (imperative, firm, reliable) | Managing "Just In Time" situations <br> (descriptive, flexible, robust) |
| Optimal, lasting, solution <br> (algorithmic, apodictic, general) | Suboptimal, temporary, answer <br> (non-algorithmic, revisable, local) |
| Technocentric design | Anthropocentric design |
| Software entity: PROGRAM |  |
| (object devised as tool) | Software entity: AGENT <br> (process devised as interactant) |
| Client-Server paradigm <br> (object-oriented, sequential) | Computing as Interaction" paradigm <br> (agent-oriented, parallel) |

## 3. Fuzzy Logic in Decision-Making

In classical logic the sentences are bivalent, this meaning that all sentences that describe the state of an event are either true or false. With this bivalent logic computers were endowed, they can make massive computations, which are very difficult for people. On the other hand, computers cannot imitate the intuitive human mind and this because people can operate with vague linguistic information. It is difficult though for these to be modelled
in classical logic. At the same time, in many real-world situations there are uncertainties and vague information.

To be able to deal with these uncertainties and ambiguities, L. A. Zadeh [21] introduced in 1965 the concept of fuzzy sets.

If $X$ is an arbitrary set. A fuzzy set in $X$ is a function $\mu: X \rightarrow[0,1]$. The function $\mu$ is called the membership function and $\mu(x)$ represents the value of truth as $x$ belongs to the fuzzy set.

In 1975, L.A. Zadeh [22] introduced the concept of linguistic variable. This is a variable whose values are words or sentences. For example, an important criterion in location problems is "accessibility". This is a linguistic variable. It can take values linguistic terms. For the linguistic variable "accessibility" the linguistic terms set is

$$
T(" a c c e s s i b i l i t y ")=\{\text { Very good, Good, Medium, Poor, Very poor }\} .
$$

The structure of a fuzzy logic system is presented in Figure 2. We notice that a fuzzy logic system is made of four components: fuzzyfication, fuzzy rules, inference engine, defuzzification.


Figure 2. The structure of a fuzzy logic system.

### 3.1. Fuzzification

At this stage, first, each linguistic input $A$ is mapped to the linguistic terms set $T(A)=\left\{T_{A}^{1}, T_{A}^{2}, \cdots, T_{A}^{k}\right\}$, and then, the meaning of each linguistic term $T_{A}^{j}(j=\overline{1, k})$ is represented by the membership function $\mu_{A}^{j}(j=\overline{1, k})$.

According to the needs, considering the computational efficiency, different types of membership functions can be used. The most used are fuzzy numbers (FNs).

By a $F N$ we understand a mapping $f: \mathbb{R} \rightarrow[0,1]$, such that:

1. $f(y) \geq \min \{f(x), f(z)\}$, for $x \leq y \leq z$;
2. $(\exists) x_{0} \in \mathbb{R}: f\left(x_{0}\right)=1$;
3. $f$ is upper semicontinuous, i.e.

$$
(\forall) x \in \mathbb{R},(\forall) \alpha \in(0,1]: f(x)<\alpha,(\exists) \delta>0 \text { such that }|y-x|<\delta \Rightarrow f(y)<\alpha .
$$

Among the various types of fuzzy sets or their generalizations, the most common (see $[6,23,24]$ ) are:
(1) Triangular FNs which have membership function

$$
f(x)=\left\{\begin{array}{ccc}
0 & \text { if } & x<a \\
\frac{x-a}{b-a} & \text { if } & a \leq x<b \\
\frac{c-x}{c-b} & \text { if } & b \leq x<c \\
0 & \text { if } & x>c
\end{array} \text {, where } a \leq b \leq c\right.
$$

and they are denoted by $\tilde{f}=(a, b, c)$.
(2) Trapezoidal FNs defined by membership function

$$
f(x)=\left\{\begin{array}{ccc}
0 & \text { if } & x<a \\
\frac{x-a}{b-a} & \text { if } & a \leq x \leq b \\
1 & \text { if } & b<x<c \\
\frac{d-x}{d-c} & \text { if } & c \leq x \leq d \\
0 & \text { if } & x>d
\end{array}, \text { where } a \leq b \leq c \leq d\right.
$$

and expressed as $\tilde{f}=(a, b, c, d)$.
(3) Gaussian FNs defined by $f(x)=e^{-\frac{(x-m)^{2}}{2 \sigma^{2}}}$.
(4) Interval-valued fuzzy sets, defined by the membership mapping $f: X \rightarrow \mathcal{I}([0,1])$, where $\mathcal{I}([0,1])$ represents the set of all closed subintervals of $[0,1]$.
(5) Intuitionistic fuzzy sets, defined by a membership function $f$ and also by a nonmembership function $g$ such that $0 \leq f(x)+g(x) \leq 1,(\forall) x \in X$.
(6) Interval-valued intuitionistic fuzzy sets, defined by two functions $f, g: X \rightarrow \mathcal{I}([0,1])$ such that $0 \leq \sup _{x \in X} f(x)+\sup _{x \in X} g(x) \leq 1$.

Our basic references for interval-valued fuzzy sets, intuitionistic fuzzy sets and interval-valued intuitionistic fuzzy sets are [25-32].
(7) F. Smarandache [33] proposed in 1999 the concept of neutrosophic set. A Neutrosophic set in $X$ is defined as

$$
A=\left\{<x, T_{A}(x), I_{A}(x), F_{A}(x)>: x \in X\right\}
$$

where $T_{A}(x), I_{A}(x), F_{A}(x)$ are subsets of $] 0^{-}, 1^{+}[$and represent the truth-membership function, indeterminacy-membership function and falsity-membership function such that

$$
0^{-} \leq \sup _{x \in X} T_{A}(x)+\sup _{x \in X} I_{A}(x)+\sup _{x \in X} F_{A}(x) \leq 3^{+}
$$

where

$$
\begin{aligned}
& a^{-}=\left\{a-\epsilon: \epsilon \in \mathbb{R}^{*}, \epsilon \text { is infinitesimal }\right\} \\
& b^{+}=\left\{b+\epsilon: \epsilon \in \mathbb{R}^{*}, \epsilon \text { is infinitesimal }\right\}
\end{aligned}
$$

For applications we can consider that $T_{A}(x), I_{A}(x), F_{A}(x)$ are subsets of $[0,1]$.
(8) Pythagorean fuzzy sets were proposed by R.R. Yager in 2013 [34]. A Pythagorean fuzzy set is defined by the functions $f, g: X \rightarrow[0,1]$ which give us the degree of membership and degree of non-membership, respectively such that

$$
0 \leq(f(x))^{2}+(g(x))^{2} \leq 1,(\forall) x \in X
$$

The function $h: X \rightarrow[0,1]$ defined by

$$
h(x)=\sqrt{1-\left[(f(x))^{2}+(g(x))^{2}\right]}
$$

is called the degree of indeterminacy.

### 3.2. Fuzzy Rules

Fuzzy rules allow the logic fuzzy system to take rational decisions. Fuzzy rules offer a frame in which human knowledge is integrated. In the fuzzy process the relation between input variables and output variables are described through schemes like: "If . . . then". Generally we have a number $N$ of fuzzy rules, each of them with the form [24,35]:

If $A_{1}$ is $T_{A_{1}}^{j}$ and $A_{2}$ is $T_{A_{2}}^{j}$, then $B_{0}$ is $T_{B_{0}}^{j}$, where $B_{0}$ is the consequent (output) linguistic variable of the rule.

### 3.3. Inference Engine

The mission of the inference engine is to obtain output variables from input variables, based on fuzzy logic rules.

For example, let us assume there are two rules:
If $A_{1}$ is $T_{A_{1}}^{1}$ and $A_{2}$ is $T_{A_{2}}^{1}$, then $B_{0}$ is $T_{B_{0}}^{1}$,
If $A_{1}$ is $T_{A_{1}}^{2}$ and $A_{2}$ is $T_{A_{2}}^{2}$, then $B_{0}$ is $T_{B_{0}}^{2}$.
The firing strengths of the two rules are: $f_{1}=\mu_{A_{1}}^{1} \wedge \mu_{A_{2}}^{1}$ and $f_{2}=\mu_{A_{1}}^{2} \wedge \mu_{A_{2}}^{2}$, where $\wedge$ represents AND operation in fuzzy logic, this being the minimum most often, namely
$\mu_{A_{1}}^{1} \wedge \mu_{A_{2}}^{1}=\min \left\{\mu_{A_{1}}^{1}, \mu_{A_{2}}^{1}\right\}$ and $\mu_{A_{1}}^{2} \wedge \mu_{A_{2}}^{2}=\min \left\{\mu_{A_{1}}^{2}, \mu_{A_{2}}^{2}\right\}$, but there can be used other t-norms as well.

We also consider $\hat{\mu}_{B_{0}}^{1}$ and $\hat{\mu}_{B_{0}}^{2}$ defined by: $\hat{\mu}_{B_{0}}^{1}=f_{1} \wedge \mu_{B_{0}}^{1}$ and $\hat{\mu}_{B_{0}}^{2}=f_{2} \wedge \mu_{B_{0}}^{2}$.
Finally, the membership degree of the output is obtained using OR operation (denoted $\vee$ ), namely $\mu=\hat{\mu}_{B_{0}}^{1} \vee \hat{\mu}_{B_{0}}^{2}$.

For OR operation most often we meet: $\hat{\mu}_{B_{0}}^{1} \vee \hat{\mu}_{B_{0}}^{2}=\max \left\{\hat{\mu}_{B_{0}}^{1}, \hat{\mu}_{B_{0}}^{2}\right\}$, but other t-conorms can be used.

### 3.4. Defuzzification

In this phase the fuzzy sets obtained of the inference engine are defuzzied into crisp outputs.
There are several methods that can be used. Center of gravity is a method used in many studies. Let us assume that the result is the membership function $\mu: \mathbb{R} \rightarrow[0,1]$ with the support the interval $\left[t_{0}, t_{k}\right]$. We consider an equidistant division $\Delta=\left\{t_{0}, t_{1}, t_{2}, \cdots, t_{k-1}, t_{k}\right\}$ of this interval. The crisp value is obtained by

$$
\hat{t}_{j}=\frac{\sum_{i} t_{i} \mu\left(t_{i}\right)}{\sum_{i} \mu\left(t_{i}\right)} .
$$

Other defuzzification methods are: max membership principle, weighted average method, mean max membership method, center of largest area etc.

## 4. On Some Results Obtained by Ioan Dzitac

### 4.1. Fuzzy Method for Multiple Criteria Fractional Programming

In paper [8], B. Stanojević, I. Dzitac and S. Dzitac proposed a new method of solving a full fuzzy linear fractional programming (FFLFP) problems using $\alpha$-cut representations for the triangular fuzzy coefficients involved in both the objective function and constraints. The decision variables were considered fuzzy valued, but their shapes were determined a posteriori.

The authors first discussed the issues arising when a ratio of fuzzy numbers had to be evaluated: (i) the error induced by approximating the exact membership function of the ratio with the membership function of the triangular fuzzy number that had the same support and the same value with maximal amplitude as the exact (non-triangular) fuzzy number representing the ratio; (ii) the misleading computation of the ratio of two functions of fuzzy numbers, in the case that the same fuzzy number appeared on both numerator and denominator of the ratio, and in the global $\alpha$-cut evaluation distinct endpoints of the $\alpha$-cut were used for that same fuzzy number on numerator and denominator respectively. The authors established the formula for computing the area between the graphic representations of the exact membership function of the ratio of fuzzy numbers and its above-mentioned approximation. The difference between the correct and a misleading evaluation of a rational function of one triangular fuzzy number valued variable, and the effect of the translation of the triangular fuzzy numbers on the rational function correctly evaluated were both illustrated in the paper.

Further on, the authors introduced a new methodology to solve the FFLFP problems by making use of two models to yield the left and the right endpoints of an arbitrary $\alpha$-cut. Their approach properly handled the multiple occurrences of variables in the fractional objective function and in constraints as well. Discrete representations of the inverses of the exact membership functions of the products and ratios of fuzzy numbers were used to derive the fuzzy solutions expressed by (non-triangular) fuzzy numbers. The main advantage of the solution approach was in its ability to work with the exact membership functions of the ratios, and to avoid the usage of any special definition for fuzzy inequality evaluation.

By their approach, the authors disclosed a direction that can be useful in managing decision-making processes involving fractional objective functions under uncertainty. The
illustrative example provided in the paper analyzed and solved a decision-making problem in production planning.

### 4.2. Prudent Decision to Estimate the Risk in Insurance

In paper [3], the authors investigated the issue of capital allocation with risk exposure starting from the regulations of the new solvency system "Solvency II" built by European Commission to regulate all insurance activities in European Union member countries.

As stated in the Solvency II Directive, 101 Article, the allocation of capital in insurance is done either using a standard formula or by developing an internal model taking into account the particularities of the insurance company.

Making prudent risk assessment decisions to which the insurance company is exposed ultimately means a capital allocation that better corresponds to the company's risk exposure The risk measure advanced by the new Solvency II system under the standard formula is Value-at-Risk (VaR) or Tail Value-at-Risk (TVaR). The authors proposed for determination of VaR or TVaR, the use of the theory of extreme values. This decision proves more prudent in the sense of correlating the values of VaR and TVaR with the amplitude of risk exposure.

To argue quantitatively the usefulness of applying the theory of extreme events to set the level of prudence regarding the determination of the solvency capital requirement (SCR), the authors built a hypothetical portfolio composed of shares and bonds. Although the standard formula in the Solvency II system was built on the assumption of the normal distribution of the risk to which the company was exposed, this hypothesis was verified too few times, especially when it came to the occurrence of rare events. Under these conditions, the use of distributions better adapted to the company's risk exposure may prove to be a more prudent decision.

In the case of the built-up portfolio, compared with the use of normal law, the authors proved that more prudent decisions had been shown to be the use of specific distribution laws for determination of extreme quantiles such as: Chi2 (from the attraction domain of Fréchet-laws with heavy tails); Exponential, Gamma and Weibull (from the attraction domain of Gumbel-laws with exponential decreasing tails).

### 4.3. Decision Support Model for Production Disturbance Estimation

There are several models in the literature for the study of disturbance in manufacturing systems to optimize them. Unfortunately, these models do not give us a dynamic evaluation of multiple consequences of the disturbance. Many production bottlenecks have the effect of severe economic consequences, and they are caused by disturbances in technological lines. A good estimate of disturbance dynamics is needed to reduce losses.

In paper [4] the authors introduced a model which allows a dynamic evaluation of consequences of disturbance. The model used several indicators: time, energy and costs. Model testing was done using MATLAB.

### 4.4. Manufacture System Control Using ANN Software

In paper [5] the authors presented a technique for improving the autonomy of the flexible manufacturing systems. The paper presented a system capable of monitoring the tool flank and widening the manufacturing system whiteout input from the users.

The entire structure of the proposed system was presented as well as the different connections between the system itself and other components of the flexible manufacturing systems. The concept behind the system was the continuous monitoring of tools in the machine tool storage systems. From the hardware point of view the paper presented an experimental system designed to acquire the tool flank images.

The paper also presented the software component. The first step taken by the authors was the realization of an application able to extract significant data from the pictures obtained. All the steps taken were presented in the paper. Several parameters were identified and compared to determine their efficiency in determining the tool ware.

An alternative decisional process regarding the tool ware is based on artificial neural networks. The paper presented the realization and setting of such a network realized in MATLAB and performed an in-depth analysis of the network. Methods of Image Classification Using One-Hidden-Layer ANN on Image Data and Image Classification with Autoencoders on Image Data were presented.

The conclusion section of the paper makes an exhaustive presentation of the results for each method of image classification using ANN, a comparative network training parameters table is presented. Als the paper includes the statistical data for misclassification of images.

The paper offers significant theoretical and experimental data on the hardware component of the system, and it is also focusing on the software component. Several methods for image classification are presented and the results are compared to determine optimal solutions both from accuracy and computational time.

### 4.5. Ant Colony Optimization for a Practical Economic Problem

The source of inspiration for ant colony optimization (ACO) algorithm is the behavior of ants in search of food, which is a problem of optimization, more precisely of determining the optimal path between food and nest.

Several theoretical aspects of artificial ants were presented in papers [10,36].
In paper [7] the authors presented an algorithm based on Ant Colony Optimization (ACO) applied in a practical economic problem, more precisely, in finding an optimal solution in an electricity distribution network. A nonlinear function was used in the mathematical model of optimization. The mathematical model contains both equality constraints and inequality constraints. The results are validated on a network with 35 nodes.

## 5. Conclusions and Future Trends

We wrote this paper for a Special Issue dedicated to the centenary of birth of Lotfi A. Zadeh published by Mathematics. Therefore, this paper is an homage to Lofti A. Zadeh as a sign of respect for his great contributions to scientific knowledge. At the same time, this paper is dedicated to I. Dzitac, who passed away on 6 February 2021 as he stood out as one of the followers of Zadeh's work by publishing, between 2007 and 2020, tens of articles in the domain of soft computing.
I. Dzitac's most important contributions have just been presented, wishing and hoping that either his former partners or other researchers will continue his work.

We will finish with some challenges and future research directions, because the rapid development of the economy and of the modern industrial systems make the process of decision-making more complicated, leading to difficulties in dealing with vague information. In this environment, soft computing methods have been successfully applied. Nevertheless, as the human thinking process is very complex, raised attention and new research are necessary for the applications of soft computing methods in intelligent decision-making. We will raise a few problems, more general and larger, but that deserve the attention of researchers.

1. In Section 3.1 various types of fuzzy sets used for the representation of the linguistic terms are presented. The development of new types of fuzzy sets deserves to be solved in order to obtain better results in problems of decision-making. Thus, it is necessary to develop new algorithms for generalized fuzzy sets. Choosing membership functions has an important role in fuzzification process. To increase the accuracy of soft computing methods, membership functions must be improved to finally reach a better representation of linguistic variables.
2. Because of the complexity of the economic problems and of the modern industries, we must operate with cu massive input items. In such a situation the number of fuzzy rules increases exponentially as related to the number of input items [37]. As a result, some fuzzy rules can become incomplete or unsubstantial and there can appear conflicts among these numerous rules. There are only a few studies in this direction
and it is necessary that in the future more attention to be granted and greater efforts to be made.
3. Fuzzy inference methods are largely used to model the experts' behavior. Despite this, fuzzy inference methods need standard procedures for a quantity analyze and to optimize the process of transformation of experience and experts' knowledge (see [24]). The development of artificial intelligence can be of great help as fuzzy inference systems can be combined with mining techniques.
4. Another great challenge is to improve the linguistic operators and to increase in this way, the flexibility outcomes as a result of the defuzzification process.
5. Consensus reaching is a subject of great importance in the group decision-making field. The obtaining of a high level of consensus or agreement among decision-makers is of crucial importance in any group decision-making problem (see [38,39]). This consensus can be obtained by integrating the opinions of decision-makers according to some rules, because it is natural and normal for the decision-makers to have different point of views upon the same issue. Therefore, making adequate rules to solve conflicts in a group is a subject that still needs to be studied.
In the literature of genre can be found many models of consensus with linguistic information. Nevertheless, some questions remain open: the development of new models of consensus that include feedback mechanisms, the creation of new technologies to implement consensus models etc.
In conclusion, as the problems of decision-making become more and more difficult when vague linguistic information interferes, soft computing methods have gained more attention and a great interest in the latest years. In this paper, a comprehensive review upon some of I. Dzitac's results has been realized. The structure of a fuzzy system has been presented and its components have been analyzed. Finally, some challenges and future trends have been presented.
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#### Abstract

The present paper deals with notions from the field of complex analysis which have been adapted to fuzzy sets theory, namely, the part dealing with geometric function theory. Several fuzzy differential subordinations are established regarding the operator $L_{\alpha}^{m}$, given by $L_{\alpha}^{m}: \mathcal{A}_{n} \rightarrow \mathcal{A}_{n}$, $L_{\alpha}^{m} f(z)=(1-\alpha) R^{m} f(z)+\alpha S^{m} f(z)$, where $\mathcal{A}_{n}=\left\{f \in \mathcal{H}(U), f(z)=z+a_{n+1} z^{n+1}+\ldots, z \in U\right\}$ is the subclass of normalized holomorphic functions and the operators $R^{m} f(z)$ and $S^{m} f(z)$ are Ruscheweyh and Sălăgean differential operator, respectively. Using the operator $L_{\alpha}^{m}$, a certain fuzzy class of analytic functions denoted by $S L_{\mathcal{F}}^{m}(\delta, \alpha)$ is defined in the open unit disc. Interesting results related to this class are obtained using the concept of fuzzy differential subordination. Examples are also given for pointing out applications of the theoretical results contained in the original theorems and corollaries.
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## 1. Introduction

Fuzzy sets theory epic started in 1965 when Lotfi A. Zadeh published the paper "Fuzzy Sets" [1], received with distrust at first but currently cited by over 95,000 papers. Mathematicians have been constantly concerned with adapting fuzzy sets theory to different branches of mathematics, and many such connections have been made. The beautiful review paper published in 2017 [2] is a tribute to Lotfi A. Zadeh's contribution to the scientific world and shows the evolution of the notion of fuzzy set in time and its numerous connections with different topics of mathematics, science, and technique. Another great review article published as part of this Special Issue dedicated to the Centenary of the Birth of Lotfi A. Zadeh [3] gives further details on the development of fuzzy sets theory and highlights the contributions of Professor I. Dzitac who has had Lotfi A. Zadeh as mentor. In 2008, he edited a volume [4], tying his name to that of Lotfi A. Zadeh for posterity.

The first applications of fuzzy sets theory in the part of complex analysis studying analytic functions of one complex variable were marked by the introduction of the concept of fuzzy subordination in 2011 [5]. The study was continued, and the notion of fuzzy differential subordination was introduced in 2012 [6]. All the aspects of the classical theory of differential subordination which are synthesized in the monograph published in 2000 [7] by the same authors who have introduced the notion in 1978 [8] and 1981 [9] were then adapted in light of the connection to fuzzy sets theory. At some point, fuzzy differential subordinations began to be studied in connection with different operators with many applications in geometric function theory as it can be seen in the first papers published starting with 2013 [10-12]. The topic is of obvious interest at this time, a fact proved by the numerous papers published in the last 2 years, of which we mention only a few [13-16].

In this paper, fuzzy differential subordinations will be obtained using the differential operator defined and studied in several aspects in $[17,18]$.

The basic notions used for conducting the study are denoted as previously established in literature.

Let $U=\{z \in \mathbb{C}:|z|<1\}$ and denote by $\mathcal{H}(U)$ the class of holomorphic functions in the unit disc $U$. Let $\mathcal{A}_{n}=\left\{f \in \mathcal{H}(U): f(z)=z+a_{n+1} z^{n+1}+\ldots, z \in U\right\}$ be the subclass of normalized holomorphic functions writing $\mathcal{A}_{1}$ as $\mathcal{A}$. When $a \in \mathbb{C}$ and $n \in \mathbb{N}^{*}$, denote by $\mathcal{H}[a, n]=\left\{f \in \mathcal{H}(U): f(z)=a+a_{n} z^{n}+a_{n+1} z^{n+1}+\ldots, z \in U\right\}$ writing $\mathcal{H}_{0}=\mathcal{H}[0,1]$ The class of convex functions is obtained for $\alpha=0$ when $0<\alpha<1$ the class denoted by $\mathcal{K}(\alpha)=\left\{f \in \mathcal{A}: \operatorname{Re} \frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}+1>\alpha, z \in U\right\}$ contains convex functions of order $\alpha$.

The definitions necessary for using the concept of fuzzy differential subordinations introduced in previously published cited papers are next reminded.

Definition 1 ([19]). A pair $\left(A, F_{A}\right)$, where $F_{A}: X \rightarrow[0,1]$ and $A=\left\{x \in X: 0<F_{A}(x) \leq 1\right\}$ is called fuzzy subset of $X$. The set $A$ is called the support of the fuzzy set $\left(A, F_{A}\right)$ and $F_{A}$ is called the membership function of the fuzzy set $\left(A, F_{A}\right)$. One can also denote $A=\operatorname{supp}\left(A, F_{A}\right)$.

Remark 1. If $A \subset X$, then $F_{A}(x)=\left\{\begin{array}{l}1, \text { if } x \in A \\ 0, \text { if } x \notin A\end{array}\right.$
For a fuzzy subset, the real number 0 represents the smallest membership degree of a certain $x \in X$ to $A$ and the real number 1 represents the biggest membership degree of a certain $x \in X$ to $A$.

The empty set $\varnothing \subset X$ is characterized by $F_{\varnothing}(x)=0, x \in X$, and the total set $X$ is characterized by $F_{X}(x)=1, x \in X$.

Definition 2 ([5]). Let $D \subset \mathbb{C}, z_{0} \in D$ be a fixed point and let the functions $f, g \in \mathcal{H}(D)$. The function $f$ is said to be fuzzy subordinate to $g$ and write $f \prec_{\mathcal{F}} g$ or $f(z) \prec_{\mathcal{F}} g(z)$, if the conditions are satisfied:
(1) $f\left(z_{0}\right)=g\left(z_{0}\right)$,
(2) $F_{f(D)} f(z) \leq F_{g(D)} g(z), z \in D$.

Definition 3 ([6] (Definition 2.2)). Let $\psi: \mathbb{C}^{3} \times U \rightarrow \mathbb{C}$ and $h$ univalent in $U$, with $\psi(a, 0 ; 0)=$ $h(0)=a$. If $p$ is analytic in $U$, with $p(0)=a$ and satisfies the (second-order) fuzzy differential subordination

$$
\begin{equation*}
F_{\psi\left(\mathbb{C}^{3} \times U\right)} \psi\left(p(z), z p^{\prime}(z), z^{2} p^{\prime \prime}(z) ; z\right) \leq F_{h(U)} h(z), \quad z \in U, \tag{1}
\end{equation*}
$$

then $p$ is called a fuzzy solution of the fuzzy differential subordination. The univalent function $q$ is called a fuzzy dominant of the fuzzy solutions of the fuzzy differential subordination, or more simple a fuzzy dominant, if $F_{p(U)} p(z) \leq F_{q(U)} q(z), z \in U$, for all $p$ satisfying (1). A fuzzy dominant $\widetilde{q}$ that satisfies $F_{\tilde{q}(U)} \tilde{q}(z) \leq F_{q(U)} q(z), z \in U$, for all fuzzy dominants $q$ of $(1)$ is said to be the fuzzy best dominant of (1).

Lemma 1 ([7] (Corollary 2.6g.2, p. 66)). Let $h \in \mathcal{A}_{n}$ and

$$
L[f](z)=F(z)=\frac{1}{n z^{\frac{1}{n}}} \int_{0}^{z} h(t) t^{\frac{1}{n}-1} d t, z \in U
$$

If

$$
\operatorname{Re}\left(\frac{z h^{\prime \prime}(z)}{h^{\prime}(z)}+1\right)>-\frac{1}{2}, z \in U
$$

then $L(f)=F \in \mathcal{K}$.

Lemma 2 ([20]). Let $h$ be a convex function with $h(0)=a$, and let $\gamma \in \mathbb{C}^{*}$ be a complex number with Re $\gamma \geq 0$. If $p \in \mathcal{H}[a, n]$ with $p(0)=a, \psi: \mathbb{C}^{2} \times U \rightarrow \mathbb{C}, \psi\left(p(z), z p^{\prime}(z) ; z\right)=$ $p(z)+\frac{1}{\gamma} z p^{\prime}(z)$ an analytic function in $U$ and

$$
\begin{equation*}
F_{\psi\left(\mathbb{C}^{2} \times U\right)}\left(p(z)+\frac{1}{\gamma} z p^{\prime}(z)\right) \leq F_{h(U)} h(z), \text { i.e., } p(z)+\frac{1}{\gamma} z p^{\prime}(z) \prec_{\mathcal{F}} h(z), \quad z \in U, \tag{2}
\end{equation*}
$$

then

$$
F_{p(U)} p(z) \leq F_{g(U)} g(z) \leq F_{h(U)} h(z), \text { i.e., } p(z) \prec_{\mathcal{F}} g(z) \prec_{\mathcal{F}} h(z), \quad z \in U,
$$

where $g(z)=\frac{\gamma}{n z^{\gamma / n}} \int_{0}^{z} h(t) t^{\gamma / n-1} d t, z \in U$. The function $q$ is convex and is the fuzzy best dominant.
Lemma 3 ([20]). Let $g$ be a convex function in $U$ and let $h(z)=g(z)+n \alpha z g^{\prime}(z), z \in U$, where $\alpha>0$ and $n$ is a positive integer.

$$
\begin{aligned}
& \text { If } p(z)=g(0)+p_{n} z^{n}+p_{n+1} z^{n+1}+\ldots, z \in U \text {, is holomorphic in } U \text { and } \\
& \qquad F_{p(U)}\left(p(z)+\alpha z p^{\prime}(z)\right) \leq F_{h(U)} h(z), \text { i.e., } p(z)+\alpha z p^{\prime}(z) \prec_{\mathcal{F}} h(z), \quad z \in U,
\end{aligned}
$$

then

$$
F_{p(U)} p(z) \leq F_{g(U)} g(z), \text { i.e., } p(z) \prec_{\mathcal{F}} g(z), \quad z \in U,
$$

and this result is sharp.
Sălăgean and Ruscheweyh differential operators are well known in geometric function theory for the nice results obtained by implementing them in the studies. Their definitions and basic properties are given in the next two definitions and remarks.

Definition 4 (Sălăgean [21]). For $f \in \mathcal{A}_{n}, m, n \in \mathbb{N}$, the operator $S^{m}$ is defined by $S^{m}: \mathcal{A}_{n} \rightarrow \mathcal{A}_{n}$

$$
\begin{aligned}
S^{0} f(z)= & f(z) \\
S^{1} f(z)= & z f^{\prime}(z) \\
& \cdots \\
S^{m+1} f(z)= & z\left(S^{m} f(z)\right)^{\prime}, \quad z \in U .
\end{aligned}
$$

Remark 2. If $f \in \mathcal{A}_{n}, f(z)=z+\sum_{j=n+1}^{\infty} a_{j} z^{j}$, then $S^{m} f(z)=z+\sum_{j=n+1}^{\infty} j^{m} a_{j} z^{j}, z \in U$.
Definition 5 (Ruscheweyh [22]). For $f \in \mathcal{A}_{n}, m, n \in \mathbb{N}$, the operator $R^{m}$ is defined by $R^{m}$ : $\mathcal{A}_{n} \rightarrow \mathcal{A}_{n}$,

$$
\begin{aligned}
R^{0} f(z)= & f(z) \\
R^{1} f(z)= & z f^{\prime}(z) \\
& \ldots \\
(m+1) R^{m+1} f(z)= & z\left(R^{m} f(z)\right)^{\prime}+m R^{m} f(z), z \in U .
\end{aligned}
$$

Remark 3. If $f \in \mathcal{A}_{n}, f(z)=z+\sum_{j=n+1}^{\infty} a_{j} z^{j}$, then $R^{m} f(z)=z+\sum_{j=n+1}^{\infty} C_{m+j-1}^{m} a_{j} z^{j}, z \in U$.
The next definition shows the operator used for obtaining the original results of this paper, defined in a previously published paper. Two remarks regarding it are also listed.

Definition 6 ([17]). Let $\alpha \geq 0, m, n \in \mathbb{N}$. Denote by $L_{\alpha}^{m}$ the operator given by $L_{\alpha}^{m}: \mathcal{A}_{n} \rightarrow \mathcal{A}_{n}$,

$$
L_{\alpha}^{m} f(z)=(1-\alpha) R^{m} f(z)+\alpha S^{m} f(z), \quad z \in U
$$

Remark 4. $L_{\alpha}^{m}$ is a linear operator and if $f \in \mathcal{A}_{n}, f(z)=z+\sum_{j=n+1}^{\infty} a_{j} z^{j}$, then $L_{\alpha}^{m} f(z)=$ $z+\sum_{j=n+1}^{\infty}\left(\alpha j^{m}+(1-\alpha) C_{m+j-1}^{m}\right) a_{j} z^{j}, z \in U$.

Remark 5. For $\alpha=0, L_{0}^{m} f(z)=R^{m} f(z), z \in U$, and for $\alpha=1, L_{1}^{m} f(z)=S^{m} f(z), z \in U$.
For $m=0, L_{\alpha}^{0} f(z)=(1-\alpha) R^{0} f(z)+\alpha S^{0} f(z)=f(z)=R^{0} f(z)=S^{0} f(z), z \in U$, and for $m=1, L_{\alpha}^{1} f(z)=(1-\alpha) R^{1} f(z)+\alpha S^{1} f(z)=z f^{\prime}(z)=R^{1} f(z)=S^{1} f(z), z \in U$.

Definition 7 ([11]). Let $f(D)=\sup p\left(f(D), F_{f(D)}\right)=\left\{z \in D: 0<F_{f(D)} f(z) \leq 1\right\}$, where $F_{f(D)} \cdot$ is the membership function of the fuzzy set $f(D)$ associated to the function $f$.

The membership function of the fuzzy set $(\mu f)(D)$ associated to the function $\mu f$ coincides with the membership function of the fuzzy set $f(D)$ associated to the function $f$, i.e., $F_{(\mu f)(D)}((\mu f)(z))=F_{f(D)} f(z), z \in D$.

The membership function of the fuzzy set $(f+g)(D)$ associated to the function $f+g$ coincide with the half of the sum of the membership functions of the fuzzy sets $f(D)$, respectively $g(D)$, associated to the function $f$, respectively $g$, i.e., $F_{(f+g)(D)}((f+g)(z))=\frac{F_{f(D)} f(z)+F_{g(D)} g(z)}{2}$, $z \in D$.

Remark 6. As $0<F_{f(D)} f(z) \leq 1$ and $0<F_{g(D)} g(z) \leq 1$, it is evident that $0<F_{(f+g)(D)}((f+g)(z)) \leq 1, z \in D$.

## 2. Main Results

First, a new fuzzy class of analytic functions is defined using the operator given by Definition 6.

Definition 8. The fuzzy class denoted $S L_{\mathcal{F}}^{m}(\delta, \alpha)$ contains all functions $f \in \mathcal{A}_{n}$ which satisfy the fuzzy inequality

$$
\begin{equation*}
F_{\left(L_{\alpha}^{m} f\right)^{\prime}(U)}\left(L_{\alpha}^{m} f(z)\right)^{\prime}>\delta, \quad z \in U \tag{3}
\end{equation*}
$$

when $\delta \in(0,1], \alpha \geq 0$ and $m, n \in \mathbb{N}$.
The first result for this class is related to its convexity.
Theorem 1. The set $S L_{\mathcal{F}}^{m}(\delta, \alpha)$ is convex.
Proof. Consider the functions

$$
f_{j}(z)=z+\sum_{j=n+1}^{\infty} a_{j k} z^{j} \in S L_{\mathcal{F}}^{m}(\delta, \alpha), \quad k=1,2, \quad z \in U .
$$

For obtaining the required conclusion, the function

$$
h(z)=\eta_{1} f_{1}(z)+\eta_{2} f_{2}(z)
$$

must be part of the class $S L_{\mathcal{F}}^{m}(\delta, \alpha)$, with $\eta_{1}$ and $\eta_{2}$ non-negative such that $\eta_{1}+\eta_{2}=1$.
We next show that $h \in S L_{\mathcal{F}}^{m}(\delta, \alpha)$,
$h^{\prime}(z)=\left(\mu_{1} f_{1}+\mu_{2} f_{2}\right)^{\prime}(z)=\mu_{1} f_{1}^{\prime}(z)+\mu_{2} f_{2}^{\prime}(z), z \in U$, and
$\left(L_{\alpha}^{m} h(z)\right)^{\prime}=\left(L_{\alpha}^{m}\left(\mu_{1} f_{1}+\mu_{2} f_{2}\right)(z)\right)^{\prime}=\mu_{1}\left(L_{\alpha}^{m} f_{1}(z)\right)^{\prime}+\mu_{2}\left(L_{\alpha}^{m} f_{2}(z)\right)^{\prime}$.
From Definition 7 we obtain that
$F_{\left(L_{\alpha}^{m} h\right)^{\prime}(U)}\left(L_{\alpha}^{m} h(z)\right)^{\prime}=F_{\left(L_{\alpha}^{m}\left(\mu_{1} f_{1}+\mu_{2} f_{2}\right)\right)^{\prime}(U)}\left(L_{\alpha}^{m}\left(\mu_{1} f_{1}+\mu_{2} f_{2}\right)(z)\right)^{\prime}=$
$F_{\left(L_{\alpha}^{m}\left(\mu_{1} f_{1}+\mu_{2} f_{2}\right)\right)^{\prime}(U)}\left(\mu_{1}\left(L_{\alpha}^{m} f_{1}(z)\right)^{\prime}+\mu_{2}\left(L_{\alpha}^{m} f_{2}(z)\right)^{\prime}\right)=$
$\frac{F_{\left(\mu_{1} L_{\alpha}^{m} f_{1}\right)^{\prime}(u)}\left(\mu_{1}\left(L_{\alpha}^{m} f_{1}(z)\right)^{\prime}\right)+F_{\left(\mu_{2} L_{\alpha}^{m} f_{2}\right)^{\prime}(u)}\left(\mu_{2}\left(L_{\alpha}^{m} f_{2}(z)\right)^{\prime}\right)}{2}=\frac{F_{\left(L_{\alpha}^{m} f_{1}\right)^{\prime}(u)}\left(L_{\alpha}^{m} f_{1}(z)\right)^{\prime}+F_{\left(L_{\alpha}^{m} f_{2}\right)^{\prime}(u)}\left(L_{\alpha}^{m} f_{2}(z)\right)^{\prime}}{2}$.

As $f_{1}, f_{2} \in S L_{\mathcal{F}}^{m}(\delta, \alpha)$ we have $\delta<F_{\left(L_{\alpha}^{m} f_{1}\right)^{\prime}(U)}\left(L_{\alpha}^{m} f_{1}(z)\right)^{\prime} \leq 1$ and $\delta<F_{\left(L_{\alpha}^{m} f_{2}\right)^{\prime}(U)}$ $\left(L_{\alpha}^{m} f_{2}(z)\right)^{\prime} \leq 1, z \in U$. Therefore, $\delta<\frac{F_{\left(L_{\alpha}^{m} f_{1}\right)^{\prime}(U)}\left(L_{\alpha}^{m} f_{1}(z)\right)^{\prime}+F_{\left(L_{\alpha}^{m} f_{2}\right)^{\prime}(u)}\left(L_{\alpha}^{m} f_{2}(z)\right)^{\prime}}{2} \leq 1$ and we obtain that $\delta<F_{\left(L_{\alpha}^{m} h\right)^{\prime}(U)}\left(L_{\alpha}^{m} h(z)\right)^{\prime} \leq 1$, which means that $h \in S L_{\mathcal{F}}^{m}(\delta, \alpha)$ and $S L_{\mathcal{F}}^{m}(\delta, \alpha)$ is convex.

A fuzzy subordination result is given in the next theorem and a related example follows.
Theorem 2. Considering the convex function in $U$ denoted by $g$ and defining $h(z)=g(z)+$ $\frac{1}{c+2} z g^{\prime}(z)$, with $c>0, z \in U$, if $f \in S L_{\mathcal{F}}^{m}(\delta, \alpha)$ and $G(z)=I_{c}(f)(z)=\frac{c+2}{z^{c+1}} \int_{0}^{z} t^{c} f(t) d t, z \in U$, then the fuzzy differential subordination

$$
\begin{equation*}
F_{\left(L_{\alpha}^{m} f\right)^{\prime}(U)}\left(L_{\alpha}^{m} f(z)\right)^{\prime} \leq F_{h(U)} h(z), \text { i.e., }\left(L_{\alpha}^{m} f(z)\right)^{\prime} \prec_{\mathcal{F}} h(z), \quad z \in U, \tag{4}
\end{equation*}
$$

implies

$$
F_{\left(L_{\alpha}^{m} G\right)^{\prime}(U)}\left(L_{\alpha}^{m} G(z)\right)^{\prime} \leq F_{g(U)} g(z), \text { i.e., }\left(L_{\alpha}^{m} G(z)\right)^{\prime} \prec_{\mathcal{F}} g(z), \quad z \in U,
$$

and this result is sharp.
Proof. Using the definition of function $G(z)$, we obtain

$$
\begin{equation*}
z^{c+1} G(z)=(c+2) \int_{0}^{z} t^{c} f(t) d t \tag{5}
\end{equation*}
$$

Differentiating (5) with respect to $z$, we have $(c+1) G(z)+z G^{\prime}(z)=(c+2) f(z)$ and

$$
\begin{equation*}
(c+1) L_{\alpha}^{m} G(z)+z\left(L_{\alpha}^{m} G(z)\right)^{\prime}=(c+2) L_{\alpha}^{m} f(z), \quad z \in U \tag{6}
\end{equation*}
$$

Differentiating (6) we have

$$
\begin{equation*}
\left(L_{\alpha}^{m} G(z)\right)^{\prime}+\frac{1}{c+2} z\left(L_{\alpha}^{m} G(z)\right)^{\prime \prime}=\left(L_{\alpha}^{m} f(z)\right)^{\prime}, \quad z \in U \tag{7}
\end{equation*}
$$

Using (7), the fuzzy differential subordination (4) becomes

$$
\begin{equation*}
F_{L_{\alpha}^{m} G(U)}\left(\left(L_{\alpha}^{m} G(z)\right)^{\prime}+\frac{1}{c+2} z\left(L_{\alpha}^{m} G(z)\right)^{\prime \prime}\right) \leq F_{g(U)}\left(g(z)+\frac{1}{c+2} z g^{\prime}(z)\right) \tag{8}
\end{equation*}
$$

If we denote

$$
\begin{equation*}
p(z)=\left(L_{\alpha}^{m} G(z)\right)^{\prime}, \quad z \in U \tag{9}
\end{equation*}
$$

then $p \in \mathcal{H}[1, n]$.
Replacing (9) in (8) we obtain

$$
F_{p(U)}\left(p(z)+\frac{1}{c+2} z p^{\prime}(z)\right) \leq F_{g(U)}\left(g(z)+\frac{1}{c+2} z g^{\prime}(z)\right), \quad z \in U
$$

Using Lemma 3, we have

$$
F_{p(U)} p(z) \leq F_{g(U)} g(z), \quad z \in U, \quad \text { i.e., } \quad F_{\left(L_{\alpha}^{m} G\right)^{\prime}(U)}\left(L_{\alpha}^{m} G(z)\right)^{\prime} \leq F_{g(U)} g(z), \quad z \in U,
$$

and $g$ is the best dominant. We have obtained

$$
\left(L_{\alpha}^{m} G(z)\right)^{\prime} \prec_{\mathcal{F}} g(z), \quad z \in U
$$

Example 1. If $f \in S L_{\mathcal{F}}^{1}\left(1, \frac{1}{2}\right)$, then $f^{\prime}(z)+z f^{\prime \prime}(z) \prec_{\mathcal{F}} \frac{3-2 z}{3(1-z)^{2}}$ implies $G^{\prime}(z)+z G^{\prime \prime}(z) \prec_{\mathcal{F}}$ $\frac{1}{1-z}$, where $G(z)=\frac{3}{z^{2}} \int_{0}^{z} t f(t) d t$.

Several fuzzy subordination results are contained in the next theorems and corollaries. Some are followed by examples.

Theorem 3. Let $h(z)=\frac{1+(2 \beta-1) z}{1+z}, \beta \in[0,1)$ and $c>0$. If $\alpha \geq 0, m \in \mathbb{N}$ and $I_{c}(f)(z)=$ $\frac{c+2}{z^{c+1}} \int_{0}^{z} t^{c} f(t) d t, z \in U$, then

$$
\begin{equation*}
I_{c}\left[S L_{\mathcal{F}}^{m}(\beta, \alpha)\right] \subset S L_{\mathcal{F}}^{m}\left(\beta^{*}, \alpha\right) \tag{10}
\end{equation*}
$$

where $\beta^{*}=2 \delta-1+\frac{(c+2)(2-2 \delta)}{n} \int_{0}^{1} \frac{\frac{t+2}{n}-1}{1+t} d t$.
Proof. As function $h$ given in the theorem is convex, we can use the same arguments as in the proof of Theorem 2. Interpreting the hypothesis of Theorem 3, we read that

$$
F_{p(U)}\left(p(z)+\frac{1}{c+2} z p^{\prime}(z)\right) \leq f_{h(U)} h(z)
$$

where $p(z)$ is given by (9).
By applying Lemma 2, the following fuzzy inequality is obtained:
$F_{p(U)} p(z) \leq F_{g(U)} g(z) \leq F_{h(U)} h(z), \quad$ i.e., $\quad F_{\left(L_{\alpha}^{m} G\right)^{\prime}(U)}\left(L_{\alpha}^{m} G(z)\right)^{\prime} \leq F_{g(U)} g(z) \leq F_{h(U)} h(z)$, where

$$
g(z)=\frac{c+2}{n z^{\frac{c+2}{n}}} \int_{0}^{z} t^{\frac{c+2}{n}-1} \frac{1+(2 \delta-1) t}{1+t} d t=(2 \delta-1)+\frac{(c+2)(2-2 \delta)}{n z^{\frac{c+2}{n}}} \int_{0}^{z} \frac{t^{\frac{c+2}{n}-1}}{1+t} d t
$$

Using the hypothesis of convexity for function $g$, it is known that $g(U)$ is symmetric with respect to the real axis and we can write

$$
\begin{equation*}
F_{L_{\alpha}^{m} G(U)}\left(L_{\alpha}^{m} G(z)\right)^{\prime} \geq \min _{|z|=1} F_{g(U)} g(z)=F_{g(U)} g(1) \tag{11}
\end{equation*}
$$

and $\beta^{*}=g(1)=2 \delta-1+\frac{(c+2)(2-2 \delta)}{n} \int_{0}^{1} \frac{\frac{c+2}{n}-1}{1+t} d t$.
From (11) we deduce inclusion (10).
Theorem 4. Let $g$ be a convex function with $g(0)=1$ and define the function $h(z)=g(z)+$ $z g^{\prime}(z), z \in U$.

If a function $f \in \mathcal{A}_{n}$ satisfies

$$
\begin{equation*}
F_{\left(L_{\alpha}^{m} f\right)^{\prime}(U)}\left(L_{\alpha}^{m} f(z)\right)^{\prime} \leq F_{h(U)} h(z) \text {, i.e., }\left(L_{\alpha}^{m} f(z)\right)^{\prime} \prec_{\mathcal{F}} h(z), \quad z \in U, \tag{12}
\end{equation*}
$$

for $\alpha \geq 0$ and $m, n \in \mathbb{N}$, then we obtain the fuzzy differential subordination

$$
F_{L_{\alpha}^{m}} f(U) \frac{L_{\alpha}^{m} f(z)}{z} \leq F_{g(U)} g(z), \text { i.e., } \frac{L_{\alpha}^{m} f(z)}{z} \prec_{\mathcal{F}} g(z), \quad z \in U,
$$

and this result is sharp.
Proof. Using Remark 4 concerning the operator $L_{\alpha}^{m}$, we can write

$$
L_{\alpha}^{m} f(z)=z+\sum_{j=n+1}^{\infty}\left(\alpha j^{m}+(1-\alpha) C_{m+j-1}^{m}\right) a_{j} z^{j}, \quad z \in U .
$$

Consider $p(z)=\frac{L_{\alpha}^{m} f(z)}{z}=\frac{z+\sum_{j=n+1}^{\infty}\left(\alpha j^{m}+(1-\alpha) C_{m+j-1}^{m}\right) a_{j} z^{j}}{z}=1+p_{n} z^{n}+p_{n+1} z^{n+1}+\ldots$, $z \in U$.

We deduce that $p \in \mathcal{H}[1, n]$.

Let $L_{\alpha}^{m} f(z)=z p(z)$, for $z \in U$. Differentiating the expression we obtain $\left(L_{\alpha}^{m} f(z)\right)^{\prime}=$ $p(z)+z p^{\prime}(z), z \in U$.

Using this result in (12), we can write

$$
F_{p(U)}\left(p(z)+z p^{\prime}(z)\right) \leq F_{h(U)} h(z)=F_{g(U)}\left(g(z)+z g^{\prime}(z)\right), \quad z \in U .
$$

We can now apply Lemma 3 and obtain

$$
F_{p(U)} p(z) \leq F_{g(U)} g(z), \quad z \in U, \quad \text { i.e., } \quad F_{\left(L_{\alpha}^{m} f\right)^{\prime}(U)} \frac{L_{\alpha}^{m} f(z)}{z} \leq F_{g(U)} g(z), \quad z \in U .
$$

Therefore,

$$
\frac{L_{\alpha}^{m} f(z)}{z} \prec_{\mathcal{F}} g(z), \quad z \in U,
$$

and this result is sharp.
Theorem 5. Let $h$ be a convex function of order $-\frac{1}{2}$ with $h(0)=1$. If a function $f \in \mathcal{A}_{n}$ satisfies

$$
\begin{equation*}
F_{\left(L_{\alpha}^{m} f\right)^{\prime}(U)}\left(L_{\alpha}^{m} f(z)\right)^{\prime} \leq F_{h(U)} h(z), \text { i.e., }\left(L_{\alpha}^{m} f(z)\right)^{\prime} \prec_{\mathcal{F}} h(z), \quad z \in U, \tag{13}
\end{equation*}
$$

for $\alpha \geq 0$ and $m, n \in \mathbb{N}$, then

$$
F_{L_{\alpha}^{m} f(U)} \frac{L_{\alpha}^{m} f(z)}{z} \leq F_{q(U)} q(z) \text {, i.e., } \frac{L_{\alpha}^{m} f(z)}{z} \prec_{\mathcal{F}} q(z), \quad z \in U \text {, }
$$

where $q(z)=\frac{1}{n z^{\frac{1}{n}}} \int_{0}^{z} h(t) t^{\frac{1}{n}-1} d t$ is convex and is the fuzzy best dominant.
Proof. Let

$$
\begin{aligned}
p(z) & =\frac{L_{\alpha}^{m} f(z)}{z}=\frac{z+\sum_{j=n+1}^{\infty}\left(\alpha j^{m}+(1-\alpha) C_{m+j-1}^{m}\right) a_{j} z^{j}}{z} \\
& =1+\sum_{j=n+1}^{\infty}\left(\alpha j^{m}+(1-\alpha) C_{m+j-1}^{m}\right) a_{j} z^{j-1}=1+\sum_{j=n+1}^{\infty} p_{j} z^{j-1}, z \in U, p \in \mathcal{H}[1, n] .
\end{aligned}
$$

As $\operatorname{Re}\left(1+\frac{z h^{\prime \prime}(z)}{h^{\prime}(z)}\right)>-\frac{1}{2}, z \in U$, from Lemma 1, we obtain that $q(z)=\frac{1}{n z^{\frac{1}{n}}} \int_{0}^{z} h(t) t^{\frac{1}{n}-1} d t$ is a convex function and verifies the differential equation associated to the fuzzy differential subordination (13) $q(z)+z q^{\prime}(z)=h(z)$, therefore it is the fuzzy best dominant.

Differentiating, we obtain $\left(L_{\alpha}^{m} f(z)\right)^{\prime}=p(z)+z p^{\prime}(z), z \in U$ and (13) becomes

$$
F_{p(U)}\left(p(z)+z p^{\prime}(z)\right) \leq F_{h(U)} h(z), \quad z \in U .
$$

Using Lemma 3, we have

$$
F_{p(U)} p(z) \leq F_{q(U)} q(z), \quad z \in U, \quad \text { i.e., } \quad F_{L_{\alpha}^{m}} f(U) \frac{L_{\alpha}^{m} f(z)}{z} \leq F_{q(U)} q(z), \quad z \in U .
$$

We have obtained that

$$
\frac{L_{\alpha}^{m} f(z)}{z} \prec_{\mathcal{F}} q(z), \quad z \in U .
$$

Corollary 1. Let $h(z)=\frac{1+(2 \beta-1) z}{1+z}$ a convex function in $U, 0 \leq \beta<1$. If $\alpha \geq 0, m, n \in \mathbb{N}$, $f \in \mathcal{A}_{n}$ and verifies the fuzzy differential subordination

$$
\begin{equation*}
F_{\left(L_{\alpha}^{m} f\right)^{\prime}(U)}\left(L_{\alpha}^{m} f(z)\right)^{\prime} \leq F_{h(U)} h(z), \text { i.e., }\left(L_{\alpha}^{m} f(z)\right)^{\prime} \prec_{\mathcal{F}} h(z), \quad z \in U, \tag{14}
\end{equation*}
$$

then

$$
F_{L_{\alpha}^{m} f(U)} \frac{L_{\alpha}^{m} f(z)}{z} \leq F_{q(U)} q(z), \text { i.e., } \frac{L_{\alpha}^{m} f(z)}{z} \prec_{\mathcal{F}} q(z), \quad z \in U,
$$

where $q$ is given by $q(z)=2 \beta-1+\frac{2(1-\beta)}{n z^{\frac{1}{n}}} \int_{0}^{z} \frac{t^{\frac{1}{n}-1}}{1+t} d t, z \in U$. The function $q$ is convex and it is the fuzzy best dominant.

Proof. We have $h(z)=\frac{1+(2 \beta-1) z}{1+z}$ with $h(0)=1, h^{\prime}(z)=\frac{-2(1-\beta)}{(1+z)^{2}}$ and $h^{\prime \prime}(z)=\frac{4(1-\beta)}{(1+z)^{3}}$, therefore $\operatorname{Re}\left(\frac{z h^{\prime \prime}(z)}{h^{\prime}(z)}+1\right)=\operatorname{Re}\left(\frac{1-z}{1+z}\right)=\operatorname{Re}\left(\frac{1-\rho \cos \theta-i \rho \sin \theta}{1+\rho \cos \theta+i \rho \sin \theta}\right)=\frac{1-\rho^{2}}{1+2 \rho \cos \theta+\rho^{2}}>0>-\frac{1}{2}$.

Following the same steps as in the proof of Theorem 5 and considering $p(z)=\frac{L_{\alpha}^{m} f(z)}{z}$, the fuzzy differential subordination (14) becomes

$$
F_{L_{\alpha}^{n} f(U)}\left(p(z)+z p^{\prime}(z)\right) \leq F_{h(U)} h(z), \quad z \in U .
$$

By using Lemma 2 for $\gamma=1$, we have $F_{p(U)} p(z) \leq F_{q(U)} q(z)$, i.e.,

$$
F_{L_{\alpha}^{n} f(U)} \frac{L_{\alpha}^{m} f(z)}{z} \leq F_{q(U)} q(z)
$$

and

$$
\begin{gathered}
q(z)=\frac{1}{n z^{\frac{1}{n}}} \int_{0}^{z} h(t) t^{\frac{1}{n}-1} d t= \\
\frac{1}{n z^{\frac{1}{n}}} \int_{0}^{z} t^{\frac{1}{n}-1} \frac{1+(2 \beta-1) t}{1+t} d t=2 \beta-1+\frac{2(1-\beta)}{n z^{\frac{1}{n}}} \int_{0}^{z} \frac{t^{\frac{1}{n}-1}}{1+t} d t, \quad z \in U .
\end{gathered}
$$

Example 2. Let $h(z)=\frac{1-z}{1+z}$ with $h(0)=1, h^{\prime}(z)=\frac{-2}{(1+z)^{2}}$ and $h^{\prime \prime}(z)=\frac{4}{(1+z)^{3}}$.
As $\operatorname{Re}\left(\frac{z h^{\prime \prime}(z)}{h^{\prime}(z)}+1\right)=\operatorname{Re}\left(\frac{1-z}{1+z}\right)=\operatorname{Re}\left(\frac{1-\rho \cos \theta-i \rho \sin \theta}{1+\rho \cos \theta+i \rho \sin \theta}\right)=\frac{1-\rho^{2}}{1+2 \rho \cos \theta+\rho^{2}}>0>-\frac{1}{2}$, the function $h$ is convex in $U$.

Let $f(z)=z+z^{2}, z \in U$. For $n=1, m=1, \alpha=2$, we obtain $L_{2}^{1} f(z)=-R^{1} f(z)+$ $2 S^{1} f(z)=-z f^{\prime}(z)+2 z f^{\prime}(z)=z f^{\prime}(z)=z+2 z^{2}$. Then, $\left(L_{2}^{1} f(z)\right)^{\prime}=1+4 z$ and $\frac{L_{2}^{1} f(z)}{z}=$ $1+2 z$.

We have $q(z)=\frac{1}{z} \int_{0}^{z} \frac{1-t}{1+t} d t=-1+\frac{2 \ln (1+z)}{z}$.
Using Theorem 5 we obtain

$$
1+4 z \prec_{\mathcal{F}} \frac{1-z}{1+z}, \quad z \in U,
$$

induces

$$
1+2 z \prec_{\mathcal{F}}-1+\frac{2 \ln (1+z)}{z}, \quad z \in U .
$$

Theorem 6. Define the function $h(z)=g(z)+z g^{\prime}(z), z \in U$, using $g$ a convex function in $U$ with $g(0)=1$. If a function $f \in \mathcal{A}_{n}$ satisfies

$$
\begin{equation*}
F_{L_{\alpha}^{m} f(U)}\left(\frac{z L_{\alpha}^{m+1} f(z)}{L_{\alpha}^{m} f(z)}\right)^{\prime} \leq F_{h(U)} h(z) \text {, i.e., }\left(\frac{z L_{\alpha}^{m+1} f(z)}{L_{\alpha}^{m} f(z)}\right)^{\prime} \prec_{\mathcal{F}} h(z), \quad z \in U \tag{15}
\end{equation*}
$$

for $\alpha \geq 0$ and $m, n \in \mathbb{N}$, then we obtain the sharp fuzzy differential subordination

$$
F_{L_{\alpha}^{m} f(U)} \frac{L_{\alpha}^{m+1} f(z)}{L_{\alpha}^{m} f(z)} \leq F_{g(U)} g(z) \text {, i.e., } \frac{L_{\alpha}^{m+1} f(z)}{L_{\alpha}^{m} f(z)} \prec_{\mathcal{F}} g(z), \quad z \in U \text {. }
$$

Proof. For $f \in \mathcal{A}_{n}, f(z)=z+\sum_{j=n+1}^{\infty} a_{j} z^{j}$ we have
$L_{\alpha}^{m} f(z)=z+\sum_{j=n+1}^{\infty}\left(\alpha j^{m}+(1-\alpha) C_{m+j-1}^{m}\right) a_{j} z^{j}, z \in U$.
Consider

$$
p(z)=\frac{L_{\alpha}^{m+1} f(z)}{L_{\alpha}^{m} f(z)}=\frac{z+\sum_{j=n+1}^{\infty}\left(\alpha j^{m+1}+(1-\alpha) C_{m+j}^{m+1}\right) a_{j} z^{j}}{z+\sum_{j=n+1}^{\infty}\left(\alpha j^{m}+(1-\alpha) C_{m+j-1}^{m}\right) a_{j} z^{j}}
$$

We have $p^{\prime}(z)=\frac{\left(L_{\alpha}^{m+1} f(z)\right)^{\prime}}{L_{\alpha}^{m} f(z)}-p(z) \cdot \frac{\left(L_{\alpha}^{m} f(z)\right)^{\prime}}{L_{\alpha}^{m} f(z)}$ and we obtain $p(z)+z \cdot p^{\prime}(z)=$ $\left(\frac{z L_{\alpha}^{m+1} f(z)}{L_{\alpha}^{m} f(z)}\right)^{\prime}$.

Relation (15) becomes

$$
F_{p(U)}\left(p(z)+z p^{\prime}(z)\right) \leq F_{h(U)} h(z)=F_{g(U)}\left(g(z)+z g^{\prime}(z)\right), \quad z \in U .
$$

By using Lemma 3, we have

$$
F_{p(U)} p(z) \leq F_{g(U)} g(z), \quad z \in U, \quad \text { i.e., } \quad F_{L_{\alpha}^{m} f(U)} \frac{L_{\alpha}^{m+1} f(z)}{L_{\alpha}^{m} f(z)} \leq F_{g(U)} g(z), \quad z \in U .
$$

We obtain

$$
\frac{L_{\alpha}^{m+1} f(z)}{L_{\alpha}^{m} f(z)} \prec_{\mathcal{F}} g(z), \quad z \in U .
$$

Theorem 7. Given a convex function $g$ with $g(0)=1$, define function $h(z)=g(z)+z g^{\prime}(z)$, $z \in U$.

If we take $\alpha \geq 0$ and $m, n \in \mathbb{N}$ and a function $f \in \mathcal{A}_{n}$ satisfying

$$
\begin{gather*}
F_{L_{\alpha}^{m} f(U)}\left(\left(L_{\alpha}^{m+1} f(z)\right)^{\prime}+\frac{(1-\alpha) m z\left(R^{m} f(z)\right)^{\prime \prime}}{m+1}\right) \leq F_{h(U)} h(z), \text { i.e., } \\
\left(L_{\alpha}^{m+1} f(z)\right)^{\prime}+\frac{(1-\alpha) m z\left(R^{m} f(z)\right)^{\prime \prime}}{m+1} \prec_{\mathcal{F}} h(z), \quad z \in U \tag{16}
\end{gather*}
$$

then the sharp fuzzy differential subordination results

$$
F_{\left(L_{\alpha}^{m} f\right)^{\prime}(U)}\left[L_{\alpha}^{m} f(z)\right]^{\prime} \leq F_{g(U)} g(z), \text { i.e., }\left[L_{\alpha}^{m} f(z)\right]^{\prime} \prec_{\mathcal{F}} g(z), \quad z \in U .
$$

Proof. Using the definition of operator $L_{\alpha}^{m}$, we get

$$
\begin{equation*}
L_{\alpha}^{m+1} f(z)=(1-\alpha) R^{m+1} f(z)+\alpha S^{m+1} f(z), \quad z \in U . \tag{17}
\end{equation*}
$$

Using this result in (16), we obtain

$$
F_{L_{\alpha}^{m} f(U)}\left(\left((1-\alpha) R^{m+1} f(z)+\alpha S^{m+1} f(z)\right)^{\prime}+\frac{(1-\alpha) m z\left(R^{m} f(z)\right)^{\prime \prime}}{m+1}\right) \leq F_{h(U)} h(z), z \in U
$$

which can be easily transformed into

$$
\begin{align*}
F_{L_{\alpha}^{m} f(U)}\left((1-\alpha)\left(R^{m} f(z)\right)^{\prime}+\alpha\left(S^{m} f(z)\right)^{\prime}+z\left((1-\alpha)\left(R^{m} f(z)\right)^{\prime \prime}+\alpha\left(S^{m} f(z)\right)^{\prime \prime}\right)\right) \leq F_{h(U)} h(z), z \in U \\
\text { Let } \\
\quad p(z)=(1-\alpha)\left(R^{m} f(z)\right)^{\prime}+\alpha\left(S^{m} f(z)\right)^{\prime}=\left(L_{\alpha}^{m} f(z)\right)^{\prime}  \tag{18}\\
=1+\sum_{j=n+1}^{\infty}\left(\alpha j^{m+1}+(1-\alpha) j C_{m+j-1}^{m}\right) a_{j} z^{j-1}=1+p_{n} z^{n}+p_{n+1} z^{n+1}+\ldots
\end{align*}
$$

We deduce that $p \in \mathcal{H}[1, n]$.

Using the notation in (18), the fuzzy differential subordination becomes

$$
F_{p(U)}\left(p(z)+z p^{\prime}(z)\right) \leq F_{h(U)} h(z)=F_{g(U)}\left(g(z)+z g^{\prime}(z)\right)
$$

By using Lemma 3, we have

$$
F_{p(U)} p(z) \leq F_{g(U)} g(z), \quad z \in U, \quad \text { i.e., } \quad F_{L_{\alpha}^{m}} f(U)\left(L_{\alpha}^{m} f(z)\right)^{\prime} \leq F_{g(U)} g(z), \quad z \in U,
$$

and this result is sharp.
Theorem 8. Let $h$ be a convex function of order $-\frac{1}{2}$ which satisfies $h(0)=1$. If a function $f \in \mathcal{A}_{n}$ satisfies

$$
\begin{gather*}
F_{L_{\alpha}^{m} f(U)}\left(\left(L_{\alpha}^{m+1} f(z)\right)^{\prime}+\frac{(1-\alpha) m z\left(R^{m} f(z)\right)^{\prime \prime}}{m+1}\right) \leq F_{h(U)} h(z), \text { i.e., } \\
\quad\left(L_{\alpha}^{m+1} f(z)\right)^{\prime}+\frac{(1-\alpha) m z\left(R^{m} f(z)\right)^{\prime \prime}}{m+1} \prec_{\mathcal{F}} h(z), \quad z \in U, \tag{19}
\end{gather*}
$$

for $\alpha \geq 0$ and $m, n \in \mathbb{N}$, then the fuzzy differential subordination can be written as

$$
F_{L_{\alpha}^{m} f(U)}\left(L_{\alpha}^{m} f(z)\right)^{\prime} \leq F_{q(U)} q(z) \text {, i.e., }\left(L_{\alpha}^{m} f(z)\right)^{\prime} \prec_{\mathcal{F}} q(z), \quad z \in U,
$$

with $q(z)=\frac{1}{n z^{\frac{1}{n}}} \int_{0}^{z} h(t) t^{\frac{1}{n}-1} d t$ being convex and the best fuzzy dominant.
Proof. As $h$ is a convex function of order $-\frac{1}{2}$, Lemma 1 can be applied and we have that $q(z)=\frac{1}{n z^{\frac{1}{n}}} \int_{0}^{z} h(t) t^{\frac{1}{n}-1} d t$ is a convex function and verifies the differential equation associated to the fuzzy differential subordination (19) $q(z)+z q^{\prime}(z)=h(z)$, therefore it is the fuzzy best dominant.

Using the properties of operator $L_{\alpha}^{m}$ and considering $p(z)=\left(L_{\alpha}^{m} f(z)\right)^{\prime}$, we obtain

$$
\left(L_{\alpha}^{m+1} f(z)\right)^{\prime}+\frac{(1-\alpha) m z\left(R^{m} f(z)\right)^{\prime \prime}}{m+1}=p(z)+z p^{\prime}(z), \quad z \in U
$$

Then, (19) becomes

$$
F_{p(U)}\left(p(z)+z p^{\prime}(z)\right) \leq F_{h(U)} h(z), \quad z \in U .
$$

As $p \in \mathcal{H}[1, n]$, using Lemma 3, we deduce

$$
F_{p(U)} p(z) \leq F_{q(U)} q(z), \quad z \in U, \quad \text { i.e., } \quad F_{L_{\alpha}^{m}} f(U)\left(L_{\alpha}^{m} f(z)\right)^{\prime} \leq F_{q(U)} q(z), \quad z \in U .
$$

We have obtained

$$
\left(L_{\alpha}^{m} f(z)\right)^{\prime} \prec_{\mathcal{F}} q(z), \quad z \in U .
$$

Corollary 2. Consider the special case when using the convex function $h(z)=\frac{1+(2 \beta-1) z}{1+z}$, where $0 \leq \beta<1$.

If $\alpha \geq 0, m, n \in \mathbb{N}, f \in \mathcal{A}_{n}$ and satisfies the differential subordination

$$
\begin{gather*}
F_{L_{\alpha}^{m} f(U)}\left(\left[L_{\alpha}^{m+1} f(z)\right]^{\prime}+\frac{(1-\alpha) m z\left(R^{m} f(z)\right)^{\prime \prime}}{m+1}\right) \leq F_{h(U)} h(z), \text { i.e., } \\
{\left[L_{\alpha}^{m+1} f(z)\right]^{\prime}+\frac{(1-\alpha) m z\left(R^{m} f(z)\right)^{\prime \prime}}{m+1} \prec_{\mathcal{F}} h(z), \quad z \in U,} \tag{20}
\end{gather*}
$$

then

$$
F_{L_{\alpha}^{m} f(U)}\left(L_{\alpha}^{m} f(z)\right)^{\prime} \leq F_{q(U)} q(z) \text {, i.e., }\left(L_{\alpha}^{m} f(z)\right)^{\prime} \prec_{\mathcal{F}} q(z), \quad z \in U,
$$

where $q$ is given by $q(z)=2 \beta-1+\frac{2(1-\beta)}{n z^{\frac{1}{n}}} \int_{0}^{z} \frac{t^{\frac{1}{n}-1}}{1+t} d t$, for $z \in U$. The function $q$ is convex and it is the fuzzy best dominant.

Proof. Following the same argumentation as for the proof of Theorem 7 and taking $p(z)=$ $\left(L_{\alpha}^{m} f(z)\right)^{\prime}$, the fuzzy differential subordination (20) becomes

$$
F_{p(U)}\left(p(z)+z p^{\prime}(z)\right) \leq F_{h(U)} h(z), \quad z \in U .
$$

By using Lemma 2 for $\gamma=1$, we have $F_{p(U)} p(z) \leq F_{q(U)} q(z)$, i.e.,

$$
F_{\left(L_{\alpha}^{m} f\right)^{\prime}(U)}\left(L_{\alpha}^{m} f(z)\right)^{\prime} \leq F_{q(U)} q(z) \text {, i.e., }\left(L_{\alpha}^{m} f(z)\right)^{\prime} \prec_{\mathcal{F}} q(z), z \in U,
$$

and $q(z)=\frac{1}{n z^{\frac{1}{n}}} \int_{0}^{z} h(t) t^{\frac{1}{n}-1} d t=\frac{1}{n z^{\frac{1}{n}}} \int_{0}^{z} t^{\frac{1}{n}-1} \frac{1+(2 \beta-1) t}{1+t} d t=2 \beta-1+\frac{2(1-\beta)}{n z^{\frac{1}{n}}} \int_{0}^{z} \frac{t^{\frac{1}{n}-1}}{1+t} d t, z \in$ U.

Example 3. Let $h(z)=\frac{1-z}{1+z}$ a convex function in $U$ with $h(0)=1$ and $\operatorname{Re}\left(\frac{z h^{\prime \prime}(z)}{h^{\prime}(z)}+1\right)>-\frac{1}{2}$ (see Example 2).

Let $f(z)=z+z^{2}, z \in U$. For $n=1, m=1$, and $\alpha=2$, we obtain $L_{2}^{1} f(z)=z f^{\prime}(z)=$ $z+2 z^{2}$ and $\left(L_{2}^{1} f(z)\right)^{\prime}=1+4 z$. We also obtain $\left(L_{\alpha}^{m+1} f(z)\right)^{\prime}+\frac{(1-\alpha) m z\left(R^{m} f(z)\right)^{\prime \prime}}{m+1}=\left(L_{2}^{2} f(z)\right)^{\prime}-$ $\frac{z\left(R^{1} f(z)\right)^{\prime \prime}}{2}=\left(z^{2}+z\right)^{\prime}-\frac{z\left(z+2 z^{2}\right)^{\prime \prime}}{2}=1$.

We have $q(z)=\frac{1}{z} \int_{0}^{z} \frac{1-t}{1+t} d t=-1+\frac{2 \ln (1+z)}{z}$.
Using Theorem 8 we obtain

$$
1 \prec_{\mathcal{F}} \frac{1-z}{1+z}, \quad z \in U
$$

induce

$$
1+4 z \prec_{\mathcal{F}}-1+\frac{2 \ln (1+z)}{z}, \quad z \in U .
$$

## 3. Conclusions

Further studies on the newly introduced class can be conducted for obtaining results that give coefficient estimates, distortion theorems, or closure theorems, as it is usual in geometric function theory. Furthermore, the way this class is introduced can inspire research for introducing other interesting fuzzy classes and studying their properties. The limit imposed on $\delta \in(0,1]$ could be further investigated so that other possible values of $\delta$ for correct definitions of fuzzy classes could be found.
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#### Abstract

The central objective of the proposed work in this research is to introduce the innovative concept of an $m$-polar fuzzy set ( $m$-PFS) in semigroups, that is, the expansion of bipolar fuzzy set (BFS) Our main focus in this study is the generalization of some important results of BFSs to the results of $m$-PFSs. This paper provides some important results related to $m$-polar fuzzy subsemigroups ( $m$-PFSSs), $m$-polar fuzzy ideals ( $m$-PFIs), $m$-polar fuzzy generalized bi-ideals ( $m$-PFGBIs), $m$-polar fuzzy bi-ideals ( $m$-PFBIs), $m$-polar fuzzy quasi-ideals ( $m$-PFQIs) and $m$-polar fuzzy interior ideals ( $m$-PFIIs) in semigroups. This research paper shows that every $m$-PFBI of semigroups is the $m$-PFGBI of semigroups, but the converse may not be true. Furthermore this paper deals with several important properties of $m$-PFIs and characterizes regular and intra-regular semigroups by the properties of $m$-PFIs and $m$-PFBIs.
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## 1. Introduction

In 2014, Chen et al. [1] presented the $m$-PFS as an expansion of the BFS. The mathematical theories of a 2-polar fuzzy set and BFS are equivalent, and we can see that one connected to the other. The BFS is expanded into an $m$-PFS by applying the notion of one-to-one correspondence. Sometimes, different things are monitored in different ways. The $m$-PFS is effective in assigning degrees of membership to various objects in multi-polar data. The $m$-PFS gives only a positive degree of membership to each element. The $m$-PFS has an extensive range of implementations in real world problems related to the multiagent, multi-objects, multi-polar information, multi-index and multi-attributes. This theory is applicable when a company decides to construct an item, a country elects its political leaders, or a group of friends wants to visit a country, with various options. It can be used in decision making, co-operative games, disease diagnosis, to discuss the confusions and conflicts of communication signals in wireless communications and as a model to define clusters or categorization and multi-relationships. In sum, an $m$-PFS on $H$ is a mapping $I$ : $H \rightarrow[0,1]^{m}$.

Here, we will make a model-based example on $m$-PFS, and use it to conveniently select an appropriate employee in a company. Here, the selection of an employee is based on 4-PFS with their four qualities, which are honesty, punctuality, communication skills, and being hardworking. Let $H=\left\{a_{1}, a_{2}, a_{3}, a_{4}, a_{5}\right\}$ be the set of five employees in a company. We shall characterize them according to four qualities in the form of 4-PFS, given in Table 1:

Table 1. Table of qualities in persons with their membership values.

|  | Honesty | Punctual | Communication | Hardworking |
| :--- | :--- | :--- | :--- | :--- |
| $a_{1}$ | 0.6 | 0.5 | 0.8 | 1 |
| $a_{2}$ | 1 | 0.8 | 0.5 | 0.4 |
| $a_{3}$ | 0.5 | 1 | 1 | 0.8 |
| $a_{4}$ | 0.8 | 0.5 | 1 | 0.7 |
| $a_{5}$ | 1 | 0.5 | 0 | 0.6 |

Therefore, we attain a 4-PFS $\eta: H \rightarrow[0,1]^{4}$ of $H$ such that

$$
\begin{aligned}
\eta\left(a_{1}\right) & =(0.6,0.5,0.8,1) \\
\eta\left(a_{2}\right) & =(1,0.8,0.5,0.4) \\
\eta\left(a_{3}\right) & =(0.5,1,1,0.8) \\
\eta\left(a_{4}\right) & =(0.8,0.5,1,0.7) \\
\eta\left(a_{5}\right) & =(1,0.5,0,0.6) .
\end{aligned}
$$

Figure 1 is the graphical representation of 4-PFS:


Figure 1. Graphical representation of 4-polar fuzzy subset.
Here, 1 represents good remarks, 0.5 represents average and 0 represents bad remarks. Similarly, we can solve any other problem with uncertainty in multiple directions.

Zhang [2] proposed that the function is mapped to the interval $[-1,1]$ rather than $[0,1]$ in BFS theory. Lee [3] coined the term bipolar fuzzy ideals. BFS is useful for solving uncertain problems with two poles of a situation: positive and negative pole. For more applications of BFS, see [4-9]. In medical science, environmental research, and engineering, we may find data or information that are ambiguous or complicated. All mathematical equations and techniques in classical mathematics are exact, they cannot deal with such problems. Many tools have been developed to deal with such issues. After extensive effort, Zadeh [10] was the first to propose fuzzy set theory as a solution to such complicated issues. This idea is used in a variety of areas, including logic, measure theory, topological space, ring theory, group theory and real analysis. The theory of fuzzy group was first intitated by Rosenfeld [11]. Kuroki [12] and Mordeson [13] have extensively explored fuzzy semigroups.

Semigroups are very useful in many applications containing dynamical systems, control problems, partial differential equations, sociology, stochastic differential equations, biology, etc. Some examples of semigroups are the collection of all mappings of a set, under the composition of functions (termed a full transformation monoid) and the set of natural numbers $\mathbb{N}$ under either addition or multiplication. The word "semigroup" was introduced to provide a title for some structures that were not groups but were created
through the expansion of consequences. The proper semigroup theory was initiated by the working of Russian mathematician Anton Kazimirovich Suschkewitsch [14]. Quasi-ideals in semigroups were introduced by Otto Steinfeld [15].

The study of $m$-PF algebraic structures began with the concept of $m$-PF Lie subalgebras [16]. After that, the $m$-PF Lie ideals were studied in Lie algebras [17]. In 2017, Sarwar and Akram worked on new applications of $m$-PF matroids [18]. In 2019, Ahmad and Al-Masarwah introduced the concept of $m$ - PF (commutative) ideals and $m$-polar $(\alpha, \beta)$-fuzzy ideals in BCK/BCI-algebras [19,20]. To continue their work, they introduced a new aspect of generalized $m$-PF ideals and studied the normalization of $m$-PF subalgebras in [21,22]. Recently, Muhiuddin and Al-Kadi presented interval-valued m-PF BCK/BCI-Algebras [23]. Shabir et al. [24] studied regular and intra-regular semirings in terms of BFIs. Then, Bashir et al. [25,26] studied regular ordered ternary semigroups and semirings in terms of BFIs. Shabir et al. extended the work of [24], initiated the concept of $m$-PFIs in LAsemigroups and characterized the regular LA-semigroups according to the properties of these $m$-PFIs [27]. By extending the work of [24,27], the concept of $m$-PFIs in semigroups was introduced and characterizations of regular and intra-regular semigroups according to the properties of $m$-PFIs are given in this paper.

This paper is charaterized as follows: We present some basic concepts related to $m$-PFS in Section 2. The major part of this paper is Section 3, the $m$-PFSSs, $m$-PFIs (left, right), $m$-PFBIs, $m$-PFGBIs, $m$-PFQIs, $m$-PFIIs of semigroups are discussed with examples. In Section 4, the regular and intra-regular semigroups are characterized by the properties of $m$-PFIs. A comparison between this research and previous work is shown in Section 5 . In Section 6, we also talk about the conclusions and future work.

The list of acronyms used in the research article is given in Table 2.
Table 2. List of acronyms.

| Acronyms | Representation |
| :---: | :---: |
| BFS | Bipolar fuzzy set |
| BFIs | Bipolar fuzzy ideals |
| $m$-PFS | $m$-Polar fuzzy set |
| $m$-PFSs | $m$-Polar fuzzy subsets |
| $m$-PFSS | $m$-Polar fuzzy subsemigroups |
| $m$-PFIs | $m$-Polar fuzzy ideals |
| $m$-PFGBIs | $m$-Polar fuzzy generalized bi-ideals |
| $m$-PFBIs | $m$-Polar fuzzy bi-ideals |
| $m$-PFQIs | $m$-Polar fuzzy quasi-ideals |
| $m$-PFIIs | $m$-Polar fuzzy interior ideals |

## 2. Preliminaries

In this Section, we have studied the fundamental but essential definitions and preliminary findings based on semigroups that are important in their own right. These are necessary for later Sections.

If a groupoid $(P, \cdot)$ satisfies the associative property, then it is called a semigroup. Throughout this paper, $P$ will denote the semigroup, unless specified otherwise. A nonempty subset $H$ of $P$ is called a subsemigroup of $P$ if $a b \in H$ for every $a, b \in H$. In this paper, subsets mean non-empty subsets. A subset $H$ of $P$ is called a left ideal (resp. right ideal) of $P$ if $P H \subseteq H$ (resp. $H P \subseteq H$ ). If $H$ is left and right ideal, then $H$ is called a two-sided ideal or ideal of $P$ [28] .

A subset $H$ of $P$ is called a generalized bi-ideal of $P$ if $H P H \subseteq H$. The subsemigroup $H$ of $P$ is called a bi-ideal of $P$ if $H P H \subseteq H$. A subset $H$ of $P$ is called a quasi-ideal of $P$ if $H P \cap P H \subseteq H$. The subsemigroup $H$ of $P$ is called an interior ideal of $P$ if $(P H) P \subseteq H$ [28].

A fuzzy subset $\eta$ of $P$ is a mapping from $P$ to closed interval $[0,1]$, that is $\eta: P \rightarrow$ $[0,1]$ [10]. A bipolar fuzzy subset $\eta$ of $P$ is a mapping from $P$ to closed interval $[-1,1]$ written as $\eta=\left(P, \eta^{-}, \eta^{+}\right)$, where $\eta^{-}: P \rightarrow[-1,0]$ and $\eta^{+}: P \rightarrow[0,1]$. It can differentiate between unrelated and contrary components of fuzzy problems. A natural one-to-one correspondence exists among the BFS and 2-polar fuzzy set ( $[0,1]^{2}$-set). When data for real world complex situations come from $m$ factors ( $m \geq 2$ ), then $m$-PFS is used to deal with such problems. An $m$-PFS (or a $[0,1]^{m}$-set) on $P$ is a function $\eta=P \rightarrow[0,1]^{m}$. More generally, the $m$-PFS is the $m$-tuple of membership degree function of $P$ that is $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{m}\right)$, where $\eta_{\kappa}: P \rightarrow[0,1]$ is the mapping for every $\kappa \in\{1,2, \ldots, m\}$. Here, $\mathbf{0}=(0,0, \ldots, 0)$ is the smallest value in $[0,1]^{m}$ and $\mathbf{1}=(1,1, \ldots, 1)$ is the largest value in $[0,1]^{m}[1]$.

The set of all $m$-PFSs of $P$ is represented by $m(P)$. We define relation $\leq$ on $m(P)$ as follows: For any $m$-PFSs $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{m}\right)$ and $m^{\prime}=\left(m_{1}, m_{2}, \ldots, m_{m}\right)$ of $P, \eta \leq m^{\prime}$ means that $\eta_{\kappa}(a) \leq m_{\kappa}^{\prime}(a)$ for every $a \in P$ and $\kappa \in\{1,2, \ldots, m\}$. The symbols $\eta \wedge m^{\prime}$ and $\eta \vee m^{\prime}$ mean the following $m$-PFSs of $P .\left(\eta \wedge m^{\prime}\right)(a)=\eta(a) \wedge m^{\prime}(a)$ and $\left(\eta \vee m^{\prime}\right)(a)=$ $\eta(a) \vee m^{\prime}(a)$ that is $\left(\eta_{\kappa} \wedge m_{\kappa}^{\prime}\right)(a)=\eta_{\kappa}(a) \wedge m_{\kappa}^{\prime}(a)$ for each $a \in P$ and $\kappa \in\{1,2, \ldots, m\}$; $\left(\eta_{\kappa} \vee m_{\kappa}^{\prime}\right)(a)=\eta_{\kappa}(a) \vee m_{\kappa}^{\prime}(a)$ for each $a \in P$ and $\kappa \in\{1,2, \ldots, m\}$. For two $m$-PFSs $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{m}\right)$ and $m^{\prime}=\left(m_{1}, m_{2}, \ldots, m_{m}\right)$, the product of $\eta \circ m^{\prime}=\left(\eta_{1} \circ m_{1}, \eta_{2} \circ\right.$ $\left.m_{2}, \ldots, \eta_{m} \circ m_{m}\right)$ is defined as

$$
\left(\eta_{\kappa} \circ m_{\kappa}^{\prime}\right)(a)=\left\{\begin{array}{cc}
\bigvee_{a=s t}\left\{\eta_{\kappa}(s) \wedge m_{\kappa}(t), \text { if } a=s t \text { for some } s, t \in P\right. \\
0, & \text { otherwise }
\end{array}\right.
$$

for all $\kappa \in\{1,2, \ldots, m\}$. The next example shows the product of $m$-PFSs $\eta$ and $m^{\prime}$ of $P$ for $m=4$.

Example 1. Consider the semigroup $P=\{\imath\},, \ell, \hbar\}$ given in Table 3.
Table 3. Table of multiplication of $P$.

| . | 1 | 1 | $\ell$ | $\hbar$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 1 | 1 | 1 |
| $\ell$ | 1 | 1 | 1 | 1 |
| $\hbar$ | 1 | 1 | 1 | 1 |

We define 4-PFSs $\eta=\left(\eta_{1}, \eta_{2}, \eta_{3}, \eta_{4}\right)$ and $m^{\prime}=\left(m_{1}, m_{2}, m_{3}, m_{4}\right)$ as follows:
$\eta(i)=(0.2,0.1,0,0.4), \eta(\jmath)=(0.7,0.5,0.1,0), \eta(\ell)=(0.1,0.3,0.7,0.4), \eta(\hbar)=$ ( $0,0,0,0.1$ ) and
$m^{\prime}(\imath)=(0.7,0.3,0,0.4), m^{\prime}(\jmath)=(0.2,0,0,0.1), m^{\prime}(\ell)=(0.2,0.2,0.4,0), m^{\prime}(\hbar)=$ (0.2, 0.3, 0, 0).

By defintion, we obtain
$\left(\eta_{1} \circ m_{1}\right)(\imath)=0.7,\left(\eta_{1} \circ m_{1}\right)(\jmath)=0.1,\left(\eta_{1} \circ m_{1}\right)(\ell)=0,\left(\eta_{1} \circ m_{1}\right)(\hbar)=0$;
$\left(\eta_{2} \circ m_{2}\right)(\imath)=0.3,\left(\eta_{2} \circ m_{2}\right)(\jmath)=0.1,\left(\eta_{2} \circ m_{2}\right)(\ell)=0,\left(\eta_{2} \circ m_{2}\right)(\hbar)=0 ;$
$\left(\eta_{3} \circ m_{3}\right)(\imath)=0.1,\left(\eta_{3} \circ m_{3}\right)(\jmath)=0.4,\left(\eta_{3} \circ m_{3}\right)(\ell)=0,\left(\eta_{3} \circ m_{3}\right)(\hbar)=0$;
$\left(\eta_{4} \circ m_{4}\right)(\imath)=0.4,\left(\eta_{4} \circ m_{4}\right)(\jmath)=0.0,\left(\eta_{4} \circ m_{4}\right)(\ell)=0,\left(\eta_{4} \circ m_{4}\right)(\hbar)=0$.
Hence, the product of $\eta=\left(\eta_{1}, \eta_{2}, \eta_{3}, \eta_{4}\right)$ and $m^{\prime}=\left(m_{1}, m_{2}, m_{3}, m_{4}\right)$ is defined by
$\left(\eta \circ m^{\prime}\right)(\imath)=(0.7,0.3,0.1,0.4),\left(\eta \circ m^{\prime}\right)(\jmath)=(0.1,0.1,0.4,0),\left(\eta \circ m^{\prime}\right)(\ell)=(0,0,0,0)$, $\left(\eta \circ m^{\prime}\right)(\hbar)=(0,0,0,0)$.

Definition 1. Let $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{m}\right)$ be an $m-P F S$ of $P$.

1. Define $\eta_{t}=\{a \in P \mid \eta(a) \geq t\}$ for all $t$, where $t=\left(t_{1}, t_{2}, \ldots, t_{m}\right) \in(0,1]^{m}$, that is, $\eta_{\kappa}(a) \geq t_{\kappa}$ for all $\kappa \in\{1,2, \ldots, m\}$. Then, $\eta_{t}$ is called $t$-cut or a level set.
2. The support of $\eta: P \rightarrow[0,1]^{m}$ is defined as the set $\operatorname{Supp}(\eta)=\{a \in P \mid \eta(a)>(0,0, \ldots, 0)$ $m$-tuple $\}$, that is $\eta_{\kappa}(a)>0$ for all $\kappa \in\{1,2, \ldots, m\}$.

Definition 2. An $m$-PFS $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{m}\right)$ of $P$ is called an $m$-PFSS of $P$ if, for all $a, b \in$ $P, \eta(a b) \geq \min \{\eta(a), \eta(b)\}$, that is, $\eta_{\kappa}(a b) \geq \min \left\{\eta_{\kappa}(a), \eta_{\kappa}(b)\right\}$ for all $\kappa \in\{1,2, \ldots, m\}$.

Definition 3. An m-PFS $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{m}\right)$ of $P$ is called an m-PFI left (resp. right) of $P$ for all $a, b \in P, \eta(a b) \geq \eta(b)($ resp. $\eta(a b) \geq \eta(a))$, that is $\eta_{\kappa}(a b) \geq \eta_{\kappa}(b)\left(r e s p . \eta_{\kappa}(a b) \geq \eta_{\kappa}(a)\right)$ for all $\kappa \in\{1,2, \ldots, m\}$.

An $m$-PFS $\eta$ of $P$ is called an $m$-PFI of $P$ if $\eta$ is both an $m$-PFI (left) and $m$-PFI (right) of $P$.

The example given below is of 4-PFI of $P$.
Example 2. Let $P=\{\imath, \jmath, \ell, \hbar\}$ be a semigroup given in Table 4.
Table 4. Table of multiplication of $P$.

| $\cdot$ | $l$ | $\jmath$ | $\ell$ | $\hbar$ |
| :---: | :---: | :---: | :---: | :---: |
| $l$ | $l$ | $l$ | $l$ | $l$ |
| $\jmath$ | $l$ | $\jmath$ | $\ell$ | 1 |
| $\ell$ | $l$ | $l$ | $l$ | $l$ |
| $\hbar$ | $l$ | $\hbar$ | $l$ | $l$ |

We define a 4-PFS $\eta=\left(\eta_{1}, \eta_{2}, \eta_{3}, \eta_{4}\right)$ of $P$ as follows:
$\eta(\imath)=(0.7,0.6,0.6,0.4), \eta(\jmath)=(0.2,0,0,0.1), \eta(\ell)=(0.5,0.4,0.3,0.1), \eta(\hbar)=$ (0.5, 0.4, 0.3, 0.1).

Clearly, $\eta=\left(\eta_{1}, \eta_{2}, \eta_{3}, \eta_{4}\right)$ is both 4-PFIs (left and right) of $P$. Hence $\eta$ is a 4-PFI of $P$.
Definition 4. Let a subset $H$ of $P$. Then, the m-polar characteristic function $C_{H}: H \rightarrow[0,1]^{m}$ is defined as

$$
C_{H}(h)=\left\{\begin{array}{l}
(1,1, \ldots, 1), \text { m-tuple if } h \in H \\
(0,0, \ldots, 0), \text { m-tuple if } h \notin H
\end{array}\right.
$$

## 3. Characterization of Semigroups by $m$-Polar Fuzzy Sets

This is the most essential portion, because here we make our major contributions. With the help of several lemmas, theorems, and examples, the notions of $m$-PFSSs and $m$-PFIs of semigroups are explained in this section. We have proved that every $m$-PFBI of $P$ is $m$-PFGBI, but the converse does not hold. For LA-semigroups, Shabir et al. [27] has proved this result. We have generalized the results in Shabir et al. [27] for semigroups. In whole paper, $\delta$ is an $m$-PFS of $P$ that maps each element of $P$ on $(1,1, \ldots, 1)$.

Lemma 1. Consider two subsets $H$ and I of $P$. Then

1. $C_{H} \wedge C_{I}=C_{H \cap I}$;
2. $C_{H} \vee C_{I}=C_{H \cup I}$;
3. $C_{H} \circ C_{I}=C_{H I}$.

Proof. The proof of (1) and (2) are obvious.
(3): Case 1: Let $a \in H I$. This implies that $a=h i$ for some $h \in H$ and $i \in I$. Therefore, $C_{H I}(a)=(1,1, \ldots, 1)$. Since $h \in H$ and $i \in I$, we have $C_{H}(h)=(1,1, \ldots, 1)$ or $C_{I}(i)=(1,1, \ldots, 1)$. Now,

$$
\begin{aligned}
\left(C_{H} \circ C_{I}\right)(a) & =\bigvee_{a=b c}\left\{C_{H}(b) \wedge C_{I}(c)\right\} \\
& \geq C_{H}(h) \wedge C_{I}(i) \\
& =(1,1, \ldots, 1)
\end{aligned}
$$

Therefore, $C_{H} \circ C_{I}=C_{H I}$. Case 2: If $a \notin H I$. This implies that $C_{H I}(a)=(0,0, \ldots, 0)$, since $a \notin h i$ for every $h \in H$ and $i \in I$. Therefore

$$
\begin{aligned}
\left(C_{H} \circ C_{I}\right)(a) & =\bigvee_{a=h i}\left\{C_{H}(h) \wedge C_{I}(i)\right\} \\
& =(0,0, \ldots, 0) .
\end{aligned}
$$

Hence $C_{H} \circ C_{I}=C_{H I}$.
Lemma 2. Let $H$ be a subset of $P$. Then, the given statements hold.

1. $H$ is a subsemigroup of $P$ if, and only if, $C_{H}$ is an m-PFSS of $P$;
2. $H$ is a left ideal (resp. right) of $P$ if and only if $C_{H}$ is an m-PFI left (resp. right) of $P$.

Proof. (1) Consider $H$ as the subsemigroup of $P$. We have to show that $C_{H}(a b) \geq C_{H}(a) \wedge$ $C_{H}(b)$ for all $a, b \in P$. Now, we consider some cases:

Case 1: Let $a, b \in H$. Then, $C_{H}(a)=C_{H}(b)=(1,1, \ldots, 1)$. As $H$ is a subsemigroup of $P$, so $a b \in H$ implies that $C_{H}(a b)=(1,1, \ldots, 1)$. Hence $C_{H}(a b) \geq C_{H}(a) \wedge C_{H}(b)$.

Case 2: Let $a \in H, b \notin H$. Then, $C_{H}(a)=(1,1, \ldots, 1), C_{H}(b)=(0,0, \ldots, 0)$. Hence, $C_{H}(a b) \geq(0,0, \ldots, 0)=C_{H}(a) \wedge C_{H}(b)$.

Case 3: Let $a, b \notin H$. Then, $C_{H}(a)=C_{H}(b)=(0,0, \ldots, 0)$. Clearly, $C_{H}(a b) \geq$ $(0,0, \ldots, 0)=C_{H}(a) \wedge C_{H}(b)$.

Case 4: Let $a \notin H, b \in H$. Then, $C_{H}(a)=(0,0, \ldots, 0)$ and $C_{H}(b)=(1,1, \ldots, 1)$. Clearly, $C_{H}(a b) \geq(0,0, \ldots, 0)=C_{H}(a) \wedge C_{H}(b)$.

Conversely, let $C_{H}$ be an $m$-PFSS of $P$. Let $a, b \in H$. Then, $C_{H}(a)=C_{H}(b)=$ $(1,1, \ldots, 1)$. By definition, $C_{H}(a b) \geq C_{H}(a) \wedge C_{H}(b)=(1,1, \ldots, 1) \wedge(1,1, \ldots, 1)=$ $(1,1, \ldots, 1)$, we have $C_{H}(a b)=(1,1, \ldots, 1)$. This implies that $a b \in H$, that is $H$ is a subsemigroup of $P$.
(2) Suppose that $H$ is the left ideal of $P$. We have to show that $C_{H}(a b) \geq C_{H}(b)$ for every $a, b \in P$. Now, consider the two cases:

Case 1: Let $b \in H$ and $a \in P$. Then, $C_{H}(b)=(1,1, \ldots, 1)$. Since $H$ is a left ideal of $P$, $a b \in H$ implies that $C_{H}(a b)=(1,1, \ldots, 1)$. Hence $C_{H}(a b) \geq C_{H}(b)$.

Case 2: Let $b \notin H$ and $a \in P$. Then, $C_{H}(b)=(0,0, \ldots, 0)$. Clearly, $C_{H}(a b) \geq C_{H}(b)$.
Conversely, let $C_{H}$ be an $m$-PFI (left) of $P$. Let $a \in P$ and $b \in H$. Then, $C_{H}(b)=$ $(1,1, \ldots, 1)$. By definition, $C_{H}(a b) \geq C_{H}(b)=(1,1, \ldots, 1)$, we have $C_{H}(a b)=(1,1, \ldots, 1)$. This implies that $a b \in H$, that is $H$ is a left ideal of $P$.

In the same way, we can show that $H$ is right ideal of $P$ if, and only if, $C_{H}$ is an $m$-PFI (right) of $P$. Therefore, $H$ is an ideal of $P$ if, and only if, $C_{H}$ is an $m$-PFI of $P$.

Lemma 3. For $m$-PFS $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{m}\right)$ of $P$, the following properties hold.

1. $\eta$ is an $m$-PFSS of $P$ if, and only if, $\eta \circ \eta \leq \eta$;
2. $\quad \eta$ is an $m$-PFI (left) of $P$ if, and only if, $\delta \circ \eta \leq \eta$;
3. $\eta$ is an $m$-PFI (right) of $P$ if, and only if, $\eta \circ \delta \leq \eta$;
4. $\eta$ is an m-PFI of $P$ if, and only if, $\delta \circ \eta \leq \eta$ and $\eta \circ \delta \leq \eta$, where $\delta$ is the $m$-PFS of $P$ that maps each element of $P$ on $(1,1, \ldots, 1)$.

Proof. (1) Assume that $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{m}\right)$ is an $m$-PFSS of $P$, that is, $\eta_{\kappa}(a b) \geq \eta_{\kappa}(a) \wedge$ $\eta_{\kappa}(b)$ for all $\kappa \in\{1,2, \ldots, m\}$. Let $p \in P$. If $p$ is not expressible as $p=a b$ for some $a, b \in P$;
then, $(\eta \circ \eta)(p)=0$. Hence, $(\eta \circ \eta)(p) \leq \eta(p)$. However, if $p$ is expressible as $p=a b$ for some $a, b \in P$, then

$$
\begin{aligned}
\left(\eta_{\kappa} \circ \eta_{\kappa}\right)(p) & =\bigvee_{p=a b}\left\{\eta_{\kappa}(a) \wedge \eta_{\kappa}(b)\right\} \\
& \leq \bigvee_{p=a b}\left\{\eta_{\kappa}(a b)\right\} \\
& =\eta_{\kappa}(p) \text { for all } \kappa \in\{1,2, \ldots, m\}
\end{aligned}
$$

Hence, $\eta \circ \eta \leq \eta$. Conversely, let $\eta \circ \eta \leq \eta$ and $a, b \in P$. Then

$$
\begin{aligned}
\eta_{\kappa}(a b) & \geq\left(\eta_{\kappa} \circ \eta_{\kappa}\right)(a b) \\
& =\bigvee_{a b=u v}\left\{\eta_{\kappa}(u) \wedge \eta_{\kappa}(v)\right\} \\
& \geq \eta_{\kappa}(a) \wedge \eta_{\kappa}(b) \text { for all } \kappa \in\{1,2, \ldots, m\} .
\end{aligned}
$$

Hence, $\eta_{\kappa}(a b) \geq \eta_{\kappa}(a) \wedge \eta_{\kappa}(b)$. Thus, $\eta$ is $m$-PFSS of $P$.
(2) Assume that $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{m}\right)$ is $m$-PFI (left) of $P$, that is, $\eta_{\kappa}(a b) \geq \eta_{\kappa}(b)$ for all $\kappa \in\{1,2, \ldots, m\}$ and $a, b \in P$. Let $p \in P$. If $p$ is not expressible as $p=a b$ for some $a, b \in P$, then $(\delta \circ \eta)(p)=0$. Hence, $\delta \circ \eta \leq \eta$. However, if $p$ is expressible as $p=a b$ for some $a, b \in P$, then

$$
\begin{aligned}
\left(\delta_{\kappa} \circ \eta_{\kappa}\right)(p) & =\bigvee_{p=a b}\left\{\delta_{\kappa}(a) \wedge \eta_{\kappa}(b)\right\} \\
& =\bigvee_{p=a b}\left\{\eta_{\kappa}(b)\right\} \\
& \leq \bigvee_{p=a b} \eta_{\kappa}(a b) \\
& =\eta_{\kappa}(p) \text { for all } \kappa \in\{1,2, \ldots, m\}
\end{aligned}
$$

Hence $\delta \circ \eta \leq \eta$. Conversely, let $\delta \circ \eta \leq \eta$ and $a, b \in P$. Then,

$$
\begin{aligned}
\eta_{\kappa}(a b) & \geq\left(\delta_{\kappa} \circ \eta_{\kappa}\right)(a b) \\
& =\bigvee_{a b=u v}\left\{\delta_{\kappa}(u) \wedge \eta_{\kappa}(v)\right\} \\
& \geq\left\{\delta_{\kappa}(a) \wedge \eta_{\kappa}(b)\right\} \\
& =\eta_{\kappa}(b) \text { for all } \kappa \in\{1,2, \ldots, m\}
\end{aligned}
$$

Hence, $\eta(a b) \geq \eta(b)$. Thus, $\eta$ is $m$-PFI (left) of $P$.
(3) This can be proved similarly to the proof of part (2) of Lemma 3.
(4) The proof of this follows from parts (2) and (3) of Lemma 3.

Lemma 4. The given statements are true in $P$.

1. Let $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{m}\right)$ and $m^{\prime}=\left(m_{1}, m_{2}, \ldots, m_{m}\right)$ be two $m$-PFSSs of $P$. Then, $\eta \wedge m^{\prime}$ is also an $m$-PFSS of $P$;
2. Let $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{m}\right)$ and $m^{\prime}=\left(m_{1}, m_{2}, \ldots, m_{m}\right)$ be two $m$-PFIs of $P$. Then, $\eta \wedge m^{\prime}$ is also an $m$-PFI of $P$.

Proof. Straightforward.
Proposition 1. Let $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{m}\right)$ be an m-PFS of $P$. Then, $\eta$ is an $m$-PFSS (resp. $m$-PFI) of $P$ if, and only if, $\eta_{t}=\{a \in P \mid \eta(a) \geq t\} \neq \phi$ is a subsemigroup (resp. ideal) of $P$ for all $t \in\left(t_{1}, t_{2}, \ldots, t_{m}\right) \in(0,1]^{m}$.

Proof. Let $\eta$ be an $m$-PFSS of $P$. Let $a, b \in \eta_{t}$. Then, $\eta_{\kappa}(a) \geq t_{\kappa}$ and $\eta_{\kappa}(b) \geq t_{\kappa}$ for all $\kappa \in\{1,2, \ldots, m\}$. As $\eta$ is an $m$-PFSS of $P$, this implies $\eta_{\kappa}(a b) \geq \eta_{\kappa}(a) \wedge \eta_{\kappa}(b) \geq t_{\kappa} \wedge t_{\kappa}=t_{\kappa}$ for all $\kappa \in\{1,2, \ldots, m\}$. Therefore, $a b \in \eta_{t}$. Then $\eta_{t}$ is a subsemigroup of $P$.

Conversely, let $\eta_{t} \neq \phi$ be a subsemigroup of $P$. On the contrary, let us consider that $\eta$ is not an $m$-PFSS of $P$. Suppose $a, b \in P$ such that $\eta_{\kappa}(a b)<\eta_{\kappa}(a) \wedge \eta_{\kappa}(b)$ for some $\kappa \in\{1,2, \ldots, m\}$. Take $t_{\kappa}=\eta_{\kappa}(a) \wedge \eta_{\kappa}(b)$ for all $\kappa \in\{1,2, \ldots, m\}$. Then, $a, b \in \eta_{t}$ but $a b \notin$ $\eta_{t}$, there is a contradiction. Hence, $\eta_{\kappa}(a b) \geq \eta_{\kappa}(a) \wedge \eta_{\kappa}(b)$. Thus, $\eta$ is an $m$-PFSS of $P$. Other cases can be proved on the same lines.

Now, we define the $m$-PFGBI of a semigroup.
Definition 5. An m-PFS $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{m}\right)$ of $P$ is called an $m$-PFGBI of $P$ if for all $a, b, c \in P$, $\eta(a b c) \geq \eta(a) \wedge \eta(c)$, that is $\eta_{\kappa}(a b c) \geq \eta_{\kappa}(a) \wedge \eta_{\kappa}(c)$ for all $\kappa \in\{1,2, \ldots, m\}$.

Lemma 5. A subset $H$ of $P$ is generalized bi-ideal of $P$ if and only if $C_{H}$ is an m-PFGBI of $P$.
Proof. This Lemma 5 can be proved similarly to the proof of Lemma 2.
Lemma 6. An m-PFS $\eta$ of $P$ is $m$-PFGBI of $P$ if and only if, $\eta \circ \delta \circ \eta \leq \eta$, where $\delta$ is the $m$-PFS of $P$ that maps each element of $P$ on $(1,1, \ldots, 1)$.

Proof. Suppose $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{m}\right)$ is the $m$-PFGBI of $P$, that is, $\eta_{\kappa}(a b c) \geq \eta_{\kappa}(a) \wedge \eta_{\kappa}(c)$ for all $\kappa \in\{1,2, \ldots, m\}$ and $a, b, c \in P$. Let $p \in P$. If $p$ is not expressible as $p=a b$ for some $a, b \in P$, then $(\eta \circ \delta \circ \eta)(p)=0$. Hence, $\eta \circ \delta \circ \eta \leq \eta$. However, if $p$ is expressible as $p=a b$ for some $a, b \in P$. Then

$$
\begin{aligned}
\left(\eta_{\kappa} \circ \delta_{\kappa} \circ \eta_{\kappa}\right)(p) & =\bigvee_{p=a b}\left\{\left(\eta_{\kappa} \circ \delta_{\kappa}\right)(a) \wedge \eta_{\kappa}(b)\right\} \\
& =\bigvee_{p=a b}\left\{\bigvee_{a=u v}\left\{\eta_{\kappa}(u) \wedge \delta_{\kappa}(v)\right\} \wedge \eta_{\kappa}(b)\right\} \\
& =\bigvee_{p=a b}\left\{\bigvee_{a=u v}\left\{\eta_{\kappa}(u) \wedge \eta_{\kappa}(b)\right\}\right\} \\
& \left.\leq \bigvee_{p=a b}\left\{\bigvee_{a=u v}\left\{\eta_{\kappa}(u v) b\right)\right\}\right\} \\
& =\bigvee_{p=a b}\left\{\eta_{\kappa}(a b)\right\} \text { for all } \kappa \in\{1,2, \ldots, m\} \\
& =\eta_{\kappa}(p) \text { for all } \kappa \in\{1,2, \ldots, m\} .
\end{aligned}
$$

Hence, $\eta \circ \delta \circ \eta \leq \eta$. Conversely, let $\eta \circ \delta \circ \eta \leq \eta$ and $a, b, c \in P$. Then,

$$
\begin{aligned}
\eta_{\kappa}(a b c) \geq & \left.\geq\left(\eta_{\kappa} \circ \delta_{\kappa}\right) \circ \eta_{\kappa}\right)((a b) c) \\
& =\bigvee_{(a b) c=u v}\left\{\left(\eta_{\kappa} \circ \delta_{\kappa}\right)(u) \wedge \eta_{\kappa}(v)\right\} \\
\geq & \geq\left(\eta_{\kappa} \circ \delta_{\kappa}\right)(a b) \wedge \eta_{\kappa}(c) \\
& \left.=\bigvee_{(a b)=x y}\left\{\left(\eta_{\kappa}(x) \wedge \delta_{\kappa}\right)(y)\right)\right\} \wedge \eta_{\kappa}(c) \\
& \left.=\left\{\left(\eta_{\kappa}(a) \wedge \delta_{\kappa}\right)(b)\right)\right\} \wedge \eta_{\kappa}(c) \\
& =\eta_{\kappa}(a) \wedge \eta_{\kappa}(c) \text { for all } \kappa \in\{1,2, \ldots, m\} .
\end{aligned}
$$

Hence, $\eta(a b c) \geq \eta(a) \wedge \eta(c)$. Thus, $\eta$ is $m$-PFGBI of $P$.
Proposition 2. Assume that $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{m}\right)$ is an $m$-PFS of $P$. Then, $\eta$ is an $m$-PFGBI of $P$ if, and only if, $\eta_{t}=\{a \in P \mid \eta(a) \geq t\} \neq \phi$ is a generalized bi-ideal of $P$ for all $t=$ $\left(t_{1}, t_{2}, \ldots, t_{m}\right) \in(0,1]^{m}$.

Proof. Let $\eta$ be an $m$-PFGBI of $P$. Let $a, c \in \eta_{t}$ and $b \in P$. Then, $\eta_{\kappa}(a) \geq t_{\kappa}$ and $\eta_{\kappa}(c) \geq t_{\kappa}$ for all $\kappa \in\{1,2, \ldots, m\}$. Since $\eta$ is $m$-PFGBI of $P$, we have $\eta_{\kappa}(a b c) \geq \eta_{\kappa}(a) \wedge \eta_{\kappa}(c) \geq$ $t_{\kappa} \wedge t_{\kappa}=t_{\kappa}$ for all $\kappa \in\{1,2, \ldots, m\}$. Therefore, $a b c \in \eta_{t}$. That is $\eta_{t}$ is a GBI of $P$.

Conversely, assuming that $\eta_{t} \neq \phi$ is a GBI of $P$. On the contrary, assume that $\eta$ is not $m$-PFGBI of $P$. Suppose $a, b, c \in P$, such that $\eta_{\kappa}(a b c)<\eta_{\kappa}(a) \wedge \eta_{\kappa}(c)$ for some $\kappa \in\{1,2, \ldots, m\}$. Take $t_{\kappa}=\eta_{\kappa}(a) \wedge \eta_{\kappa}(c)$ for all $\kappa \in\{1,2, \ldots, m\}$. Then, $a, c \in \eta_{t}$ but $a b c \notin \eta_{t}$, which is a contradiction. Hence, $\eta_{\kappa}(a b c) \geq \eta_{\kappa}(a) \wedge \eta_{\kappa}(c)$, that is, $\eta$ is $m$-PFGBI of $P$.

Next, we define the $m$-PFBI of a semigroup.
Definition 6. A subsemigroup $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{m}\right)$ of $P$ is called an m-PFBI of $P$ if for all $a, b, c \in P, \eta(a b c) \geq \eta(a) \wedge \eta(c)$ that is, $\eta_{\kappa}(a b c) \geq \eta_{\kappa}(a) \wedge \eta_{\kappa}(c)$ for all $\kappa \in\{1,2, \ldots, m\}$.

Lemma 7. A subset $H$ of $P$ is a bi-ideal of $P$ if, and only $i f, C_{H}$ is an m-PFBI of $P$.
Proof. Follows from Lemmas 2 and 5.
Lemma 8. An m-PFSS $\eta$ of $P$ is an $m$-PFBI of $P$ if and only if, $\eta \circ \delta \circ \eta \leq \eta$, where $\delta$ is the $m$-PFS of $P$, which maps each element of $P$ on $(1,1, \ldots, 1)$.

Proof. Follows from Lemma 6.
Proposition 3. Let $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{m}\right)$ be a subsemigroup of $P$. Then $\eta$ is an m-PFBI of $P$ if and only if, $\eta_{t}=\{a \in P \mid \eta(a) \geq t\} \neq \phi$ is a bi-ideal of $P$ for all $t=\left(t_{1}, t_{2}, \ldots, t_{m}\right) \in(0,1]^{m}$.

Proof. Follows from Proposition 2.
Remark 1. Every m-PFBI of $P$ is an $m$-PFGBI of $P$.
The Example 3 illustrates that the converse of above Remark may not be true.
Example 3. Let $P=\{\imath, \jmath, \ell, \hbar\}$ be a semigroup given in Table 5 .

Table 5. Table of multiplication of $P$.

| - | 1 | 1 | $\ell$ | $\hbar$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | I | 1 | 1 | 1 |
| 1 | 1 | 1 | 1 | 1 |
| $\ell$ | 1 | 1 | 1 | 1 |
| $\hbar$ | 1 | 1 | 1 | 1 |

We define a 4-PFS $\eta=\left(\eta_{1}, \eta_{2}, \eta_{3}, \eta_{4}\right)$ of $P$ as follows: $\eta(i)=(0.1,0.3,0.3,0.4)$, $\eta(\jmath)=(0,0,0,0), \eta(\ell)=(0,0,0,0), \eta(\hbar)=(0.5,0.6,0.7,0.8)$. Then, simple calculations show that the $\eta$ is a 4-PFGBI of $P$.

Now, $\eta(\jmath)=\eta(\hbar \hbar)=(0,0,0,0) \ngtr(0.5,0.6,0.7,0.8)=\eta(\hbar) \wedge \eta(\hbar)$. Therefore, $\eta$ is not a bi-ideal of $P$. Next, we define the $m$-PFQI of a semigroup.

Definition 7. An m-PFS $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{m}\right)$ of $P$ is called an m-PFQI of $P$ if $(\eta \circ \delta) \wedge(\delta \circ$ $\eta) \leq \eta$, that is $\left(\eta_{\kappa} \circ \delta_{\kappa}\right) \wedge\left(\delta_{\kappa} \circ \eta_{\kappa}\right) \leq \eta_{\kappa}$, for all $\kappa \in\{1,2, \ldots, m\}$.

Lemma 9. A subset $H$ of $P$ is a quasi ideal of $P$ if and only if $C_{H}$ is an m-PFQI of $P$.

Proof. Let $H$ be a quasi ideal of $P$, that is $H P \cap P H \subseteq H$. We show that $\left(C_{H} \circ \delta\right) \wedge(\delta \circ$ $\left.C_{H}\right) \leq C_{H}$, that is, $\left(\left(C_{H} \circ \delta\right) \wedge\left(\delta \circ C_{H}\right)\right)(h) \leq C_{H}(h)$ for every $h \in P$. We study the following cases:

Case 1: If $h \in H$ then $C_{H}(h)=(1,1, \ldots, 1) \geq\left(\left(C_{H} \circ \delta\right) \wedge\left(\delta \circ C_{H}\right)\right)(h)$. Hence $\left(C_{H} \circ\right.$ $\delta) \wedge\left(\delta \circ C_{H}\right) \leq C_{H}$.

Case 2: If $h \notin H$ then $h \notin H P \cap P H$. This implies that $h \neq b c$ and $h \neq f e$ for some $b \in H, c \in P, f \in P$ and $e \in H$. Therefore, either $\left(C_{H} \circ \delta\right)(h)=(0,0, \ldots, 0)$ or $\left(\delta \circ C_{H}\right)(h)=(0,0, \ldots, 0)$ that is $\left(\left(C_{H} \circ \delta\right) \wedge\left(\delta \circ C_{H}\right)\right)(h)=(0,0, \ldots, 0) \leq C_{H}(h)$. Hence $\left(C_{H} \circ \delta\right) \wedge\left(\delta \circ C_{H}\right) \leq C_{H}$.

Conversely, let $n \in H P \cap P H$. Then $n=b e$ and $n=a f$, where $a, e \in P$ and $b, f \in H$. Since $C_{H}$ is an $m$-PFQI of $P$, we have

$$
\begin{aligned}
C_{H}(n) & \geq\left(\left(C_{H} \circ \delta\right) \wedge\left(\delta \circ C_{H}\right)\right)(n) \\
& =\left(C_{H} \circ \delta\right)(n) \wedge\left(\delta \circ C_{H}\right)(n) \\
& =\left\{\bigvee_{n=w v}\left\{\left(C_{H}(w) \wedge \delta(v)\right\}\right\} \wedge\left\{\bigvee_{n=p q}\left\{\delta(p) \wedge C_{H}(q)\right\}\right\}\right. \\
& \geq\left\{C_{H}(b) \wedge \delta(e)\right\} \wedge\left\{\delta(a) \wedge C_{H}(f)\right\} \text { since } n=b e \text { and } n=a f \\
& =(1,1, \ldots, 1) .
\end{aligned}
$$

Therefore, $C_{H}(n)=(1,1, \ldots, 1)$. Hence, $n \in H$.
Proposition 4. An m-PFS $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{m}\right)$ of $P$ is an $m$-PFQI of $P$ if, and only if, $\eta_{t}=\{a \in$ $P \mid \eta(a) \geq t\} \neq \phi$ is a quasi ideal of $P$ for all $t=\left(t_{1}, t_{2}, \ldots, t_{m}\right) \in(0,1]^{m}$.

Proof. Let $\eta$ is an $m$-PFQI of $P$. To show that $\eta_{t} P \cap P \eta_{t} \subseteq \eta_{t}$. Let $n \in \eta_{t} P \cap P \eta_{t}$. Then, $n \in \eta_{t} P$ and $n \in P \eta_{t}$. Therefore, $n=b a$ and $n=s d$ for some $a, s \in P$ and $b, d \in \eta_{t}$. Therefore, $\eta_{\kappa} \geq t_{\kappa}$ for all $\kappa \in\{1,2, \ldots, m\}$.

Now

$$
\begin{aligned}
\left(\eta_{\kappa} \circ \delta_{\kappa}\right)(n) & =\bigvee_{n=u v}\left\{\eta_{\kappa}(u) \wedge \delta_{\kappa}(v)\right\} \\
& \geq \eta_{\kappa}(b) \wedge \delta_{\kappa}(a) \text { because } n=b a \\
& =\eta_{\kappa}(b) \wedge 1 \\
& =\eta_{\kappa}(b) \\
& \geq t_{\kappa} .
\end{aligned}
$$

So

$$
\left(\eta_{\kappa} \circ \delta_{\kappa}\right)(n) \geq t_{\kappa} \text { for all } \kappa \in\{1,2, \ldots, m\}
$$

Now

$$
\begin{aligned}
\left(\delta_{\kappa} \circ \eta_{\kappa}\right)(n) & =\bigvee_{n=u v}\left\{\delta_{\kappa}(u) \wedge \eta_{\kappa}(v)\right\} \\
& \geq \delta_{\kappa}(s) \wedge \eta_{\kappa}(d) \text { because } n=s d \\
& =1 \wedge \eta_{\kappa}(d) \\
& =\eta_{\kappa}(d) \\
& \geq t_{\kappa} .
\end{aligned}
$$

So

$$
\left(\delta_{\kappa} \circ \eta_{\kappa}\right)(n) \geq t_{\kappa} \text { for all } \kappa \in\{1,2, \ldots, m\} .
$$

Therefore, $\left(\left(\eta_{\kappa} \circ \delta_{\kappa}\right) \wedge\left(\delta_{\kappa} \circ \eta_{\kappa}\right)\right)(n)=\left(\eta_{\kappa} \circ \delta_{\kappa}\right)(n) \wedge\left(\delta_{\kappa} \circ \eta_{\kappa}\right)(n) \geq t_{\kappa} \wedge t_{\kappa}=t_{\kappa}$ for all $\kappa \in\{1,2, \ldots, m\}$. So, $((\eta \circ \delta) \wedge(\delta \circ \eta))(n) \geq t$. Since $\eta(n) \geq((\eta \circ \delta) \wedge(\delta \circ \eta))(n) \geq t$, so $n \in \eta_{t}$. Hence, $\eta_{t}$ is a quasi ideal of $P$.

Conversely, consider that $\eta$ is not quasi ideal of $P$. Let $n \in P$ be such that $\eta_{\kappa}(n)<$ $\left(\eta_{\kappa} \circ \delta_{\kappa}\right)(n) \wedge\left(\delta_{\kappa} \circ \eta_{\kappa}\right)(n)$ for some $\kappa \in\{1,2, \ldots, m\}$. Choose $t_{\kappa} \in(0,1]$, such that $t_{\kappa}=$ $\left(\eta_{\kappa} \circ \delta_{\kappa}\right)(n) \wedge\left(\delta_{\kappa} \circ \eta_{\kappa}\right)(n)$ for all $\kappa \in\{1,2, \ldots, m\}$. This implies that $n \in\left(\eta_{\kappa} \circ \delta_{\kappa}\right)_{t_{\kappa}}$ and $n \in\left(\delta_{\kappa} \circ \eta_{\kappa}\right)_{t_{\kappa}}$ but $n \notin\left(\eta_{\kappa}\right)_{t_{\kappa}}$ for some $\kappa$. Hence, $n \in(\eta \circ P)_{t}$ and $n \in(P \circ \eta)_{t}$ but $n \notin(\eta)_{t}$, which is a contradiction. Hence, $(\eta \circ \delta) \wedge(\delta \circ \eta) \leq \eta$.

Lemma 10. Every m-PF one-sided ideal of $P$ is an $m-P F Q I$ of $P$.
Proof. This proof follows from Lemma 3.
In the next example, it is shown that the converse of the above Lemma may not be true.
Example 4. Consider the semigroup $P=\{\imath, \jmath, \ell\}$ given in Table 6.
Table 6. Table of multiplication of $P$.

| $\cdot$ | 1 | $\jmath$ | $\ell$ |
| :---: | :---: | :---: | :---: |
| 1 | 1 | $\jmath$ | $\ell$ |
| $\jmath$ | $\jmath$ | $\jmath$ | $\jmath$ |
| $\ell$ | $\ell$ | $\jmath$ | $\ell$ |

Define a 3-PFS $\eta=\left(\eta_{1}, \eta_{2}, \eta_{3}\right)$ of $P$ as follows: $\eta(\imath)=(0.3,0.3,0.4), \eta(\jmath)=(0.7,0.8,0.9)$, $\eta(\ell)=(0,0,0)$.

Then, simple calculations show that $\eta_{l}$ is QI of $P$. Therefore, by using Proposition $4, \eta$ is 3-PFQI of $P$. Now,
$\eta(\ell)=\eta(\imath \ell)=(0,0,0) \ngtr \eta(\imath)=(0.3,0.3,0.4)$. So $\eta$ is not 3-PFI (right) of $P$.
Lemma 11. Let $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{m}\right)$ and $m=\left(m_{1}, m_{2}, \ldots, m_{m}\right)$ be two $m-P F I($ right $)$ and $m$-PFI(left) of $P$, respectively. Then $\eta \wedge m$ is $m$-PFQI of $P$.

Proof. Let $n \in P$. If $n \neq b t$ for some $b, t \in P$. Then, $((\eta \wedge m) \circ \delta) \wedge(\delta \circ(\eta \wedge m)) \leq(\eta \wedge m)$. If $n=a b$ for some $a, b \in P$, then

$$
\begin{aligned}
\left(\left(\left(\eta_{\kappa} \wedge m_{\kappa}\right) \circ \delta_{\kappa}\right) \wedge\left(\delta_{\kappa} \circ\left(\eta_{\kappa} \wedge m_{\kappa}\right)\right)\right)(n) & =\left(\left(\eta_{\kappa} \wedge m_{\kappa}\right) \circ \delta_{\kappa}\right)(n) \wedge\left(\delta_{\kappa} \circ\left(\eta_{\kappa} \wedge m_{\kappa}\right)\right)(n) \\
& =\bigvee_{n=a b}\left\{\left(\eta_{\kappa} \wedge m_{\kappa}\right)(a) \wedge \delta_{\kappa}(b)\right\} \wedge \bigvee_{n=a b}\left\{\delta_{\kappa}(a) \wedge\left(\eta_{\kappa} \wedge m_{\kappa}\right)(b)\right\} \\
& =\bigvee_{n=a b}\left\{\left(\eta_{\kappa} \wedge m_{\kappa}\right)(a)\right\} \wedge \bigvee_{n=a b}\left\{\left(\eta_{\kappa} \wedge m_{\kappa}\right)(b)\right\} \\
& =\bigvee_{n=a b}\left\{\left(\eta_{\kappa} \wedge m_{\kappa}\right)(a) \wedge\left(\eta_{\kappa} \wedge m_{\kappa}\right)(b)\right\} \\
& =\bigvee_{n=a b}\left\{\left(\eta_{\kappa}(a) \wedge m_{\kappa}(a)\right) \wedge\left(\eta_{\kappa}(b) \wedge m_{\kappa}(b)\right)\right\} \\
& \leq \bigvee_{n=a b}\left\{\eta_{\kappa}(a) \wedge m_{\kappa}(b)\right\} \\
& \leq \bigvee_{n=a b}\left\{\eta_{\kappa}(a b) \wedge m_{\kappa}(a b)\right\} \\
& =\bigvee_{n=a b}\left\{\left(\eta_{\kappa} \wedge m_{\kappa}\right)(a b)\right\} \\
& =\left(\eta_{\kappa} \wedge m_{\kappa}\right)(n) \text { for all } \kappa \in\{1,2, \ldots, m\} .
\end{aligned}
$$

Hence, $((\eta \wedge m) \circ \delta) \wedge(\delta \circ(\eta \wedge m)) \leq(\eta \wedge m)$, that is, $\eta \wedge m$ is $m$-PFQI of $P$.
Now, we define the $m$-PFII of a semigroup.

Definition 8. An $m$-PFSS $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{m}\right)$ of $P$ is called an $m$-PFII of $P$ if for all $a, b, c \in P$, $\eta(a b c) \geq \eta(b)$, that is, $\eta_{\kappa}(a b c) \geq \eta_{\kappa}(b)$ for all $\kappa \in\{1,2, \ldots, m\}$.

Lemma 12. A subset $H$ of $P$ is an interior ideal of $P$ if, and only if, $C_{H}$ is an m-PFII of $P$.
Proof. Let $H$ be any interior ideal of $P$. From Lemma $2, C_{H}$ is an $m$-PFSS of $P$. Now we show that $C_{H}(a b c) \geq C_{H}(b)$ for every $a, b, c \in P$. We consider the following two cases:

Case 1: Let $b \in H$ and $a, c \in P$. Then $C_{H}(b)=(1,1, \ldots, 1)$. Since $H$ is an interior ideal of $P$, then $a b c \in H$. Then, $C_{H}(a b c)=(1,1, \ldots, 1)$. Hence, $C_{H}(a b c) \geq C_{H}(b)$.

Case 2: Let $b \notin H$ and $a, c \in P$. Then, $C_{H}(b)=(0,0, \ldots, 0)$. Clearly, $C_{H}(a b c) \geq C_{H}(b)$. Hence, $C_{H}$ of $H$ is an $m$-PFII of $P$.

Conversely, consider $C_{H}$ of $H$ is an $m$-PFII of $P$. Then by Lemma 2, $H$ is a subsemigroup of $P$. Let $b \in H$ and $a, c \in P$. Then $C_{H}(b)=(1,1, \ldots, 1)$. By hypothesis, $C_{H}(a b c) \geq C_{H}(b)=(1,1, \ldots, 1)$. Hence $C_{H}(a b c)=(1,1, \ldots, 1)$. This implies that $a b c \in H$, that is $H$ is an interior ideal of $P$.

Lemma 13. An m-PFSS $\eta$ of $P$ is an m-PFII of $P$ if, and only if, $\delta \circ \eta \circ \delta \leq \eta$.
Proof. Let $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{m}\right)$ be $m$-PFII of $P$. We show that $\delta \circ \eta \circ \delta \leq \eta$. Let $n \in P$. Then, for all $\kappa \in\{1,2, \ldots, m\}$.

$$
\begin{aligned}
\left(\delta_{\kappa} \circ \eta_{\kappa} \circ \delta_{\kappa}\right)(n) & =\bigvee_{n=u v}\left\{\left(\delta_{\kappa} \circ \eta_{\kappa}\right)(u) \wedge \delta_{\kappa}(v)\right\} \\
& =\bigvee_{n=u v}\left\{\left(\delta_{\kappa} \circ \eta_{\kappa}\right)(u)\right\} \\
& =\bigvee_{n=u v}\left\{\bigvee_{u=a b}\left(\delta_{\kappa}(a) \wedge \eta_{\kappa}(b)\right\}\right. \\
& =\bigvee_{n=(a b) v}\left\{\eta_{\kappa}(b)\right\} \\
& \leq \bigvee_{n=(a b) v}\left\{\eta_{\kappa}((a b) v)\right\} \text { as } \eta \text { is an } m \text {-PFII of } P . \\
& =\eta_{\kappa}(n) \text { for all } \kappa \in\{1,2, \ldots, m\} .
\end{aligned}
$$

Therefore $\delta \circ \eta \circ \delta \leq \eta$.
Conversely, let $\delta \circ \eta \circ \delta \leq \eta$. We only show that $\eta_{\kappa}(a b c) \geq \eta_{\kappa}(b)$ for every $a, b, c \in P$ and for all $\kappa \in\{1,2, \ldots, m\}$. Let $n=a b c$. Now, for all $\kappa \in\{1,2, \ldots, m\}$.

$$
\begin{aligned}
\eta_{\kappa}(a b c) & \geq\left(\left(\delta_{\kappa} \circ \eta_{\kappa}\right) \circ \delta_{\kappa}\right)((a b) c) \\
& =\bigvee_{(a b) c=u v}\left\{\left(\left(\delta_{\kappa} \circ \eta_{\kappa}\right)(u) \wedge \delta_{\kappa}(v)\right\}\right. \\
& \geq\left(\delta_{\kappa} \circ \eta_{\kappa}\right)(a b) \wedge \delta_{\kappa}(c) \\
& =\left(\delta_{\kappa} \circ \eta_{\kappa}\right)(a b) \\
& =\bigvee_{a b=p q}\left\{\delta_{\kappa}(p) \wedge \eta_{\kappa}(q)\right\} \\
& \geq \delta_{\kappa}(a) \wedge \eta_{\kappa}(b) \\
& =\eta_{\kappa}(b) \text { for all } \kappa \in\{1,2, \ldots, m\}
\end{aligned}
$$

Therefore, $\eta_{\kappa}(a b c) \geq \eta_{\kappa}(b)$ for all $\kappa \in\{1,2, \ldots, m\}$. Hence, $\eta$ is $m$-PFII of $P$.
Proposition 5. A subset $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{m}\right)$ of $P$ is m-PFII of $P$ if, and only if, $\eta_{t}=\{a \in$ $P \mid \eta(a) \geq t\} \neq \phi$ is an interior ideal of $P$ for all $t=\left(t_{1}, t_{2}, \ldots, t_{m}\right) \in(0,1]^{m}$.

Proof. This is the same as the proof of Propositions 1 and 2.

## 4. Characterization of Regular and Intra-Regular Semigroups by m-Polar Fuzzy Ideals

A semigroup $P$ is called regular if for all $x \in P$, there exists an element $a \in P$ such that $x=x a x$. A semigroup $P$ is called an intra-regular semigroup if for all $x \in P$, there exists elements $b, c \in P$ such that $x=b x^{2} c$. Regular and intra-regular semigroups have been studied by several authors, see $[24,28]$. The characterizations of the regular and intra-regular semigroups in terms of $m$-PF ideals and $m$-PFBI are discussed with the help of many theorems in this section.

Theorem 1 ([28]). The following results are equivalent in $P$.

1. $P$ is regular;
2. $H \cap I=H I$, for every right ideal $H$ and left ideal $I$ of $P$;
3. $\quad J=J P J$, for every quasi ideal $J$ of $P$.

Theorem 2. Each $m$-PFQI $\eta$ of $P$ is an $m$-PFBI of $P$.
Proof. Suppose that $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{m}\right)$ be $m$-PFQI of $P$. Let $a, b \in P$. Then,

$$
\begin{aligned}
\eta_{\kappa}(a b) & \geq\left(\left(\eta_{\kappa} \circ \delta_{\kappa}\right) \wedge\left(\delta_{\kappa} \circ \eta_{\kappa}\right)\right)(a b) \\
& =\left(\eta_{\kappa} \circ \delta_{\kappa}\right)(a b) \wedge\left(\delta_{\kappa} \circ \eta_{\kappa}\right)(a b) \\
& =\left[\bigvee_{a b=o p}\left\{\left(\eta_{\kappa}(o) \wedge \delta_{\kappa}\right)(p)\right\}\right] \wedge\left[\bigvee_{a b=u v}\left\{\left(\delta_{\kappa}(u) \wedge \eta_{\kappa}(v)\right\}\right]\right. \\
& \geq\left\{\left(\eta_{\kappa}(a) \wedge \delta_{\kappa}\right)(b)\right\} \wedge\left\{\left(\delta_{\kappa}(a) \wedge \eta_{\kappa}(b)\right\}\right. \\
& =\left\{\left(\eta_{\kappa}(a) \wedge 1\right\} \wedge\left\{1 \wedge \eta_{\kappa}(b)\right\}\right. \\
& =\eta_{\kappa}(a) \wedge \eta_{\kappa}(b) \text { for all } \kappa \in\{1,2, \ldots, m\} .
\end{aligned}
$$

So, $\eta_{\kappa}(a b) \geq \eta_{\kappa}(a) \wedge \eta_{\kappa}(b)$. Now, let $a, b, c \in P$. Then,

$$
\begin{aligned}
\left.\left(\delta_{\kappa} \circ \eta_{\kappa}\right)\right)((a b) c) & =\bigvee_{(a b) c=u v}\left\{\left(\delta_{\kappa}(u) \wedge \eta_{\kappa}(v)\right\}\right. \\
& \geq \delta_{\kappa}(a b) \wedge \eta_{\kappa}(c) \\
& =1 \wedge \eta_{\kappa}(c) \\
& =\eta_{\kappa}(c)
\end{aligned}
$$

Therefore, $\left(\delta_{\kappa} \circ \eta_{\kappa}\right)(a b c) \geq \eta_{\kappa}(c)$ for all $\kappa \in\{1,2, \ldots, m\}$. Since $(a b) c=a(b c) \in a P$, so $(a b) c=a p$ for some $p \in P$. Therefore,

$$
\begin{aligned}
\left(\eta_{\kappa} \circ \delta_{\kappa}\right)(a b c) & =\bigvee_{(a b) c=o b}\left\{\left(\eta_{\kappa}(o) \wedge \delta_{\kappa}\right)(b)\right\} \\
& \geq \eta_{\kappa}(a) \wedge \delta_{\kappa}(p) \text { since }(a b) c=a p \\
& =\eta_{\kappa}(a) \wedge 1 \\
& =\eta_{\kappa}(a) .
\end{aligned}
$$

Therefore, $\left(\eta_{\kappa} \circ \delta_{\kappa}\right)(a b c) \geq \eta_{\kappa}(a)$ for all $\kappa \in\{1,2, \ldots, m\}$. Now, by our supposition

$$
\begin{aligned}
\eta_{\kappa}(a b c) & \geq\left(\left(\eta_{\kappa} \circ \delta_{\kappa}\right) \wedge\left(\delta_{\kappa} \circ \eta_{\kappa}\right)\right)(a b c) \\
& =\left(\eta_{\kappa} \circ \delta_{\kappa}\right)(a b c) \wedge\left(\delta_{\kappa} \circ \eta_{\kappa}\right)(a b c) \\
& \geq \eta_{\kappa}(a) \wedge \eta_{\kappa}(c) \text { for all } \kappa \in\{1,2, \ldots, m\} .
\end{aligned}
$$

Therefore, $\eta(a b c) \geq \eta(a) \wedge \eta(c)$. Hence, $\eta$ is $m$-PFBI of $P$.
Theorem 3. The given statements are equivalent in $P$.

1. $P$ is regular;
2. $\eta \wedge m^{\prime}=\eta \circ m^{\prime}$ for every $m-P F I($ right $) ~ \eta$ and $m-P F I($ left $) m^{\prime}$ of $P$.

Proof. (1) $\Longrightarrow(2):$ Let $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{m}\right)$ and $m^{\prime}=\left(m_{1}, m_{2}, \ldots, m_{m}\right)$ be two $m$ $\operatorname{PFI}$ (right) and $m-\mathrm{PFI}($ left $)$ of $P$. Let $o \in P$, we have

$$
\begin{aligned}
\left(\eta_{\kappa} \circ m_{\kappa}^{\prime}\right)(o) & =\bigvee_{o=b c}\left\{\left(\eta_{\kappa}(b) \wedge m_{\kappa}^{\prime}(c)\right\}\right. \\
& \leq \bigvee_{o=b c}\left\{\left(\eta_{\kappa}(b c) \wedge m_{\kappa}^{\prime}(b c)\right\}\right. \\
& =\eta_{\kappa}(o) \wedge m_{\kappa}^{\prime}(o) \\
& =\left(\eta_{\kappa} \wedge m_{\kappa}^{\prime}\right)(o) \text { for all } \kappa \in\{1,2, \ldots, m\}
\end{aligned}
$$

Therefore, $\eta \circ m^{\prime} \leq \eta \wedge m^{\prime}$. As $P$ is regular, then for every, $o \in P$, there exists $a \in P$, such that $o=(o a) o$.

$$
\begin{aligned}
\left(\eta_{\kappa} \wedge m_{\kappa}^{\prime}\right)(o) & =\eta_{\kappa}(o) \wedge m_{\kappa}^{\prime}(o) \\
& \leq \eta_{\kappa}(o a) \wedge m_{\kappa}^{\prime}(o) \text { as } \eta \text { is } m \text {-PFRI of } P \\
& \leq \bigvee_{o=b c}\left\{\left(\eta_{\kappa}(b) \wedge m_{\kappa}^{\prime}(c)\right\}\right. \\
& =\left(\eta_{\kappa} \circ m_{\kappa}^{\prime}\right)(o) \text { for all } \kappa \in\{1,2, \ldots, m\}
\end{aligned}
$$

So, $\eta \wedge m^{\prime} \leq \eta \circ m^{\prime}$. Therefore, $\eta \wedge m^{\prime}=\eta \circ m^{\prime}$.
$(2) \Longrightarrow(1):$ Let $o \in P$. Then, $\eta=o P$ is a left ideal of $P$ and $m^{\prime}=o P \cup P o$ is a right ideal of $P$ generated by $o$. Then, by using Lemma $2, C_{\eta}$ and $C_{m^{\prime}}$ the $m$-polar fuzzy characteristic fuctions of $\eta$ and $m^{\prime}$ are $m-\mathrm{PFI}$ (left) and $m-\mathrm{PFI}$ (right) of $P$, respectively. Then, we have

$$
\begin{aligned}
C_{m^{\prime} \eta} & =\left(C_{m^{\prime}} \circ C_{\eta}\right) \text { by Lemma } 1 \\
& =\left(C_{m^{\prime}} \wedge C_{\eta}\right) \text { by } 2 \\
& =C_{m^{\prime} \cap \eta} \text { by Lemma } 1 .
\end{aligned}
$$

Therefore, $m^{\prime} \cap \eta=m^{\prime} \eta$. As a result, Theorem 1 shows that $P$ is regular.
Theorem 4. The following statements are equivalent in $P$.

1. $P$ is regular;
2. $\eta=\eta \circ \delta \circ \eta$ for every m-PFGBI $\eta$ of $P$;
3. $\eta=\eta \circ \delta \circ \eta$ for every m-PFQI $\eta$ of $P$.

Proof. (1) $\Longrightarrow(2):$ Let $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{m}\right)$ be an $m$-PFGBI of $P$ and $o \in P$. Since $P$ is regular, there exists $a \in P$ such that $o=(o a) o$. Therefore, we have

$$
\begin{aligned}
\left(\eta_{\kappa} \circ \delta_{\kappa} \circ \eta_{\kappa}\right)(o) & =\bigvee_{o=b c}\left\{\left(\eta_{\kappa} \circ \delta_{\kappa}\right)(b) \wedge \eta_{\kappa}(c)\right\} \text { for some } b, c \in P \\
& \geq\left(\eta_{\kappa} \circ \delta_{\kappa}\right)(o a) \wedge \eta_{\kappa}(o) \text { since } o=(o a) o \\
& \left.=\bigvee_{o a=p q}\left\{\eta_{\kappa}(p) \wedge \delta_{\kappa}\right)(q)\right\} \wedge \eta_{\kappa}(o) \\
& \left.\geq\left\{\eta_{\kappa}(o) \wedge \delta_{\kappa}\right)(a)\right\} \wedge \eta_{\kappa}(o) \\
& =\eta_{\kappa}(o) \text { for all } \kappa \in\{1,2, \ldots, m\} .
\end{aligned}
$$

Hence, $\eta \circ \delta \circ \eta \geq \eta$. Since $\eta$ is an $m$-PFGBI of $P$. Therefore, we have

$$
\begin{aligned}
\left(\eta_{\kappa} \circ \delta_{\kappa} \circ \eta_{\kappa}\right)(o) & =\bigvee_{o=r s}\left\{\left(\eta_{\kappa} \circ \delta_{\kappa}\right)(r) \wedge \eta_{\kappa}(s)\right\} \text { for some } r, s \in P \\
& \left.=\bigvee_{o=r s}\left\{\bigvee_{r=u v}\left\{\eta_{\kappa}(u) \wedge \delta_{\kappa}(v)\right\} \wedge \eta_{\kappa}(s)\right\}\right\} \text { for some } r, s \in P \\
& =\bigvee_{o=r s}\left\{\bigvee_{r=u v}\left\{\eta_{\kappa}(u) \wedge \eta_{\kappa}(s)\right\}\right\} \\
& \leq \bigvee_{o=r s}\left\{\bigvee_{r=u v}\left\{\eta_{\kappa}((u v)(s)\}\right\}\right. \\
& =\bigvee_{o=r s} \eta_{\kappa}(r s) \\
& =\eta_{\kappa}(o) \text { for all } \kappa \in\{1,2, \ldots, m\}
\end{aligned}
$$

So, $\eta \circ \delta \circ \eta \leq \eta$. Therefore, $\eta=\eta \circ \delta \circ \eta$.
$(2) \Longrightarrow(3):$ It is obvious.
$(3) \Longrightarrow(1):$ Let $\eta, \rho$ be $m$-PFI (right) and $m$-PFI (left) of $P$, respectively. Then $\eta \wedge \rho$ is an $m$-PFQI of $P$. According to hypothesis

$$
\begin{aligned}
\eta_{\kappa} \wedge \rho_{\kappa} & \leq\left(\eta_{\kappa} \wedge \rho_{\kappa}\right) \circ \delta_{\kappa} \circ\left(\eta_{\kappa} \wedge \rho_{\kappa}\right) \\
& \leq \eta_{\kappa} \circ \delta_{\kappa} \circ \rho_{\kappa} \\
& \leq \eta_{\kappa} \circ \rho_{\kappa} .
\end{aligned}
$$

However, $\eta_{\kappa} \circ \rho_{\kappa} \leq \eta_{\kappa} \wedge \rho_{\kappa}$ always hold. Hence, $\eta_{\kappa} \circ \rho_{\kappa}=\eta_{\kappa} \wedge \rho_{\kappa}$, that is $\eta \circ \rho \leq \eta \wedge \rho$. Therefore by Theorem 3, $P$ is a regular semigroup. Hence, proved.

Theorem 5. The following statements are equivalent in $P$.

1. $P$ is regular;
2. $\rho \wedge m^{\prime} \wedge \eta \leq \rho \circ m^{\prime} \circ \eta$ for every $m$-PFI(right) $\rho$, every m-PFGBI $m^{\prime}$ and every $m$-PFI(left) $\eta$ of $P$;
3. $\rho \wedge m^{\prime} \wedge \eta \leq \rho \circ m^{\prime} \circ \eta$ for every $m$-PFI(right) $\rho$, every $m$-PFBI $m^{\prime}$ and every $m$-PFI(left $)$ $\eta$ of $P$;
4. $\rho \wedge m^{\prime} \wedge \eta \leq \rho \circ m^{\prime} \circ \eta$ for every $m$-PFI(right) $\rho$, every $m$-PFQI $m^{\prime}$ and every $m$-PFI(left) $\eta$ of $P$.

Proof. (1) $\Longrightarrow(2)$ : Consider $b$ is any element of $P$. As $P$ is regular, there exists $a \in P$ such that $b=b a b$. It follows that $b=(b a) b=b(a b)$ for each $a \in P$ and $P$ is semigroup. Hence, we have

$$
\begin{aligned}
\left(\rho \circ m^{\prime} \circ \eta\right)(b) & =\bigvee_{b=a c}\left\{\left(\rho \circ m^{\prime}\right)(a) \wedge \eta(c)\right\} \\
& \geq\left(\rho \circ m^{\prime}\right)(b) \wedge \eta(a b) \text { since } b=b(a b) \\
& \geq \bigvee_{b=p q}\left\{\rho(p) \wedge m^{\prime}(q)\right\} \wedge \eta(b) \text { as } \eta \text { is an } m \text {-PFI }(\text { left }) \text { of } P . \\
& \geq\left(\rho(b a) \wedge m^{\prime}(b)\right) \wedge \eta(b) \text { since } b=(b a) b \\
& \geq\left(\rho(b) \wedge m^{\prime}(b)\right) \wedge \eta(b) \\
& =\left(\left(\rho \wedge m^{\prime}\right)(b)\right) \wedge \eta(b) \\
& =\left(\rho \wedge m^{\prime} \wedge \eta\right)(b)
\end{aligned}
$$

Therefore, $\rho \wedge m^{\prime} \wedge \eta \leq \rho \circ m^{\prime} \circ \eta$. So (1) implies (2).
$(2) \Longrightarrow(3) \Longrightarrow(4)$ : Straightforward.
$(4) \Longrightarrow(1):$ As $\delta$ is an $m$-PFQI of $P$, by the supposition, we have

$$
\begin{aligned}
(\rho \wedge \eta)(b) & =((\rho \wedge \delta) \wedge \eta)(b) \\
& \leq((\rho \circ \delta) \circ \eta(b) \\
& =\bigvee_{b=r s}\{(\rho \circ \delta)(r) \circ \eta(s)\} \\
& =\bigvee_{b=r s}\left\{\left(\bigvee_{r=c d}\{\rho(c) \wedge \delta(d)\}\right) \wedge \eta(s)\right\} \\
& =\bigvee_{b=r s}\left\{\left(\bigvee_{r=c d}\{\rho(c) \wedge 1\}\right) \wedge \eta(s)\right\} \\
& =\bigvee_{b=r s}\left\{\left(\bigvee_{r=c d} \rho(c)\right) \wedge \eta(s)\right\} \\
& \left.\leq \bigvee_{b=r s}\left\{\left(\bigvee_{r=c d} \rho(c d)\right\}\right) \wedge \eta(s)\right\} \\
& =\bigvee_{b=r s}\{\rho(r) \wedge \eta(s)\} \\
& =(\rho \circ \eta)(b) .
\end{aligned}
$$

Therefore $\rho \wedge \eta \leq \rho \circ \eta$. But $\rho \circ \eta \leq \rho \wedge \eta$ always. So, $\rho \circ \eta=\rho \wedge \eta$. Hence, by using Theorem 3, $P$ is regular.

Theorem 6 ([28]). The following conditions are equivalent in $P$.

1. $\quad P$ is intra-regular;
2. $\quad H \cap I \subseteq H I$ for every right ideal $H$ and every left ideal $I$ of $P$.

Definition 9 ([24]). A semigroup $P$ is both regular and intra-regular if and only if $H=H^{2}$ for every bi-ideal $H$ of $P$.

Theorem 7. A semigroup $P$ is intra-regular if, and only if $\eta \wedge \rho \leq \eta \circ \rho$ for every $m$-PFI(left) $\eta$ and, for every, $m$-PFI(right) $\rho$ of $P$.

Proof. Consider $a$ is any element of $P$. As $P$ is intra-regular, there exists $x, y \in P$ such that $a=x a^{2} y$. Hence, we have

$$
\begin{aligned}
(\eta \circ \rho)(a) & =\bigvee_{a=b c}\{\eta(b) \wedge \rho(c)\} \\
& \geq \eta(x a) \wedge \rho(a y) \\
& \geq \eta(a) \wedge \rho(a) \\
& =(\eta \wedge \rho)(a)
\end{aligned}
$$

This implies $\eta \circ \rho \geq \eta \wedge \rho$.
Conversely, assume that $\eta \wedge \rho \leq \eta \circ \rho$ for all $m-\mathrm{PFI}($ left $) \eta$ and $m-\mathrm{PFI}($ right $) \rho$ of $P$. Let $H$ be a right ideal and $I$ be a left ideal of $P$, then $C_{H}$ is an $m-\mathrm{PFI}$ (right) and $C_{I}$ is an $m$-PFI(left) of $P$. By Lemma 1, $C_{H \cap I}=C_{H} \wedge C_{I} \leq C_{H} \circ C_{I}=C_{H I}$ which implies that $H \cap I \subseteq H I$. Therefore, by Theorem 6,P is intra-regular.

Theorem 8. For every m-PFBI $\eta$ of $P, \eta \circ \eta=\eta$ if and only if, $P$ is both regular and intra-regular.
Proof. Let $P$ be both regular and intra-regular semigroup. Let $\eta$ be an $m$-PFBI of $P$. Thus, for $x \in P$, there exists $a, b, c \in P$ such that $x=x a x$ and $x=b x^{2} c$. Therefore, $x=x a x=x a x a x=x a\left(b x^{2} c\right) a x=(x a b x)(x c a x)$. Hence, we have

$$
\begin{aligned}
(\eta \circ \eta)(x) & =\bigvee_{x=b c}\{\eta(b) \wedge \eta(c)\} \\
& \geq \eta(x a b x) \wedge \eta(x c a x) \\
& \geq \eta(x) \wedge \eta(x) \\
& =\eta(x)
\end{aligned}
$$

This implies $\eta \circ \eta \geq \eta$. By Lemma 3, $\eta \circ \eta \leq \eta$ holds always. Therefore, $\eta \circ \eta=\eta$.
Conversely, let $H$ be a bi-ideal of $P$. Since every $m$-PFBI is $m$-PFSS of $P$. Then, Lemma 2, implies that $C_{H}$ is $m$-PFBI of $P$. Hence, by our supposition, $C_{H}=C_{H} \circ C_{H}$. Thus, $H=H^{2}$. Therefore, by Theorem 9, $P$ is both regular and intra-regular.

## 5. Comparative Study and Discussion

This section explains how this paper and the previous one are related to Shabir et al. [27]. Shabir et al. [24] studied regular and intra-regular semiring in terms of BFIs. Shabir et al. extended the work of [24] and initiated the concept of $m$-PFIs in LA-semigroups and characterized the regular LA-semigroups by the properties of these $m$-PFIs [27]. By extending the work of [24,27], the concept of $m$-PFIs in semigroups is introduced, and characterizations of regular and intra-regular semigroups by the properties of $m$-PFIs are given in this paper. Our approach is superior to that of Shabir et al. [27] because the associative property in LA-semigroups does not hold. There are also numerous structures that are handled by semigroups but not by LA-semigroups. If we take any non-empty set and define the operation on it as $a * b=a$, then it is a semigroup, but not an LA-semigroup. To overcome this problem, we used a semigroup to generalize the whole results of Shabir et al. [27] and, as a result, our methodology offers a broader variety of applications than Shabir et al. [27].

## 6. Conclusions

When data for real world complex situations come from $m$ factors ( $m \geq 2$ ), then $m$-PFS is used to deal such problems. The structure of semigroups is investigated using the idea of $m$-PFS in this research paper. Shabir et al. [27] used LA-semigroups as the basis for their algebraic structure, which we converted into semigroups. Most importantly, we proved some results related to fuzzy ideals in semigroups in terms of $m$-PFIs in semigroups. This paper presents a significant number of $m$-PFS theory applications. We also studied the characterization of regular and intra-regular semigroups by $m$-PFIs (left) (resp. $m$-PFIs right) and $m$-PFBI.

Our future plans are to study the $m$-PFIs in terms of semirings, ternary semigroups, ternary semirings, near rings and hyperstructures.
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#### Abstract

The system of marks created by Dr. Ernest Gardenyes and Dr. Lambert Jorba was first published as a doctoral thesis in 2003 and then as a chapter in the book Modal Interval Analysis in 2014 Marks are presented as a tool to deal with uncertainties in physical quantities from measurements or calculations. When working with iterative processes, the slow convergence or the high number of simulation steps means that measurement errors and successive calculation errors can lead to a lack of significance in the results. In the system of marks, the validity of any computation results is explicit in their calculation. Thus, the mark acts as a safeguard, warning of such situations. Despite the obvious contribution that marks can make in the simulation, identification, and control of dynamical systems, some improvements are necessary for their practical application. This paper aims to present these improvements. In particular, a new, more efficient characterization of the difference operator and a new implementation of the marks library is presented. Examples in dynamical systems simulation, fault detection and control are also included to exemplify the practical use of the marks.


Keywords: modal interval analysis; interval arithmetic; marks; uncertainty modeling; indiscernibility

## 1. Introduction

Measurements of a variable are made using numerical scales. Usually, the value of a measurement is associated with a real number, but this association is not exact because of imperfect or partial knowledge due to uncertainty, vagueness or indiscernibility.

Incomplete knowledge comes from limited reliability of technical devices, partial knowledge, an insufficient number of observations, or other causes [1]. Among the different types of uncertainty, we find imprecision, vagueness, or indiscernibility. Vagueness, in the colloquial sense of the term, refers to ambiguity, which remains in a datum due to lack of precision, although its meaning is understood. An example could be the measurement of a person's weight using a scale, which provides a value within a range of scale accuracy, e.g., between 75 and 75.2 kg . Uncertainty refers to imperfect or unknown information. For example, it is known that the weight of a car is within limits $(1000-1500 \mathrm{~kg})$, but the exact value is unknown due to missing information, such as the number of occupants and the load.

The problems of vagueness and uncertainty have received attention for long time by philosophers and logicians (e.g., [2,3]). Computational scientists have also provided new tools for dealing with uncertainty and vagueness, such as interval analysis, either classic intervals [4,5] or modal intervals [6,7], fuzzy set theory [8,9] and rough set theory [10].

Indiscernibility has also received the attention of philosophers. The identity of indiscernible [11] states is that no two distinct things are exactly alike. It is often referred to as
"Leibniz's Law" and is usually understood to mean that no two objects have exactly the same properties. The identity of indiscernibility is interesting because it raises questions about the factors that individuate qualitatively identical objects. The marks, which are presented and developed in this paper, are outlined to address indiscernibility.

For example, the temperature in a room can be measured with a thermometer at different location points within the room to obtain a spatial distribution. So the temperature is not, for example, $20^{\circ} \mathrm{C}$ but an interval of values, between, for example 19 and 21 that represents the different values of the temperature in the room. It does not represent the temperature of the room, which might be necessary for the modeling of an air-conditioning system. The temperature is at this time one value of the interval [19,21], considering the points of this interval as being indistinguishable. This is a known issue in handling "lumped" or "distributed" quantities. Moreover, the thermometer used as a measurement device has a specific precision and provides a reading on a specific scale, which is likely translated to another digital scale to be used in computations. Therefore, a real number or even an interval is not able to represent the read temperature.

Until the 20th century, the preferred theory for modeling uncertainty was probability theory [12], but the introduction of fuzzy sets by Zadeh [8] had a profound impact on the notion of uncertainty. At present, sources of uncertainty remain an active challenge for the scientific community, and different research efforts are directed toward finding solutions to deal with these uncertainties, such as using Bayesian inference for predictions of turbulent flows in aerospace engineering [13], fuzzy sets for time series forecasting based on particle swarm optimization techniques [14], modal intervals for prediction modeling in grammatical evolution [15], interval analysis method based on Taylor expansion for distributed dynamic load identification [16] or rough sets to evaluate the indoor air quality [17].

In this article, marks are presented as a framework to deal with quantities represented in digital scales because this methodology can take into account many the sources of uncertainty. In any use of a mathematical model of a physical system, such as simulation, fault detection, or control, the system of marks provides values for the state variables and, simultaneously, their corresponding granularities, which represent a measure of the accumulated errors in the successive computations. This performance leads to the following:

- Define intervals of variation for these variables values.
- Decide the valid values, i.e., which have a meaning, provide by the semantic theorem.
- Warns from which simulation step the obtained values will be meaningless because the granularity is greater than the previously fixed tolerance.
In the following sections of this paper, we present and review marks theory and basic arithmetic operations. The main contributions of this paper are the following:

1. A new characterization for the difference operator;
2. A new characterization for the difference operator;
3. a new implementation of the marks library and software developments that are needed to apply these methodologies.
To demonstrate the applicability and potential of marks, a well-known benchmark in process control in which the problems of uncertainty, imprecision, and indiscernibility are present is introduced. After introducing the benchmark, three different problems built on it are presented and solved, using marks: simulation, fault detection, and control.

## 2. Marks

An approach to deal with the inaccuracy associated with any measurement or computation process with physical quantities is built by means of an interval tool: marks, which define intervals in which it is not possible to make any distinction between its elements, i.e., indiscernibility intervals. Marks are computational objects; however, initial marks can come from either direct or indirect readings from a measurement device. Therefore, it is necessary to represent them on a computational scale to acquire suitable computation items. When a measurement reading or a computation is obtained as a number on a numerical
scale, the resulting value has to be associated to a subset of R of indiscernible numbers from this value. Each point of this subset has the same right to be considered as the value of the measurement or computation. This kind of subsets leads to the concept of a mark considered a "spot" of certain size, called the "granularity" of the mark.

Let $D I_{n}$ be a digital scale in floating point notation. A mark on $D I_{n}$ is a tuple of the following five real numbers:

- Center: a number $c$ on the digital scale, which is the reading of the mark on $D I_{n}$.
- Number of digits: the number of digits $n$ on the digital scale $D I_{n}, n=15$ computing in double precision.
- Base: the base of the number system $b$, usually $b=10$.
- Tolerance: an uncertainty that expresses the relative separation among the points of the scale that the observer considers as indiscernible from the center. It is a relative value greater or equal than $b^{-n}$, which is the minimum computational error on the digital scales. It is a measure to decide if the mark is to be accepted as valid.
- Granularity: an error $g$, coming from the inaccurate measure or computation, which will increase in every computational process. It must include the imprecision of the measure, devices calibration errors, inaccuracy of the physical system concerned, etc., and it is always expressed in relative terms, i.e., a number between 0 and 1 , less than tolerance.
As the numbers $n$ and $b$ are specific on the digital scale $D I_{n}$, and the value of the tolerance $t$ is assigned for the user, the mark will be denoted by $\mathfrak{m}=\langle c, g\rangle$. Tolerance $t$, number of digits $n$ and base $b$ define the type of the mark. The set of marks of the same type is denoted by $M(t, n, b)$.

The center of a mark is a reading in a measurement device, so it carries an error and an uncertainty associated to the problem under study. Both yield the value of its granularity. The center and granularity define the mark on the digital scale. Now, it is possible to start the computations required by the mathematical model. The errors in each step of the computations will increase the value of the granularity.

The granularity and tolerance must satisfy a minimum condition of validity of the mark as follows:

$$
\begin{equation*}
b^{-n} \leq g<t<1 \tag{1}
\end{equation*}
$$

These concepts are developed in $[7,18]$, which contain the definition of a mark, its components (center, tolerance, granularity, and base number of the numerical scale), features (valid or invalid mark and associated intervals), relationships (equality and inequality), basic operators (max, min, sum, difference, product, and quotient) and general functions of marks and semantic interpretations through associated intervals to the operands and the results.

### 2.1. Basic Operators of Marks

Operations between marks are defined for marks of the same type and the result is also of the same type as the data. In this way, the tolerance is constant along with any computation, but the granularity increases, reflecting the step-by-step loss of information, which constitutes the deviation of the computed value from the exact value. An extract definition of elementary operators is presented after this, together with a different characterization of the operator difference.

The extension $f_{M}$ of a basic operator $f \in\{\max , \min ,+,-, *, /\}$ to two given marks $\mathfrak{x}=\left\langle c_{x}, g_{x}\right\rangle \in M(t, n, b)$ and $\mathfrak{y}=\left\langle c_{y}, g_{y}\right\rangle \in M(t, n, b)$ is the following:

$$
f_{M}(\mathfrak{x}, \mathfrak{y})=\left\langle\operatorname{di}\left(f\left(c_{x}, c_{y}\right), g_{z}\right\rangle \in M(t, n, b)\right.
$$

where $\operatorname{di}\left(f\left(c_{x}, c_{y}\right)\right)$ is the digital computation of the function $f$ at $\left(c_{x}, c_{y}\right)$ on the scale $D I_{n}$, supposing a minimum relative displacement of $\operatorname{di}\left(f\left(c_{x}, c_{y}\right)\right)$ with regard to the exact value
$f\left(c_{x}, c_{y}\right)$; and $g_{z}$ is the granularity of the result, which has to be $g_{z} \geq \max \left(g_{x}, g_{y}\right)$ and is specified as the following:

$$
g_{z}=\gamma_{x, y}+b^{-n}
$$

where the value $b^{-n}$ is the computation error of $\operatorname{di}\left(f\left(c_{x}, c_{y}\right)\right)$, which is the minimum error of any computation. Any computation has to carry this error by adding $b^{-n}$. The term $\gamma_{x, y}$ is the smallest number, verifying the following:

$$
\begin{aligned}
& f\left(c_{x}, c_{y}\right) *\left[1+\gamma_{x, y}, 1-\gamma_{x, y}\right] \subseteq f R\left(c_{x} *\left[1+g_{x}, 1-g_{x}\right], c_{y}\right) \\
& f\left(c_{x}, c_{y}\right) *\left[1+\gamma_{x, y}, 1-\gamma_{x, y}\right] \subseteq f R\left(c_{x}, c_{y} *\left[1+g_{y}, 1-g_{y}\right]\right)
\end{aligned}
$$

where $f R$ is the modal syntactic extension of $f[7]$.
For the operators min and max, no computations with the centers are necessary and the resulting granularity is $g_{z}=\max \left(g_{x}, g_{y}\right)$. The results are transformed to the following:

$$
\begin{align*}
& \max \{\mathfrak{x}, \mathfrak{y}\}=\left\langle\max \left\{c_{x}, c_{y}\right\}, \max \left\{g_{x}, g_{y}\right\}\right\rangle  \tag{2}\\
& \min \{\mathfrak{x}, \mathfrak{y}\}=\left\langle\min \left\{c_{x}, c_{y}\right\}, \max \left\{g_{x}, g_{y}\right\}\right\rangle  \tag{3}\\
& \mathfrak{x}+\mathfrak{y}=\left\langle c_{x}+c_{y}, \max \left\{g_{x}, g_{y}\right\}+b^{-n}\right\rangle  \tag{4}\\
& \mathfrak{x}-\mathfrak{y}=\left\{\begin{array}{cc}
\left\langle c_{x}-c_{y}, \max \left\{g_{x}, g_{y},\left|\frac{\left|c_{x}\right|}{c_{x}\left|-\left|c_{y}\right|\right.}\right| g_{x},\left|\frac{\left|c_{y}\right|}{\left|c_{x}\right|-\left|c_{y}\right|}\right| g_{y}\right\}+b^{-n}\right\rangle & \text { if } c_{x} \neq c_{y} \\
\left\langle 0, \max \left\{g_{x}, g_{y}\right\}\right\rangle & \text { if } c_{x}=c_{y}
\end{array}\right.  \tag{5}\\
& \mathfrak{x} * \mathfrak{y}=\left\langle c_{x} * c_{y}, \max \left\{g_{x}, g_{y}\right\}+b^{-n}\right\rangle  \tag{6}\\
& \left.\mathfrak{x} / \mathfrak{y}=\left\langle c_{x} / c_{y}, \max \left\{g_{x}, \frac{g_{y}}{1-g_{y}}\right)\right\}+b^{-n}\right\rangle \tag{7}
\end{align*}
$$

where $c_{x}$ and $c_{y}$ are think positive for the operators + and - .
The difference in the particular case of two marks with equal centers is 0 without any computation. There is a similar situation with the maximum and minimum operators. In these cases, the granularity of the result must be the greatest of the operands' granularities.

Two shortcomings in the use of marks as numerical entities are evident. The first one concerns the granularity of the difference between two marks $\mathfrak{x}$ and $\mathfrak{y}$ with positive but near centers. In its formula, the difference between the two centers appears as the denominator in a fraction. Consequently, when the centers are close, the granularity can be large enough to invalidate the mark, i.e., when granularity is larger than the tolerance, thus invalidating any further result. This can be avoided by taking into account the two real numbers $x$ and $y$ :

$$
x-y=\frac{x^{m}-y^{m}}{x^{m-1} * y^{0}+x^{m-2} * y^{1}+\ldots+x^{1} * y^{m-2}+x^{0} * y^{m-1}}
$$

hence, it is possible to compute the difference $\mathfrak{x}-\mathfrak{y}$ as the following:

$$
\begin{equation*}
\mathfrak{x}-\mathfrak{y}=\left(\mathfrak{x}^{m}-\mathfrak{y}^{m}\right) /\left(\mathfrak{x}^{m-1} * \mathfrak{y}^{0}+\mathfrak{x}^{m-2} * \mathfrak{y}+\ldots+\mathfrak{x} * \mathfrak{y}^{m-2}+\mathfrak{x}^{0} * \mathfrak{y}^{m-1}\right) \tag{8}
\end{equation*}
$$

where $m$ is a natural number large enough so that $\mathfrak{x}^{m}$ and $\mathfrak{y}^{m}$ are not near. The center of the resulting mark is $c_{x}-c_{y}$, but its granularity is both different and lesser.

Firstly, to avoid overflows in the computations of $\mathfrak{x}^{m}$ and $\mathfrak{y}^{m}$ it is convenient to normalize, a priori, the two marks to be divided by the greater mark $\mathfrak{m}=\max (\mathfrak{x}, \mathfrak{y})$. For example, if, $c_{y}<c_{x}$ then, $\mathfrak{m}=\mathfrak{x}$, and the normalized marks are the following:

$$
\mathfrak{u}=\mathfrak{x} / \mathfrak{m}=\left\langle 1, g_{u}\right\rangle, \quad \mathfrak{v}=\mathfrak{y} / \mathfrak{m}=\left\langle c, g_{v}\right\rangle
$$

with $0<c<1$, and the difference is at this time the following:

$$
\begin{equation*}
\mathfrak{u}-\mathfrak{v}=\left(\mathfrak{u}^{m}-\mathfrak{v}^{m}\right) /\left(\mathfrak{u}^{m-1} * \mathfrak{v}^{0}+\mathfrak{u}^{m-2} * \mathfrak{v}+\ldots+\mathfrak{u} * \mathfrak{v}^{m-2}+\mathfrak{u}^{0} * \mathfrak{v}^{m-1}\right) . \tag{9}
\end{equation*}
$$

The power of one mark $\left\langle c_{x}, g_{x}\right\rangle^{m}$ with $m$ a natural number is a particular case of a product with the same factors $\left\langle c_{x}, g_{x}\right\rangle^{m}=\left\langle c_{x}, g_{x}\right\rangle * \cdots *\left\langle c_{x}, g_{x}\right\rangle$ then, by induction it is the following:

$$
\left\langle c_{x}, g_{x}\right\rangle^{m}=\left\langle c_{x}^{m}, g_{x}+(m-1) b^{-n}\right\rangle
$$

Then, the numerator of (9) is as follows:

$$
\mathfrak{N}=\mathfrak{u}^{m}-\mathfrak{v}^{m}=\left\langle 1,\left(g_{u}+(m-1) b^{-n}\right\rangle-\left\langle c^{m}, g_{v}+(m-1) b^{-n}\right\rangle\right.
$$

and can be calculated by means of the former formula (5). If $c^{m} \leq 1 / 2$, then the following holds:

$$
\begin{equation*}
\mathfrak{N}=\left\langle 1-c^{m}, \max \left(\left(g_{u}+(m-1) b^{-n}\right) /\left(1-c^{m}\right), g_{v}+(m-1) b^{-n}\right)\right\rangle \tag{10}
\end{equation*}
$$

interchanging $g_{u}$ and $g_{v}$ when $c_{x}<c_{y}$.
$\mathfrak{N}$ will be a valid mark when its granularity is small, i.e., when the term $c^{m}$ is less than a fixed small number $\epsilon<1 / 2$, for example $\epsilon=b^{-n}$. So,

$$
\begin{equation*}
m=\left[\log \left(b^{-n}\right) / \log (c)\right] \tag{11}
\end{equation*}
$$

The computation of the denominator of the Equation (9) is not problematic because all their terms are positive:

$$
\begin{aligned}
\mathfrak{u}^{m-1}=\langle 1 & \max \left(g_{u}+(m-2) b^{-n}\right\rangle \\
\mathfrak{u}^{m-2} * \mathfrak{v}^{1} & =\left\langle c, \max \left(g_{u}+(m-3) b^{-n}, g_{v}\right)+b^{-n}\right\rangle= \\
& =\left\langle c, \max \left(g_{u}+(m-2) b^{-n}, g_{v}+b^{-n}\right)\right\rangle
\end{aligned}
$$

$$
\begin{aligned}
\mathfrak{u}^{m-i} * \mathfrak{v}^{i-1} & =\left\langle c^{i-1}, \max \left(g_{u}+(m+i-1) b^{-n}, g_{v}+(i-2) * b^{-n}\right)+b^{-n}\right\rangle \\
& =\left\langle c^{i-1}, \max \left(g_{u}+(m-i) b^{-n}, g_{v}+(i-1) b^{-n}\right)\right\rangle
\end{aligned}
$$

$$
\begin{aligned}
& \mathfrak{u}^{1} * \mathfrak{v}^{m-2}=\left\langle c^{m-2}, \max \left(g_{u}, g_{v}+(m-3) b^{-n}\right)+b^{-n}\right\rangle= \\
&=\left\langle c^{m-2}, \max \left(g_{u}+b^{-n}, g_{v}+(m-2) b^{-n}\right)\right\rangle \\
& \mathfrak{v}^{m-1}=\left\langle c^{m-1}, g_{v}+(m-1) b^{-n}\right)
\end{aligned}
$$

it results to

$$
\begin{equation*}
\mathfrak{D}=\left\langle\left(1^{m}-c^{m}\right) /(1-c), \max \left(g_{u}+m b^{-n}, g_{v}+(2 m-1) b^{-n}\right)\right\rangle . \tag{12}
\end{equation*}
$$

Dividing $\mathfrak{N}$ and $\mathfrak{D}$

$$
\mathfrak{u}-\mathfrak{v}=\mathfrak{N} / \mathfrak{D}
$$

and, eventually de-normalizing by multiplying by $\mathfrak{m}$,

$$
\begin{equation*}
\mathfrak{x}-\mathfrak{y}=(\mathfrak{u}-\mathfrak{v}) * \mathfrak{m} \tag{13}
\end{equation*}
$$

For example, for $t=0.05, b=10, n=15$, the formula (5) gives the following:

$$
\langle 3.121,0.0001\rangle-\langle 3.1212,0.0001\rangle=\langle-0.0002,1.560600\rangle
$$

which is an invalid mark because the granularity is larger than 1 . From (11), $m=538995$ and (13) give the following:

$$
\langle 3.121,0.0001\rangle-\langle 3.1212,0.0001\rangle=\langle-0.0002,0.010101\rangle
$$

a valid mark.
The second shortcoming is the necessity to calculate the elementary functions (exp, log, power, trigonometric,...) for marks. This is possible with power series but when
the convergence is slow, run time can belong. A better alternative is to use the routines ©FDLIBM developed at SunSoft, Sun Microsystems, to approximate these functions using polynomials. The computational processes for marks were developed and integrated into MATLAB in the MICELab research group (Institute of Informatics and Applications, University of Girona). The code to perform computations with marks can be found in [19].

### 2.2. Associated Intervals

The theory of marks is a by-product of modal intervals theory, linked by the "improper" [7] associated interval to a mark denoted by $\operatorname{Iv}(\mathfrak{m})$ :

$$
\begin{equation*}
\operatorname{Iv}(\mathfrak{m})=c *[1+t, 1-t] \tag{14}
\end{equation*}
$$

where * is the product of a real number by an interval. Its domain, or set of its points, is referred to as $I v^{\prime}$ and called the indiscernibility margin of $\mathfrak{m}$. Another related interval is the external shadow defined by the following:

$$
\begin{equation*}
\operatorname{Exsh}(\mathfrak{m})=I v(\mathfrak{m}) *[1-g, 1+g]=c *[1+t, 1-t] *[1-g, 1+g] \tag{15}
\end{equation*}
$$

necessary to obtain the semantic meaning of a computation made using marks. As $g<t$, the external shadow is an improper interval that verifies the inclusion of $\operatorname{Exsh}(\mathfrak{m}) \subseteq \operatorname{Iv}(\mathfrak{m})$.

### 2.3. Semantic Theorem for Marks

The associated intervals allow the semantic properties of Modal Intervals to be applied to the results of functions of marks. Given the marks $\mathfrak{x}_{1}, \ldots, \mathfrak{x}_{n} \in M(t, b, n)$, the continuous $\mathbb{R}^{n}$ to $\mathbb{R}$ function $z=f\left(x_{1}, \ldots, x_{n}\right)$ and the modal syntactic extension $f R$ of $f$, then the following holds:

$$
f R\left(\operatorname{Iv}\left(\mathfrak{x}_{1}\right), \ldots, \operatorname{Iv}\left(\mathfrak{x}_{n}\right)\right) \subseteq \operatorname{Exsh}(\mathfrak{z})
$$

This inclusion confirms the important Semantic Theorem for a function of marks, which provides meaning to any valid result in the evaluation of a function. If the mark $\mathfrak{z}$ is the calculus of a function of marks, $\mathfrak{z}=f_{M}\left(\mathfrak{x}_{1}, \ldots, \mathfrak{x}_{k}\right)$, supposing that all the involved marks are valid, then we have the following:

$$
\begin{equation*}
\left(\forall z \in \operatorname{Exsh}^{\prime}(\mathfrak{z})\right)\left(\exists x_{1} \in I v^{\prime}\left(\mathfrak{x}_{1}\right)\right) \ldots\left(\exists x_{k} \in I v^{\prime}\left(\mathfrak{x}_{n}\right)\right) z=f\left(x_{1}, \ldots, x_{n}\right) \tag{16}
\end{equation*}
$$

So, every point of the external shadow $\operatorname{Exsh}^{\prime}(\mathfrak{z})$ is a true value of the function $f$ for some values of the variables in the intervals $I v^{\prime}\left(\mathfrak{x}_{1}\right) \ldots I v^{\prime}\left(\mathfrak{x}_{n}\right)$.

The external shadow interval depends on the tolerance and the granularity of the mark, which shrinks the interval width with the unavoidable increase of the granularity. As the value approaches the tolerance (the center), the interval width tends to zero. This effect causes a loss of significance, which in many cases, is possible to avoid by performing a "translation" to avoid small values of the state variables. For example, adding a constant to the values of the state variables and scaling the common tolerance, if it depends on these values.

## 3. Benchmark

### 3.1. Benchmark Description

The popular three-tank benchmark problem is used to exemplify the usefulness of marks in the context of uncertainty, vagueness, and indiscernibility [20,21]. It consists of three cylindrical tanks of liquid connected by pipes of circular section, as depicted in Figure 1. The first tank has an incoming flow, which can be controlled using a pump (actuator) and the outflow is located in the last tank.


Figure 1. Schematic representation of the three-tank system.
The model in form of difference equations for this systems is

$$
\begin{align*}
& h_{1}(t+1)=h_{1}(t)+\Delta t \cdot\left(q_{1}(t)-c_{12} \cdot s r h_{12} \cdot c c_{1}\right) / s_{1} \\
& h_{2}(t+1)=h_{2}(t)+\Delta t \cdot\left(q_{2}(t)+c_{12} \cdot s r h_{12} \cdot c c_{1}-c_{23} \cdot s r h_{23} \cdot c c_{2}\right) / s_{1} \\
& h_{3}(t+1)=h_{3}(t)+\Delta t \cdot\left(q_{3}(t)+c_{23} \cdot s r h_{23} \cdot c c_{2}-c_{30} \cdot s r h_{30} \cdot c c_{3}\right) / s_{3} \\
& \text { with }  \tag{17}\\
& s r h_{12}=\operatorname{sign}\left(h_{1}(t)-h_{2}(t)\right) \cdot \sqrt{\left|h_{1}(t)-h_{2}(t)\right|} \\
& \operatorname{srh}_{23}=\operatorname{sign}\left(h_{2}(t)-h_{3}(t)\right) \cdot \sqrt{\left|h_{2}(t)-h_{3}(t)\right|} \\
& \operatorname{srh}_{30}=\operatorname{sign}\left(h_{3}(t)-0\right) \cdot \sqrt{\left|h_{3}(t)-0\right|}
\end{align*}
$$

where the state variables $h_{1}, h_{2}, h_{3}$ are the level of liquid in the tanks, $s_{1}, s_{2}, s_{3}$ their respective areas, $q_{1}, q_{2}, q_{3}$ the incoming flows, $c_{12}, c_{23}, c_{30}$ the valves constants which represent the flux between the tanks and $\Delta t$ is the simulation step, in seconds.

The following values were considered: the three tanks are the same heights $h=2 \mathrm{~m}$, areas $s_{1}=s_{2}=s_{3}=1 \mathrm{~m}^{2}$, and intermittent inputs of the maximum incoming flows (in $\mathrm{m}^{3} / \mathrm{s}$ ) are the following:

$$
\begin{equation*}
q_{1}=0.01, q_{2}=q_{3}=0 \tag{18}
\end{equation*}
$$

For the valves' constants (in $\mathrm{m}^{5 / 2} / \mathrm{s}$ ) the values are

$$
\begin{equation*}
c_{12}=0.009, c_{23}=0.008, \quad c_{30}=0.007 \tag{19}
\end{equation*}
$$

and the initial liquid levels (in m ) are

$$
\begin{equation*}
h_{1}(0)=0.1, \quad h_{2}(0)=1.5, \quad h_{3}(0)=0.6 . \tag{20}
\end{equation*}
$$

As an example of the application of marks for this benchmark model, we present three general problems related to many mathematical models: simulation, fault detection, and control to show the suitability of the marks for dealing with mathematical models with uncertainty and indiscernibility.

### 3.2. Simulation

Two different types of simulations have been performed: using real numbers and using marks, with a simulation step of $\Delta t=5$ and 1000 steps of simulations ( 5000 s in all). The results using real numbers, for the three state variables are represented in Figure 2. The intermittent input flow gives the sawtooth shape for the values of $h_{1}$.


Figure 2. Three-tank system. Simulation results for the three state variables using real numbers.
For the simulations using marks, all magnitudes are considered as marks whose centers are the former real numbers and granularities have been fixed to $g=0.00001$, for all the marks. The levels of liquid into the tanks are influenced by perturbations and the dynamics of the inputs and outputs of liquid. Calling $p r$ this variation, the tolerance can be calculated by $t=p r / h$. Taking $p r=0.10$, the common tolerance for all the simulations is $t=0.05$. Unlike the granularities, the tolerances have to be equal for all the marks.

Results are shown in Figure 3 that contains the intervals associated to the marks, drawn in form of little vertical segments. Together, they are represented by the dark band of the figure. The run time for the $t=5000 \mathrm{~s}$ of the simulation is 200 s .


Figure 3. Three-tank system. Simulation results for the three state variables using real numbers. The dark bands are only apparent. They are the accumulation of the 1000 little vertical segments which represent the intervals associated to the resulting marks in the 1000 simulation points

In accordance with the semantic of marks (16) these results mean that, for one instant, for example $i=500$ (time $t=2500 \mathrm{~s}$ ), the model outputs the result in these marks and related associated intervals:

$$
\begin{aligned}
& \mathfrak{h}_{1}(2500)=\langle 1.588474,0.000011\rangle, \quad I v^{\prime}\left(\mathfrak{h}_{1}(2500)\right)=[1.509068,1.667881] \\
& \mathfrak{h}_{2}(2500)=\langle 1.003461,0.000011\rangle, \quad I v^{\prime}\left(\mathfrak{h}_{2}(2500)\right)=[0.953299,1.053623] \\
& \mathfrak{h}_{3}(2500)=\langle 0.525883,0.000011\rangle, \quad I v^{\prime}\left(\mathfrak{h}_{3}(2500)\right)=[0.499595,0.552171] .
\end{aligned}
$$

An experimental state value like

$$
\begin{aligned}
& h_{1 \exp }(2500)=1.6 \pm 0.01 \mathrm{~m} \\
& h_{2 \exp }(2500)=1 \pm 0.01 \mathrm{~m} \\
& h_{3 \exp }(2500)=0.52 \pm 0.01 \mathrm{~m}
\end{aligned}
$$

is contained in them and, thus, consistent with the model (17).
However, for $t=5000 \mathrm{~s}$ the results are the following:

$$
\begin{aligned}
& \mathfrak{h}_{1}(5000)=\langle 0.018793,0.000011\rangle, \quad I v^{\prime}\left(\mathfrak{h}_{1}(5000)\right)=[0.017854,0.019733] \\
& \mathfrak{h}_{2}(5000)=\langle 0.017685,0.000011\rangle, \quad I v^{\prime}\left(\mathfrak{h}_{2}(5000)\right)=[0.016801,0.018569] \\
& \mathfrak{h}_{3}(5000)=\langle 0.012397,0.000011\rangle, \quad I v^{\prime}\left(\mathfrak{h}_{3}(5000)\right)=[0.011778,0.013017] .
\end{aligned}
$$

with the associated intervals too narrow to obtain reasonable results with the related semantic (16).

The heights values contained in the associated intervals (14) are consistent with the model, but these intervals depend on the value of the center of the mark because their widths tend to zero, as shown in the final parts of the graphics in Figure 3. To avoid this effect, in this benchmark, it is possible to change to a physical system (Figure 4), where the common height of the tanks is $h+h_{\text {exc }}$. The behaviour of the liquid levels along the simulations is the same for the two physical systems.


Figure 4. Schematic representation of the extended three-tank system.
To do this in the simulation algorithm, it is sufficient to add $h_{\text {exc }}$ to the initial values of the state variables $h_{1}, h_{2}$ and $h_{3}$ and to scale the tolerance to $t /\left(h+h_{e x c}\right)$. This scaled tolerance depends on $h_{\text {exc }}$, which when increased for small granularities, the width of all the associated intervals moves near to $2 \cdot p r$.

For the case $h_{\text {exc }}=2$, the tolerance is $t /\left(h+h_{\text {exc }}\right)=0.025$. The simulation results after subtracting $h_{\text {exc }}$ to the final values of $h_{1}, h_{2}$ and $h_{3}$ can be found in Figure 5.


Figure 5. Extended three-tank system. Simulation results for the three state variables using real numbers. The dark bands are only apparent. They are the accumulation of the 1000 little vertical segments which represent the intervals associated to the resulting marks in the 1000 simulation points.

Now the outputs for the step number $500(t=2500 \mathrm{~s})$ are the following:

$$
\begin{aligned}
& \mathfrak{h}_{1}(2500)=\langle 1.588474,0.000167\rangle, \quad I v^{\prime}\left(\mathfrak{h}_{1}(2500)\right)=[1.498802,1.678147] \\
& \mathfrak{h}_{2}(2500)=\langle 1.003461,0.000167\rangle, \quad I v^{\prime}\left(\mathfrak{h}_{2}(2500)\right)=[0.928407,1.078515] \\
& \mathfrak{h}_{3}(2500)=\langle 0.525883,0.000167\rangle, \quad I v^{\prime}\left(\mathfrak{h}_{3}(2500)\right)=[0.462763,0.589003],
\end{aligned}
$$

and for the step number $1000(t=5000 s)$ are the following:

$$
\begin{aligned}
& \mathfrak{h}_{1}(5000)=\langle 0.020353,0.000011\rangle, \quad I v^{\prime}\left(\mathfrak{h}_{1}(5000)\right)=[0.000000,0.070838] \\
& \mathfrak{h}_{2}(5000)=\langle 0.019152,0.000011\rangle, \quad I v^{\prime}\left(\mathfrak{h}_{2}(5000)\right)=[0.000000,0.069607] \\
& \mathfrak{h}_{3}(5000)=\langle 0.013426,0.000011\rangle, \quad I^{\prime}\left(\mathfrak{h}_{3}(5000)\right)=[0.000000,0.063738],
\end{aligned}
$$

where the effect of the small center values over the associated intervals widths has disappeared. Associated intervals are truncated to avoid negative values for the heights values.

The model results and the initial granularities are strongly dependent on one another because of the inevitable increase of the granularities throughout the simulation. So, if the initial granularity is changed to $g=10^{-4}$, then in the simulation step $i=903$ (time $t=4515 \mathrm{~s}$ ) the resulting marks are invalid (1) (the granularity is larger than tolerance) and all the subsequent results are invalid. For $g=10^{-3}$ in the simulation step, $i=86$ and $g=10^{-2}$ are only valid for the eight first simulation steps.

As a rule of thumb, starting from a granularity $g=1 e-n$, if to arrive until $g=1 e-$ $(n+1)$ lasts $p$ simulation steps, then to get a granularity 10 times larger, $g=1 e-(n+2)$, lasts near to $p / 10$ steps more. This quasi-exponential dependence causes invalidity of non-small granularities to be reached quickly, independently from the fixed value for the tolerance.

### 3.3. Fault Detection

The goal is to detect the presence of a fault in a system and indicate the location of the detected fault (fault isolation). It is assumed that only the measurements of the liquid levels, which are influenced by leakage in one tank or clogging in a valve are available.

In accordance with the semantic of marks (16), a fault is detected when a measurement (within an interval of uncertainty) is outside the estimated band of associated intervals obtained by simulation using marks, indicating that it is not consistent with the model. Therefore, if the model is correct, the measurement is not. These measurements are generated simulating the behavior of the system in the following situations:

- The system is non-faulty until $t=500 \mathrm{~s}$, and from this time on, there is a leakage in tank 1 of approximately $0.25 \%$ of the water inflow. The results are shown in Figure 6, where the bands are the results of the simulation using marks and the line is the values of the heights of the liquid in the tanks for the faulty system. The comparison shows the effect of the leakage. The line is below the band from the instant $t=500 \mathrm{~s}$ for tank 1 and over the band for tanks 2 and 3.
- The system is non-faulty until $t=500 \mathrm{~s}$ and from this time on, there is a clogging between tanks 2 and 3 of $50 \%$ of the nominal flow. Figure 7 shows the effect of the clogging. The line is below the band from the instant $t=500 \mathrm{~s}$ for $\operatorname{tank} 3$ and over the band for tanks 2 and 1, some instants later.
The simulations were performed until $t=1000 \mathrm{~s}$ to underline the comparisons.


Figure 6. Faulty three-tank system: Leakage of approximately $0.25 \%$ of the water inflow in tank 1 from $t=500 \mathrm{~s}$. Blue bands represent the computation using marks while red lines correspond to the measured values of the three state variables.


Figure 7. Faulty three-tank system: clogging between tanks 2 and 3 from $t=500 \mathrm{~s}$. Blue bands represent the computation using marks while red lines correspond to the measured values of the three state variables.

### 3.4. Control

An elementary open-loop control was developed to show the usefulness of the model using marks in control systems. The process variables to be achieved are target heights of the liquid in the tanks, (or, in this test, arbitrarily chosen from the real simulation with the model, see Figure 2). For example, the ones represented by black dots in Figure 8. These outputs are controlled by the input flows to each tank in form of percentages $k_{1}(t), k_{2}(t), k_{3}(t)$ of the maximal flows $q_{1}=q_{2}=q_{3}=0.01$.


Figure 8. Three-tank system. Target heights to be achieved in open loop control.

When at instant $t$, the later and nearest target height is above the interval associated to the output mark $h_{1}(t)$ or $h_{2}(t)$ or $h_{3}(t)$, then $k_{1}(t)=1$ or $k_{2}(t)=1$ or $k_{3}(t)=1$. When it is under, then $k_{1}(t)=0$ or $k_{2}(t)=0$ or $k_{3}(t)=0$. Finally, when it is inside the interval, then $k_{1}(t)=d_{1}(t)$ or $k_{2}(t)=d_{2}(t)$ or $k_{3}(t)=d_{3}(t)$, where $d_{1}(t)$ is the relative distance between the target height and the center of the interval $h_{1}(t)$ (the same for $d_{2}(t)$ and $d_{3}(t)$ ).

The result is a set of percentages for every instant, $t$. The output of the model is the band of associated intervals in Figure 9. The target heights are very close to being contained in the corresponding marks. Therefore, they can be considered consistent with the model for the inputs flows defined by $k_{1}(t), k_{2}(t)$ and $k_{3}(t)$.


Figure 9. Three-tank system. Simulation results for the open loop control of the liquid heights.

## 4. Conclusions

Real numbers are the "ideal" framework for dealing with quantities associated with physical phenomena. However, real numbers are not attainable and "disappear" when the observer obtains the value of a quantity. The alternative is digital numbers but a measurement value becomes a point on a digital scale depending on the phenomenon itself, the accuracy, correctness, and errors of the devices used in the measurement, and the numbers of digits used to represent it on the digital scale.

A mark represents, in a consistent procedure, the point information provided by a digital scale. The system of marks has an internal structure that reflects not only the losses of information inherent in the readings on a digital scale and the evolution of the computations from them, but also the indiscernibility of the observed phenomena.

The computations performed using marks also reflect the gradual loss of information, due to numerical errors and truncations, and give relevant warnings for decision making, either on the acceptability of the results or on the usefulness of seeking more precision to achieve the necessary validity.

In conclusion, marks are an appropriate framework for any iterative process, within current research conditions and certain assumptions, where uncertainty is significant and can be generalized when needed. For example, if the process is a long simulation with many steps or an iterative approach with slow convergence, it is necessary to control the accumulation of experimental, scaling, and computational errors so as not to let it exceed the tolerance set by the observer.

The benchmark presented is a good example of the use of marks for an iterative process. Marks prove to be a correct and satisfactory tool for modeling physical systems with uncertainties in their variables and parameters. Marks provide a double contribution to any computational process: (1) the granularity as a good timely test for the validity of any result, and (2) they provide meaning to any valid result by means of the semantic theorem. The final semantics of a simulation using marks is just the one needed for problems like fault detection, control, or parameter identification (via optimization) of a mathematical model against a set of experimental data with uncertainties. This opens a wide field of applications for marks.
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#### Abstract

Despite the importance of the role of small and medium enterprises (SMEs) in developing and growing economies, little is known regarding the use of management control tools in them. In management control in SMEs, a holistic system needs to be modeled to enable a careful study of how each lever (belief systems, boundary systems, interactive control systems, and diagnostic control systems) affects the organizational performance of SMEs. In this article, a fuzzy logic approach is proposed for the decision-making system in management control in small and medium enterprises C. Mamdani fuzzy inference system (MFIS) was applied as a decision-making technique to explore the influence of the use of management control tools on the organizational performance of SMEs Perceptions data analysis is obtained through empirical research.
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## 1. Introduction

On the one hand, according to the fifth longitudinal survey of companies of the Chilean Ministry of Economy, small companies are extremely important for the national economy, as they represent $52.5 \%$ of all companies and employ $38.7 \%$ of all workers. These companies have many problems, often lacking the time, resources, or necessary information to deal with organizational performance [1].

On the other hand, management control is the process that managers use to aid the decision-making of the members within an organization. This eases the application and alignment of chosen strategies in the organization, thus achieving the pre-established objectives and benefiting the overall performance of the company [2-4].

Notwithstanding, the international literature recognizes that management control tools are fundamental for the efficient and effective management of any business [5], while information and planning systems are useful tools to obtain corporate strategic objectives [6]. When they are met, the goals and reason of existence of companies are achieved, making them an important aspect of improving organizational performance [4,5,7,8].

Besides, evidence shows that the level of use of financial management tools directly affects performance, with the most common ones (according to literature, and interpreted as levers) being budget, long-term planning, support systems for decision making, and financial and non-financial performance $[7,8]$. There is limited literature regarding the existence of a holistic system that aggregates all these tools, which would allow for the careful study on how each lever (pack of tools) affects the organizational performance of SMEs (Small and Medium-sized companies). In addition, there are limited empirical studies based on scientific data that examine how financial management practices affect SMEs [9]. Nonetheless, existing literature shows a positive outcome of the use of management control tools in SMEs to maximize opportunities, operational efficiency, profit, reliability of administrative information, and finances [10].

The purpose of this investigation is to explore the influence of the use of management control tools on the organizational performance of SMEs. According to the latter, the question of this research is: How do we apply an MFIS in Management Control Tools? What is the degree of use of each control lever in Chilean SMEs?

The present research explores, for the first time, the use of four levers of management control tools in SMEs (belief systems, boundary systems, interactive control systems, and diagnostic control systems) [11]. The individual influence of each of these tools on performance make up the four hypotheses of the research:

Hypothesis $\mathbf{1} \mathbf{( H 1 ) . ~ T h e ~ b e l i e f s ~ l e v e r ~ i s ~ p r e s e n t ~ a s ~ a ~ m a n a g e m e n t ~ c o n t r o l ~ t o o l ~ i n ~ S M E s . ~}$
Hypothesis $2 \mathbf{( H 2 ) .}$. The boundary lever is present as a management control tool in SMEs.
Hypothesis 3 (H3). The diagnostics control lever is present as a management control tool in SMEs.
Hypothesis $4 \mathbf{( H 4 ) .}$ The interactive control lever is present as a management control tool in SMEs.
The methodological approach taken in this study is a mixed methodology based on factorial analysis and Mamdani fuzzy inference system (MFIS). This fuzzy model is built around the MATLAB Software and its Fuzzy Logic Toolbox. The investigation is empirically applied in Chile, and the proposed fuzzy model is used to evaluate the degree of presence of these levers in SMEs, as well as their relationship with the levels of financial and non-financial performance.

Fuzzy inference systems (FIS) are methodologies that express knowledge and inaccurate data; in Web of Science, there are 1,314 records on the topic. FIS are studied mainly in computer science artificial intelligence ( $27 \%$ ), electrical electronic engineering ( $20 \%$ ), interdisciplinary computer science applications (10\%), and others ( $43 \%$ ). The authors with the highest number of publications are P. Melin, O. Castillo, and O. Kisi (Web of Science).

Mamdani fuzzy inference system (MFIS) shows 92 records on the topic; the main areas studied are computer science artificial intelligence ( $25 \%$ ), electrical electronic engineering ( $15 \%$ ), computer science theory methods ( $12 \%$ ), environmental sciences ( $12 \%$ ), and applied mathematics ( $12 \%$ ). The authors with the highest number of publications in mathematics categories are B. Jayaram and M. Stepnicka (Web of Science).

Unlike other studies that apply MFIS in management, this paper proposes a diagnostic model of the four levers of management control in a holistic view; other studies are focused on customer requests or specific tools, such as the Balanced Scorecard (BSC) [12].

The importance and originality of this study are that it explores and applies the fuzzy inference system with linguistic control rules to measure the use of the management control tools in SMEs and their relationship with financial and non-financial performance. Mamdani's fuzzy inference system is advantageous for this study since it is intuitive, well-suited to human inputs, more interpretable and rule-based, and has widespread acceptance [13].

This study contributes to management control field and SMEs, which are companies that have survived the start-up stage and they are currently in the positioning and growth stages [14]. In addition, as established at the beginning, these companies are important for the national economy since they provide many jobs. From the area of management control, we can help them to continue growing by supporting them in understanding the importance of applying certain management control tools. Furthermore, this type of research helps other SMEs incorporate management tools in order to improve their organizational performance. It must also be noted that similar studies elaborated in Latin America as a whole are scarce.

The main issues addressed in this paper are: Section 1 of this paper will review the literature on management control and management control research in SMEs with fuzzy logic; Section 2 gives a brief overview of the recent methodology; Section 3 presents the results of the research, focusing on the three key themes that are: Descriptive Analysis, Measurement Scale, Fuzzy Inference Systems and Parameterization of Membership Functions, Summary of Fuzzy Indicators; Finally, the Discussion and Conclusions are presented.

## 2. Literature Review

Various studies identify the structural weaknesses of SMEs regarding their lack in the use of tools to create strategies that can manage projects in the medium and long term $[6,7,9,10]$. In addition, their methods in management control, administration, finances, accounting, and operations are done in an informal and intuitive manner, disregarding the use of decision-making tools. This is because many of them are created by the experience of staff who have worked in other companies, thus bringing with them technical but not administrative knowledge [15]. In retrospect, SMEs usually lack time, resources, or necessary information (or the skill set required to collect and evaluate this information) to measure organizational performance [1].

However, SMEs possess crucial competitive advantages: (1) Their size allows them to respond rapidly to changes in their environment, easing their integration into the productive chain, (2) They tend to be efficient providers of intermediate or final goods and services. They do, however, have the following disadvantages: (1) They are vulnerable to recessive cycles and slow economic growth, (2) They cannot surpass technical and non-technical barriers of market entry on their own, (3) They are unable to develop barriers to protect their income in specific market segments and niches [16].

### 2.1. Management Control

Management control is the process that managers use to aid the decision-making of the members within an organization. This eases the application and alignment of chosen strategies on the organization, thus achieving the pre-established objectives and benefiting the firm's overall performance [2-4]. Management control systems influence human behavior so that they are aligned to the goals, i.e., companies ensure that the individual's actions to achieve personal goals are aligned with the institution's corporate goals [17].

Among the various management control models, the most prominent ones are the closed cycle model from execution premium [4], which is mostly used in large and complex organizations, and the levers of control model [11], which segments management control into four levers to ensure effective management control within the organization. Diagnostics systems are used to monitor goals, which help monitor the progress of indicators, and if these are aligned with the plan, include tools such as budget, control panel, information systems, cost systems, among others. The diagnostic control by itself is not adequate to achieve effective control as tampering actions can be done to achieve objectives. This can be a risk to the organization, hence the need to couple diagnostics with other control systems [11].

Belief systems attempt to articulate organizational values with direction so that employees accomplish the objectives. They must inspire and promote behavior that aligns with the organizational values, mission, and vision [11]. In addition, boundary systems control all the behavior that workers should refrain from by defining limits and avoiding risky or negative practices (i.e., manuals, policies, contracts, documentation process, among others) [11]. Interactive control systems are used when managers obtain employee information mainly through informal means to explore the impact of certain practices, strategies, or programs to take advantage of possible opportunities. [11] Exposes the dynamic tension between the four control levers, where all must be in balance to bring forth organizational performance. Hence, there must be a holistic approach in the four levers to promote better organizational performance [11,18].

### 2.2. Management Control in Small and Medium Enterprises

Despite the importance of the role of SMEs in developing and growing economies, little is known regarding the use of management control tools in them [9,14], as most are used in large companies, or utilize specialized tools such as balanced scorecards and indicators to improve financial performance [18]. In addition, there is scarce research that studies management control tools as a holistic packet (which has now gained importance in the literature).

Studies regarding the influence of control tools in SMEs have mainly been elaborated in Australia, Canada, and Asia $[14,19]$. Research analyzing the situation in Australia, Hong Kong, Malaysia, and Singapore shows the limited use of management tools in SMEs [20]. The most utilized tools are environmental analysis tools (Strength, Weaknesses, Opportunities, Threats, Policies, Environment, Society, and Technology), forecast tools, cost-benefit tools, and budget tools.

Research reveals that the existence of control in SMEs affects different parts of the company by maximizing opportunity, operational efficiency, profit, reliability of administrative information, and finances [10]. After studying 165 industrial firms in New Zealand, [21] it was proven that applying management control improves profitability. The findings in [6] also support the idea that using management control tools has a positive impact on corporate performance, which is consistent with the literature. A study of 151 microenterprises in Malaysia discovered that performance and success in small firms are significantly affected by management initiatives [22], further adding that microenterprises should implement management training.

Medium-sized businesses use more control lever tool groups than smaller companies, which can increase their performance as indicated by the practical and theoretical hypotheses $[4,11,17]$ and other related studies $[6,10,14,20,21]$. The main difference between small and medium-sized companies lies in the use of the diagnostic lever on the non-financial side (the use of strategic maps, control panel indicators, balanced scorecards, etc.). What is usually employed to plan operations from the organizational strategy [4] is coherent with the growth of companies and the literature.

There is a study elaborated by CIMA (Chartered Institute of Management Accountants) in the United Kingdom [23] that explains the practices of SMEs in the region. The results show that the use of management tools tends to be used mainly to control information rather than to make decisions. In addition, it reveals that in small companies, control tools are managed by the owners and/or managers, making it a high opportunity cost for the firm.

Literature evidence also identifies the difference in employing management control tools between family-run and non-family-run firms. In the former, management tends to use informal and subjective control systems rather than formal systems [6], largely due to the fact that family-SMEs also possess non-economic objectives. The theory also suggests that family-run businesses are based on goals that surpass financial aims, focusing on non-financial goals which influence the control methods that they employ [23]. Further evidence shows that control systems in family-run firms are mostly informal and subjective in nature [24]. The aforementioned study [6] analyzed 900 Spanish companies, of which $70.4 \%$ were family-run, and proved the hypothesis that family-run companies used inferior levels of control systems in comparison to non-family-run firms as the organizational objectives between these two differ at their core.

### 2.3. Management Control Research in SMEs with Fuzzy Logic

Based on fuzzy sets literature on management and performance control, it has been demonstrated that SMEs are still unsure of the value of management tools, and they still do not possess the necessary resources to be competitive in this field of knowledge. In addition, a negative relationship has been found between the number of management tools employed and the intensity (level) of their use [25]. Another fuzzy analysis in business was elaborated from the perspective of innovation and entrepreneurship, where a positive relationship
between innovation and company growth was found [26]. As further evidence regarding Knowledge Management Performance Measurement shows the lack of research in this area, 49 metrics have been validated to evaluate knowledge and performance management through fuzzy methodology. This is appropriate as SMEs act in uncertain environments, and fuzzy analysis has better reach for this type of study [27]. There is literature on fuzzy analysis indicators in the Supply Chain Management of SMEs in Iran, who find themselves in an uncertain position [1]. Data suggests that SMEs in Iran take into account financial and non-financial indicators yet lack a universal consensus in the use of a balanced scorecard that is incomplete and inconsistent in its metrics and indicators. Furthermore, the correct number of metrics to effectively monitor SMEs is poorly understood. Scarce literature has been found on fuzzy analysis for the monitoring of a holistic management control system in SMEs, which happens to be the focus of this study.

### 2.4. Development of Hypotheses

Management control theory indicates that it has a positive influence on performance. In addition, various studies in SMEs show a positive influence of the use of management control tools on organizational performance. Henceforth, the hypothesis of the investigation is the following:

HT. The use of management control tools has a positive influence on the organizational performance of SMEs.

Common management tools analyzed in the literature include budget, long-term planning, decision-making support systems, and financial and non-financial performance support systems $[7,8]$. There is little literature that groups the tools in control levers to explore how each influences organizational performance in SMEs. Based on [11] control lever model where each of the four levers is defined (beliefs, boundary, diagnostics, interactive), we expect to find strong positive influence in financial and non-financial organizational performance through the use of control tools on each lever.

Thus, four additional hypotheses to analyze how each control lever affects organizational performance in SMEs will be employed:

Hypothesis $1 \mathbf{( H 1 ) . ~ T h e ~ b e l i e f s ~ l e v e r ~ i s ~ p r e s e n t ~ a s ~ a ~ m a n a g e m e n t ~ c o n t r o l ~ t o o l ~ i n ~ S M E s . ~}$
Hypothesis $2 \mathbf{( H 2 ) .}$. The boundary lever is present as a management control tool in SMEs.
Hypothesis 3 (H3). The diagnostics control lever is present as a management control tool in SMEs.
Hypothesis $4(H 4)$. The interactive control lever is present as a management control tool in SMEs.
The development of each lever will be analyzed by measuring the degree of use of certain tools that are assigned to each lever. The measurement model is shown in Figure 1.


Figure 1. Theoretical model. Based on Simons, R. (1995) and Ittner and Larcker, 1998; Green and Welsh, 1988; Duréndez et al., 2016; Voss and Brettel, 2014.

## 3. Methodology

In order to fulfill the objective of the research and to prove the model showed in Figure 1, we implement a fuzzy inference evaluation system, thus evaluating the degree of relationship between [11] management control indicators and financial and non-financial performance. This is done by generating a fuzzy logic analysis, whose model is coupled with MATLAB's software to take advantage of the Fuzzy Logic Toolbox tool. The application of this was done on Chilean SMEs, and the fuzzy inference system (FIS) is based on [28] and the Mamdani method for fuzzification [13].

### 3.1. Fuzzy Inference System in Management

The origins of fuzzy logic stem from [29-31] research, Professor at the University of Carolina (USA), in his article "Fuzzy Sets". Zadeh proposed a mathematical framework for imprecise data, breaking paradigms by shifting from Boolean logic ( $0-1$; white-black, true-false) to fuzzy logic, which implies that the elements belong to a set to a certain degree. As a consequence, a large variety of greys emerged from the traditional black and white [32,33]. In the field of social sciences, fuzzy logic delivers management techniques in an environment that has imprecision, uncertainty, incomplete information, conflictive information, truth bias, and possibility bias [34]. When discussing fuzzy logic, it must be understood that the basic underlying concepts are linguistic variables, which are variables whose values are expressed by words and not numbers. In effect, fuzzy logic must mainly be seen as a methodology to calculate words instead of numbers [28].

Fuzzy inference systems (FIS) are methodologies that express knowledge and inaccurate data, which is very representative of human thought. Therefore, this method is best employed to give answers to problems that have latent variables instead of ob-
served variables [35]. It defines a non-linear relationship between one or more input variables and an output variable. This provides a starting point for decision-making to take place [36]. Phases:

- Fuzzification: defines the linguistic input and output variables; the linguistic and membership values.
- Fuzzy rules: specify the input and output of a fuzzy set. Fuzzy relationships show the degree of belonging or absence of association or interaction between elements from two or more sets. The fuzzy rules system uses linguistic variables as antecedents and consequent.
- Inference mechanism: Approximate Reasoning is an inference procedure used to derive conclusions from a set of fuzzy rules of the type "IF-THEN" and one (or more) input data by using the Max-Min composition, or the Max-Product composition $[37,38]$. "AND" or "OR" connectors are used to create the necessary rules for decision-making [13].
- Aggregation: The outputs of each rule are cross-related to obtain a unique fuzzy set.
- Defuzzification: The final stage of the process, where a precise or exact value is obtained from the fuzzy set. Defuzzification methods include centroid, bisector, mean peak, smallest of the maximum, and largest of the maximum [28].


### 3.2. Mamdani-Fuzzy Rule Type-Based Modelling

There are different fuzzy inference models, and their use depends on the type of problem that needs to be solved. The main difference between models lies in the consequences of the rules and in the aggregation and fuzzification methods [28]. Consequently, the research applies Mamdani's [13] model because the inputs and outputs are linguistic rules. This investigator used [29] proposal as a base regarding fuzzy algorithms for complex systems and decision-making processes [28].

Mamdani's model proposes the IF-THEN rules. This implies a series of rules. Input (regressions) matrix and as an output vector are defined as follows:

$$
\begin{aligned}
& X=\left[x_{1}, \ldots \ldots x_{2}\right]^{T}\left[\begin{array}{ll}
X_{11} & X_{12} \\
X_{21} & X_{22} \\
X_{n 1} & X_{n 2}
\end{array}\right] \\
& G=[g 1 \ldots \ldots . . g n]
\end{aligned}
$$

Hence, the Mamdani fuzzy model is made of fuzzy propositions in its antecedents and consequents. The general rule is IF-THEN [39]:

Ri: if $x$ is $A i$ then $y$ is $B i ; i=1 ; 2 ; \ldots ; K$
Ri is the rule number.
$A i$ and $B i$ are the fuzzy sets.
x is the antecedent variable representing the input in the fuzzy system.
$y$ is the consequent variable related to the output of the fuzzy system.
The study employs triangular fuzzy membership and trapezoidal fuzzy membership functions. This study elaborates fuzzy inference for each control lever as proposed by [11], also analyzing the distance that exists between their use and performance in SMEs.

Measuring the use of the management control tools in SMEs is a difficult and complex task to convert into quantitative values as they are partially composed of qualitative data. This implies the need to measure multiple attributes such as the existence of a mission, vision, values, holding meetings, and definition of organizational structure, among others. Hence, FIS serves as a reliable tool to tackle uncertainty in an environment rife with imperfect information.

The analysis also implies measuring the "performance" variable in a company, taking into account a variety of indicators that are impossible to measure at a unidimensional level.

Mamdani's model is built by considering a series of linguistic proposals and by elaborating different rules measured from observed data. Information is obtained by
means of a survey structure that proposes a measuring tool for the levers through fuzzy inference systems.

The software employed in the research is MATLAB-Fuzzy Logic Toolbox. These are grouped in the following levers: beliefs, boundary, interactive, and diagnostics. "Performance" is also measured by considering Financial (liquidity, debt, capability to pay providers, utility) and Non-financial (organizational environment, sense of business control, improved decision making) aspects.

### 3.3. Sample Characteristics

The target population of this study is composed of Chilean SMEs (medium: 51 to 200 workers; small: 1 to 50 workers) that are part of the 2018 database of the Federation of Chilean Industry SOFOFA (Sociedad de Fomento Fabril) published with 4000 enterprise members. In Chile, SMEs represent $96.8 \%$ of the total companies in the country, 220,000 are SMEs, and nearly 680,000 are small businesses.

Final sample size $n=86$, with a response rate of $7.1 \%$. The sampling used is not probabilistic, which limits the conclusions of this article.

Table 1 summarizes the descriptive statistics of the surveys. This research employed SPSS to code the survey and to elaborate an exploratory factorial analysis, which is shown in the first part of this investigation.

Table 1. Profile of sample companies.

| Company Profile |  |
| :--- | :--- |
|  | Average: 35 employees |
| Average $\mathrm{N}^{\circ}$ of Employees | Mode: 10 employees |
|  | Max: 800, Min: 2 |
|  | Small 1: 2.400,01 uf a 5.000 uf.: $28 \%$ |
|  | Small 2: 5.000,01 uf a $10.000 \mathrm{uf.:} 19 \%$ |
| Average Range of Annual Sales | Small 3: 10.000,01 uf a $25.000 \mathrm{uf.:} 20 \%$ |
|  | Medium 1: 25.000,01 uf a $50.000 \mathrm{uf.:} \mathrm{16} \mathrm{\%}$ |
|  | Medium 2: $50.000,01$ uf a 100.000 uf.: $12 \%$ |
|  | Other 5\% |
|  | Commerce: $52 \%$ |
| Main Sector/Industry | Agriculture: $8 \%$ |
|  | Construction: $6 \%$ |
| Main Geographical Location | Hotel/Restaurant: $7 \%$ |
| Source: Prepared by the authors. | Metropolitan Region: $77 \%$ |

From the previous table, we can identify that the majority of companies that answered the survey are of small size, with a mode of 10 employees, and are mostly from the commercial sector of the Metropolitan Region.

Of the individuals who responded to our survey, the average work experience is 16 years, and $46 \%$ have higher education. Most of the surveys were answered by the CEO; hence, it can be foreseen that they have a high degree of knowledge of their companies.

### 3.4. Construction of the Variable Measurement Survey

To measure the variables in the study, we developed a structured survey to collect the empirical data. The survey design first required an exhaustive literature review on the Web of Science-Clarivate Analytics database. Following the review of published works, no empirical study was found pertaining to these variables and scales intended to measure the constructs. Hence, a proposed measuring scale for each dimension in the research is presented in Table 2. The validity of the content of the initial survey proposal was evaluated by experts in the field of management control and market research, with an additional random sample of 10 SMEs to evaluate content. An exhaustive review was elaborated to achieve a good level of acceptance of the survey in its draft, number of questions, and
design. We received comments that helped us improve the design of the survey, focusing on internal validity and content, giving us an acceptable measuring scale. This allowed us to attain internal coherence for all the dimensions in the study model.

Table 2. Measurement Scales.

|  | Input | Output |  |
| :---: | :---: | :---: | :---: |
| DB Survey Code | Input Tag | DB Survey Code | Output Tag |
| 1 | Strongly disagree | $1-2$ | No improvement |
| 2 | Disagree | 3 | Medium improvement |
| 3 | Neither agree nor disagree | Agree | $4-5$ |
| 4 | Strongly agree | High improvement |  |
| 5 |  |  |  |

Source: Prepared by the authors.
The measurement scale for the dimensions is management controls, human resources, and organizational performance measured with a Likert scale from " 1 " (strongly disagree) to " 5 " (strongly agree). The latter was selected as it is more suitable in evaluating degrees of difference rather than employing dichotomous variables to indicate the presence or absence of a particular practice. Other variables related to the questions in the study aim to define the company profiles. Each question had its own specific scale designed for its subject, producing the following variables: type of generic strategy, degree of ICT use, software used, the existence of a role in management control, types of control tools employed, questions pertaining to culture and organizational structure, number of employees, range of annual sales, sector, among others (see Appendix A.1).

The survey application method is multichannel (personal, telephone, and online). It was applied to company managers throughout the months of September and October of 2018. The process consisted of sending an email invitation to all the mentioned databases, specifically to 1200 SMEs at the national level. The objectives of the study were explained, and the participants were informed by email regarding the structured survey addressed to company managers. In the second stage of the process, an access link to the survey was sent, followed by telephone calls and corporate visits, with the aim of improving the survey response rate.

### 3.5. Variables Measurement

Management control variables [10] and performance [11,40-42] are measured through linguistic sentences, as proposed in the study. Given the lack of empirical research with the proposed verbal sentences to measure what the study requires, each dimension has been coupled with several authors (see Appendix A.2).

The scale employed in the survey is the Likert scale: strongly agree, agree, neither agree nor disagree, disagree, and strongly disagree. To proceed with fuzzification and defuzzification, the output tags are high improvement, medium improvement, and no improvement, respectively (see Table 2).

Appendix A. 1 shows the fuzzy inference input variables. There are 25 variables that represent "Management control" grouped in: Beliefs, Interactive Control, Diagnostics, and Performance. Following [11] works and seven variables to measure "Performance" [11,40-42], all variables are qualitative. Their evaluation depends on the perception of experts. Given their nature and characteristics, fuzzy analysis is the most suitable means to measure them [43].

Thus, by evaluating the control management levers used in SMEs, the degree of truth for each linguistic sentence is measured within the $[0,1]$ range. This is conducted through a diagnostic instrument applied to company directors.

## 4. Results

In order to achieve the general objective of this research, we first present a descriptive diagnosis of the management tools used in Chilean SMEs. This is followed by a proposal to implement a fuzzy inference system of diagnosis towards management control tools.

### 4.1. Descriptive Analysis

The sample is diverse when compared to the generic strategy: Leader in costs: $24 \%$, Differentiation: $22 \%$, Focus: $14 \%$, Mixed: $29 \%$, Doesn't know: $11 \%$, Management profile. $60 \%$ claim to have defined their strategic objectives.

In addition, $54 \%$ state that they are a family-run business, $55 \%$ base their decisionmaking process on results, and $50 \%$ have a functional structure. Regarding decisionmaking, $84 \%$ indicate that they have a centralized system, $68 \%$ have defined their mission and/or vision, and $73 \%$ have their organizational values well defined. The analysis demonstrates that the majority of SMEs in the beliefs lever understand and have well-defined strategies, mission, vision, values, and strategic objectives. Furthermore, the diagnostics show that $69 \%$ of decision-making is based on rational and financial quantitative information. This is linked to the large number of organizational cultures that focus on results.

In retrospect, the values and answers in the boundary lever have weaker data as the majority of managers and directors who answered explained that role hierarchy does not apply in their organization. In fact, barely more than half of the sample define role profiles to their employees and take part in formalizing roles. The interactive lever highlights that the vast majority of decision-making ( $84 \%$ ) is centralized and that slightly more than half include staff participation in the process. Similar numbers are found in the practice of benchmarking activities. Lastly, the diagnostics system could be improved by developing navigation routes and plans based on strategic maps, increasing knowledge of the results of the company, nurturing knowledge of the state of results, and developing budget and inventory systems. According to data, the latter is the most developed.

Taking into account performance, the financial field shows improvement with $64 \%$ of answers asseverating increased utility after using management control tools within the last two years. In addition, $57 \%$ consider that their liquidity has improved, and less than half report improved levels of debt (lower debt levels). The non-financial performance indicates that $65 \%$ report improvement in the organizational environment after implementing management control tools, while $58.2 \%$ feel that their sense of control has improved due to these applications.

By segmenting SMEs into two groups (small companies and medium-sized companies), we can appreciate the difference in the use of management control tools between them. The larger a company grows, the higher the rate of use of these tools. A clear example in the beliefs lever is the important increase from $54.8 \%$ to $86 \%$ on employing strategic objectives to define strategy between small and medium-sized companies, respectively.

The interactive lever also demonstrates this difference in the section of "survey and investigate the activities of the competition", where only $58.7 \%$ of small companies do this compared to $70.3 \%$ of medium-sized companies. More interesting data pertains to the formalization of work contracts and the use of policies and procedures manuals between businesses. As observed, only $67 \%$ of small companies do this compared to $84.5 \%$ of medium-sized companies.

In the diagnostics lever the differences are very apparent in the use of costing systems (small: $56 \%$, medium: $69 \%$ ), state of results (small: $59.6 \%$, medium: $76 \%$ ), and budget (small: $68.4 \%$, medium: $82.6 \%$ ).

### 4.2. Measurement Scale

Before proceeding with fuzzy logic analysis, it is important to determine whether the tools employed are appropriate to measure the levers of the study. This is done by proving the reliability and validity of the chosen scale. The survey's internal consistency serves to estimate reliability using Cronbach's Alpha [44], while the scale's validity is proven
through factorial analysis to evaluate whether each scale measures a single concept. The KMO statistics (Kaiser-Meyer-Olkin) is applied, and for this research, the minimum value of the limits selected for the analysis to be acceptable is 0.5 [45].

Using Bartlett's test of sphericity to evaluate the presence of correlations among variables, we obtain a level that is significantly inferior to 0.05 [45]. In the case of Cronbach's Alpha, the accepted inferior limit is 0.7 , and 0.6 for new scales [46]. In retrospect, as all results are satisfactory, a factorial analysis is convenient.

Hence, the "Belief" dimension's Cronbach Alpha value is 0.935 , which is a higher value than the advised minimum. For the Kaiser-Meyer-Olkin (KMO) method, the investigation obtained satisfactory results of $0.764>0.5$. Bartlett's test returns a chi-squared range (497.57, $549.95)$, and $p=0.000$. This corroborates once again the recommendation of employing factorial analysis. The results return three factors; thus, it is recommended to (1) eliminate the following items: $\mathrm{q}^{3} 5$ and q3_11. (2) Use the remaining two factors to define two new belief variables (Strategy and Belief, Planning).

The "Interactive Control" dimension returns a Cronbach Alpha value of 0.692, which is within the acceptable limits (given that this scale is new and created specifically during this research). The KMO value is 0.596 , and Bartlett's test returns a chi-squared range of ( $35.77,37.56$ ). Both results are satisfactory, and the factorial analysis identified two different factors, which makes it recommendable to eliminate item Q6_4 and keep only one factor.

Regarding the "Boundary" dimension, the Cronbach Alpha value is 08.10 while KMO is 0.787 . Bartlett's test returns a chi-squared range of $(76.07,84.08)$. The factorial analysis identified one factor, confirming that the scale measures one "Boundary" dimension.

The "Diagnostics" dimension has a Cronbach Alpha value of $0.882, \mathrm{KMO}$ of 0.743 , and Bartlett's test of chi-squared range (271.17, 299.73). Factorial analysis reveals the existence of three factors; thus, it is recommended to eliminate: q8_6, q8_7, and q8_9. The other two factors are defined as 'Diagnostic-financial' (q8_4, q8_5, q8_8, q8_10, q8_11) and 'Diagnostic-non-financial' (q8_1, q8_2, q8_3).

Lastly, the "Performance" variable has a Cronbach Alpha value of 0.859 and a KMO of 0.812. Bartlett's test results give a chi-squared range of $(278.92,308.28)$. Factorial analysis reveals the existence of one factor, confirming that the scale measures a "Performance" dimension.

### 4.3. Fuzzy Inference Systems and Parameterization of Membership Functions

This research has analyzed the proposed measurement tools for evaluating the presence of levers [10]) in SMEs while defining input and output variables, Table 2. The next step is to present the fuzzy inference surfaces that are present in each management control lever related to organizational performance. This is accomplished by using Fuzzy Inference Systems (FIS) with regard to their fuzzy sets and membership functions.

The proposed methodology is based on [33], where the structure stems from Mamdani's fuzzy system. The process of analysis returns a fuzzy indicator that allows us to make strategic recommendations for SMEs.

The inference mechanism output is a fuzzy output. To ensure that the output of the fuzzy system can be interpreted only by elements that process numerical information, the fuzzy output from the inference mechanism must be converted in a process called defuzzification. The output of the inference mechanism comes as a fuzzy set. A numerical value can be generated from these sets through various means, such as through Centroid (Center of Gravity), which was used in this case. The fuzzy controller employed comes from [12]. This research is elaborated through the MATLAB module and the Fuzzy Logic Toolbox, and the process was applied to all dimensions of the model in the study.

The selection of relevant fuzzy membership functions considered the extremes as trapezoidal functions as this considers them as tolerance in case an interval increases or decreases beyond the limits. For all other functions, the research used triangular functions (quad-triangular) due to their higher adaptability to the research and variables as well as increased simplicity for interpretation. Considering the different degrees of membership returned by the fuzzification process, these must be processed to generate fuzzy output.

This is achieved by the inference system, which, based on the rules, can generate the output of a fuzzy system. Fuzzy membership function of output variables, where: High improvement: [ $25 \% ; 100 \%$ ], Medium improvement: [ $50 \% ;-50 \%$ ], No improvement: [ $-100 \% ;-25 \%$ ]. Hence, the following analysis develops the stages demonstrated in Figure 2. As a visual example, the FIS is presented for Beliefs.


Figure 2. Stages of a Fuzzy Inference System.

### 4.3.1. FIS for Beliefs

The Fuzzy Inference Systems (FIS) for Beliefs and their respective fuzzy sets (with the membership parameters) are presented as follows: After factorial analysis, the dimension was divided into: "Beliefs = Corporate pillar": q3_1, q3_2, q3_3, q3_4, q3_8, and "Beliefs = Strategic proposal": q3_6, q3_7, q3_9, q3_10. The output variables are H1(1) and H1(2), respectively, as shown in Figures 3-6. The input and output variable membership functions are displayed in Figure 2: Parameterization of Fuzzy Sets for Beliefs.


Figure 3. Inference system H1(1): Fuzzy model for Beliefs-CP dimension.

| FIS Name: | Creencias-PC |
| :--- | :---: |
| And method | min |
| Or method | max |
| Aplication | $\min$ |
| Aggregation | $\max$ |
| Defuzzification | centroid |

Figure 4. Employment of Centroid Defuzzification.


Figure 5. Surface of Fuzzy Inference for CP_Beliefs.


Figure 6. Proposed Final Model.

### 4.3.2. CP-Beliefs (Corporate Pillar) Beliefs

The CP-Beliefs lever has the following management tools: definition of mission, vision, and values. FIS analysis reveals that these are used at an average level (30.4512) by SMEs, as demonstrated in Figure 3. The presence or absence of a variable affects the stability of the Beliefs lever.

Figure 3 shows the fuzzy model structure for the CP-Beliefs dimension. It is composed of five input variables (q3_1, q3_2, q3_3, q3_4, q3_8) and an output variable H1(1).

The following, through MATLAB, considers the output variable membership function for the CP-Beliefs dimension. It is seen that the use of the lever "CP-Beliefs" has a value of "medium", highlighting the positive (30.4512). Figure 5 has two inputs and one output,
which shows the output surface of the system. By default, this output was plotted with the two initial input variables.

```
F}(x)=30.4512. A: medium level
X(Input): Q3_1
Y(input): Q3_2
Z(output): H1_1
```

As shown in Figure 5, the relationship between input variables Q3_1 and Q3_2 are displayed as a large volume close to the interval $2-5$, returning a result of approximately $30.45 \%$.

For the following variables under study, Appendix A can be reviewed.

### 4.4. Summary of Fuzzy Indicators

Table 3 shows a summary of the fuzzy indicators obtained in this research. Observations note a considerable degree of difference between small and medium-sized companies on the presence of management control tools on their administration. Small businesses have a positive yet lower degree of presence than medium-sized companies. Both segments have weaknesses, particularly in describing role profiles, the hierarchy of roles, organizational structure, use of policies and procedure manuals, and the use of formal contracts (in general, they both hit the 'medium' level).

Table 3. Summary of Fuzzy Indicators, SMEs (Small and Medium-sized companies).

| Lever | FIS-SMEs | FIS-Small | FIS-Medium |
| :---: | :---: | :---: | :---: |
| Beliefs |  |  |  |
| Beliefs-Strategic | 30.4512 | 17.3919 | 41.3900 |
| Beliefs-Planning | 24.5564 | 15.7527 | 48.7993 |
| Interactive Control | 32.4552 | 26.7419 | 39.5948 |
| Boundary | -7.9801 | -8.1384 | -7.4093 |
| Diagnostics |  | 12.0115 | 34.5589 |
| Diagnostics-F | 23.4046 | 17.9972 | 36.6432 |
| Diagnostics-N.F | 0.8003 | -6.5001 | 21.9388 |
| Performance | 12.3180 | 9.7492 | 17.3669 |

Source: Self-elaboration.

## 5. Discussion

The descriptive analysis allowed us to identify that the SMEs studied perceived that their management control tools were well defined (69\%). In addition, decision-making based on rational and financial quantitative information was employed, which focuses organizational culture towards results. Regarding performance, the financial area shows improvement, with $64 \%$ of answers positively asserting that utility increased after employing management control tools for two years. Furthermore, $57 \%$ consider that their liquidity level improved, and slightly less than half report that their debt levels lowered. Regarding non-financial performance, $65 \%$ report improvements to the organizational environment after employing the tools, while $58.2 \%$ claim to sense better control in decision-making processes.

As a business grows, the use of control tools increases. A clear example can be seen in the beliefs lever values that spiked up to $54.8 \%$ and $86 \%$ in using strategic objectives to define strategy among small and medium-sized companies, respectively. It must be noted that the interactive lever clearly shows strategic surveillance strategies in the competition, with $58.7 \%$ of small companies and $70.3 \%$ of medium-sized companies practicing this activity.

Interestingly, the boundary lever is the least used among the SMEs that employ it. The values are similar to the previous results, with $67 \%$ coming from small companies and $84.5 \%$ from medium-sized companies. In retrospect, the diagnostics lever has clearer differences between small and medium-sized companies in costing system ( $56 \%$ vs. $69 \%$ ), state of results ( $59.6 \%$ vs. $76 \%$ ), and use of budget ( $68.4 \%$ vs. $86.2 \%$ ).

The analysis contributes to what is highlighted in the literature regarding the structural weaknesses to create management strategies for medium and long-term projections due to a scarcity of tools. In addition, management of administration, finances, accounting, and operations is very informal and is done in an intuitive manner where few management control tools are employed in decision-making [15]. Furthermore, there is evidence of the low use of management control tools by small companies, which does improve when viewing medium-sized companies in agreement with the studies by Frost [20].

Nonetheless, we can perceive that using management tools does improve performance without substantial difference between financial and non-financial performance. This reinforces the literature that states that the use of management control tools has a positive impact on organizational performance $[6,10,22]$. In regard to the measuring scale employed in this study, it had been validated as it returned a high level of internal data consistency through the Cronbach Alpha [44], satisfactory statistical values with the Kaiser-MeyerOlkin method, and acceptable numbers in Bartlett's test. Lastly, the factorial analysis identified factors that recommended that we eliminate certain variables, keeping the original theoretical model for the one that was finally used. This separated beliefs into strategy and planning and separated the diagnostics lever into financial and non-financial diagnostics. These were analyzed by means of fuzzy logic, as indicated in Figure 6.

## Fuzzy Inference System (FIS) for Management Control Tool Levers

The fuzzy inference system revealed that all levers were used at 'medium' capacity by SMEs, see Table 3. The least employed lever was "Boundary", which includes the use of formal contracts, profile descriptions, manuals, organizational structure, and role hierarchy. Results show that the degree of membership was -7 without significant change between small and medium-sized companies (see Table 3). This indicator remained stable as the other variables of the lever remained in 'medium' use, but with a negative trend. In retrospect, the other levers have positive use led by interactive control, followed by diagnostics control, and lastly by beliefs. Performance is valued as 'medium' due to the median use of management control tools, grouped in control levers (Simons, 1995) by SMEs based on the literature.

We recommend training mainly the boundary lever, as it is compared to the other levers (see Table 3), as also shown in the descriptive analysis. As mentioned in the literature, it is recommended that entrepreneurs and businesspersons are trained on how to use management control tools. It is recommended that management control tools be provided to small companies. This would increase the degree of membership for medium-sized companies in all levers, including the diagnostics group, but excluding the boundary group, which remains low in all SMEs. The fuzzy inference system also revealed that the degree of membership for the beliefs lever is 'medium', which is of concern in small companies (FIS $=6.0376$ ). Due to its positive relationship with level of performance, it is recommended to train SMEs in these control tools, as different variations (of use) may imply a highly unstable variable behavior. In addition, the fuzzy inference system explains similar results found in the descriptive analysis, where the least used lever by SMEs is "Boundary", not showing differences in degrees of membership regarding financial and non-financial performance.

Lastly, the study suggests that management control tools in SMEs have a mid-level of use or degree of membership. "Boundary" was the least used, followed by "Beliefs", "Diagnostics", and "Interactive" (as the most used). This may be because SMEs follow horizontal and organic structures, which causes information to flow and generate team collaboration for decision-making. In retrospect, it is necessary to implement training in management control for businesspersons that lead SMEs, as it could increase the company's performance and keep them sustainable over time.

## 6. Conclusions

The importance of the proposed system for management control in SMEs is understood by showing how the analysis with Mamdani's fuzzy inference system (MFIS) is flexible and can be adapted to the information of each organization. It considers the context of SMEs, where all the data is not always available, and several evaluations are based on the perception of the CEOs.

The second major finding was that Mamdani's model was ideal for the evaluation as the qualitative variables for analysis were ideological and linguistic.

Evaluation using fuzzy IF-THEN rules enables adjusting the analysis to the needs and available data, so the number of rules can vary, allowing for different results. These characteristics of MFIS make it widely applicable in different scenarios or countries.

The boundary lever shows the highest level of weakness in SMEs and must be given more attention as it returned a negative degree of presence in the business model. It is necessary to implement training in management control for businesspersons who run SMEs as this could increase company performance and keep them sustainable over time.

The belief, diagnostic, and interactive levers show mid-level results (of use) with a positive trend. This specifically means that in SMEs that employed the tools, in belief, tools such as the formal definition of mission, vision, and strategy. Diagnostics tools related to budget and inventory systems, whereas interactive obtains information from employees that most interact with clients to use the feedback for the future of the organization. There was no significant difference between financial and non-financial performance. Furthermore, medium-sized businesses employ more management control tools than small-sized ones, which is expected.

One of the main restrictions of the study is the sample size, which consisted of only 86 SMEs, with more belonging to small companies rather than medium-sized entities. In addition, the complexity of defining rules must be taken into account, considering the number of variables and the importance of a good team of experts to define the fuzzy rules.

This implies that future research should focus on an economic sector that would allow us to specify the degree of use of the management control tools by industry. Nevertheless, we consider the results to open a path of study and analysis to develop and apply fuzzy methodologies to the field of management accounting.
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## Appendix A

## Appendix A. 1 Input Variables

Beliefs
Q3_1 The company's mission/vision is correctly defined.
Q3_2 The company's values are correctly defined.
Q3_3 I apply the institution's values in the management and decision-making of the company.
Q3_4 The generic strategy of the company is correctly defined (i.e., Cost leadership, Differentiation, or Focus).
Q3_5 The personnel is strongly committed to the company's defined strategy.
Q3_6 The strategic objectives of the company are well defined.
Q3_7 I use the strategic objectives in the management and decision-making of the company.
Q3_8 I use the strategic declarations (mission/vision) for the decision-making of the company.
Q3_9 The personnel is committed to the company's strategic declarations (mission/vision).
Q3_10 The personnel is committed to the company's strategic objectives (mission/vision).
Q3_11
Point out which generic strategy is the one that most resembles your business model. (Leadership in Costs, Differentiation, or Approach).

## Interactive Control

Q6_1
Q6_2
Q6_3
Q6_4
Limits
Q7_1 We use formal contracts for all personnel in this SME.
Q7_2 We use formal role profile descriptions in this SME.
Q7_3 We use policies, procedures, and/or manuals at the formal level in this SME.
Q7_4 We use a specific organizational structure in this SME.
Q7_5 The role hierarchy is well established in this SME.
Diagnostics
Q8_1
Q8_2
Q8_3 I use some information system to control management in my SME (i.e., Softland, SAP, Defontana, etc.).
Q8_4 I use product or service costing systems to control management in my SME.
Q8_5 I use inventory or stock surveillance to control management in my SME.
Q8_6 I use internal audits to control management in my SME.
Q8_7 I use analysis of the state of results to control management in my SME.
Q8_8 I use budgets to control management in my SME.
Q8_9 I use quality control (quality norms) to control management in my SME.
Q8_10 I know the mix of the most profitable products (volume/price) of my SME.
Q8_11 I use forecasts and demand estimations to control management in my SME.
Performance
Q12_1 Liquidity (capability that an entity possess to obtain cash)
Q12_2 Level of debt (Total passives/Net assets, it is estimated that a healthy value is $30 \%$ ).
Q12_3 Capability to pay providers.
Q12_4 Utility.
Q12_5 Organizational environment.
Q12_6 Business control.
Q12_7 Decision-making of the company.

Management control
erformance

Simons, R. (1995). Kaplan, R. S., and Norton, D. P., (1996, 2004, 2008)., Anthony, R. N., and Govindarajan, V., (2008)., Frost, (2003), Widener, 2007. Krius et al., 2016.

Belief lever (defining values, strategic declarations, strategic objectives, organizational culture); Boundary lever (personal contracts, role description, policies or procedures, formal structure); Diagnostics lever (control panel, balanced scorecard, strategic maps, management information systems, costing systems, inventory, analysis of the state of results, analysis of financial situation, budget analysis, forecast); Interactive Control lever (use of communication channels with employees, regular meetings, mechanisms for individual participation, strategic surveillance).

Ittner, C. D., and Larcker, D. F. (1998). Green, S. G., and Welsh, M. A. (1988). Duréndez et al., (2016). Voss and Brettel, 2014.

Financial (liquidity, debt, capability to pay suppliers, and utility); Non-financial (organizational environment, sense of business control, improvement in decision making).

Source: Prepared by the authors.
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#### Abstract

This paper is related to notions adapted from fuzzy set theory to the field of complex analysis, namely fuzzy differential subordinations. Using the ideas specific to geometric function theory from the field of complex analysis, fuzzy differential subordination results are obtained using a new integral operator introduced in this paper using the well-known confluent hypergeometric function, also known as the Kummer hypergeometric function. The new hypergeometric integral operator is defined by choosing particular parameters, having as inspiration the operator studied by Miller, Mocanu and Reade in 1978. Theorems are stated and proved, which give corollary conditions such that the newly-defined integral operator is starlike, convex and close-to-convex, respectively. The example given at the end of the paper proves the applicability of the obtained results.
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## 1. Introduction

The introduction of the fuzzy set concept by Lotfi A. Zadeh, in the paper "Fuzzy Sets" [1] in 1965, did not suggest the extraordinary evolution of the concept which followed. Received with distrust at first, the concept is very popular nowadays, being adapted to many research topics. Mathematicians were also interested in embedding the concept of fuzzy set in their research and it was indeed included in many mathematical approaches. The review paper included in the present special issue, devoted to the celebration of the 100th anniversary of Zadeh's birth [2], shows how fuzzy set theory has evolved related to certain branches of science, and points out the contribution of one of Zadeh's disciples, Professor I. Dzitac, to the development of soft computing methods connected with fuzzy set theory. Professor I. Dzitac has celebrated his friendship with the multidisciplinary scientist, Lotfi A. Zadeh, by writing the introductory paper of a special issue on fuzzy logic dedicated to the centenary of Zadeh's birth [3].

As far as complex analysis is concerned, fuzzy set theory has been included in studies related to geometric function theory in 2011, when the first paper appeared introducing the notion of subordination in fuzzy set theory [4] which has had its inspiration in the classical aspects of subordination introduced by Miller and Mocanu [5,6]. The next papers published followed the line of research set by Miller and Mocanu and referred to fuzzy differential subordination, adapting notions from the already well-established theory of differential subordination [7-9]. The idea was soon picked up by researchers in geometric function theory and all the classical lines of research in this topic were adapted to the new fuzzy aspects. A review paper published in 2017 [10] included in its references the first published papers related to this topic, validating its development. The dual notion of fuzzy differential superordination was also introduced in 2017 [11].

An important topic in geometric function theory is conducting studies which involve operators. Such studies for obtaining new fuzzy subordination results were published soon after the notion was introduced, in 2013 [12], continued during the next years [13-16] and later added the superordination results [17-19]. During the last years, many papers were
published which show that the research on this topic is in continuous development process and we mention only a few here [20-24].

Following this line of research, a new hypergeometric integral operator is introduced in this paper using a confluent (or Kummer) hypergeometric function and having, as inspiration, the operator studied by Miller, Mocanu and Reade in 1978, by taking specific values for parameters involved in its definition. Fuzzy differential subordinations are obtained and the fuzzy best dominants are given, which facilitate obtaining sufficient conditions for univalence of this operator.

## 2. Preliminaries

The research presented in this paper is done in the general environment known in the theory of differential subordination given in the monograph [25] combined with fuzzy set notions introduced in [4,7].

The unit disc of the complex plane is denoted by $U . \mathcal{H}(U)$ stands for the class of holomorphic functions in $\mathcal{U}$. Consider the subclass, $\mathcal{A}_{n}=\{f \in \mathcal{H}(U): f(z)=$ $\left.z+a_{n+1} z^{n+1}+\cdots, z \in U\right\}$, with $\mathcal{A}_{1}=\mathcal{A}$.

For $a \in \mathbb{C}, n \in \mathbb{N}^{*}$ the following subclass of holomorphic functions is obtained: $\mathcal{H}[a, n]=\left\{f \in \mathcal{H}(U): f(z)=a+a_{n} z^{n}+a_{n+1} z^{n+1}+\cdots, z \in U\right\}$, with $\mathcal{H}_{0}=\mathcal{H}[0,1]$.

For $\alpha<1$, let $\mathcal{S}^{*}(\alpha)=\left\{f \in \mathcal{A}: \operatorname{Re}\left(\frac{z f^{\prime}(z)}{f(z)}\right)>\alpha\right\}$ denote the class of starlike functions of order $\alpha$. For $\alpha=0$, the class of starlike functions is denoted by $\mathcal{S}^{*}$.

For $\alpha<1$, let $\mathcal{K}(\alpha)=\left\{f \in \mathcal{A}: \operatorname{Re}\left(\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}+1\right)>\alpha\right\}$ denote the class of convex functions of order $\alpha$. For $\alpha=0$, the class of convex functions is denoted by $\mathcal{K}$.

The subclass of close-to-convex functions is defined as: $\mathcal{C}=\{f \in \mathcal{H}(U): \exists \varphi \in \mathcal{K}$, $\left.\operatorname{Re}\left(\frac{f^{\prime}(z)}{\varphi^{\prime}(z)}\right)>0, z \in U\right\}$.

It is also said that function $f$ is close-to-convex with respect to function $\varphi$.
Definition 1 ([4]). Let $D \subset \mathbb{C}$ and $z_{0} \in D$ be a fixed point. We take the functions $f, g \in \mathcal{H}(D)$. The function $f$ is said to be fuzzy subordinate to $g$ and write $f \prec_{\mathcal{F}} g$ or $f(z) \prec_{\mathcal{F}} g(z)$, if there exists a function $F: \mathbb{C} \rightarrow[0,1]$, such that
(i) $f\left(z_{0}\right)=g\left(z_{0}\right)$,
(ii) $\quad F(f(z)) \leq F(g(z))$, for all $z \in D$.

Remark 1. (a) Such a function $F: \mathbb{C} \rightarrow[0,1]$ can be considered $F(z)=\frac{|z|}{1+|z|}, F(z)=\frac{1}{1+|z|}$, $F(z)=\frac{\sqrt{|z|}}{1+\sqrt{|z|}}$.
(b) Relation (ii) is equivalent to $f(D) \subset g(D)$.

Definition 2 ([7], Definition 2.2). Let $\psi: \mathbb{C}^{3} \times D \rightarrow \mathbb{C}, a \in \mathbb{C}$, and let $h$ be univalent in $U$, with $h\left(z_{0}\right)=a$, $g$ be univalent in $D$, with $g\left(z_{0}\right)=a$, and $p$ be analytic in $D$, with $p\left(z_{0}\right)=a$. Likewise, $\psi\left(p(z), z p^{\prime}(z), z^{2} p^{\prime \prime}(z) ; z\right)$ is analytic in $D$ and $F: \mathbb{C} \rightarrow[0,1], F(z)=\frac{|z|}{1+|z|}$. If $p$ is analytic in $D$ and satisfies the (second-order) fuzzy differential subordination

$$
\begin{equation*}
F\left(\psi\left(p(z), z p^{\prime}(z), z^{2} p^{\prime \prime}(z) ; z\right)\right) \leq F(h(z)), \quad z \in U \tag{1}
\end{equation*}
$$

i.e., $\psi\left(p(z), z p^{\prime}(z), z^{2} p^{\prime \prime}(z) ; z\right) \prec_{\mathcal{F}} h(z)$, or

$$
\begin{equation*}
\frac{\left|\psi\left(p(z), z p^{\prime}(z), z^{2} p^{\prime \prime}(z) ; z\right)\right|}{1+\left|\psi\left(p(z), z p^{\prime}(z), z^{2} p^{\prime \prime}(z) ; z\right)\right|} \leq \frac{|h(z)|}{1+|h(z)|}, z \in D, \tag{2}
\end{equation*}
$$

then $p$ is called a fuzzy solution of the fuzzy differential subordination. The univalent function $q$ is called a fuzzy dominant of fuzzy solutions of the differential subordination, or more simply, a fuzzy dominant, if $\frac{|p(z)|}{1+|p(z)|} \leq \frac{|q(z)|}{1+|q(z)|}$, or $p(z) \prec_{\mathcal{F}} q(z), z \in D$, for all $p$ satisfying (1) or (2). A fuzzy
dominant $\widetilde{q}$ that satisfies $\frac{|\widetilde{q}(z)|}{1+|\widetilde{q}(z)|} \leq \frac{|q(z)|}{1+|q(z)|}$, or $\widetilde{q}(z) \prec_{\mathcal{F}} q(z), z \in D$, for all fuzzy dominants $q$ of (1) or (2) is said to be the fuzzy best dominant of (1) or (2). Note that the fuzzy best dominant is unique up to a rotation in $D$.

Lemma 1 ([25], Theorem 2.2). Let $\delta, \omega \in \mathbb{C}, \omega \neq 0$, and $h$ be a convex function in $D$, and $F$ : $\mathbb{C} \rightarrow[0,1], F(z)=\frac{|z|}{1+|z|}, z \in D$. We suppose that the Briot-Bouquet differential equation

$$
q(z)+\frac{z q^{\prime}(z)}{\delta+\omega q(z)}=h(z), z \in D, q\left(z_{0}\right)=h\left(z_{0}\right)=a
$$

has a solution $q \in \mathcal{H}(D)$, which verifies $q(z) \prec_{\mathcal{F}} h(z), z \in D$, or $\frac{|q(z)|}{1+|q(z)|} \leq \frac{|h(z)|}{1+\mid h(z),}, z \in D$.
If the function $p \in \mathcal{H}[a, n], \psi: \mathbb{C}^{2} \times D \rightarrow \mathbb{C}, \psi\left(p(z), z p^{\prime}(z)\right)=p(z)+\frac{z p^{\prime}(z)}{\delta+\omega p(z)}$ is analytic in $D$, with $\psi\left(p\left(z_{0}\right), z_{0} p^{\prime}\left(z_{0}\right)\right)=h\left(z_{0}\right), z_{0} \in D$, then

$$
\begin{equation*}
\psi\left(p(z), z p^{\prime}(z)\right) \prec_{\mathcal{F}} h(z), z \in D, \tag{3}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{\left|\psi\left(p(z), z p^{\prime}(z)\right)\right|}{1+\left|\psi\left(p(z), z p^{\prime}(z)\right)\right|} \leq \frac{|h(z)|}{1+|h(z)|} \tag{4}
\end{equation*}
$$

implies

$$
p(z) \prec_{\mathcal{F}} q(z) \text {, or } \frac{|p(z)|}{1+|p(z)|} \leq \frac{|q(z)|}{1+|q(z)|}, z \in D \text {, }
$$

and $q$ is the fuzzy best dominant of the fuzzy differential subordination (3) or (4).
The confluent (or Kummer) hypergeometric function has been investigated connected to univalent functions more intensely starting from 1985 when it was used by L. de Branges in the proof of Bieberbach's conjecture [26]. The applications of hypergeometric functions in univalent function theory is very well pointed out in the review paper, recently published by H.M. Srivastava [27].

Definition 3 ([25]). Let $u$ and $v$ be complex numbers with $v \neq 0,-1,-2, \ldots$, and consider the function defined by

$$
\begin{gather*}
\phi(u, v ; z)=\frac{\Gamma(v)}{\Gamma(u)} \sum_{k=0}^{\infty} \frac{\Gamma(u+k)}{\Gamma(v+k)} \frac{z^{k}}{k!}=  \tag{5}\\
1+\frac{u}{v} \frac{z}{1!}+\frac{u(u+1)}{v(v+1)} \frac{z^{2}}{2!}+\cdots+\frac{u(u+1) \ldots(u+n-1)}{v(v+1) \ldots(v+n-1)} \frac{z^{n}}{n!}+\ldots,
\end{gather*}
$$

where $(e)_{k}=\frac{\Gamma(e+k)}{\Gamma(e)}=e(e+1)(e+2) \ldots(e+k-1)$, and $(e)_{0}=1$, called the confluent (or Kummer) hypergeometric function is analytic in $\mathbb{C}$.

Remark 2. (a) For $z=0, \phi(u, v ; 0)=1$ and $\phi(u, v ; z) \neq 0, z \in U$,
(b) For $u \neq 0, \phi^{\prime}(u, v ; 0)=\frac{u}{v} \neq 0$.

The operator used for obtaining the original results presented in this paper was obtained using a confluent (or Kummer) hypergeometric function and a general operator studied in 1978 by S.S. Miller, P.T. Mocanu and M.O. Reade [28] by taking specific values for parameters $\beta, \gamma, \alpha, \delta$ :

$$
\begin{equation*}
J(f)(z)=\left[\frac{\beta+\gamma}{z^{\gamma} \phi(z)} \int_{0}^{z} f^{\alpha}(t) \varphi(t) t^{\delta-1} d t\right]^{\frac{1}{\beta}} \tag{6}
\end{equation*}
$$

A confluent (or Kummer) hypergeometric function was recently used in many papers for defining new interesting operators as it can be seen in [29-32].

Two more lemmas from differential subordination theory that are necessary in the proofs of the original results are listed next:

Lemma 2 ([33], Theorem 4.6.3, p. 84). A necessary and sufficient condition for a function $f \in \mathcal{H}(U)$ to be close-to-convex is given by:

$$
\int_{\theta_{1}}^{\theta_{2}} \operatorname{Re}\left[1+\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right] d \theta>-\pi, z_{0}=r_{0} e^{i \theta_{0}}
$$

for all $\theta_{1}, \theta_{2}$ with $0 \leq \theta_{1}<\theta_{2}<2 \pi, r \in(0,1)$.
Lemma 3 ([25], Theorem Marx-Strohhäcker, p. 9). If $f \in \mathcal{K}$ then $\operatorname{Re} \frac{z f^{\prime}(z)}{f(z)}>\frac{1}{2}$, i.e., $f \in$ $\mathcal{S}^{*}\left(\frac{1}{2}\right)$, for $z \in U$.

## 3. Main Results

The new hypergeoemtric integral operator is defined using Definition 3 and the integral operator given by relation (6).

Definition 4. Let $\beta>1, \gamma>0$ and the confluent (Kummer) hypergeometric function $\phi$ given by (5).

Let $M: \mathcal{H}(U) \rightarrow \mathcal{H}(U)$ be given by:

$$
\begin{equation*}
M(z)=\frac{\beta}{z^{\beta-1}} \int_{0}^{z}\left[\frac{\Gamma(v)}{\Gamma(u)} \sum_{k=0}^{\infty} \frac{\Gamma(u+k)}{\Gamma(v+k)} \frac{t^{k}}{k!}\right] t^{\beta-1} d t, \quad z \in U \tag{7}
\end{equation*}
$$

Remark 3. (a) For $\beta>1, \gamma>0$ and $\phi(u, v ; z)=\frac{\Gamma(v)}{\Gamma(u)} \sum_{k=0}^{\infty} \frac{\Gamma(u+k)}{\Gamma(v+k)} \frac{z^{k}}{k!}=1+\frac{u}{v} \frac{z}{1!}+\frac{u(u+1)}{v(v+1)} \frac{z^{2}}{2!}+$ $\ldots, u, v \in \mathbb{C}, v \neq 0,-1,-2, \ldots$, we have

$$
\begin{gather*}
M(z)=\frac{\beta}{z^{\beta-1}} \int_{0}^{z}\left[1+\frac{u}{v} \frac{t}{1!}+\frac{u(u+1)}{v(v+1)} \frac{t^{2}}{2!}+\ldots\right]^{\gamma} t^{\beta-1} d t=  \tag{8}\\
\frac{\beta}{z^{\beta-1}} \int_{0}^{z}\left(1+\gamma \frac{u}{v} t+p_{2} t^{2}+\ldots\right) t^{\beta-1} d t= \\
\frac{\beta}{z^{\beta-1}} \int_{0}^{z}\left[t^{\beta-1}+\gamma \frac{u}{v} t^{\beta}+\ldots\right] d t=z+\gamma \frac{u}{v} \frac{\beta}{\beta+1} z^{2}+p_{2} \frac{\beta}{\beta+2} z^{3}+\ldots,
\end{gather*}
$$

which is the analytic expression of the operator $M$.
(b) For $z \in U, M^{\prime}(z)=1+2 \gamma \frac{u}{v} \frac{\beta}{\beta+1} z+\ldots$, with $M^{\prime}(0)=1$.

Using the method of differential subordination, next, a theorem is proved, giving the best dominant of a certain fuzzy differential subordination. Using specific functions as the fuzzy best dominant, conditions for starlikeness and convexity of the operator $M$ are obtained as corollaries.

Theorem 1. For $\beta, \gamma \in \mathbb{C}, \beta>1, \gamma>0$, let the fuzzy function $F: \mathbb{C} \rightarrow[0,1]$ be given by

$$
\begin{equation*}
F(z)=\frac{|z|}{1+|z|}, \quad z \in U \tag{9}
\end{equation*}
$$

and consider a holomorphic function in $U$ given by the equation

$$
\begin{equation*}
h(z)=q(z)+\frac{z q^{\prime}(z)}{\beta-1+\gamma q(z)}, h(0)=q(0) \tag{10}
\end{equation*}
$$

when $q$ is a univalent solution in $U$ which satisfies the fuzzy differential subordination:

$$
\begin{equation*}
\frac{|q(z)|}{1+|q(z)|} \leq \frac{|h(z)|}{1+|h(z)|} \text { i.e., } q(z) \prec_{\mathcal{F}} h(z), z \in U \text {. } \tag{11}
\end{equation*}
$$

Consider $\phi(u, v ; z)$, a confluent (or Kummer) hypergeometric function given by (5) and the operator $M(z)$ given by (7).

If $1+\gamma \frac{z \phi^{\prime}(u, v ; z)}{\phi(u, v ; z)}$ is analytic in $U$, and

$$
\begin{equation*}
\frac{\left|1+\gamma \frac{z \phi^{\prime}(u, v ; z)}{\phi(u, v ; z)}\right|}{1+\left|1+\gamma \frac{z \phi^{\prime}(u, v ; z)}{\phi(u, v ; z)}\right|} \leq \frac{|h(z)|}{1+|h(z)|} \text { i.e., } 1+\gamma \frac{z \phi^{\prime}(u, v ; z)}{\phi(u, v ; z)} \prec_{\mathcal{F}} h(z) \text {, } \tag{12}
\end{equation*}
$$

then

$$
\frac{\left|\frac{z M^{\prime}(z)}{M(z)}\right|}{1+\left|\frac{z M^{\prime}(z)}{M(z)}\right|} \leq \frac{|q(z)|}{1+|q(z)|} \text { i.e., } \frac{z M^{\prime}(z)}{M(z)} \prec_{\mathcal{F}} q(z), z \in U \text {, }
$$

and $q$ is the fuzzy best dominant.
Proof. Relation (7) is equivalent to

$$
\begin{equation*}
z^{\beta-1} M(z)=\beta \int_{0}^{z} \phi^{\gamma}(u, v ; t) t^{\beta-1} d t \tag{13}
\end{equation*}
$$

Differentiating (13) and after short calculation we obtain

$$
\begin{equation*}
(\beta-1) M(z)+z M^{\prime}(z)=\beta \phi^{\gamma}(u, v ; z) \cdot z \tag{14}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
M(z)\left[\beta-1+\frac{z M^{\prime}(z)}{M(z)}\right]=\beta \phi^{\gamma}(u, v ; z) \cdot z . \tag{15}
\end{equation*}
$$

We let

$$
\begin{equation*}
p(z)=\frac{z M^{\prime}(z)}{M(z)}=\frac{z\left(1+2 \gamma \frac{u}{v} \frac{\beta}{\beta+1} z+\ldots\right)}{z\left(1+\gamma \frac{u}{v} \frac{\beta}{\beta+1} z+\ldots\right)}=\frac{1+2 \gamma \frac{u}{v} \frac{\beta}{\beta+1} z+\ldots}{1+\gamma \frac{u}{v} \frac{\beta}{\beta+1} z+\ldots} \tag{16}
\end{equation*}
$$

$p(0)=1$.
Using (16) in (15), we get

$$
\begin{equation*}
M(z)[\beta-1+p(z)]=\beta \phi^{\gamma}(u, v ; z) \cdot z . \tag{17}
\end{equation*}
$$

Differentiating (17), we obtain

$$
\begin{equation*}
\frac{z M^{\prime}(z)}{M(z)}+\frac{z p^{\prime}(z)}{\beta-1+p(z)}=\gamma \frac{z \phi^{\prime}(u, v ; z)}{\phi(u, v ; z)}+1 . \tag{18}
\end{equation*}
$$

Using (16) in (18), we have

$$
\begin{equation*}
p(z)+\frac{z p^{\prime}(z)}{\beta-1+p(z)}=\gamma \frac{z \phi^{\prime}(u, v ; z)}{\phi(u, v ; z)}+1 \tag{19}
\end{equation*}
$$

Using (19) in (12), we get

$$
\begin{equation*}
\frac{\left|p(z)+\frac{z p^{\prime}(z)}{\beta-1+p(z)}\right|}{1+\left|p(z)+\frac{z p^{\prime}(z)}{\beta-1+p(z)}\right|} \leq \frac{|h(z)|}{1+|h(z)|}, z \in U . \tag{20}
\end{equation*}
$$

In order to obtain the desired relation, Lemma 1 will be applied. To apply the lemma, let the function $\psi: \mathbb{C}^{2} \times U \rightarrow \mathbb{C}$,

$$
\begin{equation*}
\psi(r, s ; z)=r+\frac{s}{\beta-1+r}, r, s \in \mathbb{C} . \tag{21}
\end{equation*}
$$

For $r=p(z), s=z p^{\prime}(z)$, relation (21) becomes

$$
\begin{equation*}
\psi\left(p(z), z p^{\prime}(z)\right)=p(z)+\frac{z p^{\prime}(z)}{\beta-1+p(z)}, \quad z \in U \tag{22}
\end{equation*}
$$

Using (22) in (20), we have

$$
\begin{equation*}
\frac{\left|\psi\left(p(z), z p^{\prime}(z)\right)\right|}{1+\left|\psi\left(p(z), z p^{\prime}(z)\right)\right|} \leq \frac{|h(z)|}{1+|h(z)|}, z \in U . \tag{23}
\end{equation*}
$$

Applying Lemma 1 , for $\delta=\beta-1, \omega=\gamma \neq 0$, we obtain

$$
\begin{equation*}
\psi\left(p(z), z p^{\prime}(z)\right) \prec_{\mathcal{F}} h(z), z \in U . \tag{24}
\end{equation*}
$$

Using (22) in (24), we get

$$
\begin{equation*}
p(z)+\frac{z p^{\prime}(z)}{\beta-1+p(z)} \prec_{\mathcal{F}} h(z), z \in U . \tag{25}
\end{equation*}
$$

According to Lemma 1, relation (25) implies

$$
\begin{equation*}
p(z) \prec_{\mathcal{F}} q(z), z \in U . \tag{26}
\end{equation*}
$$

Using (16) in (26) we have

$$
\begin{equation*}
\frac{z M^{\prime}(z)}{M(z)} \prec_{\mathcal{F}} q(z), z \in U . \tag{27}
\end{equation*}
$$

Since $q$ satisfies the differential Equation (10), $q$ is the fuzzy best dominant.
Remark 4. Using particular expressions for the fuzzy best dominant $q$, sufficient conditions for starlikeness of the operator $M(z)$ given by (7) can be obtained.

If in Theorem 1, function $q(z)=\frac{1-z}{1+z}$ is considered the following corollary is obtained.
Corollary 1. For $\beta, \gamma \in \mathbb{C}, \beta>1, \gamma>0$, let the fuzzy function $F: \mathbb{C} \rightarrow[0,1]$ given by (9) and consider a holomorphic function in $U$ given by the equation

$$
h(z)=\frac{(\beta-1)\left(1-z^{2}\right)+1-4 z+z^{2}}{(\beta-1)(1+z)^{2}+1-z^{2}}
$$

$h(0)=q(0)=1$, where function $q(z)=\frac{1-z}{1+z}$ is a univalent solution in $U$, which satisfies the fuzzy differential subordination

$$
\frac{|1-z|}{|1+z|+|1-z|} \leq \frac{\left|(\beta-1)\left(1-z^{2}\right)+1-4 z+z^{2}\right|}{\left|(\beta-1)(1+z)^{2}+1-z^{2}\right|+\left|(\beta-1)\left(1-z^{2}\right)+1-4 z+z^{2}\right|}
$$

i.e.,

$$
\frac{1-z}{1+z} \prec_{\mathcal{F}} \frac{(\beta-1)\left(1-z^{2}\right)+1-4 z+z^{2}}{(\beta-1)(1+z)^{2}+1-z^{2}}, z \in U .
$$

Consider $\phi(u, v ; z)$ to be a confluent (or Kummer) hypergeometric operator given by (5), and the operator $M(z)$ given by (7).

$$
\text { If } 1+\gamma \frac{z \phi^{\prime}(u, v ; z)}{\phi(u, v ; z)} \text { is analytic in } U \text {, and }
$$

$$
\begin{aligned}
& \frac{\left|1+\gamma \frac{z \phi^{\prime}(u, v ; z)}{\phi(u, v z)}\right|}{1+\left|1+\gamma \frac{z \phi^{\prime}(u, v ; z)}{\phi(u, v ; z)}\right|} \leq \frac{\left|(\beta-1)\left(1-z^{2}\right)+1-4 z+z^{2}\right|}{\left|(\beta-1)(1+z)^{2}+1-z^{2}\right|+\left|(\beta-1)\left(1-z^{2}\right)+1-4 z+z^{2}\right|} \\
& \text { i.e., } 1+\gamma \frac{z \phi^{\prime}(u, v ; z)}{\phi(u, v ; z)} \prec_{\mathcal{F}} \frac{(\beta-1)\left(1-z^{2}\right)+1-4 z+z^{2}}{(\beta-1)(1+z)^{2}+1-z^{2}},
\end{aligned}
$$

then

$$
\frac{\left|\frac{z M^{\prime}(z)}{M(z)}\right|}{1+\left|\frac{z M^{\prime}(z)}{M(z)}\right|} \leq \frac{\left|\frac{1-z}{1+z}\right|}{1+\left|\frac{1-z}{1+z}\right|} \text { i.e., } \frac{z M^{\prime}(z)}{M(z)} \prec_{\mathcal{F}} \frac{1-z}{1+z}, z \in U \text {, or } M \in \mathcal{S}^{*}
$$

and $q(z)=\frac{1-z}{1+z}$ is the fuzzy best dominant.
Proof. By using the function $q(z)=\frac{1-z}{1+z}$ in relation (27) from the proof of Theorem 1, the following fuzzy subordination is obtained:

$$
\begin{equation*}
\frac{z M^{\prime}(z)}{M(z)} \prec_{\mathcal{F}} q(z)=\frac{1-z}{1+z}, z \in U . \tag{28}
\end{equation*}
$$

Since $\operatorname{Re}\left(\frac{z q^{\prime \prime}(z)}{q^{\prime}(z)}+1\right)=\frac{1-\rho^{2}}{1+2 \rho \cos \alpha+\rho^{2}}>0,0<\rho<1$, the $q$ is convex, and $\operatorname{Re} \frac{1-z}{1+z}>0$, $z \in U$, differential subordination (28) is equivalent to

$$
\begin{equation*}
\operatorname{Re} \frac{z M^{\prime}(z)}{M(z)}>\operatorname{Re} \frac{1-z}{1+z}>0, z \in U \text {, hence } M \in \mathcal{S}^{*} \tag{29}
\end{equation*}
$$

Remark 5. Using the convex function $q(z)=\frac{1+z}{1-z}$ as the fuzzy best dominant in Theorem 1, sufficient conditions for the convexity of the operator $M(z)$ given by (7) can be obtained as a corollary.

Corollary 2. For $\beta, \gamma \in \mathbb{C}, \beta>1, \gamma>0$, let the fuzzy function $F: \mathbb{C} \rightarrow[0,1]$ given by (9) and consider a holomorphic function in $U$ given by the equation

$$
h(z)=\frac{(\beta-1)\left(1-z^{2}\right)+\gamma(1+z)^{2}}{(\beta-1)(1-z)^{2}+\gamma\left(1-z^{2}\right)}
$$

$h(0)=q(0)=1$, where function $q(z)=\frac{1+z}{1-z}$ is a univalent solution in $U$ which satisfies the fuzzy differential subordination

$$
\frac{|1+z|}{|1-z|+|1+z|} \leq \frac{\left|(\beta-1)\left(1-z^{2}\right)+\gamma(1+z)^{2}\right|}{\left|(\beta-1)(1-z)^{2}+\gamma\left(1-z^{2}\right)\right|+\left|(\beta-1)\left(1-z^{2}\right)+\gamma(1+z)^{2}\right|}
$$

i.e.,

$$
\frac{1+z}{1-z} \prec_{\mathcal{F}} \frac{(\beta-1)\left(1-z^{2}\right)+\gamma(1+z)^{2}}{(\beta-1)(1-z)^{2}+\gamma\left(1-z^{2}\right)}, \quad z \in U .
$$

Consider $\phi(u, v ; z)$ the confluent (or Kummer) hypergeometric operator given by (5), and the operator $M(z)$ given by (7).

If

$$
1+(\gamma-1) \frac{z \phi^{\prime}(u, v ; z)}{\phi(u, v ; z)}+\frac{(\gamma+1) z \phi^{\prime}(u, v ; z)+z^{2} \gamma \phi^{\prime \prime}(u, v ; z)}{\phi(u, v ; z)+\gamma z \phi^{\prime}(u, v ; z)}=E(u, v ; z)
$$

is analytic in $U$, and

$$
\begin{align*}
\frac{|E(u, v ; z)|}{1+|E(u, v ; z)|} \leq & \frac{\left|(\beta-1)\left(1-z^{2}\right)+\gamma(1+z)^{2}\right|}{\left|(\beta-1)(1-z)^{2}+\gamma\left(1-z^{2}\right)\right|+\left|(\beta-1)\left(1-z^{2}\right)+\gamma(1+z)^{2}\right|}  \tag{30}\\
& \text { i.e., } E(u, v ; z) \prec_{\mathcal{F}} \frac{(\beta-1)\left(1-z^{2}\right)+\gamma(1+z)^{2}}{(\beta-1)(1-z)^{2}+\gamma\left(1-z^{2}\right)},
\end{align*}
$$

then

$$
\frac{\left|1+\frac{z M^{\prime \prime}(z)}{M^{\prime}(z)}\right|}{1+\left|1+\frac{z M^{\prime \prime}(z)}{M^{\prime}(z)}\right|} \leq \frac{\left|\frac{1+z}{1-z}\right|}{1+\left|\frac{1+z}{1-z}\right|} \text { i.e., } 1+\frac{z M^{\prime \prime}(z)}{M^{\prime}(z)} \prec_{\mathcal{F}} \frac{1+z}{1-z}, z \in U \text {, or } M \in \mathcal{K}
$$

and $q(z)=\frac{1+z}{1-z}$ is the fuzzy best dominant.
Proof. Differentiating relation (14), from the proof of Theorem 1, we have

$$
\beta M^{\prime}(z)+z M^{\prime \prime}(z)=\beta \phi^{\gamma-1}(u, v ; z)\left[\phi(u, v ; z)+\gamma z \phi^{\prime}(u, v ; z)\right]
$$

which is equivalent to

$$
\begin{equation*}
M^{\prime}(z)\left[(\beta-1)+1+\frac{z M^{\prime \prime}(z)}{M^{\prime}(z)}\right]=\beta \phi^{\gamma-1}(u, v ; z)\left[\phi(u, v ; z)+\gamma z \phi^{\prime}(u, v ; z)\right] \tag{31}
\end{equation*}
$$

Let

$$
\begin{equation*}
1+\frac{z M^{\prime \prime}(z)}{M^{\prime}(z)}=p(z), z \in U, p(0)=1 \tag{32}
\end{equation*}
$$

By replacing (32) in (31) we obtain

$$
\begin{equation*}
M^{\prime}(z)[(\beta-1)+p(z)]=\beta \phi^{\gamma-1}(u, v ; z)\left[\phi(u, v ; z)+\gamma z \phi^{\prime}(u, v ; z)\right] . \tag{33}
\end{equation*}
$$

Differentiating relation (33) we get

$$
\frac{z M^{\prime \prime}(z)}{M^{\prime}(z)}+\frac{z p^{\prime}(z)}{\beta-1+p(z)}=(\gamma-1) \frac{z \phi^{\prime}(u, v ; z)}{\phi(u, v ; z)}+\frac{z(\gamma+1) \phi^{\prime}(u, v ; z)+z^{2} \gamma \phi^{\prime \prime}(u, v ; z)}{\phi(u, v ; z)+\gamma z \phi^{\prime}(u, v ; z)}
$$

After some computations, we have

$$
\begin{equation*}
1+\frac{z M^{\prime \prime}(z)}{M^{\prime}(z)}+\frac{z p^{\prime}(z)}{\beta-1+p(z)}=1+(\gamma-1) \frac{z \phi^{\prime}(u, v ; z)}{\phi(u, v ; z)}+\frac{z(\gamma+1) \phi^{\prime}(u, v ; z)+z^{2} \gamma \phi^{\prime \prime}(u, v ; z)}{\phi(u, v ; z)+\gamma z \phi^{\prime}(u, v ; z)} . \tag{34}
\end{equation*}
$$

Using relation (32) in (34) we can write

$$
\begin{equation*}
p(z)+\frac{z p^{\prime}(z)}{\beta-1+p(z)}=E(u, v ; z), z \in U . \tag{35}
\end{equation*}
$$

By considering (35) in (30), the following inequality emerges

$$
\begin{equation*}
\frac{\left|p(z)+\frac{z p^{\prime}(z)}{\beta-1+p(z)}\right|}{1+\left|p(z)+\frac{z p^{\prime}(z)}{\beta-1+p(z)}\right|} \leq \frac{\left|(\beta-1)\left(1-z^{2}\right)+\gamma(1+z)^{2}\right|}{\left|(\beta-1)(1-z)^{2}+\gamma\left(1-z^{2}\right)\right|+\left|(\beta-1)\left(1-z^{2}\right)+\gamma(1+z)^{2}\right|} \tag{36}
\end{equation*}
$$

In order to obtain the expected result, Lemma 1 will be used. For that, let $\psi$ : $\mathbb{C}^{2} \times U \rightarrow \mathbb{C}$, given by (21) and for $r=p(z)$ and $s=z p^{\prime}(z)$ from relation (35), we have

$$
\begin{equation*}
\psi\left(p(z), z p^{\prime}(z)\right)=E(u, v ; z), \quad z \in U \tag{37}
\end{equation*}
$$

Using (37) in (30), we get

$$
\begin{equation*}
\frac{\left|\psi\left(p(z), z p^{\prime}(z)\right)\right|}{1+\left|\psi\left(p(z), z p^{\prime}(z)\right)\right|} \leq \frac{\left|(\beta-1)\left(1-z^{2}\right)+\gamma(1+z)^{2}\right|}{\left|(\beta-1)(1-z)^{2}+\gamma\left(1-z^{2}\right)\right|+\left|(\beta-1)\left(1-z^{2}\right)+\gamma(1+z)^{2}\right|} \tag{38}
\end{equation*}
$$

Using Lemma 1, for $\delta=\beta-1, \omega=\gamma \neq 0$, we have

$$
\begin{equation*}
\psi\left(p(z), z p^{\prime}(z)\right) \prec_{\mathcal{F}} h(z)=\frac{(\beta-1)\left(1-z^{2}\right)+\gamma(1+z)^{2}}{(\beta-1)(1-z)^{2}+\gamma\left(1-z^{2}\right)} \tag{39}
\end{equation*}
$$

which, according to Lemma 1, implies

$$
\begin{equation*}
p(z) \prec_{\mathcal{F}} q(z)=\frac{1+z}{1-z}, z \in U . \tag{40}
\end{equation*}
$$

Using in (40) relation (32) we have

$$
\begin{equation*}
1+\frac{z M^{\prime \prime}(z)}{M^{\prime}(z)} \prec_{\mathcal{F}} q(z)=\frac{1+z}{1-z}, z \in U . \tag{41}
\end{equation*}
$$

Since $q$ is convex, relation (41) is equivalent to

$$
\begin{equation*}
\operatorname{Re}\left(1+\frac{z M^{\prime \prime}(z)}{M^{\prime}(z)}\right)>\operatorname{Re} \frac{1+z}{1-z}>0, z \in U, \text { hence } M \in \mathcal{K} . \tag{42}
\end{equation*}
$$

Remark 6. Using Lemma 3 and the convexity property proved for the operator $M(z)$, the following corollary can be stated giving the property of the integral operator $M(z)$ given by (7) to be starlike of order $\frac{1}{2}$.

Corollary 3. Let the operator $M(z)$ be given by (7). Then $M(z) \in \mathcal{K}$ implies $M(z) \in \mathcal{S}^{*}\left(\frac{1}{2}\right)$.
Proof. Since $\operatorname{Re}\left[1+\frac{z M^{\prime \prime}(z)}{M^{\prime}(z)}\right]>0$ using Lemma 3 we obtain $\operatorname{Re} \frac{z M^{\prime}(z)}{M(z)}>\frac{1}{2}$, hence $M \in$ $\mathcal{S}^{*}\left(\frac{1}{2}\right)$.

Remark 7. Using function $q(z)=\frac{1-2 z}{1+z}$ as fuzzy best dominant in Theorem 1 , we get the following corollary, which gives a sufficient condition for the operator $M(z)$ given by (7) to be convex of order $\left(-\frac{1}{2}\right)$.

Corollary 4. For $\beta, \gamma \in \mathbb{C}, \beta>1, \gamma>0$, let the fuzzy function $F: \mathbb{C} \rightarrow[0,1]$ given by (9) and consider the holomorphic function in $U$ given by the equation

$$
h(z)=\frac{(\beta-1)(1+z)(1-2 z)+(1-2 z)^{2}-3 z}{(\beta-1)(1+z)^{2}+(1-2 z)(1+z)}
$$

$h(0)=q(0)=1$, where function $q(z)=\frac{1-2 z}{1+z}$ is a univalent solution in $U$ which satisfies the fuzzy differential subordination

$$
\begin{gathered}
\frac{|1-2 z|}{|1+z|+|1-2 z|} \leq \\
\frac{\left|(\beta-1)(1+z)(1-2 z)+(1-2 z)^{2}-3 z\right|}{\left|(\beta-1)(1+z)^{2}+(1-2 z)(1+z)\right|+\left|(\beta-1)(1+z)(1-2 z)+(1-2 z)^{2}-3 z\right|} \\
\frac{1-2 z}{1+z} \prec_{\mathcal{F}} \frac{(\beta-1)(1+z)(1-2 z)+(1-2 z)^{2}-3 z}{(\beta-1)(1+z)^{2}+(1-2 z)(1+z)}, \quad z \in U .
\end{gathered}
$$

i.e.,

Consider the confluent (or Kummer) hypergeometric function $\phi(u, v ; z)$ given by (5), and the operator $M(z)$ given by (7).

If

$$
E(u, v ; z)=1+(\gamma-1) \frac{z \phi^{\prime}(u, v ; z)}{\phi(u, v ; z)}+\frac{(\gamma+1) z \phi^{\prime}(u, v ; z)+z^{2} \gamma \phi^{\prime \prime}(u, v ; z)}{\phi(u, v ; z)+\gamma z \phi^{\prime}(u, v ; z)}
$$

is analytic in $U$, and

$$
\begin{gathered}
\frac{|E(u, v ; z)|}{1+|E(u, v ; z)|} \leq \\
\frac{\left|(\beta-1)(1+z)(1-2 z)+(1-2 z)^{2}-3 z\right|}{\left|(\beta-1)(1+z)^{2}+(1-2 z)(1+z)\right|+\left|(\beta-1)(1+z)(1-2 z)+(1-2 z)^{2}-3 z\right|} \\
\text { i.e., } E(u, v ; z) \prec_{\mathcal{F}} \frac{(\beta-1)(1+z)(1-2 z)+(1-2 z)^{2}-3 z}{(\beta-1)(1+z)^{2}+(1-2 z)(1+z)},
\end{gathered}
$$

then

$$
\frac{\left|1+\frac{z M^{\prime \prime}(z)}{M^{\prime}(z)}\right|}{1+\left|1+\frac{z M^{\prime \prime}(z)}{M^{\prime}(z)}\right|} \leq \frac{\left|\frac{1-2 z}{1+z}\right|}{1+\left|\frac{1-2 z}{1+z}\right|} \text { i.e., } 1+\frac{z M^{\prime \prime}(z)}{M^{\prime}(z)} \prec_{\mathcal{F}} \frac{1-2 z}{1+z}, z \in U \text {, or } M \in \mathcal{K}\left(-\frac{1}{2}\right)
$$

and $q(z)=\frac{1-2 z}{1+z}$ is the fuzzy best dominant.
Proof. Using in (41) $q(z)=\frac{1-2 z}{1+z}$, the relation becomes

$$
\begin{equation*}
1+\frac{z M^{\prime \prime}(z)}{M^{\prime}(z)} \prec_{\mathcal{F}} \frac{1-2 z}{1+z}, z \in U . \tag{43}
\end{equation*}
$$

Since $\operatorname{Re}\left(\frac{z q^{\prime \prime}(z)}{q^{\prime}(z)}+1\right)=\operatorname{Re} \frac{1-z}{1+z}>0$, we have that $q$ is convex and $\operatorname{Re} \frac{1-2 z}{1+z}=-\frac{1}{2}$. Then relation (43) is equivalent to

$$
\begin{equation*}
\operatorname{Re}\left(1+\frac{z M^{\prime \prime}(z)}{M^{\prime}(z)}\right)>\operatorname{Re} \frac{1-2 z}{1+z}>-\frac{1}{2}, z \in U, \text { hence } M \in \mathcal{K}\left(-\frac{1}{2}\right) \tag{44}
\end{equation*}
$$

Remark 8. Using Corollary 4 we next prove that the operator $M(z)$ given by (7) is close-to-convex in $U$.

Theorem 2. Let $M(z)$ be given by (7) satisfying the condition $\operatorname{Re}\left(1+\frac{z M^{\prime \prime}(z)}{M^{\prime}(z)}\right)>-\frac{1}{2}, z \in U$. Then $M(z)$ is close-to-convex.

Proof. For obtaining the desired result, Lemma 2 is applied. We calculate

$$
\int_{\theta_{1}}^{\theta_{2}} \operatorname{Re}\left(1+\frac{z M^{\prime \prime}(z)}{M^{\prime}(z)}\right) d \theta=\int_{\theta_{1}}^{\theta_{2}}-\frac{1}{2} d \theta=-\left.\frac{1}{2} \theta\right|_{\theta_{1}} ^{\theta_{2}}=-\frac{1}{2}\left(\theta_{2}-\theta_{1}\right)>-\frac{1}{2} 2 \pi=-\pi .
$$

From Lemma 2, this means that $M(z) \in \mathcal{C}$.
Example 1. Let $u=-1, v=\frac{1}{3}, \phi\left(-1, \frac{1}{3} ; z\right)=1+3 i z$, and
$\frac{z \phi^{\prime}\left(-1, \frac{1}{3} ; z\right)}{\phi\left(-1, \frac{1}{3} ; z\right)}=\frac{3 i z}{1+3 i z}=1-\frac{1-3 \sin \alpha-3 i \cos \alpha}{10-6 \sin \alpha}$.
For $\beta=2, \gamma=1$, we calculate

$$
M(z)=\frac{2}{z} \int_{0}^{z}(1+3 i t) t d t=\frac{2}{z}\left(\frac{z^{2}}{2}+i z^{3}\right)=z+2 i z^{2}
$$

and $\frac{z M^{\prime}(z)}{M(z)}=1+\frac{2 i z}{1+2 i z}$.
Using Corollary 1, we have:
Let $\beta=2, \gamma=1$, fuzzy function $F(z)=\frac{|z|}{1+|z|}, z \in U$, and $h(z)=\frac{1-2 z}{1+z}, h(0)=1$, with univalent solution $q(z)=\frac{1-z}{1+z}, z \in U$, which satisfy the fuzzy differential subordination

$$
\frac{|1-z|}{|1+z|+|1-z|} \leq \frac{|1-2 z|}{|1+z|+|1-2 z|} \text {, i.e., } q(z)=\frac{1-z}{1+z} \prec_{\mathcal{F}} \frac{1-2 z}{1+z}=h(z) \text {, }
$$

and $\phi\left(-1, \frac{1}{3} ; z\right)=1+3 i z$, Kummer hypergeometric function.
If $\frac{1+6 i z}{1+3 i z}$ is holomorphic in $U$, and

$$
\frac{|1+6 i z|}{|1+3 i z|+|1+6 i z|} \leq \frac{|1-2 z|}{|1+z|+|1-2 z|} \text {, i.e., } \frac{1+6 i z}{1+3 i z} \prec_{\mathcal{F}} \frac{1-2 z}{1+z},
$$

then

$$
\frac{|3 i z|}{|1+3 i z|+|3 i z|} \leq \frac{|1-z|}{|1+z|+|1-z|} \text {, i.e., } \frac{3 i z}{1+3 i z} \prec_{\mathcal{F}} \frac{1-z}{1+z}, z \in U \text {. }
$$

In

$$
\begin{aligned}
& \operatorname{Re} \frac{z \phi^{\prime}\left(-1, \frac{1}{3} ; z\right)}{\phi\left(-1, \frac{1}{3} ; z\right)}=\operatorname{Re}\left(1-\frac{1-3 \sin \alpha-3 i \cos \alpha}{10-6 \sin \alpha}\right)=1-\frac{1-3 \sin \alpha}{10-6 \sin \alpha} \\
& =\frac{10-6 \sin \alpha-1+3 \sin \alpha}{4+6(1-\sin \alpha)}=\frac{9-3 \sin \alpha}{4+6(1-\sin \alpha)}=\frac{6+3(1-\sin \alpha)}{4+6(1-\sin \alpha)}>0
\end{aligned}
$$

## 4. Conclusions

Since the study of operators using the fuzzy differential subordination theory presents interest at this time, and many new and interesting results have been obtained recently, the research regarding this topic is further conducted in this paper. A new hypergeometric integral operator $M(z)$ is introduced in this paper in relation (7) by using a confluent (or Kummer) hypergeometric function and, having as inspiration, the operator studied by Miller, Mocanu and Reade in 1978 [28] and taking specific values for parameters $\beta, \gamma, \alpha, \delta$
involved in its definition. Using the notion of fuzzy differential subordination and results related to it, in the first theorem proved, the fuzzy best dominant of a certain fuzzy differential subordination is given. Using particular functions as fuzzy best dominants, several corollaries are stated, giving sufficient conditions for the operator $M(z)$ to be starlike, convex, starlike of order $\frac{1}{2}$ and convex of order $\left(-\frac{1}{2}\right)$, respectively. The second theorem proved shows the property of the operator $M(z)$ to be close-to-convex. For further study, the properties already proved, related to starlikeness and convexity of the operator $M(z)$, could inspire applications in introducing special classes of analytic functions. The operator could also be studied using the dual theory of fuzzy differential superordination, possibly obtaining sandwhich-type theorems, connecting with the present results a usual outcome in geometric function theory. Since particular values for parameters have been used for defining this operator, it might be interesting to try using other values for obtaining certain potentially interesting operators. It being well-known how hypergeometric functions have numerous applications in physics, engineering and statistics, applications of the operators involving those functions could prove useful in other disciplines. The theory of fuzzy differential subordination is still very new and one cannot predict what applications in real life or other scientific domains it might have. Those are subjects for investigation in long-term future studies.
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#### Abstract

Multigranulation rough set (MGRS) based on soft relations is a very useful technique to describe the objectives of problem solving. This MGRS over two universes provides the combination of multiple granulation knowledge in a multigranulation space. This paper extends the concept of fuzzy set Shabir and Jamal in terms of an intuitionistic fuzzy set (IFS) based on multi-soft binary relations. This paper presents the multigranulation roughness of an IFS based on two soft relations over two universes with respect to the aftersets and foresets. As a result, two sets of IF soft sets with respect to the aftersets and foresets are obtained. These resulting sets are called lower approximations and upper approximations with respect to the aftersets and with respect to the foresets. Some properties of this model are studied. In a similar way, we approximate an IFS based on multi-soft relations and discuss their some algebraic properties. Finally, a decision-making algorithm has been presented with a suitable example.
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## 1. Introduction

In our real world, many problems naturally involve uncertainty. This uncertainty can be observed in several fields, such as environmental science, medical science, economics and engineering. Researchers are active and interested to address uncertainty. In this respect, many theories have been presented, such as the probability theory, fuzzy set (FS) theory, rough set (RS) theory, intuitionistic fuzzy set (IFS) theory and soft set (SS) theory etc.

Fuzzy set (FS) proposed by Zadeh in [1] is a framework to address partial truth, uncertainty and impreciseness. Zadeh's FS is a very crucial, innovative and ingenious set because of its importance in multiple research dimensions. Often, we are encountered by ill-defined situations which are addressed through quantitative expressions. To evaluate better results from these critical situations, the FS is much useful by using qualitative expressions due to its degree of membership. The FS represents degree of membership for each element of the universe of a discourse to a subset of it, and later on, Attanassov presented intuitionistic fuzzy set (IFS) [2] which avails the opportunity to model the problem precisely based on the observations and treat more accurately to uncertainty quantification. Attanassov discussed the literature based on theory and fundamentals of IFSs in [3]. An IFS is a very useful concept with its applications in many different fields, such as electoral system, market prediction, machine learning, pattern recognition, career determination and medical diagnosis [4]. The description in terms of membership degree only in many cases is insufficient because the presence of non-membership degree is helpful to deal with uncertainty in good manner.

Molodtsov [5] presented an untraditional approach known as soft set (SS) theory for handling the vagueness and uncertainty. A collection of approximate descriptions of an element in terms of parameters by a set-valued map is known as a soft set. This theory has become a successful approach to different problems in different fields due to its rich operations. In decision-making problems, this is an applicable tool using the RSs [6]. Many researchers hybridized the models of SSs with different applicable theories [7-9]. Maji et al. defined Fuzzy SS (FSS) and Intuitionistic fuzzy soft set (IFSS) [10,11]. After that, several extensions of SSs have been presented, such as the vague SS [12], the soft RS (SRS) [13,14], the generalized FSS [15], the trapezoidal FSS [16], interval-valued FSS [17]. Agarwal built a framework of the generalized IFSS [18]. Feng et al. [19] pointed out some errors in generalized IFSS [18] and rebuilt the generalized IFSS. Many authors combined the concepts of IFSs and fuzzy RSs (FRSs). Samanta and Mondal [20] presented the IF rough set (IFRS) model. In [21], the combination of RS and FS has been studied. To overcome the unnaturalness of FRSs, Sang et al. [22] proposed a newly defined IFRS model.

Pawlak presented rough sets (RSs) to deal with incomplete data, vagueness and uncertainty $[6,23]$. To solve different problems based on incomplete data, many researchers showed interest in RSs. The RS theory is an untraditional technique to discuss data investigation, representation of vague or inexact data and reasoning based reduction of vague data [24]. Recently, researchers have investigated RSs in the light of dataset features, varieties of remedy and procedure control. Many extensions of RSs have been presented for many requirements, such as the RS model based on reflexive relations, equivalence relations and tolerance relations, FRS model, SRS model and rough FS (RFS) model [25-27]. As it is commonly known, many problems have different universes of discourse [28], such as the objections of customers and their solutions in enterprise management, the characteristics of customers and the features of products in personalized marketing, the mechanical defects and their solutions in machine diagnosis, the symptoms of diseases and drugs in diseased diagnosis. To formalize these problems, the RS models have been generalized over two universes [29-31]. Pie et al. [32] built a framework of the RS model on algebraic characteristics over two universes. According to the inter-relationship between two universes, Liu et al. [33] connected the graded RS with appropriate parameters. Ma and Sun [34] proposed a framework of probability RS to deal with impreciseness [19,35].

Granular computing is very useful to describe the objectives of a problem solving through multiple binary relations [36]. Under a single granulation, a set is characterized by lower and upper approximations in the light of granular computing. By using multiple equivalence relations, multigranulation rough set (MGRS) approximations have been investigated. Rauszer [37] presented a framework of a multi-agent system based on an equivalence relation where each agent has its own knowledge base. Khan and Banerjee $[38,39]$ considered the agent as a "source" in a more general setting but many other scholars considered "agent" as granulation [40-42]. Khan et al. [38,39] presented two approximation operators in terms of multiple source approximation system [35]. In the same sense, Qian et al. [43] presented the MGRS theory. There are two types of MGRS, named optimistic MGRS (OMGRS) and pessimistic MGRS (PMGRS) [41]. Later, many extensions of MGRS have been presented by different authors [44,45]. The real dataset involving multiple and overlapping knowledge has been dealt with by presenting MGRS and covering RSs. These two special models have been generalized as many hybrid models such as covering MGRS [43] and MGRS based on multiple equivalence relations [41] etc. Liu et al. [46] used a covering approximation space and presented four types of covering MGRS models. Later on, Xu et al. presented a covering MGRS based on order relations [47], fuzzy compatible relations [48] and generalized relations [49] by relaxing the conditions of equivalence relations. After that, many researchers proposed different MGRS models according to different dataset needs. Dou et al. [50] presented a useful MGRS model for variable-precision and discussed its properties. Ju et al. [51] proposed a heuristic algorithm using their newly defined variable-precision MGRS model for computing reduction. Feng et al. [52] presented a three-way decision-based type-1 variable-precision multigranulation decision-theoretic
fuzzy rough set [53]. In management science and various professional fields, the MGRS showed its importance and extensions of MGRS have made their role with respect to the nature of problems [54-58]. Qian et al. discussed the risk attitudes by presenting OMGRS and PMGRS models using multiple binary relations. Huang et al. [59] combined MGRS and IFS and presented an IFMGRS model. Pang et al. [60] combined MGRS with three-way decision making and proposed a multi-criteria decision-making (MCGDM) model. Different experts have different experiences and expertises to solve different decision-making problems. Better decisions can be made by taking opinions of multiple experts compared with taking one expert's opinion only. In view of this logic, Zadeh [36] introduced granular computing knowledge through multiple relations. Sun and Ma [61] proposed the MGRS model over two universes. For selective dataset approximation, Tan et al. [35] presented the MGRS model with granularity selection algorithm [56]. Xu et al. [62] combined Pawlak RS model, FRS model and MGRS model in terms of granular computing and proposed multigranulation fuzzy rough set (MGFRS) model. Recently, Shabir et al. [63] proposed a useful model of MGRS with multi-soft binary relations. After that, Shabir et al. [64] extended that optimistic MGRS in terms of FS which is called optimistic multigranulation fuzzy rough set (OMGFRS). The existing MGRS models have obvious disadvantages regarding FSs.

1. The existing MGRS models with FSs are unable to manage the real life situations where only degree of membership is discussed;
2. Decision experts have hesitation to make better decision due to no consideration of their own subjective consciousness.
To manage these above critical situations, we extended the model of MGFRS based on soft binary relations in [64] in terms of IFS. We used IFSs instead of FSs to present an optimistic multigranulation intuitionistic fuzzy rough set (OMGIFRS) model.

The organization of the remaining paper is as follows. In Section 2, some basic definitions and fundamental concepts of FS, IFS, RS, SS, FRS, IFSS, MGRS, and soft relation are given. Section 3 presents the optimistic granulation roughness of an IFS based on two soft relations over two universes with their basic properties and examples. OMGIFRS over two universes and their properties are discussed in Section 4. Section 5 presents the decision making algorithm with a practical example about decision making problems. In Section 6, we made a comparison of our proposed model with other existing theories. Finally, we conclude our research work in Section 7.

## 2. Preliminaries and Basic Concepts

In this section, some fundamental notions about IFS, RS, MGRS, SS, soft binary relation, and IFSS are given. Throughout this paper, $U_{1}$ and $U_{2}$ represent two non-empty finite sets unless stated otherwise.

Definition 1 ([2]). Let $U$ be a non-empty universe. An IFS B in the universe $U$ is an object having the form $B=\left\{\left\langle x, \mu_{B}(x), \gamma_{B}(x)\right\rangle: x \in U\right\}$, where $\mu_{B}: U \rightarrow[0,1]$ and $\gamma_{B}: U \rightarrow[0,1]$ satisfying $0 \leq \mu_{B}(x)+\gamma_{B}(x) \leq 1$ for all $x \in U$. The values $\mu_{B}(x)$ and $\gamma_{B}(x)$ are called degree of membership and degree of non-membership of $x \in U$ to $B$, respectively. The number $\pi_{B}(x)=1-\mu_{B}(x)-\gamma_{B}(x)$ is called the degree of hesitancy of $x \in U$ to $B$. The collection of all IFSs in $U$ is denoted by $\operatorname{IF}(U)$. In the remaining paper, we shall write an IFS by $B=\left\langle\mu_{B}, \gamma_{B}\right\rangle$ instead of $B=\left\{\left\langle x, \mu_{B}(x), \gamma_{B}(x)\right\rangle: x \in U\right\}$. Let $B=\left\langle\mu_{B}, \gamma_{B}\right\rangle$ and $B_{1}=\left\langle\mu_{B_{1}}, \gamma_{B_{1}}\right\rangle$ be two IFSs in $U$. Then, $B \subseteq B_{1}$ if and only if $\mu_{B}(x) \leq \mu_{B_{1}}(x)$ and $\gamma_{B_{1}}(x) \leq \gamma_{B}(x)$ for all $x \in U$. Two IFSs $B$ and $B_{1}$ are said to be equal if and only if $B \subseteq B_{1}$ and $B_{1} \subseteq B$.

Definition 2 ([2]). The union and intersection of two IFSs $B$ and $B_{1}$ in $U$ are denoted and defined by $B \cup B_{1}=\left\langle\mu_{B} \cup \mu_{B_{1}}, \gamma_{B} \cap \gamma_{B_{1}}\right\rangle$ and $B \cap B_{1}=\left\langle\mu_{B} \cap \mu_{B_{1}}, \gamma_{B} \cup \gamma_{B_{1}}\right\rangle$ where $\left(\mu_{B} \cup \mu_{B_{1}}\right)(x)=$ $\sup \left\{\mu_{B}(x), \mu_{B_{1}}(x)\right\},\left(\gamma_{B} \cap \gamma_{B_{1}}\right)(x)=\inf \left\{\gamma_{B}(x), \gamma_{B_{1}}(x)\right\},\left(\mu_{B} \cap \mu_{B_{1}}\right)(x)=\inf \left\{\mu_{B}(x)\right.$, $\left.\mu_{B_{1}}(x)\right\},\left(\gamma_{B} \cup \gamma_{B_{1}}\right)(x)=\sup \left\{\gamma_{B}(x), \gamma_{B_{1}}(x)\right\}$, for all $x \in U$.

Next, we define two special types of IFSs as:

The IF universe set $U=1_{U}=<1,0>$ and IF empty set $\Phi=0_{U}=<0,1>$, where $1(x)=1$ and $0(x)=0$ for all $x \in U$. The complement of an IFS $B=<\mu, \gamma>$ is denoted and defined as $B^{c}=\langle\gamma, \mu\rangle$. See Table 1 for acronyms.

Table 1. List of acronyms.

| Acronyms | Representations |
| :--- | :--- |
| FSs | Fuzzy sets |
| IFSs | Intuitionistic fuzzy sets |
| RSs | Rough sets |
| SSs | Soft sets |
| FSSs | Fuzzy soft sets |
| IFSSs | Intuitionistic fuzzy soft sets |
| SRSs | Soft rough sets |
| IFRSs | Intuitionistic fuzzy rough sets |
| FRSs | Fuzzy rough sets |
| RFSs | Rough fuzzy sets |
| MGRS | Multigranulation rough set |
| OMGRS | Optimistic multigranulation rough set |
| PMGRS | Pessimistic multigranulation rough set |
| IFMGRS | Intuitionistic fuzzy multigranulation rough set |
| MCGDM | Multi-critria group decision making |
| OMGFRS | Optimistic multigranulation fuzzy rough set |
| OMGIFRS | Optimistic multigranulation intuitionistic fuzzy rough set |
| IFN | Intuitionistic fuzzy number |
| IFV | Intuitionistic fuzzy value |

For a fixed $x \in U$, the pair $\left(\mu_{B}(x), \gamma_{B}(x)\right)$ is called intuitionistic fuzzy value (IFV) or intuitionistic fuzzy number (IFN). In order to define the order between two IFNs, Chen and Tan [65] introduced the score function as $S(x)=\mu_{B}(x)-\gamma_{B}(x)$ and Hong and Choi [66] defined the accuracy function as $H(x)=\mu_{B}(x)+\gamma_{B}(x)$, where $x \in U$. Xu [62,67] used both the score and accuracy functions to form the order relation between any pair of IFVs $(x, y)$ as given below:
(a) if $S(x)>S(y)$, then $x>y$;
(b) if $S(x)=S(y)$, then
(1) if $H(x)=H(y)$, then $x=y$;
(2) if $H(x)<H(y)$, then $x<y$.

Definition 3 ([6]). Let $\sigma$ be an equivalence relation on a universe $U$. For any $M \subseteq U$, the Pawlak lower and upper approximations of $M$ with respect to $\sigma$ are defined by

$$
\begin{aligned}
\underline{\sigma}(M) & =\left\{u \in U:[u]_{\sigma} \subseteq M\right\} \\
\bar{\sigma}(M) & =\left\{u \in U:[u]_{\sigma} \cap M \neq \varnothing\right\}
\end{aligned}
$$

where $[u]_{\sigma}$ is the equivalence class of $u$ with respect to $\sigma$. The set $B M_{\sigma}=\bar{\sigma}(M)-\underline{\sigma}(M)$ is the boundary region of $M \subseteq U$. If $B M_{\sigma}(M)=\varnothing$, then $M$ is defineable (exact), otherwise, $M$ is rough with respect to $\sigma$.

Qian et al. [40] extended the Pawlak rough set model to the MGRS model, where the set approximations are defined by using multi-equivalence relations on a universe.

Definition 4 ([40]). Let $\sigma_{1}, \sigma_{2}, \sigma_{3}, \ldots, \sigma_{n}$ be $n$ equivalence relations on a universe $U$. For any $M \subseteq U$, the Pawlak lower and upper approximations of $M$ are defined by

$$
\begin{aligned}
& \underline{M}_{\Sigma_{i=1}^{n} \sigma_{i}}=\left\{u \in U:[u]_{\sigma_{i}} \subseteq M \text { for some } i, 1 \leq i \leq n\right\}, \\
& \bar{M}^{\sum_{i=1}^{n} \sigma_{i}}=\left(\underline{M^{c}} \Sigma_{i=1}^{n} \sigma_{i}\right)^{c},
\end{aligned}
$$

where $[u]_{\sigma_{i}}$ is the equivalence class of $u$ with respect to $\sigma_{i}$.
Definition 5 ([5]). A pair $(F, A)$ is called an SS over U if $F$ is a mapping given by $F: A \rightarrow P(U)$, where $A$ is a subset of $E$ (the set of parameters) and $P(U)$ is the power set of $U$. Thus, $F(e)$ is a subset of $U$ for all $e \in A$. Hence, a SS over $U$ is a parameterized collection of subsets of $U$.

Definition 6 ([68]). Let $(\sigma, A)$ be an SS over $U_{1} \times U_{1}$. Then, $(\sigma, A)$ is called a soft binary relation on $U_{1}$. In fact, $(\sigma, A)$ is a parameterized collection of binary relations on $U_{1}$, that is, we have a binary relation $\sigma(e)$ on $U_{1}$ for each parameter $e \in A$.

Li et al. [69] presented the generalization of the soft binary relation over $U_{1}$ to $U_{2}$, as follows.

Definition 7 ([69]). A soft binary relation $(\sigma, A)$ from $U_{1}$ to $U_{2}$ is an SS over $U_{1} \times U_{2}$, that is, $\sigma: A \rightarrow P\left(U_{1} \times U_{2}\right)$, where $A$ is a subset of the set of parameters $E$.

Of course, $(\sigma, A)$ is a parameterized collection of binary relations from $U_{1}$ to $U_{2}$. That is, for each $e \in A$, we have a binary relation $\sigma(e)$ from $U_{1}$ to $U_{2}$.

Definition $8([11])$. A pair $(F, A)$ is called an IFSS over $U$ if $F$ is a mapping given by $F: A \rightarrow$ $\operatorname{IF}(U)$ and $A$ is a subset of $E$ (the set of parameters). Thus, $F(e)$ is an IFS in $U$ for all $e \in A$. Hence, an IFSS over $U$ is a parameterized collection of IF sets in $U$.

Definition 9 ([11]). For two IFSSs $(F, A)$ and $(G, B)$ over a common universe $U$, we say that $(F, A)$ is an IF soft subset of $(G, B)$ if $(1) A \subseteq B$ and (2) $F(e)$ is an IF subset of $G(e)$ for all $e \in A$. Two IFSSs $(F, A)$ and $(G, B)$ over a common universe $U$ are said to be IF soft equal if $(F, A)$ is an IF soft subset of $(G, B)$ and $(G, B)$ is an IF soft subset of $(F, A)$. The union of two IFSSs $(F, A)$ and $(G, A)$ over the common universe $U$ is the IFSS $(H, A)$, where $H(e)=F(e) \cup G(e)$ for all $e \in A$. The intersection of two IFSSs $(F, A)$ and $(G, A)$ over the common universe $U$ is the IFSS $(K, A)$, where $K(e)=F(e) \cap G(e)$ for all $e \in A$.

Definition 10 ([70]). Let $(\sigma, A)$ be a soft binary relation from $U_{1}$ to $U_{2}$ and $B=\left\langle\mu_{B}, \gamma_{B}\right\rangle$ be an IFS in $U_{2}$. Then, lower approximation $\underline{\sigma}^{B}=\left(\underline{\sigma}^{\mu_{B}}, \underline{\sigma}^{\gamma_{B}}\right)$ and upper approximation $\bar{\sigma}^{B}=\left(\bar{\sigma}^{\mu_{B}}, \bar{\sigma}^{\gamma_{B}}\right)$ of $B=\left\langle\mu_{B}, \gamma_{B}\right\rangle$ with respect to aftersets are defined as follows:

$$
\begin{aligned}
& \underline{\sigma}^{\mu_{B}}(e)\left(u_{1}\right)=\left\{\begin{array}{cc}
\wedge_{a \in u_{1} \sigma(e)} \mu_{B}(a) & \text { if } u_{1} \sigma(e) \neq \varnothing ; \\
1 & \text { if } u_{1} \sigma(e)=\varnothing ;
\end{array}\right. \\
& \underline{\sigma}^{\gamma_{B}}(e)\left(u_{1}\right)=\left\{\begin{array}{cc}
\vee_{a \in u_{1} \sigma(e)} \gamma_{B}(a) & \text { if } u_{1} \sigma(e) \neq \varnothing ; \\
0 & \text { if } u_{1} \sigma(e)=\varnothing ;
\end{array}\right.
\end{aligned}
$$

and

$$
\begin{aligned}
& \bar{\sigma}^{\mu_{B}}(e)\left(u_{1}\right)=\left\{\begin{array}{cc}
\vee_{a \in u_{1} \sigma(e)} \mu_{B}(a) & \text { if } u_{1} \sigma(e) \neq \varnothing ; \\
0 & \text { if } u_{1} \sigma(e)=\varnothing
\end{array}\right. \\
& \bar{\sigma}^{\gamma_{B}}(e)\left(u_{1}\right)=\left\{\begin{array}{cc}
\wedge_{a \in u_{1} \sigma(e)} \gamma_{B}(a) & \text { if } u_{1} \sigma(e) \neq \varnothing ; \\
1 & \text { if } u_{1} \sigma(e)=\varnothing
\end{array}\right.
\end{aligned}
$$

where $u_{1} \sigma(e)=\left\{a \in U_{2}:\left(u_{1}, a\right) \in \sigma(e)\right\}$ and is called the afterset of $u_{1}$ for $u_{1} \in U_{1}$ and $e \in A$.

- $\quad \underline{\sigma}^{\mu_{B}}(e)\left(u_{1}\right)$ indicates the degree to which $u_{1}$ definitely has the property $e$;
- $\quad \underline{\sigma}^{\gamma_{B}}(e)\left(u_{1}\right)$ indicates the degree to which $u_{1}$ probably does not have the property $e$;
- $\bar{\sigma}^{\mu_{B}}(e)\left(u_{1}\right)$ indicates the degree to which $u_{1}$ probably has the property $e$;
- $\bar{\sigma}^{\gamma_{B}}(e)\left(u_{1}\right)$ indicates the degree to which $u_{1}$ definitely does not have the property $e$.

Definition 11 ([70]). Let $(\sigma, A)$ be a soft binary relation from $U_{1}$ to $U_{2}$ and $B=\left\langle\mu_{B}, \gamma_{B}\right\rangle$ be an IFS in $U_{1}$. Then, lower approximation ${ }^{B} \underline{\sigma}=\left({ }^{\mu_{B}} \underline{\sigma},{ }^{\gamma_{B}} \underline{\sigma}\right)$ and upper approximation ${ }^{B} \bar{\sigma}=\left({ }^{\mu_{B}} \bar{\sigma}, \gamma_{B} \bar{\sigma}\right)$ of $B=\left\langle\mu_{B}, \gamma_{B}\right\rangle$ with respect to foresets are defined as follows:

$$
\begin{aligned}
& \mu_{B} \underline{\sigma}(e)\left(u_{2}\right)=\left\{\begin{array}{cc}
\wedge_{a \in \sigma(e) u_{2}} \mu_{B}(a) & \text { if } \sigma(e) u_{2} \neq \varnothing ; \\
1 & \text { if } \sigma(e) u_{2}=\varnothing ;
\end{array}\right. \\
& { }^{\gamma_{B}} \underline{\sigma}(e)\left(u_{2}\right)=\left\{\begin{array}{cc}
\vee_{a \in \sigma(e) u_{2}} \gamma_{B}(a) & \text { if } \sigma(e) u_{2} \neq \varnothing ; \\
0 & \text { if } \sigma(e) u_{2}=\varnothing ;
\end{array}\right.
\end{aligned}
$$

and

$$
\begin{aligned}
& \mu_{B} \bar{\sigma}(e)\left(u_{2}\right)=\left\{\begin{array}{cc}
\vee_{a \in \sigma(e) u_{2}} \mu_{B}(a) & \text { if } \sigma(e) u_{2} \neq \varnothing ; \\
0 & \text { if } \sigma(e) u_{2}=\varnothing ;
\end{array}\right. \\
& \gamma_{B} \bar{\sigma}(e)\left(u_{2}\right)=\left\{\begin{array}{cc}
\wedge_{a \in \sigma(e) u_{2}} \gamma_{B}(a) & \text { if } \sigma(e) u_{2} \neq \varnothing ; \\
1 & \text { if } \sigma(e) u_{2}=\varnothing,
\end{array}\right.
\end{aligned}
$$

where $\sigma(e) u_{2}=\left\{a \in U_{1}:\left(a, u_{2}\right) \in \sigma(e)\right\}$ and is called the foreset of $u_{2}$ for $u_{2} \in U_{2}$ and $e \in A$.
Of course, $\underline{\sigma}^{B}: A \rightarrow \operatorname{IF}\left(U_{1}\right), \bar{\sigma}^{B}: A \rightarrow \operatorname{IF}\left(U_{1}\right)$ and ${ }^{B} \underline{\sigma}: A \rightarrow \operatorname{IF}\left(U_{2}\right),{ }^{B} \bar{\sigma}: A \rightarrow$ $I F\left(U_{2}\right)$.

Theorem 1 ([70]). Let $(\sigma, A)$ be a soft binary relation from $U_{1}$ to $U_{2}$, that is $\sigma: A \rightarrow P\left(U_{1} \times U_{2}\right)$. For any IFSs $B=\left\langle\mu_{B}, \gamma_{B}\right\rangle, B_{1}=\left\langle\mu_{B_{1}}, \gamma_{B_{1}}\right\rangle$ and $B_{2}=\left\langle\mu_{B_{2}}, \gamma_{B_{2}}\right\rangle$ of $U_{2}$, the following are true:
(1) If $B_{1} \subseteq B_{2}$ then $\underline{\sigma}^{B_{1}} \subseteq \underline{\sigma}^{B_{2}}$;
(2) If $B_{1} \subseteq B_{2}$ then $\bar{\sigma}^{B_{1}} \subseteq \bar{\sigma}^{B_{2}}$;
(3) $\underline{\sigma}^{B_{1}} \cap \underline{\sigma}^{B_{2}}=\underline{\sigma}^{B_{1} \cap B_{2}}$;
(4) $\bar{\sigma}^{B_{1}} \cap \bar{\sigma}^{B_{2}} \supseteq \bar{\sigma}^{B_{1} \cap B_{2}}$;
(5) $\underline{\sigma}^{B_{1}} \cup \underline{\sigma}^{B_{2}} \subseteq \underline{\sigma}^{B_{1} \cup B_{2}}$;
(6) $\bar{\sigma}^{B_{1}} \cup \bar{\sigma}^{B_{2}}=\bar{\sigma}^{B_{1} \cup B_{2}}$;
(7) $\underline{\sigma}^{1 u_{2}}=1 U_{1}$ if $u_{1} \sigma(e) \neq \varnothing$;
(8) $\bar{\sigma}^{1 u_{2}}=1 U_{1}$ if $u_{1} \sigma(e) \neq \varnothing$;
(9) $\quad \underline{v}^{B}=\left(\bar{\sigma}^{B^{c}}\right)^{c}$ if $u_{1} \sigma(e) \neq \varnothing$;
(10) $\bar{\sigma}^{B}=\left(\underline{\sigma}^{B^{c}}\right)^{c}$ if $u_{1} \sigma(e) \neq \varnothing$;
(11) $\underline{\sigma}^{0_{u_{2}}}=0_{U_{1}}=\bar{\sigma}^{0 u_{2}}$ if $u_{1} \sigma(e) \neq \varnothing$.

Theorem 2 ([70]). Let $(\sigma, A)$ be a soft binary relation from $U_{1}$ to $U_{2}$, that is $\sigma: A \rightarrow P\left(U_{1} \times U_{2}\right)$. For any IFSs $B=\left\langle\mu_{B}, \gamma_{B}\right\rangle, B_{1}=\left\langle\mu_{B_{1}}, \gamma_{B_{1}}\right\rangle$ and $B_{2}=\left\langle\mu_{B_{2}}, \gamma_{B_{2}}\right\rangle$ of $U_{1}$, the following are true:
(1) If $B_{1} \subseteq B_{2}$, then ${ }^{B_{1}} \underline{\sigma} \subseteq{ }^{B_{2}} \underline{\sigma}$;
(2) If $B_{1} \subseteq B_{2}$, then ${ }^{B_{1}} \bar{\sigma} \subseteq{ }^{B_{2}} \bar{\sigma}$;
(3) ${ }^{B_{1}} \underline{\sigma} \cap \cap^{B_{2}} \underline{\sigma}={ }^{B_{1} \cap B_{2}} \underline{\sigma}$;
(4) $B_{1} \bar{\sigma} \cap^{B_{2}} \bar{\sigma} \supseteq^{B_{1} \cap B_{2}} \bar{\sigma}$;
(5) ${ }^{B_{1}} \underline{\sigma} \cup^{B 2} \underline{\sigma} \subseteq{ }^{B_{1} \cup B_{2}} \underline{\sigma}$;
(6) $B_{1} \bar{\sigma} \cup^{B_{2}} \bar{\sigma}={ }^{B_{1} \cup B_{2}} \bar{\sigma}$;
(7) $\underline{\sigma}^{1 u_{1}}=1_{U_{2}}$ if $u_{2} \sigma(e) \neq \varnothing$;
(8) $\bar{\sigma}^{1 u_{1}}=1_{U_{2}}$ if $u_{2} \sigma(e) \neq \varnothing$;
(9) ${ }^{B} \underline{\sigma}=\left(B^{c} \bar{\sigma}\right)^{c}$ if $u_{2} \sigma(e) \neq \varnothing$;
(10) ${ }^{B} \bar{\sigma}=\left({ }^{B^{c}} \underline{\sigma}\right)^{c}$ if $u_{2} \sigma(e) \neq \varnothing$;
(11) ${ }^{0} u_{1} \underline{\sigma}=0_{U_{2}}={ }^{0} U_{1} \bar{\sigma}$.

## 3. Roughness of an Intuitionistic Fuzzy Set by Two Soft Relations

In this section, we discuss the optimistic roughness of an IFS by two soft binary relations from $U_{1}$ to $U_{2}$. We approximate an IFS of universe $U_{2}$ in universe $U_{1}$ and an IFS of $U_{1}$ in $U_{2}$ by using aftersets and foresets of soft binary relations, respectively. In this way, we obtain two IFSSs corresponding to IFSs in $U_{2}\left(U_{1}\right)$. We also study some properties of these approximations.

Definition 12. Let $U_{1}$ and $U_{2}$ be two non-empty sets, $\left(\sigma_{1}, A\right)$ and $\left(\sigma_{2}, A\right)$ be two soft binary relations from $U_{1}$ to $U_{2}$ and $B=\left\langle\mu_{B}, \gamma_{B}\right\rangle$ be an IFS in $U_{2}$. Then, the optimistic lower approximation ${\underline{\sigma_{1}}+\sigma_{2}}_{0}^{B}=\left(\underline{\sigma_{1}+\sigma_{2}}{ }_{0}^{\mu_{B}},{\underline{\sigma_{1}}+\sigma_{2}}_{0}^{\gamma_{B}}\right)$ and the upper approximation ${ }^{o}{\overline{\sigma_{1}+\sigma_{2}}}^{B}=$ $\left(o{\overline{\sigma_{1}+\sigma_{2}}}^{\mu}{ }_{B}, o{\overline{\sigma_{1}+\sigma_{2}}}^{\gamma}\right)$ of $B=\left\langle\mu_{B}, \gamma_{B}\right\rangle$ are IF soft sets over $U_{1}$ and are defined as:
$\underline{\sigma_{1}+\sigma_{2}^{2}}{ }_{0}^{\mu_{B}}(e)\left(u_{1}\right)=\left\{\begin{array}{cc}\wedge\left\{\mu_{B}\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{1}(e) \cup u_{1} \sigma_{2}(e)\right)\right\}, & \text { if } u_{1} \sigma_{1}(e) \cup u_{1} \sigma_{2}(e) \neq \varnothing ; \\ 1 & \text { otherwise; }\end{array}\right.$ $\underline{\sigma_{1}+\sigma_{2}}{ }_{0}^{\gamma_{B}}(e)\left(u_{1}\right)=\left\{\begin{array}{cc}\vee\left\{\gamma_{B}\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{1}(e) \cap u_{1} \sigma_{2}(e)\right)\right\}, & \text { if } u_{1} \sigma_{1}(e) \cap u_{1} \sigma_{2}(e) \neq \varnothing ; \\ 0 & \text { otherwise; }\end{array}\right.$
and
$o \bar{\sigma}_{1}+\sigma_{2}{ }^{\mu}(e)\left(u_{1}\right)=\left\{\begin{array}{cc}\vee\left\{\mu_{B}\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{1}(e) \cap u_{1} \sigma_{2}(e)\right)\right\}, & \text { if } u_{1} \sigma_{1}(e) \cap u_{1} \sigma_{2}(e) \neq \varnothing ; \\ 0 & \text { otherwise; }\end{array}\right.$
${ }^{o}{\overline{\sigma_{1}+\sigma_{2}}}^{\gamma_{B}}(e)\left(u_{1}\right)=\left\{\begin{array}{cc}\wedge\left\{\gamma_{B}\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{1}(e) \cup u_{1} \sigma_{2}(e)\right)\right\}, & \text { if } u_{1} \sigma_{1}(e) \cup u_{1} \sigma_{2}(e) \neq \varnothing ; \\ 1 & \text { otherwise; }\end{array}\right.$
for all $u_{1} \in U_{1}$, where $u_{1} \sigma_{1}(e)=\left\{u_{2} \in U_{2}:\left(u_{1}, u_{2}\right) \in \sigma_{1}(e)\right\}$ and $u_{1} \sigma_{2}(e)=\left\{u_{2} \in U_{2}\right.$ : $\left.\left(u_{1}, u_{2}\right) \in \sigma_{2}(e)\right\}$ are called the aftersets of $u_{1}$ for $u_{1} \in U_{1}$ and $e \in A$. Obviously, $\left.\left(\sigma_{\sigma_{1}+\sigma_{2}}{ }_{0}^{B}(e)\right), A\right)$ and $\left({ }^{o}{\overline{\sigma_{1}}+\sigma_{2}}^{B}(e)\right)$ are two IFS soft sets over $U_{1}$.

Definition 13. Let $U_{1}$ and $U_{2}$ be two non-empty sets, $\left(\sigma_{1}, A\right)$ and $\left(\sigma_{2}, A\right)$ be two soft binary relations from $U_{1}$ to $U_{2}$ and $B=\left\langle\mu_{B}, \gamma_{B}\right\rangle$ be an IFS in $U_{1}$. Then, the optimistic lower approximation ${ }^{B} \underline{\sigma_{1}+\sigma_{2_{0}}}=\left({ }^{\mu_{B}} \underline{\sigma_{1}+\sigma_{\sigma_{2}}}{ }^{\prime}{ }^{\gamma_{B}} \underline{\sigma_{1}+\sigma_{2}}{ }_{0}\right)$ and the optimistic upper approximation $B \overline{\sigma_{1}+\sigma_{2}}=\left(\mu_{B}{\overline{\sigma_{1}+\sigma_{2}}}^{0}, \gamma_{B}{\overline{\sigma_{1}+\sigma_{2}}}^{0}\right)$ of $B=\left\langle\mu_{B}, \gamma_{B}\right\rangle$ are IF soft sets over $U_{2}$ and are defined as:
${ }^{\mu_{B}} \underline{\sigma_{1}+\sigma_{2}}(e)\left(u_{2}\right)=\left\{\begin{array}{cc}\wedge\left\{\mu_{B}\left(u_{1}\right): u_{1} \in\left(\sigma_{1} u_{2}(e) \cup \sigma_{2} u_{2}(e)\right)\right\}, & \text { if } \sigma_{1} u_{2}(e) \cup \sigma_{2} u_{2}(e) \neq \varnothing ; \\ 1 & \text { otherwise; }\end{array}\right.$
${ }^{\gamma_{B}} \underline{\sigma_{1}+\sigma_{2}}(e)\left(u_{2}\right)=\left\{\begin{array}{cc}\vee\left\{\gamma_{B}\left(u_{1}\right): u_{1} \in\left(\sigma_{1} u_{2}(e) \cap \sigma_{2} u_{2}(e)\right)\right\}, & \text { if } \sigma_{1} u_{2}(e) \cap \sigma_{2} u_{2}(e) \neq \varnothing ; \\ 0 & \text { otherwise; }\end{array}\right.$
and
$\mu_{B}{\overline{\sigma_{1}+\sigma_{2}}}^{o}(e)\left(u_{2}\right)=\left\{\begin{array}{cc}\vee\left\{\mu_{B}\left(u_{1}\right): u_{1} \in\left(\sigma_{1} u_{2}(e) \cap \sigma_{2} u_{2}(e)\right)\right\}, & \text { if } \sigma_{1} u_{2}(e) \cap \sigma_{2} u_{2}(e) \neq \varnothing ; \\ 0 & \text { otherwise; }\end{array}\right.$
${ }^{\gamma_{B}}{\overline{\sigma_{1}+\sigma_{2}}}^{o}(e)\left(u_{2}\right)=\left\{\begin{array}{cc}\wedge\left\{\gamma_{B}\left(u_{1}\right): u_{1} \in\left(\sigma_{1} u_{2}(e) \cup \sigma_{2} u_{2}(e)\right)\right\}, & \text { if } \sigma_{1} u_{2}(e) \cup \sigma_{2} u_{2}(e) \neq \varnothing ; \\ 1 & \text { otherwise; }\end{array}\right.$
for all $u_{2} \in U_{2}$ where $\sigma_{1}(e) u_{2}=\left\{u_{1} \in U_{1}:\left(u_{1}, u_{2}\right) \in \sigma_{1}(e)\right\}$ and $\sigma_{2}(e) u_{2}=\left\{u_{1} \in U_{1}\right.$ : $\left.\left(a, u_{2}\right) \in \sigma_{2}(e)\right\}$ are called the foresets of $u_{2}$ for $u_{2} \in U_{2}$ and $e \in A$. Obviously, $\left.\left({ }^{B}{\underline{\sigma_{1}}+\sigma_{2_{2}}}(e)\right), A\right)$ and $\left({ }^{B}{\overline{\sigma_{1}}+\sigma_{2}}^{0}(e)\right)$ are two IFS soft sets over $U_{2}$.

Of course, $,{\underline{\sigma_{1}+\sigma_{2}}}_{o}^{B}(e): A \rightarrow I F\left(U_{1}\right),{ }^{o}{\overline{\sigma_{1}+\sigma_{2}}}^{B}(e): A \rightarrow I F\left(U_{1}\right)$ and ${ }^{B}{\underline{\sigma_{1}+\sigma_{2}}}^{(e)}$ : $A \rightarrow I F\left(U_{2}\right),{ }^{B}{\overline{\sigma_{1}+\sigma_{2}}}^{\circ}(e): A \rightarrow I F\left(U_{2}\right)$.

The following example explains the above definitions.
Example 1. Let $U_{1}=\{1,2,3\}, U_{2}=\{a, b, c\}$ and $A=\left\{e_{1}, e_{2}\right\}$, and $\left(\sigma_{1}, A\right)$ and $\left(\sigma_{2}, A\right)$ be soft binary relations from $U_{1}$ to $U_{2}$ defined by

$$
\begin{aligned}
& \sigma_{1}\left(e_{1}\right)=\{(1, a),(1, b),(2, a)\}, \sigma_{1}\left(e_{2}\right)=\{(2, b),(3, a)\} \\
& \sigma_{2}\left(e_{1}\right)=\{(2, b),(2, c),(3, a)\} \text { and } \sigma_{2}\left(e_{2}\right)=\{(1, c),(3, b),(3, c)\}
\end{aligned}
$$

Then, their aftersets and foresets are

$$
\begin{aligned}
& 1 \sigma_{1}\left(e_{1}\right)=\{a, b\}, 2 \sigma_{1}\left(e_{1}\right)=\{a\}, \quad 3 \sigma_{1}\left(e_{1}\right)=\varnothing, \\
& 1 \sigma_{1}\left(e_{2}\right)=\varnothing, \quad 2 \sigma_{1}\left(e_{2}\right)=\{b\}, \quad 3 \sigma_{1}\left(e_{2}\right)=\{a\} \text { and } \\
& 1 \sigma_{2}\left(e_{1}\right)=\varnothing, \quad 2 \sigma_{2}\left(e_{1}\right)=\{b, c\}, 3 \sigma_{2}\left(e_{1}\right)=\{a\}, \\
& 1 \sigma_{2}\left(e_{2}\right)=\{c\}, \quad 2 \sigma_{2}\left(e_{2}\right)=\varnothing, \quad 3 \sigma_{2}\left(e_{2}\right)=\{b, c\}, \\
& \\
& \sigma_{1}\left(e_{1}\right) a=\{1,2\}, \quad \sigma_{1}\left(e_{1}\right) b=\{1\}, \quad \sigma_{1}\left(e_{1}\right) c=\varnothing, \\
& \sigma_{1}\left(e_{2}\right) a=\{3\}, \quad \sigma_{1}\left(e_{2}\right) b=\{2\}, \quad \sigma_{1}\left(e_{2}\right) c=\varnothing \text { and } \\
& \sigma_{2}\left(e_{1}\right) a=\{3\}, \quad \sigma_{2}\left(e_{1}\right) b=\{2\}, \quad \sigma_{2}\left(e_{1}\right) c=\{2\}, \\
& \sigma_{2}\left(e_{2}\right) a=\varnothing, \quad \sigma_{2}\left(e_{2}\right) b=\{3\}, \quad \sigma_{2}\left(e_{2}\right) c=\{1,3\} .
\end{aligned}
$$

(1) Define $B_{1}=\left\langle\mu_{B_{1}}, \gamma_{B_{1}}\right\rangle: U_{2} \rightarrow[0,1]$ (given in Table 2).

Table 2. Intuitionistic fuzzy set $B_{1}$.

| $\boldsymbol{B}_{\mathbf{1}}$ | $\boldsymbol{a}$ | $\boldsymbol{b}$ | $\boldsymbol{c}$ |
| :--- | :--- | :--- | :--- |
| $\mu_{B_{1}}$ | 0.5 | 0.4 | 0.3 |
| $\gamma_{B_{1}}$ | 0.4 | 0.5 | 0.7 |

The optimistic multigranulation lower and upper approximations of $B_{1}$ with respect to the aftersets are given in Tables 3 and 4 .

Table 3. Optimistic multigranulation lower approximation of $B_{1}$.

|  | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| ${\underline{\sigma_{1}}+\sigma_{2}}_{0}^{\mu_{B_{1}}}\left(e_{1}\right)$ | 0.4 | 0.3 | 0.5 |
| ${\underline{\sigma_{1}+\sigma_{2}}}^{\gamma_{B_{1}}}\left(e_{1}\right)$ | 0.5 | 0.7 | 0.4 |
| ${\underline{\sigma_{1}+\sigma_{2}}}^{\mu_{B_{1}}}\left(e_{2}\right)$ | 0.3 | 0.4 | 0.3 |
| $\underline{\sigma}_{\sigma_{1}+\sigma_{2}}^{\sigma_{B_{1}}}\left(e_{2}\right)$ | 0.7 | 0.5 | 0.7 |

Table 4. Optimistic multigranulation upper approximation of $B_{1}$.

|  | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ |
| :---: | :---: | :---: | :---: |
| ${ }^{o}{\overline{\sigma_{1}+\sigma_{2}}}^{\mu_{B_{1}}}\left(e_{1}\right)$ | 0 | 0 | 0 |
| ${ }^{0}{\overline{\sigma_{1}+\sigma_{2}}}^{{ }^{B_{1}}}\left(e_{1}\right)$ | 1 | 1 | 1 |
| ${ }^{0}{\overline{\sigma_{1}+\sigma_{2}}}^{\mu_{B_{1}}}\left(e_{2}\right)$ | 0 | 0 | 0 |
| ${ }^{0}{\overline{\sigma_{1}+\sigma_{2}}}^{{ }^{B_{1}}}\left(e_{2}\right)$ | 1 | 1 | 1 |

(2) Define $\quad B=\left\langle\mu_{B}, \gamma_{B}\right\rangle: U_{1} \rightarrow[0,1]$ as given in Table 5.

Table 5. Intuitionistic fuzzy set $B$.

| $\boldsymbol{B}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ |
| :--- | :--- | :--- | :--- |
| $\mu_{B}$ | 0.3 | 0.7 | 0.6 |
| $\gamma_{B}$ | 0.6 | 0.3 | 0.2 |

The optimistic multigranulation lower and upper approximations of $B$ with respect to the foresets are given in Tables 6 and 7.

Table 6. Optimistic multigranulation lower approximation of $B$.

|  | $\boldsymbol{a}$ | $\boldsymbol{b}$ | $\boldsymbol{c}$ |
| :---: | :--- | :--- | :--- |
| ${ }^{\mu_{B}} \underline{\sigma}_{1+\sigma_{o}}\left(e_{1}\right)$ | 0.3 | 0.3 | 0.7 |
| ${ }^{\gamma_{B}} \underline{\sigma}_{1+\sigma_{2}}\left(e_{1}\right)$ | 0.6 | 0.6 | 0.3 |
| ${ }^{\mu_{B}} \underline{\sigma_{1}+\sigma_{2_{o}}}\left(e_{2}\right)$ | 0.6 | 0.6 | 0.3 |
| ${ }^{\gamma_{B}} \underline{\sigma_{1}+\sigma_{2_{o}}}\left(e_{2}\right)$ | 0.2 | 0.2 | 0.6 |

Table 7. Optimistic multigranulation upper approximation of $B$.

|  | $\boldsymbol{a}$ | $b$ | $c$ |
| :---: | :---: | :---: | :---: |
| $\mu_{B}{\overline{\sigma_{1}+\sigma_{2}}}^{o}\left(e_{1}\right)$ | 0 | 0 | 0 |
| $\gamma_{B}{\overline{\sigma_{1}+\sigma_{2}}}^{o}\left(e_{1}\right)$ | 1 | 1 | 1 |
| $\mu_{B}{\overline{\sigma_{1}+\sigma_{2}}}^{o}\left(e_{2}\right)$ | 0 | 0 | 0 |
| $\gamma_{B}{\overline{\sigma_{1}+\sigma_{2}}}^{0}\left(e_{2}\right)$ | 1 | 1 | 1 |

Proposition 1. Let $\left(\sigma_{1}, A\right),\left(\sigma_{2}, A\right)$ be two soft relations from $U_{1}$ to $U_{2}$, that is $\sigma_{1}: A \rightarrow P\left(U_{1} \times\right.$ $\left.U_{2}\right)$ and $\sigma_{2}: A \rightarrow P\left(U_{1} \times U_{2}\right)$ and $B \in I F\left(U_{2}\right)$. Then, the following hold with respect to the aftersets:

1. ${\underline{\sigma_{1}}+\sigma_{2}}_{0}^{B} \leqslant{\underline{\sigma_{1}}}^{B} \vee{\underline{\sigma_{2}}}^{B}$;
2. ${ }^{o}{\overline{\sigma_{1}+\sigma_{2}}}^{B} \leqslant{\overline{\sigma_{1}}}^{B} \wedge{\overline{\sigma_{2}}}^{B}$.

Proof. (1) Let $u_{1} \in U_{1}$. Then, $\sigma_{1}+\sigma_{2}^{\mu_{B}}(e)\left(u_{1}\right)=\wedge\left\{\mu_{B}\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{1}(e) \cup u_{1} \sigma_{2}(e)\right)\right\} \leqslant$ $\left(\wedge\left\{\mu_{B}\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{1}(e)\right\}\right) \vee\left(\wedge\left\{\mu_{B}\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{2}(e)\right\}\right)={\underline{\sigma_{1}}}^{\mu_{B}}(e)\left(u_{1}\right) \vee{\underline{\sigma_{2}}}^{\mu_{B}}(e)\left(u_{1}\right)\right.\right.$.

Similarly, let $u_{1} \in U_{1}$. Then $\sigma_{1}+\sigma_{2}^{\gamma_{B}}(e)\left(u_{1}\right)=\vee\left\{\gamma_{B}\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{1}(e) \cap u_{1} \sigma_{2}(e)\right)\right\} \geqslant$


Hence, $\underline{\sigma}_{1}+\sigma_{2}{ }_{0}^{B} \leqslant{\underline{\sigma_{1}}}^{B} \vee \underline{\sigma_{2}}{ }^{B}$.
(2) The properties can be proved similarly to (1).

Proposition 2. Let $\left(\sigma_{1}, A\right),\left(\sigma_{2}, A\right)$ be two soft relations from $U_{1}$ to $U_{2}$, that is $\sigma_{1}: A \rightarrow P\left(U_{1} \times\right.$ $\left.U_{2}\right)$ and $\sigma_{2}: A \rightarrow P\left(U_{1} \times U_{2}\right)$ and $B \in I F\left(U_{1}\right)$. Then, the following hold with respect to the foresets:

1. ${ }^{B}{ }^{B}{ }^{B} \overline{\sigma_{1}+\sigma_{2}} \leqslant^{B} \leqslant^{B}+\sigma_{2} \vee^{B}{ }^{B} \leqslant^{B} \overline{\sigma_{1}} \wedge^{B} \overline{\overline{\sigma_{2}}}$.

Proof. The proof is similar to the proof of Proposition 1.
For the converse, we have the following example.
Example 2 (Continued from Example 1). According to Example 1, we have the following:

$$
\begin{aligned}
& {\frac{\sigma_{1}}{}{ }^{\mu_{B_{1}}}\left(e_{1}\right)(2)=0.5 \text { and } \underline{\sigma}_{1}^{\gamma_{B_{1}}}\left(e_{1}\right)(2)=0.4 ;}_{\left.\sigma_{2}\right)}^{\bar{\sigma}_{B_{1}}}\left(e_{1}\right)(2)=0.3 \text { and } \bar{\sigma}_{2}^{\gamma_{B_{1}}}\left(e_{1}\right)(2)=0.7 ; \\
& {\overline{\sigma_{1}}}^{\mu_{B_{1}}}\left(e_{1}\right)(2)=0.5 \text { and }{\overline{\sigma_{1}}}^{\mu_{B_{1}}}\left(e_{1}\right)(2)=0.4 ; \\
& {\overline{\sigma_{2}}}^{\mu_{B_{1}}}\left(e_{1}\right)(2)=0.4 \text { and }{\overline{\sigma_{2}}}^{\gamma_{B_{1}}}\left(e_{1}\right)(2)=0.5 .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
& {\underline{\sigma_{1}}+\sigma_{2}^{2}}_{o}^{\mu_{B_{1}}}\left(e_{1}\right)(2)=0.3 \ngtr 0.5={\underline{\sigma_{1}}}^{\mu_{B_{1}}}\left(e_{1}\right)(2) \vee{\underline{\sigma_{2}}}^{\mu_{B_{1}}}\left(e_{1}\right)(2) ; \\
& {\underline{\sigma_{1}}+\sigma_{2}^{2}}_{o}^{\gamma_{B_{1}}}\left(e_{1}\right)(2)=0.7 \nless 0.4={\underline{\sigma_{1}}}^{\gamma_{B_{1}}}\left(e_{1}\right)(2) \wedge{\underline{\sigma_{2}}}^{\gamma_{B_{1}}}\left(e_{1}\right)(2) ; \\
& o{\overline{\sigma_{1}+\sigma_{2}}}^{\mu_{B_{1}}}\left(e_{1}\right)(2)=0 \ngtr 0.4=\bar{\sigma}_{1}^{\mu_{B_{1}}}\left(e_{1}\right)(2) \wedge \bar{\sigma}^{2}{ }^{\mu_{B_{1}}}\left(e_{1}\right)(2) \text {; } \\
& { }^{o}{\overline{\sigma_{1}+\sigma_{2}}}^{\gamma_{B_{1}}}\left(e_{1}\right)(2)=1 \nless 0.5={\overline{\sigma_{1}}}^{{ }^{B_{1}}}\left(e_{1}\right)(2) \vee{\overline{\sigma_{1}}}^{\gamma_{B_{1}}}\left(e_{1}\right)(2) \text {. }
\end{aligned}
$$

In addition,

$$
\begin{aligned}
& { }^{\mu_{B}} \frac{\sigma_{1}}{}\left(e_{1}\right)(a)=0.3 \text { and }^{\gamma_{B}}{ }^{\frac{\sigma_{1}}{}\left(e_{1}\right)(a)=0.6} \\
& \mu_{B} \overline{\sigma_{2}}\left(e_{1}\right)(a)=0.6 \text { and }^{\gamma_{B}} \overline{\sigma_{2}}\left(e_{1}\right)(a)=0.2 \\
& { }^{\mu_{B}} \overline{\sigma_{1}}\left(e_{1}\right)(a)=0.7 \text { and }{ }^{\gamma_{B}} \overline{\sigma_{1}}\left(e_{1}\right)(a)=0.3 \\
& \mu_{B} \overline{\sigma_{2}}\left(e_{1}\right)(a)=0.6 \text { and }{ }^{\gamma_{B}} \overline{\sigma_{2}}\left(e_{1}\right)(a)=0.2
\end{aligned}
$$

Hence,

$$
\begin{aligned}
& { }^{\mu_{B}} \underline{\sigma_{1}+\sigma_{2}}\left(e_{1}\right)(a)=0.3 \ngtr 0.7==^{\mu_{B}} \underline{\sigma_{1}}\left(e_{1}\right)(a) \vee^{\mu_{B}} \underline{\sigma_{2}}\left(e_{1}\right)(a) ; \\
& { }^{\gamma_{B}}{\underline{\sigma_{1}+\sigma_{2}}}_{0}\left(e_{1}\right)(a)=0.3 \nless 0.2={ }^{\gamma_{B}} \underline{\sigma_{1}}\left(e_{1}\right)(a) \wedge^{\gamma_{B}} \underline{\sigma_{2}}\left(e_{1}\right)(a) ; \\
& \mu_{B}{\overline{\sigma_{1}+\sigma_{2}}}^{0}\left(e_{1}\right)(a)=0 \ngtr 0.6={ }^{\mu_{B}} \overline{\sigma_{1}}\left(e_{1}\right)(a) \wedge^{\mu_{B}} \overline{\sigma_{2}}\left(e_{1}\right)(a) ; \\
& { }^{\gamma_{B}}{\overline{\sigma_{1}+\sigma_{2}}}^{0}\left(e_{1}\right)(a)=1 \nless 0.3=^{\gamma_{B}} \overline{\sigma_{1}}\left(e_{1}\right)(a) \vee^{\gamma_{B}} \overline{\sigma_{2}}\left(e_{1}\right)(a) .
\end{aligned}
$$

Proposition 3. Let $\left(\sigma_{1}, A\right),\left(\sigma_{2}, A\right)$ be two soft relations from $U_{1}$ to $U_{2}$, that is $\sigma_{1}: A \rightarrow$ $P\left(U_{1} \times U_{2}\right)$ and $\sigma_{2}: A \rightarrow P\left(U_{1} \times U_{2}\right)$ and $B \in I F\left(U_{2}\right)$. Then, the following hold:
(1) $\sigma_{1}+\sigma_{2}{ }_{0}^{1}{ }_{U_{2}}=1_{U_{1}}$ for all $e \in A$;
(2) ${ }^{o}{\frac{\sigma_{1}+\sigma_{2}}{}}^{1} u_{2}=1_{U_{1}}$ if $u_{1} \sigma_{1}(e) \cap u_{1} \sigma_{2}(e) \neq \varnothing$ and $u_{1} \sigma_{1}(e) \cup u_{1} \sigma_{2}(e) \neq \varnothing$;
(3) $\underline{\sigma}_{1}+\sigma_{2}^{0}{ }_{0}^{0}=0 u_{1}$ if $u_{1} \sigma_{1}(e) \cup u_{1} \sigma_{2}(e) \neq \varnothing$ and $u_{1} \sigma_{1}(e) \cap u_{1} \sigma_{2}(e) \neq \varnothing$;
(4) ${ }^{o}{\overline{\sigma_{1}+\sigma_{2}}}^{0} u_{U_{2}}=0_{U_{1}}$ for all $e \in A$.

Proof. (1) Let $u_{1} \in U_{1}$ and $1_{U_{2}}=\langle 1,0\rangle$ be the universal set of $U_{2}$. If $u_{1} \sigma_{1}(e) \cup u_{1} \sigma_{2}(e)=\varnothing$, then ${\underline{\sigma_{1}}+\sigma_{2}^{2}}_{0}^{1}(e)\left(u_{1}\right)=1$ and $\underline{\sigma}_{1}+\sigma_{2}^{0}(e)\left(u_{1}\right)=0$.

If $u_{1} \sigma_{1}(e) \cup u_{1} \sigma_{2}(e) \neq \varnothing$, then $\underline{\sigma}_{1}+\sigma_{2}^{1}(e)\left(u_{1}\right)=\wedge\left\{1\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{1}(e) \cup u_{1} \sigma_{2}(e)\right)\right\}=$ $\wedge\left\{1: u_{2} \in\left(u_{1} \sigma_{1}(e) \cup u_{1} \sigma_{2}(e)\right)\right\}=1$,
and $\sigma_{1}+\sigma_{2}^{0}(e)\left(u_{1}\right)=\vee\left\{0\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{1}(e) \cap u_{1} \sigma_{2}(e)\right)\right\}=\vee\left\{0: u_{2} \in\left(u_{1} \sigma_{1}(e) \cap\right.\right.$ $\left.\left.u_{1} \sigma_{2}(e)\right)\right\}=0$.
(2) The properties can be proved similarly to (1).
(3) Let $u_{1} \in U_{1}$ and $0_{U_{2}}=\langle 0,1\rangle$ be the universal set of $U_{2}$. If $u_{1} \sigma_{1}(e) \cup u_{1} \sigma_{2}(e) \neq \varnothing$, then $\sigma_{1}+\sigma_{2}^{0}{ }_{0}^{0}(e)\left(u_{1}\right)=\wedge\left\{0\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{1}(e) \cup u_{1} \sigma_{2}(e)\right)\right\}=\wedge\left\{0: u_{2} \in\left(u_{1} \sigma_{1}(e) \cup\right.\right.$ $\left.\left.u_{1} \sigma_{2}(e)\right)\right\}=0$,
and $\sigma_{1}+\sigma_{2}^{1}(e)\left(u_{1}\right)=\vee\left\{1\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{1}(e) \cap u_{1} \sigma_{2}(e)\right)\right\}=\vee\left\{1: u_{2} \in\left(u_{1} \sigma_{1}(e) \cap\right.\right.$ $\left.\left.u_{1} \sigma_{2}(e)\right)\right\}=1$.
(4) The properties can be proved similarly to (3).

Proposition 4. Let $\left(\sigma_{1}, A\right),\left(\sigma_{2}, A\right)$ be two soft relations from $U_{1}$ to $U_{2}$, that is $\sigma_{1}: A \rightarrow P\left(U_{1} \times\right.$ $\left.U_{2}\right)$ and $\sigma_{2}: A \rightarrow P\left(U_{1} \times U_{2}\right)$ and and $B \in I F\left(U_{1}\right)$. Then, the following hold:
(1) ${ }^{1}{ }_{U_{1}} \sigma_{1}+\sigma_{2}=1_{U_{2}}$ for all $e \in A$;
(2) ${ }^{1}{u_{1}}_{{\overline{\sigma_{1}+\sigma_{2}}}^{0}}=1_{U_{2}}$ for all $e \in A$,for all $e \in A$, if $\sigma_{1}(e) u_{2} \cap \sigma_{2}(e) u_{2} \neq \varnothing$ and $\sigma_{1}(e) u_{2} \cup$ $\sigma_{2}(e) u_{2} \neq \varnothing$;
(3) ${ }^{0} u_{1} \underline{\sigma_{1}+\sigma_{2}}{ }_{o}=0_{U_{2}}$ for all $e \in A$,for all $e \in A$, if $\sigma_{1}(e) u_{2} \cup \sigma_{2}(e) u_{2} \neq \varnothing$ and $\sigma_{1}(e) u_{2} \cap$ $\sigma_{2}(e) u_{2} \neq \varnothing$;
(4) ${ }^{0} u_{1}{\overline{\sigma_{1}}+\sigma_{2}}^{0}$ for all $e \in A$.

Proof. The proof is similar to the proof of Proposition 3.
Proposition 5. Let $\left(\sigma_{1}, A\right),\left(\sigma_{2}, A\right)$ be two soft relations from $U_{1}$ to $U_{2}$, that is $\sigma_{1}: A \rightarrow P\left(U_{1} \times\right.$ $\left.U_{2}\right)$ and $\sigma_{2}: A \rightarrow P\left(U_{1} \times U_{2}\right)$ and $B, B_{1}, B_{2} \in I F\left(U_{2}\right)$. Then, the following properties hold:
(1) If $B_{1} \subseteq B_{2}$ then $\sigma_{1}+\sigma_{2}^{B_{1}} \subseteq \sigma_{1}+\sigma_{2}^{B_{2}}{ }_{o}$;
(2) If $B_{1} \subseteq B_{2}$ then ${ }^{o}{\overline{\sigma_{1}+\sigma_{2}}}^{B_{1}} \subseteq{ }^{o}{\overline{\sigma_{1}+\sigma_{2}}}^{B_{2}}$;
(3) $\sigma_{1}+\sigma_{2}{ }_{o}^{B_{1} \cap B_{2}}=\sigma_{1}+\sigma_{2}{ }_{o}^{B_{1}} \cap \sigma_{1}+\sigma_{2}{ }_{o}^{B_{2}}$;
(4) ${\overline{\sigma_{1}+\sigma_{2}}{ }_{0}^{B_{1} \cup B_{2}} \supseteq \bar{\sigma}_{1}+\sigma_{2}{ }_{0}^{B_{1}} \cup \bar{\sigma}_{1}+\sigma_{2}}_{0}^{B_{2}}$;
(5) ${ }^{o}{\overline{\sigma_{1}+\sigma_{2}}}^{2} B_{1} \cup B_{2}={ }^{o} \bar{\sigma}_{1+\sigma_{2}} B_{1} \cup^{o} \frac{\sigma_{1}+\sigma_{2}}{\sigma_{2}} B_{2}$;
(6) ${ }^{o}{\frac{1}{\sigma_{1}+\sigma_{2}}}^{B_{1} \cap B_{2}} \subseteq^{o} \frac{1}{\sigma_{1}+\sigma_{2}}{ }^{\prime} B_{1} \cap^{o} \frac{1}{\sigma_{1}+\sigma_{2}} B_{2}$.

Proof. (1) Since $B_{1} \subseteq B_{2}$ so $\mu_{B_{1}} \leqslant \mu_{B_{2}}$ and $\gamma_{B_{1}} \geqslant \gamma_{B_{2}}$. Thus $\underline{\sigma_{1}+\sigma_{2}}{ }^{\mu_{B_{1}}}(e)\left(u_{1}\right)=\wedge\left\{\mu_{B_{1}}\left(u_{2}\right)\right.$ : $\left.u_{2} \in\left(u_{1} \sigma_{1}(e) \cup u_{1} \sigma_{2}(e)\right)\right\} \leqslant \wedge\left\{\mu_{B_{2}}\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{1}(e) \cup u_{1} \sigma_{2}(e)\right)\right\}=\sigma_{1}+\sigma_{2}{ }^{\mu_{B_{2}}}(e)\left(u_{1}\right)$,
and $\sigma_{1}+\sigma_{2}^{\gamma_{B_{1}}}(e)\left(u_{1}\right)=\vee\left\{\gamma_{B_{1}}\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{1}(e) \cap u_{1} \sigma_{2}(e)\right)\right\} \geqslant \vee\left\{\gamma_{B_{2}}\left(u_{2}\right): u_{2} \in\right.$ $\left.\left(u_{1} \sigma_{1}(e) \cap u_{1} \sigma_{2}(e)\right)\right\}=\sigma_{1}+\sigma_{2}{ }_{0}^{\gamma_{B_{2}}}(e)\left(u_{1}\right)$.
(2) The properties can be proved similarly to (1).
(3) Let $u_{1} \in U_{1}$. If $u_{1} \sigma_{1}(e) \cup u_{1} \sigma_{2}(e)=\varnothing$, then $\underline{\sigma_{1}+\sigma_{2}}{ }^{\mu_{B_{1} \cap B_{2}}}(e)\left(u_{1}\right)=1=\underline{\sigma}_{1}+\sigma_{2}^{\mu_{0}}{ }^{\mu_{B_{1}}}(e)$ $\left(u_{1}\right) \cap{\underline{\sigma_{1}}+\sigma_{2}}_{0}^{\mu_{B_{2}}}(e)\left(u_{1}\right)$
and ${\underline{\sigma_{1}}+\sigma_{2}}_{o}^{\gamma_{B_{1} \cap B_{2}}}(e)\left(u_{1}\right)=0={\underline{\sigma_{1}}+\sigma_{2}}_{o}^{\gamma_{B_{1}}}(e)\left(u_{1}\right) \cup{\underline{\sigma_{1}}+\sigma_{2}}_{o}^{\gamma_{B_{2}}}(e)\left(u_{1}\right)$.
If $u_{1} \sigma_{1}(e) \cup u_{1} \sigma_{2}(e) \neq \varnothing$,
then $\sigma_{1}+\sigma_{2}{ }_{0}^{\mu_{B_{1} \cap B_{2}}}(e)\left(u_{1}\right)=\wedge\left\{\left(\mu_{B_{1}} \wedge \mu_{B_{2}}\right)\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{1}(e) \cup u_{1} \sigma_{2}(e)\right)\right\}=\wedge\left\{\mu_{B_{1}}\right.$ $\left.\left(u_{2}\right) \wedge \mu_{B_{2}}\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{1}(e) \cup u_{1} \sigma_{2}(e)\right)\right\}$
$=\left(\wedge\left\{\mu_{B_{1}}\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{1}(e) \cup u_{1} \sigma_{2}(e)\right)\right\}\right) \wedge\left(\wedge\left\{\mu_{B_{2}}\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{1}(e) \cup u_{1} \sigma_{2}(e)\right)\right\}\right)$
$=\underline{\sigma_{1}+\sigma_{2}}{ }_{0}^{\mu_{B_{1}}}(e)\left(u_{1}\right) \cap \sigma_{1}+\sigma_{2}^{\mu_{\mu_{2}}}{ }_{o}^{\mu_{2}}(e)\left(u_{1}\right)$.
In addition, $\sigma_{1}+\sigma_{2}{ }^{\gamma_{B_{1}} \cap B_{2}}(e)\left(u_{1}\right)=\vee\left\{\left(\mu_{B_{1}} \vee \mu_{B_{2}}\right)\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{1}(e) \cup u_{1} \sigma_{2}(e)\right)\right\}=$ $\vee\left\{\mu_{B_{1}}\right.$
$\left.\left(u_{2}\right) \vee \mu_{B_{2}}\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{1}(e) \cup u_{1} \sigma_{2}(e)\right)\right\}$
$=\left(\vee\left\{\mu_{B_{1}}\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{1}(e) \cup u_{1} \sigma_{2}(e)\right)\right\}\right) \vee\left(\vee\left\{\mu_{B_{2}}\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{1}(e) \cup u_{1} \sigma_{2}(e)\right)\right\}\right)$ $=\sigma_{1}+\sigma_{2}^{\mu_{0}}{ }_{0}^{\mu_{1}}(e)\left(u_{1}\right) \cup \underline{\sigma_{1}+\sigma_{2}}{ }_{o}^{\mu_{B_{2}}}(e)\left(u_{1}\right)$.
This shows that $\sigma_{1}+\sigma_{2}^{B_{1} \cap B_{2}}=\sigma_{1}+\sigma_{2}^{B_{1}} \cap \sigma_{1}+\sigma_{2}^{B_{2}}$.
(4) The properties can be proved similarly to (3).
(5) Let $u_{1} \in U_{1}$. If $u_{1} \sigma_{1}(e) \cap u_{1} \sigma_{2}(e)=\varnothing$, then ${ }^{o}{\overline{\sigma_{1}+\sigma_{2}}}^{\mu_{B_{1} \cup B_{2}}}(e)\left(u_{1}\right)=0={ }^{o}{\overline{\sigma_{1}+\sigma_{2}}}^{\mu_{B_{1}}}$
$(e)\left(u_{1}\right) \cup^{o}{\overline{\sigma_{1}}+\sigma_{2}}^{\mu_{B_{2}}}(e)\left(u_{1}\right)$
and ${ }^{o}{\overline{\sigma_{1}+\sigma_{2}}}^{\gamma_{B_{1} \cup B_{2}}}(e)\left(u_{1}\right)=1={ }^{o}{\overline{\sigma_{1}+\sigma_{2}}}^{\mu_{B_{1}}}(e)\left(u_{1)} \cap^{o}{\overline{\sigma_{1}+\sigma_{2}}}^{\mu_{B_{2}}}(e)\left(u_{1)}\right.\right.$.
If $u_{1} \sigma_{1}(e) \cap u_{1} \sigma_{2}(e) \neq \varnothing$,
then ${ }^{o}{\overline{\sigma_{1}+\sigma_{2}}}^{2} \mu_{B_{1} \cup B_{2}}(e)\left(u_{1}\right)=\vee\left\{\left(\mu_{B_{1}} \vee \mu_{B_{2}}\right)\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{1}(e) \cap u_{1} \sigma_{2}(e)\right)\right\}=\vee\left\{\mu_{B_{1}}\right.$ $\left.\left(u_{2}\right) \vee \mu_{B_{2}}\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{1}(e) \cap u_{1} \sigma_{2}(e)\right)\right\}$
$=\left(\vee\left\{\mu_{B_{1}}\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{1}(e) \cap u_{1} \sigma_{2}(e)\right)\right\}\right) \vee\left(\vee\left\{\mu_{B_{2}}\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{1}(e) \cap u_{1} \sigma_{2}(e)\right)\right\}\right)$
$={ }^{o}{\overline{\sigma_{1}+\sigma_{2}}}^{\mu_{B_{1}}}(e)\left(u_{1}\right) \cup^{o}{\overline{\sigma_{1}+\sigma_{2}}}^{\mu_{B_{2}}}(e)\left(u_{1}\right)$.
In addition, ${ }^{o} \overline{\sigma_{1}+\sigma_{2}}{ }^{\gamma_{B_{1}} \cup B_{2}}(e)\left(u_{1}\right)=\wedge\left\{\left(\gamma_{B_{1}} \wedge \gamma_{B_{2}}\right)\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{1}(e) \cup u_{1} \sigma_{2}(e)\right)\right\}=$ $\wedge\left\{\gamma_{B_{1}}\left(u_{2}\right) \wedge \gamma_{B_{2}}\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{1}(e) \cup u_{1} \sigma_{2}(e)\right)\right\}$

$$
\begin{aligned}
& =\left(\wedge\left\{\gamma_{B_{1}}\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{1}(e) \cup u_{1} \sigma_{2}(e)\right)\right\}\right) \wedge\left(\wedge\left\{\gamma_{B_{2}}\left(u_{2}\right): u_{2} \in\left(u_{1} \sigma_{1}(e) \cup u_{1} \sigma_{2}(e)\right)\right\}\right) \\
& =^{o}{\overline{\sigma_{1}+\sigma_{2}}}^{\gamma_{B_{1}}}(e)\left(u_{1}\right) \cap^{o}{\overline{\sigma_{1}+\sigma_{2}}}^{\gamma_{B_{2}}}(e)\left(u_{1}\right) . \\
& \text { This shows that }{ }^{o}{\overline{\sigma_{1}+\sigma_{2}}}^{B_{1} \cup B_{2}}={ }^{o} \frac{\bar{\sigma}_{1}+\sigma_{2}}{}{ }^{B_{1}} \cup^{o}{\overline{\sigma_{1}+\sigma_{2}}}^{B_{2}} .
\end{aligned}
$$

(6) The properties can be proved similarly to (5).

Proposition 6. Let $\left(\sigma_{1}, A\right),\left(\sigma_{2}, A\right)$ be two soft relations from $U_{1}$ to $U_{2}$, that is $\sigma_{1}: A \rightarrow P\left(U_{1} \times\right.$ $\left.U_{2}\right)$ and $\sigma_{2}: A \rightarrow P\left(U_{1} \times U_{2}\right)$ and $B, B_{1}, B_{2} \in I F\left(U_{2}\right)$. Then, the following properties hold:
(1) If $B_{1} \subseteq B_{2}$ then ${ }^{B_{1}}{\frac{\sigma_{1}}{}+\sigma_{2}}^{G^{\prime}}{ }^{B_{2}} \sigma_{1}+\sigma_{2}$;
(2) If $B_{1} \subseteq B_{2}$ then $B_{1}{\overline{\sigma_{1}+\sigma_{2}}}^{0} \subseteq B_{2}{\overline{\sigma_{1}+\sigma_{2}}}^{0}$;
(3) ${ }^{B_{1} \cap B_{2}} \underline{\sigma}_{1}+\sigma_{2}={ }^{B_{1}} \underline{\sigma_{1}+\sigma_{2}} \cap^{B_{2}} \underline{\sigma}_{1}+\sigma_{2}$;
(4) $B_{1} \cup B_{2}{\overline{\sigma_{1}+\sigma_{2}}}_{0} \supseteq^{B_{1}} \bar{\sigma}_{1+\sigma_{2}} \cup^{B_{2}} \bar{\sigma}_{\sigma_{1}+\sigma_{2}}$;
(5) $B_{1} \cup B_{2}{\overline{\bar{\sigma}_{1}+\sigma_{2}}}^{0}=B_{1}{\overline{\sigma_{1}+\sigma_{2}}}^{0} \cup^{B_{2}}{\overline{\bar{\sigma}_{1}+\sigma_{2}}}_{0}^{0}$;
(6) ${ }^{B_{1} \cap B_{2}}{\overline{\sigma_{1}+\sigma_{2}}}^{o} \subseteq \complement^{B_{1}}{\frac{\sigma_{1}+\sigma_{2}}{}}^{o} \cap^{B_{2}}{\frac{\sigma_{1}+\sigma_{2}}{}}^{o}$.

Proof. The proof is similar to the proof of Proposition 5.

## 4. Roughness of an Intuitionistic Fuzzy Set over Two Universes by Multi-Soft Relations

In this section, we discuss the optimistic roughness of an IFS by multi-soft binary relations from $U_{1}$ to $U_{2}$ and approximate an IFS of universe $U_{2}$ in universe $U_{1}$ and an IFS $U_{1}$ in $U_{2}$ by using aftersets and foresets of soft binary relations, respectively. In this way, we obtain two intuitionistic fuzzy soft sets corresponding to IFSs in $U_{2}\left(U_{1}\right)$. We also study some properties of these approximations.

Definition 14. Let $U_{1}$ and $U_{2}$ be two non-empty finite universes, $\pi$ be a family of soft binary relations from $U_{1}$ to $U_{2}$. Then, we say $\left(U_{1}, U_{2}, \pi\right)$ the multigranulation generalized soft approximation space over two universes.

Definition 15. Let $\left(U_{1}, U_{2}, \pi\right)$ be the multigranulation generalized soft approximation space over two universes $U_{1}$ and $U_{2}$, where $\pi=\sigma_{1}, \sigma_{2}, \sigma_{3}, \ldots . . \sigma_{m}$ and $B=\left\langle\mu_{B}, \gamma_{B}\right\rangle$ be an IFS in $U_{2}$. Then,

 respect to the aftersets of soft relations $\left(\sigma_{i}, A\right) \in \pi$ and are defined as:

$$
\begin{aligned}
& \underline{\sum_{i=1}^{m} \sigma_{i}^{\mu_{B}}}(e)\left(u_{1}\right)=\left\{\begin{array}{cc}
\wedge\left\{\mu_{B}\left(u_{2}\right): u_{2} \in \cup_{i=1}^{m} u_{1} \sigma_{i}(e)\right\}, & \text { if } \cup_{i=1}^{m} u_{1} \sigma_{i}(e) \neq \varnothing ; \\
1 & \text { otherwise; }
\end{array}\right. \\
& \underline{\sum_{i=1}^{m} \sigma_{i}}{ }_{0}^{\gamma_{B}}(e)\left(u_{1}\right)=\left\{\begin{array}{cc}
\vee\left\{\gamma_{B}\left(u_{2}\right): u_{2} \in \cap_{i=1}^{m} u_{1} \sigma_{i}(e)\right\}, & \text { if } \cap_{i=1}^{m} u_{1} \sigma_{i}(e) \neq \varnothing ; \\
0 & \text { otherwise; }
\end{array}\right.
\end{aligned}
$$

and
where $u_{1} \sigma_{i}(e)=\left\{u_{2} \in U_{2}:\left(u_{1}, u_{2}\right) \in \sigma_{i}(e)\right\}$ are called the aftersets of $u_{1}$ for $u_{1} \in U_{1}$ and $e \in A$. Obviously, $\left(\underline{\sum_{i=1}^{m} \sigma_{i}}{ }_{0}^{B}, A\right)$ and $\left({ }^{0}{\overline{\sum_{i=1}^{m}} \bar{\sigma}_{i}^{B}}^{B}, A\right)$ are two IFS soft sets over $U_{1}$.

Definition 16. Let $\left(U_{1}, U_{2}, \pi\right)$ be the multigranulation generalized soft approximation space over two universes $U_{1}$ and $U_{2}$, where $\pi=\sigma_{1}, \sigma_{2}, \sigma_{3}, \ldots . . \sigma_{m}$ and $B=\left\langle\mu_{B}, \gamma_{B}\right\rangle$ be an IFS in $U_{1}$. Then, the optimistic lower approximation ${ }^{B} \underline{\sum_{i=1}^{m} \sigma_{i}}=\left(\underline{\mu}_{B}^{\sum_{i=1}^{m} \sigma_{i}},^{\gamma_{B}} \underline{\sum_{i=1}^{m} \sigma_{i}}\right)$ and the optimistic upper
 respect to the foresets of soft relations $\left(\sigma_{i}, A\right) \in \pi$ and are defined as:

$$
\begin{aligned}
\mu_{B} \underline{\sum_{i=1}^{m} \sigma_{i}}(e)\left(u_{2}\right) & =\left\{\begin{array}{cc}
\wedge\left\{\mu_{B}\left(u_{1}\right): u_{1} \in \cup_{i=1}^{m} \sigma_{i}(e) u_{2}\right\}, & \text { if } \cup_{i=1}^{m} \sigma_{i}(e) u_{2} \neq \varnothing ; \\
1 & \text { otherwise; }
\end{array}\right. \\
{ }^{\gamma_{B} \underline{\sum_{i=1}^{m} \sigma_{i}}}(e)\left(u_{2}\right) & =\left\{\begin{array}{cc}
\vee\left\{\gamma_{B}\left(u_{1}\right): u_{1} \in \cap_{i=1}^{m} \sigma_{i}(e) u_{2}\right\}, & \text { if } \cap_{i=1}^{m} \sigma_{i}(e) u_{2} \neq \varnothing ; \\
0 & \text { otherwise; }
\end{array}\right.
\end{aligned}
$$

and
where $\sigma_{1}(e) u_{2}=\left\{u_{1} \in U_{1}:\left(u_{1}, u_{2}\right) \in \sigma_{i}(e)\right\}$ are called the foresets of $u_{2}$ for $u_{2} \in U_{2}$ and $e \in A$. Obviously, $\left({ }^{B} \underline{i=1}_{m}^{\sigma_{i}}, A\right)$ and $\left({ }^{B}{\overline{\sum_{i=1}^{m}} \sigma_{i}^{0}}^{0}, A\right)$ are two IFS soft sets over $U_{2}$.

Moreover, $\underline{\Sigma}_{i=1}^{m} \sigma_{i}^{B}: A \rightarrow I F\left(U_{1}\right),{ }^{o}{\overline{\sum_{i=1}^{m} \sigma_{i}}}^{B}: A \rightarrow I F\left(U_{1}\right)$ and ${ }^{B} \underline{\sum_{i=1}^{m} \sigma_{i}}: A \rightarrow$ $\operatorname{IF}\left(U_{2}\right),{ }^{B} \bar{\Sigma}_{i=1}^{m} \sigma_{i}^{o}: A \rightarrow I F\left(U_{2}\right)$.

Proposition 7. Let $\left(U_{1}, U_{2}, \pi\right)$ be the multigranulation generalized soft approximation space over two universes $U_{1}$ and $U_{2}$ and $B=\left\langle\mu_{B}, \gamma_{B}\right\rangle$ be an IFS in $U_{2}$. Then, the following properties for $\underline{\sum i=1}_{m} \sigma_{i}^{B}{ }_{0},{ }^{o}{\overline{\sum_{i=1}^{m}}{ }_{i=1}^{B}}^{B}$ hold:

(2) ${ }^{o}{\overline{\sum_{i=1}^{m}}{ }^{3}}^{B} \subseteq \wedge_{i=1}^{m}{\overline{\sigma_{i}}}^{B}$.

Proof. The proof is similar to the proof of Proposition 1.
Proposition 8. Let $\left(U_{1}, U_{2}, \pi\right)$ be the multigranulation generalized soft approximation space over two universes $U_{1}$ and $U_{2}$ and $B=\left\langle\mu_{B}, \gamma_{B}\right\rangle$ be an IFS in $U_{1}$. Then, the following properties for ${ }^{B} \sum_{i=1}^{m} \sigma_{i},{ }^{B}{ }^{B} \overline{\sum_{i=1}^{m} \sigma_{i}}$ hold:
(1) ${ }^{B}{\underline{\sum_{i=1}^{m} \sigma_{i}}}^{m} \subseteq \vee_{i=1}^{m}{ }^{B} \underline{\sigma_{i}}$;
(2) $B \overline{\overline{\sum i=1}_{m}^{\sigma_{i}}}{ }^{0} \subseteq \wedge_{i=1}^{m} B \overline{\overline{\sigma_{i}}}$.

Proof. The proof is similar to the proof of Proposition 2.
Proposition 9. Let $\left(U_{1}, U_{2}, \pi\right)$ be the multigranulation generalized soft approximation space over two universes $U_{1}$ and $U_{2}$. Then, the following properties with respect to the aftersets hold:
(1) $\sum_{i=1}^{m}{\sigma_{i}}^{1}{ }_{0}{ }_{U_{2}}=1 \mathcal{U}_{1}$ for all $e \in A$;
(2) ${ }^{o}{\overline{\sum_{i=1}^{m} \sigma_{i}}}^{1} u_{2}=1_{U_{1}}$ if $\cap_{i=1}^{m} u_{1} \sigma_{i}(e) \neq \varnothing$ and $\cup_{i=1}^{m} u_{1} \sigma_{i}(e) \neq \varnothing$, for some $i \leq m$;
(3) ${\underline{\sum i=1}{ }_{i}^{m} \sigma_{i}^{0} u_{2}}_{0}=0_{U_{1}}$ if $\cup_{i=1}^{m} u_{1} \sigma_{i}(e) \neq \varnothing$ and $\cap_{i=1}^{m} u_{1} \sigma_{i}(e) \neq \varnothing$, for some $i \leq m$;
${ }^{o}{\overline{\sum_{i=1}^{m} \sigma_{i}}}^{0} U_{2}=0_{U_{1}}$ for all $e \in A$.
Proof. The proof is similar to the proof of Proposition 3.
Proposition 10. Let $\left(U_{1}, U_{2}, \pi\right)$ be the multigranulation generalized soft approximation space over two universes $U_{1}$ and $U_{2}$. Then, the following properties with respect to the foresets hold:
(1) ${ }^{1} u_{1} \sum_{i=1}^{m} \sigma_{i}=1_{U_{2}}$ for all $e \in A ;$
(2) ${ }^{1} u_{1}{\overline{\bar{\sum}_{i=1}^{m}}}^{o}=1_{U_{2}}$ if $\cap_{i=1}^{m} \sigma_{i}(e) u_{2} \neq \varnothing$ and $\cup_{i=1}^{m} \sigma_{i}(e) u_{2} \neq \varnothing$, for some $i \leq m$;
(3) ${ }^{0} u_{1} \sum_{i=1}^{m} \sigma_{i}=0_{U_{2}} i f \cup_{i=1}^{m} \sigma_{i}(e) u_{2} \neq \varnothing$ and $\cap_{i=1}^{m} \sigma_{i}(e) u_{2} \neq \varnothing$, for some $i \leq m$;
(4) ${ }^{0} U_{1}{\overline{\overline{\sum i=1}_{m}^{\sigma_{i}}}}^{o}=0_{U_{2}}$ for all $e \in A$.

Proof. The proof is similar to the proof of Proposition 4.
Proposition 11. Let $\left(U_{1}, U_{2}, \pi\right)$ be the multigranulation generalized soft approximation space over two universes $U_{1}$ and $U_{2}$ and $B, B_{1}, B_{2} \in \operatorname{IF}\left(U_{2}\right)$. Then, the following properties for $\underline{\sum i=1}_{m}^{\sigma_{i}}{ }_{0}^{B}$, ${ }^{o}{\overline{\sum_{i=1}^{m} \sigma_{i}}}^{B}$ with respect the aftersets hold:
(1) If $B_{1} \subseteq B_{2}$ then $\underline{\sum_{i=1}^{m} \sigma_{i}^{B_{1}}} \subseteq \underline{\sum_{i=1}^{m} \sigma_{i}^{B_{2}}}$;
(2) If $B_{1} \subseteq B_{2}$ then ${ }^{o} \overline{\sum_{i=1}^{m} \sigma_{i}} B_{1} \subseteq{ }^{o} \overline{\sum_{i=1}^{m} \sigma_{i}} B_{2}$;
(3) $\frac{\sum_{i=1}^{m} \sigma_{i}^{B_{1}} \cap B_{2}}{\sum_{0}^{m} \sigma_{i}^{B_{1}} \cup B_{2}}=\frac{\sum_{i=1}^{m} \sigma_{i}^{B_{1}}}{\sum^{m} \sigma_{i}} \cap \frac{\sum_{i=1}^{m} \sigma_{i}{ }_{i}^{B_{2}}}{\sum_{0}}$;
(5) ${ }^{o} \overline{\sum_{i=1}^{m} \sigma_{i}} B_{1} \cup B_{2}={ }^{o} \overline{\sum_{i=1}^{m} \sigma_{i}} B_{1} \cup^{o} \overline{\sum_{i=1}^{m} \sigma_{i}} B_{2}$;
(6) ${ }^{o}{\overline{\sum_{i=1}^{m} \sigma_{i}}}^{B_{1} \cap B_{2}} \subseteq^{o}{\overline{\sum_{i=1}^{m} \sigma_{i}}}^{B_{1}} \cap^{o}{\overline{\sum_{i=1}^{m} \sigma_{i}}}^{B_{2}}$.

Proof. The proof is similar to the proof of Proposition 5.
Proposition 12. Let $\left(U_{1}, U_{2}, \pi\right)$ be the multigranulation generalized soft approximation space over two universes $U_{1}$ and $U_{2}$ and $B, B_{1}, B_{2} \in I F\left(U_{1}\right)$. Then, the following properties for ${ }^{B} \underline{\sum_{i=1}^{m} \sigma_{i}}{ }_{0}$, ${ }^{B}{\overline{\sum_{i=1}^{m} \sigma_{i}}}^{0}$ with respect the foresets hold:
(1) If $B_{1} \subseteq B_{2}$ then $B_{1} \sum_{i=1}^{m} \sigma_{i} \subseteq \subseteq^{B_{2}} \sum_{i=1}^{m} \sigma_{i}$;
(2) If $B_{1} \subseteq B_{2}$ then $B_{1}{\overline{\overline{\sum_{i=1}^{m}} \sigma_{i}^{m}}{ }^{o} \subseteq^{B_{2}} \frac{\sum_{i=1}^{m} \sigma_{i}}{}{ }^{0} \text {; }}^{\text {(3) }}$
(3) $B_{1} \cap B_{2} \sum_{i=1}^{m} \sigma_{i}=B_{1} \underline{\sum_{i=1}^{m} \sigma_{i}} \bar{\cap}^{B_{2}} \underline{\sum_{i=1}^{m} \sigma_{i}}$;
(4) $B_{1} \cup B_{2} \underline{\sum i=1}_{m} \sigma_{i} \supseteq^{B_{1}} \underline{\sum_{i=1}^{m} \sigma_{i}} \cup^{B_{2}} \sum_{i=1}^{m} \sigma_{i}$;
(5) ${ }^{B_{1} \cup B_{2}} \overline{\overline{\sum i=1}_{m}^{\sigma_{i}}}={ }^{B_{1}} \overline{\overline{\sum_{i=1}^{m} \sigma_{i}}} \cup^{B_{2}} \overline{{\overline{\sum_{i=1}^{m} \sigma_{i}}}^{0}}$;
(6) $B_{1} \cap B_{2} \sum_{i=1}^{m} \sigma_{i}^{0} \subseteq \subseteq^{B_{1}}{\overline{\sum_{i=1}^{m} \sigma_{i}}}^{o} \cap^{B_{2}}{\overline{\sum_{i=1}^{m}} \sigma_{i}}^{0}$.

Proof. The proof is similar to the proof of Proposition 6.
Proposition 13. Let $\left(U_{1}, U_{2}, \pi\right)$ be the multigranulation generalized soft approximation space over two universes $U_{1}$ and $U_{2}$ and $B_{1}, B_{2}, B_{3}, \ldots B_{n} \in I F\left(U_{2}\right)$, and $B_{1} \subseteq B_{2} \subseteq B_{3} \subseteq \ldots \subseteq B_{n}$. Then, the following properties with respect the aftersets hold:

(2) ${ }^{{ }^{\overline{\sum_{i=1}^{m} \sigma_{i}}} B_{1} \subseteq^{o} \overline{\sum_{i=1}^{m} \sigma_{i}} B_{2} \subseteq^{o}{\overline{\sum_{i=1}^{m}} \sigma_{i}}^{B_{3}} \subseteq \ldots \ldots . \subseteq^{o} \overline{\sum_{i=1}^{m} \sigma_{i}} B_{n} . ~ . ~ . ~}$

Proof. The proof is similar to the proof of Proposition 5.
Proposition 14. Let $\left(U_{1}, U_{2}, \pi\right)$ be the multigranulation generalized soft approximation space over two universes $U_{1}$ and $U_{2}$ and $B_{1}, B_{2}, B_{3}, \ldots B_{n} \in I F\left(U_{1}\right)$, and $B_{1} \subseteq B_{2} \subseteq B_{3} \subseteq \ldots \subseteq B_{n}$. Then, the following properties with respect the foresets hold:

Proof. The proof is similar to the proof of Proposition 6.

## 5. Application in Decision-Making Problem

Decision making is a major area of study in almost all types of data analysis. To select effective alternatives from aspirants is the process of decision making. Since our environment is becoming changeable and complicated day by day and the decision-making process proposed by a single expert is no longer good, therefore, a decision-making algorithm
based on consensus by using collective wisdom is a better approach. From imprecise multi-observer data, Maji et al. [71] proposed a useful technique of object recognition. Feng et al. [72] pointed out errors in Maji et al. [71] and rebuilt a framework correctly. Shabir et al. [63] presented MGRS model based on soft relations by using crisp sets and proposed a decision-making algorithm. Jamal and Shabir [64] presented a decision-making algorithm by using the OMGRS model in terms of FS based on soft relations. This paper extends Jamal's OMGFRS model and presents the decision-making method based on multi-soft relations by use of OMGIFRS.

The lower and upper approximations are the closest to approximated subsets of a universe. We obtain two corresponding values $\sum_{i=1}^{m} \sigma_{i}^{B}\left(e_{j}\right)\left(x_{k}\right)$ and ${ }^{0}{\overline{\sum_{i=1}^{m} \sigma_{i}}}^{B}\left(e_{j}\right)\left(x_{k}\right)$ with respect to the afterset to the decision alternative $x_{k} \in U_{1}$ by the IF soft lower and upper approximations of an IF $B \in I F\left(U_{2}\right)$.

We present Algorithms 1 and 2 for our proposed model here.
Algorithm 1: Aftersets for decision-making problem
(1) Compute the optimistic multigranulation lower IF soft set approximation $\underline{\sum_{i=1}^{m} \sigma_{i}{ }_{i}^{B}}$
 $B=\left\langle\mu_{B}, \gamma_{B}\right\rangle$ with respect to the aftersets;
(2) Compute the score values for each of the entries of the ${\underline{\sum_{i=1}^{m}} \sigma_{i}^{B}}_{0}$ and ${ }^{0}{\overline{\sum_{i=1}^{m}} \bar{\sigma}_{i}^{B}}^{B}$ and denote them by $\underline{S}_{i j}\left(x_{i}, e_{j}\right)$ and $\bar{S}_{i j}\left(x_{i}, e_{j}\right)$ for all $i, j$;
(3) Compute the aggregated score $\underline{S}\left(x_{i}\right)=\sum_{j=1}^{n} \underline{S}_{i j}\left(x_{i}, e_{j}\right)$ and $\bar{S}\left(x_{i}\right)=\sum_{j=1}^{n} \bar{S}_{i j}\left(x_{i}, e_{j}\right)$;
(4) Compute $S\left(x_{i}\right)=\underline{S}\left(x_{i}\right)+\bar{S}\left(x_{i}\right)$;
(5) The best decision is $x_{k}=\max _{i} S\left(x_{i}\right)$;
(6) If $k$ has more than one value, say $k_{1}, k_{2}$, then we calculate the accuracy values $\underline{H}_{i j}\left(x_{i}, e_{j}\right)$ and $\bar{H}_{i j}\left(x_{i}, e_{j}\right)$ for only those $x_{k}$ for which $S\left(x_{k}\right)$ are equal;
(7) Compute $H\left(x_{k}\right)=\sum_{j=1}^{n} \underline{H}_{k j}\left(x_{k}, e_{j}\right)+\sum_{j=1}^{n} \bar{H}_{k j}\left(x_{k}, e_{j}\right)$ for $k=k_{1}, k_{2}$;
(8) If $H\left(x_{k_{1}}\right)>H\left(x_{k_{2}}\right)$, then we select $x_{k_{1}}$;
(9) If $H\left(x_{k_{1}}\right)=H\left(x_{k_{2}}\right)$, then select any one of $x_{k_{1}}$ and $x_{k_{2}}$.

Algorithm 2: Foresets for decision-making problem
(1) Compute the optimistic multigranulation lower IF soft set approximation ${ }^{B}{\underline{\sum_{i=1}^{m}} \sigma_{i}{ }^{B}}_{0}$ and upper multigranulation IF soft set approximation ${ }^{B}{\overline{\Sigma_{i=1}^{m}} \sigma_{i}^{0}}^{0}$ of an IF set $B=\left\langle\mu_{B}, \gamma_{B}\right\rangle$ with respect to the foresets;
(2) Compute the score values for each of the entries of the ${ }^{B} \underline{\sum_{i=1}^{m} \sigma_{i}}{ }_{0}^{B}$ and ${ }^{B} \overline{\sum_{i=1}^{m} \sigma_{i}^{0}}$ and denote them by $\underline{S}_{i j}\left(x_{i}, e_{j}\right)$ and $\bar{S}_{i j}\left(x_{i}, e_{j}\right)$ for all $i, j$;
(3) Compute the aggregated score $\underline{S}\left(x_{i}\right)=\sum_{j=1}^{n} \underline{S}_{i j}\left(x_{i}, e_{j}\right)$ and $\bar{S}\left(x_{i}\right)=\sum_{j=1}^{n} \bar{S}_{i j}\left(x_{i}, e_{j}\right)$;
(4) Compute $S\left(x_{i}\right)=\underline{S}\left(x_{i}\right)+\bar{S}\left(x_{i}\right)$;
(5) The best decision is $x_{k}=\max _{i} S\left(x_{i}\right)$;
(6) If $k$ has more than one value, say $k_{1}, k_{2}$, then we calculate the accuracy values $\underline{H}_{i j}\left(x_{i}, e_{j}\right)$ and $\bar{H}_{i j}\left(x_{i}, e_{j}\right)$ for only those $x_{k}$ for which $S\left(x_{k}\right)$ are equal;
(7) Compute $H\left(x_{k}\right)=\sum_{j=1}^{n} \underline{H}_{k j}\left(x_{k}, e_{j}\right)+\sum_{j=1}^{n} \bar{H}_{k j}\left(x_{k}, e_{j}\right)$ for $k=k_{1}, k_{2}$;
(8) If $H\left(x_{k_{1}}\right)>H\left(x_{k_{2}}\right)$ then we select $x_{k_{1}}$;
(9) If $H\left(x_{k_{1}}\right)=H\left(x_{k_{2}}\right)$ then select any one of $x_{k_{1}}$ and $x_{k_{2}}$.

Now, we show the proposed approach of decision making step by step by using following example. The following example discusses an algorithm to make a wise decision for the selection of a car.

Example 3. Suppose a multi-national company wants to select a best officer and there are 10 short-listed applicants which are categorized in two groups, platinum and diamond. The set $U_{1}=$ $\left\{m_{1}, m_{2}, m_{3}, m_{4}, m_{5}, m_{6}\right\}$ represents the applicants of platinum group and $U_{2}=\left\{c_{1}, c_{2}, c_{3}, c_{4}\right\}$ represents the applicants of diamond group. Let $A=\left\{e_{1}, e_{2}, e_{3}\right\}=\left\{e_{1}=\right.$ education, $e_{2}=$ experience, $e_{3}=$ computer knowledge\} be the set of parameters. Let two different teams of interviewers analyze and compare the competencies of these applicants.

We have $\sigma_{1}: A \rightarrow P\left(U_{1} \times U_{2}\right)$ represent the comparison of the first-interviewer team defined by

$$
\begin{aligned}
\sigma_{1}\left(e_{1}\right) & =\left\{\left(m_{1}, c_{1}\right),\left(m_{1}, c_{2}\right),\left(m_{2}, c_{2}\right),\left(m_{2}, c_{4}\right),\left(m_{4}, c_{2}\right),\left(m_{4}, c_{3}\right),\left(m_{5}, c_{3}\right),\left(m_{5}, c_{4}\right),\left(m_{6}, c_{1}\right)\right\}, \\
\sigma_{1}\left(e_{2}\right) & =\left\{\left(m_{1}, c_{1}\right),\left(m_{2}, c_{3}\right),\left(m_{4}, c_{1}\right),\left(m_{5}, c_{1}\right),\left(m_{6}, c_{2}\right),\left(m_{6}, c_{3}\right)\right\}, \\
\text { and } \sigma_{1}\left(e_{3}\right) & =\left\{\left(m_{1}, c_{1}\right),\left(m_{2}, c_{4}\right),\left(m_{3}, c_{1}\right),\left(m_{3}, c_{3}\right),\left(m_{4}, c_{1}\right),\left(m_{5}, c_{3}\right),\left(m_{5}, c_{4}\right)\right\},
\end{aligned}
$$

where $\sigma_{1}\left(e_{1}\right)$ compares the education of applicants, $\sigma_{1}\left(e_{2}\right)$ compares the experience of applicants, $\sigma_{1}\left(e_{3}\right)$ compares the computer knowledge of applicants.

Similarly, $\sigma_{2}: A \rightarrow P\left(U_{1} \times U_{2}\right)$ represent the comparison of the second-interviewer team defined by

$$
\begin{aligned}
\sigma_{2}\left(e_{1}\right) & =\left\{\left(m_{1}, c_{1}\right),\left(m_{1}, c_{2}\right),\left(m_{2}, c_{3}\right),\left(m_{3}, c_{4}\right),\left(m_{4}, c_{2}\right),\left(m_{5}, c_{2}\right),\left(m_{6}, c_{3}\right)\right\}, \\
\sigma_{2}\left(e_{2}\right) & =\left\{\left(m_{1}, c_{1}\right),\left(m_{3}, c_{2}\right),\left(m_{4}, c_{1}\right),\left(m_{6}, c_{4}\right)\right\}, \\
\text { and } \sigma_{2}\left(e_{3}\right) & =\left\{\left(m_{1}, c_{1}\right),\left(m_{1}, c_{3}\right),\left(m_{2}, c_{2}\right),\left(m_{2}, c_{3}\right),\left(m_{4}, c_{1}\right),\left(m_{5}, c_{4}\right),\left(m_{6}, c_{4}\right)\right\},
\end{aligned}
$$

where $\sigma_{2}\left(e_{1}\right)$ compares the education of applicants, $\sigma_{2}\left(e_{2}\right)$ compares the experience of applicants, $\sigma_{2}\left(e_{3}\right)$ compares the computer knowledge of applicants.

From these comparisons, we obtain two soft relations from $U_{1}$ to $U_{2}$. Now, the aftersets

$$
\begin{aligned}
& m_{1} \sigma_{1}\left(e_{1}\right)=\left\{c_{1}, c_{2}\right\}, m_{2} \sigma_{1}\left(e_{1}\right)=\left\{c_{2}, c_{4}\right\}, m_{3} \sigma_{1}\left(e_{1}\right)=\varnothing, \\
& m_{4} \sigma_{1}\left(e_{1}\right)=\left\{c_{2}, c_{3}\right\}, m_{5} \sigma_{1}\left(e_{1}\right)=\left\{c_{3}, c_{4}\right\}, m_{6} \sigma_{1}\left(e_{1}\right)=\left\{c_{1}\right\} \text { and } \\
& m_{1} \sigma_{1}\left(e_{2}\right)=\left\{c_{1}\right\}, \quad m_{2} \sigma_{1}\left(e_{2}\right)=\left\{c_{3}\right\}, \quad m_{3} \sigma_{1}\left(e_{2}\right)=\varnothing, \\
& m_{4} \sigma_{1}\left(e_{2}\right)=\left\{c_{1}\right\}, \quad m_{5} \sigma_{1}\left(e_{2}\right)=\left\{c_{1}\right\}, \quad m_{6} \sigma_{1}\left(e_{2}\right)=\left\{c_{2}, c_{3}\right\}, \text { and } \\
& m_{1} \sigma_{1}\left(e_{3}\right)=\left\{c_{1}\right\}, \quad m_{2} \sigma_{1}\left(e_{3}\right)=\left\{c_{4}\right\}, \quad m_{3} \sigma_{1}\left(e_{3}\right)=\left\{c_{1}, c_{3}\right\}, \\
& m_{4} \sigma_{1}\left(e_{3}\right)=\left\{c_{1}\right\}, \quad m_{5} \sigma_{1}\left(e_{3}\right)=\left\{c_{3}, c_{4}\right\}, m_{6} \sigma_{1}\left(e_{3}\right)=\varnothing, \text { and } \\
& m_{1} \sigma_{2}\left(e_{1}\right)=\left\{c_{1}, c_{2}\right\}, m_{2} \sigma_{2}\left(e_{1}\right)=\left\{c_{3}\right\}, \quad m_{3} \sigma_{2}\left(e_{1}\right)=\left\{c_{4}\right\}, \\
& m_{4} \sigma_{2}\left(e_{1}\right)=\left\{c_{2}\right\}, \quad m_{5} \sigma_{2}\left(e_{1}\right)=\left\{c_{2}\right\}, \quad m_{6} \sigma_{2}\left(e_{1}\right)=\left\{c_{3}\right\} \text { and } \\
& m_{1} \sigma_{2}\left(e_{2}\right)=\left\{c_{1}\right\}, \quad m_{2} \sigma_{2}\left(e_{2}\right)=\varnothing, \quad m_{3} \sigma_{2}\left(e_{2}\right)=\left\{c_{2}\right\}, \\
& m_{4} \sigma_{2}\left(e_{2}\right)=\left\{c_{1}\right\}, \quad m_{5} \sigma_{2}\left(e_{2}\right)=\varnothing, \quad m_{6} \sigma_{2}\left(e_{2}\right)=\left\{c_{4}\right\}, \text { and } \\
& m_{1} \sigma_{2}\left(e_{3}\right)=\left\{c_{1}, c_{3}\right\}, m_{2} \sigma_{2}\left(e_{3}\right)=\left\{c_{2}, c_{3}\right\}, m_{3} \sigma_{2}\left(e_{3}\right)=\varnothing, \\
& m_{4} \sigma_{2}\left(e_{3}\right)=\left\{c_{1}\right\}, \quad m_{5} \sigma_{2}\left(e_{3}\right)=\left\{c_{4}\right\}, \quad m_{6} \sigma_{2}\left(e_{3}\right)=\left\{c_{4}\right\},
\end{aligned}
$$

where $m_{i} \sigma_{j}\left(e_{1}\right)$ represents all those applicants of the diamond group whose education is equal to $m_{i}, m_{i} \sigma_{j}\left(e_{2}\right)$ represents all those applicants of the diamond group whose experience is equal to $m_{i}$ and $m_{i} \sigma_{j}\left(e_{3}\right)$ represents all those applicants of the diamond group whose computer knowledge is equal to $m_{i}$. In addition, foresets

$$
\begin{aligned}
& \sigma_{1}\left(e_{1}\right) c_{1}=\left\{m_{1}, m_{6}\right\}, \quad \sigma_{1}\left(e_{1}\right) c_{2}=\left\{m_{1}, m_{2}, m_{4}\right\}, \sigma_{1}\left(e_{1}\right) c_{3}=\left\{m_{4}, m_{5}\right\}, \sigma_{1}\left(e_{1}\right) c_{4}=\left\{m_{2}, m_{5}\right\}, \text { and } \\
& \sigma_{1}\left(e_{2}\right) c_{1}=\left\{m_{1}, m_{4}, m_{5}\right\}, \sigma_{1}\left(e_{2}\right) c_{2}=\left\{m_{6}\right\}, \quad \sigma_{1}\left(e_{2}\right) c_{3}=\left\{m_{2}, m_{6}\right\}, \sigma_{1}\left(e_{2}\right) c_{4}=\varnothing \text {, and } \\
& \sigma_{1}\left(e_{3}\right) c_{1}=\left\{m_{1}, m_{3}, m_{4}\right\}, \sigma_{1}\left(e_{3}\right) c_{2}=\varnothing, \quad \sigma_{1}\left(e_{3}\right) c_{3}=\left\{m_{3}, m_{5}\right\}, \sigma_{1}\left(e_{3}\right) c_{4}=\left\{m_{2}, m_{5}\right\} . \\
& \sigma_{2}\left(e_{1}\right) c_{1}=\left\{m_{1}\right\}, \quad \sigma_{2}\left(e_{1}\right) c_{2}=\left\{m_{1}, m_{4}, m_{5}\right\}, \sigma_{2}\left(e_{1}\right) c_{3}=\left\{m_{2}, m_{6}\right\}, \sigma_{2}\left(e_{1}\right) c_{4}=\left\{m_{3}\right\} \text {, and } \\
& \sigma_{2}\left(e_{2}\right) c_{1}=\left\{m_{1}, m_{4}\right\}, \quad \sigma_{2}\left(e_{2}\right) c_{2}=\left\{m_{3}\right\}, \quad \sigma_{2}\left(e_{2}\right) c_{3}=\varnothing, \quad \sigma_{2}\left(e_{2}\right) c_{4}=\left\{m_{6}\right\}, \text { and } \\
& \sigma_{2}\left(e_{3}\right) c_{1}=\left\{m_{1}, m_{4}\right\}, \quad \sigma_{2}\left(e_{3}\right) c_{2}=\left\{m_{2}\right\}, \quad \sigma_{1}\left(e_{3}\right) c_{3}=\left\{m_{1}, m_{2}\right\}, \sigma_{2}\left(e_{3}\right) c_{4}=\left\{m_{5}, m_{6}\right\},
\end{aligned}
$$

where $\sigma_{j}\left(e_{1}\right) c_{i}$ represents all those applicants of the platinum group whose education is equal to $c_{i}, \sigma_{j}\left(e_{2}\right) c_{i}$ represents all those applicants of the platinum group whose experience is equal to $c_{i}$ and $\sigma_{j}\left(e_{3}\right) c_{i}$ represents all those applicants of the platinum group whose computer knowledge is equal to $c_{i}$.

Define $B=\left\langle\mu_{B}, \gamma_{B}\right\rangle: U_{2} \rightarrow[0,1]$ which represents the preference of applicants given by a multi-national company such that

$$
\begin{aligned}
& \mu_{B}\left(c_{1}\right)=0.9, \mu_{B}\left(c_{2}\right)=0.8, \mu_{B}\left(c_{3}\right)=0.4, \mu_{B}\left(c_{4}\right)=0 \text { and } \\
& \gamma_{B}\left(c_{1}\right)=0.0, \gamma_{B}\left(c_{2}\right)=0.2, \gamma_{B}\left(c_{3}\right)=0.5, \gamma_{B}\left(c_{4}\right)=0.8 .
\end{aligned}
$$

Define $B_{1}=\left\langle\mu_{B_{1}}, \gamma_{B_{1}}\right\rangle: U_{1} \rightarrow[0,1]$ which represents the preference of applicants given by a multi-national company such that
$\mu_{B_{1}}\left(m_{1}\right)=1, \mu_{B_{1}}\left(m_{2}\right)=0.7, \mu_{B_{1}}\left(m_{3}\right)=0.5, \mu_{B_{1}}\left(m_{4}\right)=0.1$,
$\mu_{B_{1}}\left(m_{5}\right)=0, \mu_{B_{1}}\left(m_{6}\right)=0.4$ and
$\gamma_{B_{1}}\left(m_{1}\right)=0, \gamma_{B_{1}}\left(m_{2}\right)=0.2, \gamma_{B_{1}}\left(m_{3}\right)=0.5, \gamma_{B_{1}}\left(m_{4}\right)=0.7$,
$\gamma_{B_{1}}\left(m_{5}\right)=1, \gamma_{B_{1}}\left(m_{6}\right)=0.5$.
Therefore, the optimistic multigranulation lower and upper approximations (with respect to the aftersets as well as with respect to the foresets) are given in Tables 8 and 9 .

$$
\begin{aligned}
{\frac{\sigma_{1}+\sigma_{2}}{o}}^{B} & =\left({\underline{\sigma_{1}+\sigma_{2}}}_{o}^{\mu_{B}},{\overline{\sigma_{1}+\sigma_{2}}}_{o}^{\gamma_{B}}\right), \\
{ }^{\sigma_{1}+\sigma_{2}} & =\left({ }^{B}{\overline{\sigma_{1}+\sigma_{2}}}^{\mu_{B}},{ }_{o}^{\sigma_{1}+\sigma_{2}}\right.
\end{aligned}
$$

Table 8. Optimistic multigranulation lower approximations of $B$.

| $\underline{\sigma_{1}+\sigma_{2}}{ }_{o}^{\mu_{B}}, \underline{\sigma_{1}+\sigma_{2}}{ }_{0}^{\gamma_{B}}$ | $m_{1}$ | $m_{2}$ | $m_{3}$ | $m_{4}$ | $m_{5}$ | $m_{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\underline{\sigma_{1}+\sigma_{2}{ }_{0}^{\mu_{B}}\left(e_{1}\right)}$ | 0.8 | 0 | 0 | 0.4 | 0 | 0.4 |
| $\underline{\sigma_{1}+\sigma_{2}}{ }_{0}^{\mu_{B}}\left(e_{2}\right)$ | 0.9 | 0.4 | 0.8 | 0.9 | 0.9 | 0 |
| $\underline{\sigma_{1}+\sigma_{2}}{ }_{0}^{\mu_{B}}\left(e_{3}\right)$ | 0.4 | 0 | 0.4 | 1 | 0 | 0 |
| $\underline{\sigma_{1}+\sigma_{2}}{ }_{0}^{\gamma_{B}}\left(e_{1}\right)$ | 0.2 | 0.8 | 0.8 | 0.5 | 0.8 | 0.5 |
| $\underline{\sigma_{1}+\sigma_{2}{ }_{0}^{\gamma_{B}}\left(e_{2}\right)}$ | 0 | 0.5 | 0.2 | 0 | 0 | 0.8 |
| $\underline{\sigma_{1}+\sigma_{2}}{ }^{\gamma_{B}}\left(e_{3}\right)$ | 0.5 | 0.8 | 0.5 | 0 | 0.8 | 0.8 |

Table 8 shows the exact degree of competency of applicant $m_{i}$ to $B$ in education, experience and computer knowledge.

Table 9 shows the possible degree of competency of applicant $m_{i}$ to $B$ in education, experience and computer knowledge.

In Table 10, $S\left(m_{1}\right)=S\left(m_{4}\right)$, so we calculate accuracy values for $m_{1}$ and $m_{4}$, as shown in Table 11.

Table 9. Optimistic multigranulation upper approximations of $B$.

| ${ }^{o}{\overline{\sigma_{1}+\sigma_{2}}}^{\mu_{B}},{ }^{o}{\overline{\sigma_{1}+\sigma_{2}}}{ }^{\gamma_{B}}$ | $m_{1}$ | $m_{2}$ | $m_{3}$ | $m_{4}$ | $m_{5}$ | $m_{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }^{o}{\overline{\sigma_{1}+\sigma_{2}}}^{\mu_{B}}\left(e_{1}\right)$ | 0.9 | 0 | 0 | 0.8 | 0 | 0 |
| ${ }^{o}{\overline{\sigma_{1}+\sigma_{2}}}^{\mu_{B}}\left(e_{2}\right)$ | 0.9 | 0 | 0 | 0.9 | 0 | 0 |
| ${ }^{o}{\overline{\sigma_{1}+\sigma_{2}}}^{\mu_{B}}\left(e_{3}\right)$ | 0.9 | 0 | 0 | 0 | 0 | 0 |
| ${ }^{o}{\overline{\sigma_{1}+\sigma_{2}}}{ }^{\gamma_{B}}\left(e_{1}\right)$ | 0 | 1 | 1 | 0.2 | 1 | 1 |
| ${ }^{o}{\overline{\sigma_{1}+\sigma_{2}}}{ }^{\text {b }}\left(e_{2}\right)$ | 0 | 1 | 1 | 0 | 1 | 1 |
| ${ }^{o}{\overline{\sigma_{1}+\sigma_{2}}}^{\gamma_{B}}\left(e_{3}\right)$ | 0 | 1 | 1 | 1 | 0.8 | 1 |

Table 10. Values of score function of applicants.

|  | $\underline{S}_{i j}\left(e_{1}\right)$ | $\underline{S}_{i j}\left(e_{2}\right)$ | $\underline{S}_{i j}\left(e_{3}\right)$ | $\bar{S}_{i j}\left(e_{1}\right)$ | $\bar{S}_{i j}\left(e_{2}\right)$ | $\bar{S}_{i j}\left(e_{3}\right)$ | $\underline{S}\left(x_{i}\right)$ | $\overline{\boldsymbol{S}}\left(x_{i}\right)$ | $S\left(x_{i}\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $m_{1}$ | 0.6 | 0.9 | -0.1 | 0.9 | 0.9 | 0.9 | 1.4 | 2.7 | 4.1 |
| $m_{2}$ | -0.8 | -0.1 | -0.8 | -1 | -1 | -1 | -1.7 | -3 | -4.7 |
| $m_{3}$ | -0.8 | 0.6 | -0.1 | -1 | -1 | -1 | -0.3 | -3 | -3.3 |
| $m_{4}$ | -0.1 | 0.9 | 0.9 | 0.6 | 0.9 | 0.9 | 1.7 | 2.4 | 4.1 |
| $m_{5}$ | -0.8 | 0.9 | -0.8 | -1 | -1 | -0.8 | -0.7 | -2.8 | -3.5 |
| $m_{6}$ | -0.1 | -0.8 | -0.8 | -1 | -1 | -1 | 1.7 | -3 | -4.7 |

Table 11. Values of accuracy function.

|  | $\underline{\boldsymbol{H}}_{i j}\left(\boldsymbol{e}_{\mathbf{1}}\right)$ | $\underline{\boldsymbol{H}}_{i j}\left(\boldsymbol{e}_{\mathbf{2}}\right)$ | $\underline{\boldsymbol{H}}_{i j}\left(\boldsymbol{e}_{\mathbf{3}}\right)$ | $\overline{\boldsymbol{H}}_{i j}\left(\boldsymbol{e}_{\mathbf{1}}\right)$ | $\overline{\boldsymbol{H}}_{i j}\left(\boldsymbol{e}_{\mathbf{2}}\right)$ | $\overline{\boldsymbol{H}}_{i j}\left(\boldsymbol{e}_{\mathbf{3}}\right)$ | $\boldsymbol{H}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $m_{1}$ | 1 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 5.5 |
| $m_{6}$ | 0.9 | 0.9 | 1 | 1 | 0.9 | 1 | 5.7 |

It is shown in Table 11 that $H\left(m_{6}\right)=5.7$ is maximum. Therefore, a multi-national company will select applicant $m_{6}$.

Therefore, the optimistic multigranulation lower and upper approximations (with respect to the foresets) are given in Tables 12 and 13.

$$
\begin{aligned}
& { }^{B} \underline{\sigma_{1}+\sigma_{2}}{ }_{o}=\left({ }^{\mu_{B}} \underline{\sigma_{1}+\sigma_{2}}{ }^{\prime}{ }^{\gamma}{ }^{\gamma_{B}} \underline{\sigma_{1}+\sigma_{2}}{ }_{o}\right) \text {, } \\
& B{\overline{\sigma_{1}+\sigma_{2}}}^{o}=\left(\mu_{B}{\overline{\sigma_{1}+\sigma_{2}}}^{o}, \gamma_{B}{\overline{\sigma_{1}+\sigma_{2}}}^{o}\right) .
\end{aligned}
$$

Table 12. Optimistic multigranulation lower approximations of $B$.

|  | $c_{1}$ | $c_{2}$ | $c_{3}$ | $c_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| ${ }^{\mu_{B}} \underline{\sigma_{1}+\sigma_{2}}\left(e_{1}\right)$ | 0.4 | 0 | 0 | 0 |
| ${ }^{\mu_{B}} \underline{\sigma_{1}+\sigma_{2}}\left(e_{2}\right)$ | 0 | 0.4 | 0.4 | 0.4 |
| ${ }^{\mu_{B}} \underline{\sigma_{1}+\sigma_{2}}\left(e_{3}\right)$ | 0.1 | 0.7 | 0 | 0 |
| ${ }^{\gamma_{B}} \underline{\sigma_{1}+\sigma_{2}}\left(e_{1}\right)$ | 0.5 | 1 | 1 | 1 |
| ${ }^{\gamma_{B}} \underline{\sigma_{1}+\sigma_{2_{o}}\left(e_{2}\right)}$ | 1 | 0.5 | 0.5 | 0.5 |
| ${ }^{\gamma_{B}} \underline{\sigma_{1}+\sigma_{2}}\left(e_{3}\right)$ | 0.7 | 0.2 | 1 | 1 |

Table 12 shows the exact degree of competency of applicant $c_{i}$ to $B$ in education, experience and computer knowledge.

Table 13 shows the possible degree of competency of applicant $c_{i}$ to $B$ in education, experience and computer knowledge.

Table 13. Optimistic multigranulation upper approximations of $B$.

| $\mu_{B}{\overline{\sigma_{1}+\sigma_{2}}}^{o}, \gamma_{B}{\overline{\sigma_{1}+\sigma_{2}}}{ }^{\text {a }}$ | $c_{1}$ | $c_{2}$ | $c_{3}$ | $c_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\left.\mu_{B}{\overline{\sigma_{1}+\sigma_{2}}}{ }^{( } e_{1}\right)$ | 1 | 0.1 | 0 | 0 |
| $\left.\mu_{B}{\overline{\sigma_{1}+\sigma_{2}}}{ }^{( } e_{2}\right)$ | 1 | 0 | 0 | 0 |
| $\left.\mu_{B}{\overline{\sigma_{1}+\sigma_{2}}}{ }^{( } e_{3}\right)$ | 1 | 0 | 0 | 0 |
| $\left.\gamma_{B}{\overline{\sigma_{1}+\sigma_{2}}}{ }^{( } e_{1}\right)$ | 0 | 0.7 | 1 | 1 |
| $\gamma_{B}{\overline{\sigma_{1}+\sigma_{2}}}^{0}\left(e_{2}\right)$ | 0 | 1 | 1 | 1 |
| $\gamma_{B}{\overline{\sigma_{1}+\sigma_{2}}}^{0}\left(e_{3}\right)$ | 0 | 1 | 1 | 1 |

It is shown in Table 14 that $S\left(c_{1}\right)=1.3$ is maximum. Therefore, a multi-national company will select applicant $c_{1}$.

Table 14. Values of score function of colors of car.

|  | $\underline{S}_{i j}\left(e_{1}\right)$ | $\underline{S}_{i j}\left(e_{2}\right)$ | $\underline{S}_{i j}\left(e_{3}\right)$ | $\bar{S}_{i j}\left(e_{1}\right)$ | $\bar{S}_{i j}\left(e_{2}\right)$ | $\bar{S}_{i j}\left(e_{3}\right)$ | $\underline{S}\left(x_{i}\right)$ | $\bar{S}\left(x_{i}\right)$ | $S\left(x_{i}\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $c_{1}$ | -0.1 | -1 | -0.6 | 1 | 1 | 1 | -1.7 | 3 | 1.3 |
| $c_{2}$ | -1 | -0.1 | 0.5 | -0.6 | -1 | -1 | -0.6 | -2.6 | -3.2 |
| $c_{3}$ | -1 | -0.1 | -1 | -1 | -1 | -1 | -2.1 | -3 | -5.1 |
| $c_{4}$ | -1 | -0.1 | -1 | -1 | -1 | -1 | -2.1 | -3 | -5.1 |

## 6. Comparison

The RS describes a target set by a lower and upper approximation based on single granulation. However, the multiple granulation with approximations of a target set is needed in many real world problems as well. For example, Qian et al. [41,42] built a framework of OMGRS and PMGRS by getting inspiration of multi-source datasets and multiple granulation is needed by multi-scale data for set approximations [73]. Many things are different when comparing our work with existing theories. Mainly, we make a note on the differences of our work and existing ones, such as angle of thinking, MGRS environment and research objective. Our research with respect to the angle of thinking is different from other existing theories. For a comparative study, our proposed model transforms decision-making systems into a formal decision context. Our study is different from the existing ones in $[41,63,74]$ in terms of MGRS because our work is about IFSs which are useful in dealing with uncertainty. In [63], Shabir et al. used crisp sets to present MGRS model based on soft relations. Later, they used a FS instead of a crisp set and presented OMGFRS [64]. We extended the OMGFRS model in terms of IFS and proposed OMGIFRS model based on soft binary relations to make better decision in decision making-problems. An IFS is better than a crisp set or a FS to discuss the uncertainty. In IFS, an element is described with membership degree as well as non-membership degree but in FS, an element is described with membership degree only. That is why our proposed model has more capability to reveal the uncertainty because of IFS. Furthermore, we have used soft relations which have many applications in dealing with uncertainty because of its parameterized collection of binary relations.

## 7. Conclusions

This paper proposes the MGRS model in terms of IFS based on soft binary relations over two universes. First of all, we defined granulation roughness based on two soft binary relations using IFSs with respect to the aftersets and foresets. In this way, we obtain two

IFSSs with respect to the aftersets and foresets. Some properties of OMGIFRS have been studied. Then, we generalized these concepts to granulation roughness of an IFS based on multi-soft relations and discussed their properties. We presented a decision-making algorithm regarding the aftersets and foresets with an example in practical decision-making problem. In IFS, the sum of membership degree, non-membership degree and hesitant degree of an element is less than or equal to 1 . However, in some decision-making problems, the sum of membership degree, non-membership degree and hesitant degree of an element may be greater than 1. In this case, the Pythagorean fuzzy set which is an extension of IFS is the better set to deal with uncertainty. The Pythagorean fuzzy set extension makes better improvement in applicability and flexibility of IFS. Further work may be discussed about investigation of pessimistic MGRS of an IFS based on soft relations. Other OMGIFRS models with interval valued IFSs, uncertain linguistic FSs, basic uncertain information SSs, linguistic Z-number FSSs and Pythagorean FSs may be discussed in future.
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#### Abstract

The fractional integral of confluent hypergeometric function is used in this paper for obtaining new applications using concepts from the theory of fuzzy differential subordination and superordination. The aim of the paper is to present new fuzzy differential subordinations and superordinations for which the fuzzy best dominant and fuzzy best subordinant are given, respectively. The original theorems proved in the paper generate interesting corollaries for particular choices of functions acting as fuzzy best dominant and fuzzy best subordinant. Another contribution contained in this paper is the nice sandwich-type theorem combining the results given in two theorems proved here using the two theories of fuzzy differential subordination and fuzzy differential superordination.
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## 1. Introduction

The concept of fuzzy differential subordination and its dual, the concept of fuzzy differential superordination were introduced in the last decade as a result of the trend for adapting the notion of fuzzy set to different topics of research. Even if the notion of fuzzy set didn't look promising when it was first introduced by Lotfi A. Zadeh in his paper published in 1965 [1], in the recent years it became part of many branches of science and scientific research. Mathematical sciences also aimed for introducing and using fuzzifications of the already established classical theories in different fields of research. The review paper published in 2017 [2] shows some parts of the history of the fuzzy set notion and how Zadeh's new concept has revolutionized Soft Computing and Artificial Intelligence as well as other fields of science and technique. Another review paper published as part of a special issue dedicated to celebrating Zadeh's birth centenary [3] shows other aspects from the development process of fuzzy logic based on the notion of fuzzy set.

Fuzzy sets theory was connected to geometric function theory in 2011 when the notion of fuzzy subordination was introduced [4] with as inspiration the theory of differential subordination initiated by Miller and Mocanu in 1978 [5] and 1981 [6]. The core of the theory of differential subordination was gradually adapted to fuzzy sets notions in the subsequent years [7-9] following the main lines of research as found in the monograph published in 2000 [10]. Obtaining fuzzy subordination and superordination results involving operators was a topic approached early in the study of fuzzy subordinations. Fuzzy differential subordinations were first obtained using a convolution product of Sălăgean operator and Ruscheweyh derivative in 2013 [11]. The study following this line of research was continued and, in 2015, fuzzy differential subordinations were investigated using Ruscheweyh operator [12], and then using a multiplier transformation in 2016 [13]. Fuzzy differential subordinations for prestar-like functions of complex order and some applications were published in 2017 [14] and in the same year, the dual notion of fuzzy differential superordination was introduced [15]. After this event, the two notions were used together in many investigations giving applications such as in [16] and adding operators to the research such
as the Srivastava-Attitya operator in [17]. In recent years, theories of fuzzy differential subordination and fuzzy differential superordination developed nicely. New fuzzy differential subordinations associated with integral operators were investigated in $[18,19]$ and a linear operator was considered for the study in [20]. New applications of Sălăgean and Ruscheweyh operators for obtaining fuzzy differential subordinations were investigated in [21] and fuzzy differential subordinations based upon the Mittag-Leffler-type Borel distribution also emerged [22].

The present paper considers for the investigation from a fuzzy point of view an operator obtained using fractional integrals of confluent hypergeometric function. The investigation of such an operator for obtaining new fuzzy differential subordinations and superordinations results is motivated by recent fuzzy related investigations that considered a fractional integral associated with generalized Mittag-Leffler function [23], a fuzzy Atangana-Baleanu fractional derivative operator in [24] and fuzzy differential subordinations obtained using a hypergeometric integral operator [25].

Fractional calculus has had tremendous development in recent years proving to have applications in many research domains such as physics, engineering, turbulence, electric networks, biological systems with memory, computer graphics, etc. As an example, the Korteweg-de Vries equation, developed to represent a broad spectrum of physics behaviors of the evolution and association of nonlinear waves, is studied using a new integral transform where the fractional derivative is proposed in the Caputo sense [26]. Related to biological systems, examples can be given as the new study on the mathematical modelling of the human liver with the Caputo-Fabrizio fractional derivative proposed in [27] and fractional calculus analysis of the transmission dynamics of the dengue infection seen in [28].

Numerous interesting approaches were taken into account regarding fractional integral calculus and new results have emerged in an impressive number of papers published lately. A study of fractional integral operators involving a certain generalized multi-index Mittag-Leffler function was conducted in [29]. Integral inequalities were investigated using integral operators defined with fractional integral of Gauss hypergeometric function [30] and using $\gamma$-convex functions and a generalized fractional integral operator based on Raina's function [31]. Subclasses of analytic functions defined using a fractional integral operator were introduced and studied in [32,33]. Applications of differential subordination theory to analytic and $p$-valent functions defined by a generalized fractional differintegral operator were presented in [34] and a new fractional integral operator is used in the study on the Mittag-Leffler-confluent hypergeometric function [35].

Following the research line in which fuzzy differential subordinations and superordinations are connected to operators, the interesting fractional integral of confluent hypergeometric function introduced and investigated in [36] using the classical theories of differential subordinations and superordinations is further considered from this new perspective involving fuzzy set theory notions. The purpose of the investigation is to present new fuzzy differential subordinations and superordinations which lead to interesting corollaries when using functions with remarkable geometric properties known from geometric function theory as fuzzy best dominant and fuzzy best subordinant, respectively.

## 2. Preliminaries

The study presented in this paper is done in the general context of geometric function theory.

The unit disc of the complex plane is denoted by $U=\{z \in \mathbb{C}:|z|<1\}$ and the class of analytic functions in $U$ by $\mathcal{H}(U)$. For $n$ a positive integer and $a \in \mathbb{C}, \mathcal{H}[a, n]$ denotes the subclass of $\mathcal{H}(U)$ consisting of functions written in the form $f(z)=a+a_{n} z^{n}+a_{n+1} z^{n+1}+$ $\ldots, z \in U$.

A function with beautiful applications in defining operators is the fractional integral of order $\lambda$ given as:

Definition 1 ([37]). The fractional integral of order $\lambda(\lambda>0)$ is defined for a function $f$ by

$$
D_{z}^{-\lambda} f(z)=\frac{1}{\Gamma(\lambda)} \int_{0}^{z} \frac{f(t)}{(z-t)^{1-\lambda}} d t
$$

where $f$ is an analytic function in a simply connected region of the $z$-plane containing the origin, and the multiplicity of $(z-t)^{\lambda-1}$ is removed by requiring $\log (z-t)$ to be real, when $(z-t)>0$.

The definitions of the notions used in the present investigation are next recalled. Confluent (or Kummer) hypergeometric function is defined as:

Definition 2 ([10] p. 5). Let $a$ and $c$ be complex numbers with $c \neq 0,-1,-2, \ldots$ and consider

$$
\begin{equation*}
\phi(a, c ; z)={ }_{1} F_{1}(a, c ; z)=1+\frac{a}{c} \frac{z}{1!}+\frac{a(a+1)}{c(c+1)} \frac{z^{2}}{2!}+\ldots, z \in U . \tag{1}
\end{equation*}
$$

This function is called confluent (Kummer) hypergeometric function, is analytic in $\mathbb{C}$ and satisfies Kummer's differential equation

$$
z w^{\prime \prime}(z)+(c-z) w^{\prime}(z)-a w(z)=0
$$

The operator introduced in [36] using the fractional integral of confluent hypergeometric function is given in the following definition:

Definition 3 ([36]). Let $a$ and $c$ be complex numbers with $c \neq 0,-1,-2, \ldots$ and $\lambda>0$. We define the fractional integral of confluent hypergeometric function

$$
\begin{gather*}
D_{z}^{-\lambda} \phi(a, c ; z)=\frac{1}{\Gamma(\lambda)} \int_{0}^{z} \frac{\phi(a, c ; t)}{(z-t)^{1-\lambda}} d t=  \tag{2}\\
\frac{1}{\Gamma(\lambda)} \frac{\Gamma(c)}{\Gamma(a)} \sum_{k=0}^{\infty} \frac{\Gamma(a+k)}{\Gamma(c+k) \Gamma(k+1)} \int_{0}^{z} \frac{t^{k}}{(z-t)^{1-\lambda}} d t
\end{gather*}
$$

Remark 1 ([36]). The fractional integral of confluent hypergeometric function can be written

$$
\begin{equation*}
D_{z}^{-\lambda} \phi(a, c ; z)=\frac{\Gamma(c)}{\Gamma(a)} \sum_{k=0}^{\infty} \frac{\Gamma(a+k)}{\Gamma(c+k) \Gamma(\lambda+k+1)} z^{k+\lambda} \tag{3}
\end{equation*}
$$

after a simple calculation. Evidently $D_{z}^{-\lambda} \phi(a, c ; z) \in \mathcal{H}[0, \lambda]$.
For the concept of fuzzy differential subordination to be used, the following notions are necessary:

Definition 4 ([38]). A pair $\left(A, F_{A}\right)$, where $F_{A}: X \rightarrow[0,1]$ and $A=\left\{x \in X: 0<F_{A}(x) \leq 1\right\}$ is called the fuzzy subset of $X$. The set $A$ is called the support of the fuzzy set $\left(A, F_{A}\right)$ and $F_{A}$ is called the membership function of the fuzzy set $\left(A, F_{A}\right)$. One can also denote $A=\operatorname{supp}\left(A, F_{A}\right)$.

Remark 2 ([38]). If $A \subset X$, then $F_{A}(x)=\left\{\begin{array}{l}1, \text { if } x \in A \\ 0, \text { if } x \notin A\end{array}\right.$.
For a fuzzy subset, the real number 0 represents the smallest membership degree of a certain $x \in X$ to $A$ and the real number 1 represents the biggest membership degree of a certain $x \in X$ to $A$.

The empty set $\varnothing \subset X$ is characterized by $F_{\varnothing}(x)=0, x \in X$, and the total set $X$ is characterized by $F_{X}(x)=1, x \in X$.

Definition 5 ([4]). Let $D \subset \mathbb{C}, z_{0} \in D$ be a fixed point and let the functions $f, g \in \mathcal{H}(D)$. The function $f$ is said to be fuzzy subordinate to $g$ and write $f \prec_{\mathcal{F}} g$ or $f(z) \prec_{\mathcal{F}} g(z)$, if are satisfied the conditions:
(1) $f\left(z_{0}\right)=g\left(z_{0}\right)$,
(2) $F_{f(D)} f(z) \leq F_{g(D)} g(z), z \in D$.

Definition 6 ([8] Definition 2.2). Let $\psi: \mathbb{C}^{3} \times U \rightarrow \mathbb{C}$ and $h$ univalent in $U$, with $\psi(a, 0 ; 0)=$ $h(0)=a$. If $p$ is analytic in $U$, with $p(0)=a$ and satisfies the (second-order) fuzzy differential subordination

$$
\begin{equation*}
F_{\psi\left(\mathbb{C}^{3} \times U\right)} \psi\left(p(z), z p^{\prime}(z), z^{2} p^{\prime \prime}(z) ; z\right) \leq F_{h(U)} h(z), \quad z \in U, \tag{4}
\end{equation*}
$$

then $p$ is called a fuzzy solution of the fuzzy differential subordination. The univalent function $q$ is called a fuzzy dominant of the fuzzy solutions of the fuzzy differential subordination, or more simply a fuzzy dominant, if $F_{p(U)} p(z) \leq F_{q(U)} q(z), z \in U$, for all $p$ satisfying (4). A fuzzy dominant $\widetilde{q}$ that satisfies $F_{\tilde{q}(U)} \tilde{q}(z) \leq F_{q(U)} q(z), z \in U$, for all fuzzy dominants $q$ of (4) is said to be the fuzzy best dominant of (4).

Definition 7 ([11]). Let $\varphi: \mathbb{C}^{3} \times U \rightarrow \mathbb{C}$ and let $h$ be analytic in $U$. If $p$ and $\varphi\left(p(z), z p^{\prime}(z)\right.$, $\left.z^{2} p^{\prime \prime}(z) ; z\right)$ are univalent in $U$ and satisfy the (second-order) fuzzy differential superordination

$$
\begin{equation*}
F_{h(U)} h(z) \leq F_{\varphi\left(\mathbb{C}^{3} \times U\right)} \varphi\left(p(z), z p^{\prime}(z), z^{2} p^{\prime \prime}(z) ; z\right), \quad z \in U, \tag{5}
\end{equation*}
$$

i.e.,

$$
h(z) \prec_{\mathcal{F}} \varphi\left(p(z), z p^{\prime}(z), z^{2} p^{\prime \prime}(z) ; z\right), \quad z \in U,
$$

then $p$ is called a fuzzy solution of the fuzzy differential superordination. An analytic function $q$ is called fuzzy subordinant of the fuzzy differential superordination, or more simply a fuzzy subordination if

$$
F_{q(U)} q(z) \leq F_{p(U)} p(z), \quad z \in U,
$$

for all $p$ satisfying (5). A univalent fuzzy subordination $\widetilde{q}$ that satisfies $F_{q(U)} q \leq F_{q(U)} \widetilde{q}$ for all fuzzy subordinate $q$ of (5) is said to be the fuzzy best subordinate of (5). Please note that the fuzzy best subordinant is unique to a relation of $U$.

The purpose of this paper is to obtain several fuzzy differential subordination and superordination results, using the following known results.

Definition 8 ([8]). Denote by $Q$ the set of all functions $f$ that are analytic and injective on $\bar{U} \backslash E(f)$, where $E(f)=\left\{\zeta \in \partial U: \lim _{z \rightarrow \zeta} f(z)=\infty\right\}$, and are such that $f^{\prime}(\zeta) \neq 0$ for $\zeta \in \partial U \backslash E(f)$.

Lemma 1 ([8]). Let the function $q$ be univalent in the unit disc $U$ and $\theta$ and $\phi$ be analytic in a domain $D$ containing $q(U)$ with $\phi(w) \neq 0$ when $w \in q(U)$. Set $Q(z)=z q^{\prime}(z) \phi(q(z))$ and $h(z)=\theta(q(z))+Q(z)$. Suppose that

1. $Q$ is starlike univalent in $U$ and
2. $\operatorname{Re}\left(\frac{z h^{\prime}(z)}{Q(z)}\right)>0$ for $z \in U$.

If $p$ is analytic with $p(0)=q(0), p(U) \subseteq D$ and

$$
F_{p(U)} \theta(p(z))+z p^{\prime}(z) \phi(p(z)) \leq F_{h(U)} \theta(q(z))+z q^{\prime}(z) \phi(q(z))
$$

then

$$
F_{p(U)} p(z) \leq F_{q(U)} q(z)
$$

and $q$ is the fuzzy best dominant.

Lemma 2 ([11]). Let the function $q$ be convex univalent in the open unit disc $U$ and $v$ and $\phi$ be analytic in a domain $D$ containing $q(U)$. Suppose that

1. $\operatorname{Re}\left(\frac{v^{\prime}(q(z))}{\phi(q(z))}\right)>0$ for $z \in U$ and
2. $\psi(z)=z q^{\prime}(z) \phi(q(z))$ is starlike univalent in $U$.

If $p(z) \in \mathcal{H}[q(0), 1] \cap Q$, with $p(U) \subseteq D$ and $v(p(z))+z p^{\prime}(z) \phi(p(z))$ is univalent in $U$ and

$$
F_{q(U)} v(q(z))+z q^{\prime}(z) \phi(q(z)) \leq F_{p(U)} v(p(z))+z p^{\prime}(z) \phi(p(z)),
$$

then

$$
F_{q(U)} q(z) \leq F_{p(U)} p(z)
$$

and $q$ is the fuzzy best subordinant.

## 3. Main Results

The first fuzzy subordination result obtained using the operator given by (2) is the following theorem:

Theorem 1. Let the function $q$ be analytic and univalent in $U$ such that $q(z) \neq 0$ and $\left(\frac{D_{z}^{-\lambda} \phi(a, c ; z)}{z}\right)^{\delta}$ $\in \mathcal{H}(U)$, for all $z \in U$, where $a, c$ be complex numbers with $c \neq 0,-1,-2, \ldots$ and $\lambda, \delta>0$. Suppose that $\frac{z q^{\prime}(z)}{q(z)}$ is starlike univalent in $U$. Let

$$
\begin{equation*}
\operatorname{Re}\left(\frac{z q^{\prime \prime}(z)}{q^{\prime}(z)}-\frac{z q^{\prime}(z)}{q(z)}+\frac{2 \mu}{\beta}(q(z))^{2}+\frac{\xi}{\beta} q(z)+1\right)>0 \tag{6}
\end{equation*}
$$

for $\alpha, \xi, \mu, \beta \in \mathbb{C}, \beta \neq 0, z \in U$ and

$$
\begin{gather*}
\psi_{\lambda}^{a, c}(\delta, \alpha, \xi, \mu, \beta ; z):=\alpha+\beta \delta\left[\frac{z\left(D_{z}^{-\lambda} \phi(a, c ; z)\right)^{\prime}}{D_{z}^{-\lambda} \phi(a, c ; z)}-1\right]+  \tag{7}\\
\mu\left[\frac{D_{z}^{-\lambda} \phi(a, c ; z)}{z}\right]^{2 \delta}+\xi\left[\frac{D_{z}^{-\lambda} \phi(a, c ; z)}{z}\right]^{\delta}
\end{gather*}
$$

If $q$ satisfies the following fuzzy subordination

$$
\begin{equation*}
F_{\psi_{\lambda}^{a, c}(U)} \psi_{\lambda}^{a, c}(\delta, \alpha, \xi, \mu, \beta ; z) \leq F_{q(U)}\left(\alpha+\beta \frac{z q^{\prime}(z)}{q(z)}+\mu(q(z))^{2}+\xi q(z)\right) \tag{8}
\end{equation*}
$$

for $\alpha, \xi, \mu, \beta \in \mathbb{C}, \beta \neq 0$, then

$$
\begin{equation*}
F_{D_{z}^{-\lambda} \phi(U)}\left(\frac{D_{z}^{-\lambda} \phi(a, c ; z)}{z}\right)^{\delta} \leq F_{q(U)} q(z), \quad z \in U \tag{9}
\end{equation*}
$$

and $q$ is the best dominant.
Proof. Define $p(z):=\left(\frac{D_{z}^{-\lambda} \phi(a, c ; z)}{z}\right)^{\delta}, z \in U, z \neq 0$. Differentiating it we obtain $p^{\prime}(z)=$ $-\frac{\delta}{z} p(z)+\delta\left(\frac{D_{z}^{-\lambda} \phi(a, c ; z)}{z}\right)^{\delta-1} \frac{\left(D_{z}^{-\lambda} \phi(a, c ; z)\right)^{\prime}}{z}$. Then $\frac{z p^{\prime}(z)}{p(z)}=\delta\left[\frac{z\left(D_{z}^{-\lambda} \phi(a, c ; z)\right)^{\prime}}{D_{z}^{-\lambda} \phi(a, c ; z)}-1\right]$.

By setting $\theta(w):=\mu w^{2}+\xi w+\alpha$ and $Q(w):=\frac{\beta}{w}$, it is evident that $\theta$ is analytic in $\mathbb{C}$, $\phi$ is analytic in $\mathbb{C} \backslash\{0\}$ and $\phi(w) \neq 0, w \in \mathbb{C} \backslash\{0\}$.

Considering $Q(z)=z q^{\prime}(z) \phi(q(z))=\beta \frac{z q^{\prime}(z)}{q(z)}$ and $h(z)=Q(z)+\theta(q(z))=\alpha+$ $\beta \frac{z q^{\prime}(z)}{q(z)}+\mu(q(z))^{2}+\xi q(z)$, we deduce that $Q$ is starlike univalent in $U$.

Differentiating we obtain $h^{\prime}(z)=\xi+q^{\prime}(z)+2 \mu q(z) q^{\prime}(z)+\beta \frac{\left(q^{\prime}(z)+z q^{\prime \prime}(z)\right) q(z)-z\left(q^{\prime}(z)\right)^{2}}{(q(z))^{2}}$ and $\frac{z h^{\prime}(z)}{Q(z)}=\frac{z h^{\prime}(z)}{\beta \frac{z q^{\prime}(z)}{q(z)}}=1+\frac{\tilde{\xi}}{\beta} q(z)+\frac{2 \mu}{\beta}(q(z))^{2}-\frac{z q^{\prime}(z)}{q(z)}+\frac{z q^{\prime \prime}(z)}{q^{\prime}(z)}$, which imply that $\operatorname{Re}\left(\frac{z h^{\prime}(z)}{Q(z)}\right)=$ $\operatorname{Re}\left(1+\frac{\xi}{\beta} q(z)+\frac{2 \mu}{\beta}(q(z))^{2}-\frac{z q^{\prime}(z)}{q(z)}+\frac{z q^{\prime \prime}(z)}{q^{\prime}(z)}\right)>0$.

We obtain $\alpha+\beta \frac{z p^{\prime}(z)}{p(z)}+\mu(p(z))^{2}+\xi p(z)=\alpha+\beta \delta\left[\frac{z\left(D_{z}^{-\lambda} \phi(a, c ; z)\right)^{\prime}}{D_{z}^{-\lambda} \phi(a, c ; z)}-1\right]+\mu\left[\frac{D_{z}^{-\lambda} \phi(a, c ; z)}{z}\right]^{2 \delta}+$ $\xi\left[\frac{D_{z}^{-\lambda} \phi(a, c ; z)}{z}\right]^{\delta}$.

By an application of Lemma 1 we obtain $F_{p(U)} p(z) \leq F_{q(U)} q(z), z \in U$, i.e., $F_{D_{z}^{-\lambda} \phi(U)}\left(\frac{D_{z}^{-\lambda} \phi(a, c ; z)}{z}\right)^{\delta} \leq F_{q(U)} q(z), z \in U$ and $q$ is the fuzzy best dominant.

Corollary 1. Let $c$, a be complex numbers with $c \neq 0,-1,-2, \ldots$ and $\delta, \lambda>0$. Assume that (6) holds. If

$$
F_{\psi_{\lambda}^{a, c}(U)} \psi_{\lambda}^{a, c}(\delta, \alpha, \xi, \mu, \beta ; z) \leq F_{q(U)}\left(\alpha+\beta \frac{(A-B) z}{(1+A z)(1+B z)}+\mu\left(\frac{1+A z}{1+B z}\right)^{2}+\xi \frac{1+A z}{1+B z}\right)
$$

for $\xi, \alpha, \beta, \mu \in \mathbb{C}, \beta \neq 0,-1 \leq B<A \leq 1$, and $\psi_{\lambda}^{a, c}$ is introduced in (7), then

$$
F_{D_{z}^{-\lambda} \phi(U)}\left(\frac{D_{z}^{-\lambda} \phi(a, c ; z)}{z}\right)^{\delta} \leq F_{q(U)} \frac{1+A z}{1+B z}, \quad z \in U,
$$

and $\frac{1+A z}{1+B z}$ is the fuzzy best dominant.
Proof. Consider in Theorem $1 q(z)=\frac{1+A z}{1+B z},-1 \leq B<A \leq 1$.
Corollary 2. Let $c$, a be complex numbers with $c \neq 0,-1,-2, \ldots$ and $\delta, \lambda>0$. Assume that (6) holds. If

$$
F_{\psi_{\lambda}^{a, c}(U)} \psi_{\lambda}^{a, c}(\delta, \alpha, \xi, \mu, \beta ; z) \leq F_{q(U)}\left(\alpha+\xi\left(\frac{1+z}{1-z}\right)^{\gamma}+\mu\left(\frac{1+z}{1-z}\right)^{2 \gamma}+\beta \frac{2 \gamma z}{1-z^{2}}\right)
$$

for $\xi, \alpha, \beta, \mu \in \mathbb{C}, \beta \neq 0,0<\gamma \leq 1$, where $\psi_{\lambda}^{a, c}$ is introduced in (7), then

$$
F_{D_{z}^{-\lambda} \phi(U)}\left(\frac{D_{z}^{-\lambda} \phi(a, c ; z)}{z}\right)^{\delta} \leq F_{q(U)}\left(\frac{1+z}{1-z}\right)^{\gamma}, z \in U,
$$

and $\left(\frac{1+z}{1-z}\right)^{\gamma}$ is the fuzzy best dominant.
Proof. Theorem 1 give Corollary for $q(z)=\left(\frac{1+z}{1-z}\right)^{\gamma}, 0<\gamma \leq 1$.
Theorem 2. Let $q$ be analytic and univalent in $U$ such that $q(z) \neq 0$ and $\frac{z q^{\prime}(z)}{q(z)}$ be starlike univalent in U. Assume that

$$
\begin{equation*}
\operatorname{Re}\left(\frac{\xi}{\beta} q(z)+\frac{2 \mu}{\beta}(q(z))^{2}\right)>0, \text { for } \mu, \xi, \beta \in \mathbb{C}, \beta \neq 0 \tag{10}
\end{equation*}
$$

Let $c$, a be complex numbers with $c \neq 0,-1,-2, \ldots$ and $\delta, \lambda>0$. If $\psi_{\lambda}^{a, c}(\delta, \alpha, \xi, \mu, \beta ; z)$ is univalent in $U$ and $\left(\frac{D_{z}^{-\lambda} \phi(a, c ; z)}{z}\right)^{\delta} \in \mathcal{H}[0,(\lambda-1) \delta] \cap Q$, where $\psi_{\lambda}^{a, c}(\delta, \alpha, \xi, \mu, \beta ; z)$ is introduced in (7), then

$$
\begin{equation*}
F_{q(U)}\left(\alpha+\beta \frac{z q^{\prime}(z)}{q(z)}+\mu(q(z))^{2}+\xi q(z)\right) \leq F_{\psi_{\lambda}^{a, c}(U)} \psi_{\lambda}^{a, c}(\delta, \alpha, \xi, \mu, \beta ; z) \tag{11}
\end{equation*}
$$

implies

$$
\begin{equation*}
F_{q(U)} q(z) \leq F_{D_{z}^{-\lambda} \phi(U)}\left(\frac{D_{z}^{-\lambda} \phi(a, c ; z)}{z}\right)^{\delta}, z \in U \tag{12}
\end{equation*}
$$

and $q$ is the fuzzy best subordinant.
Proof. Define $p(z):=\left(\frac{D_{z}^{-\lambda} \phi(a, c ; z)}{z}\right)^{\delta}, z \in U, z \neq 0$.
Consider $v(w):=\mu w^{2}+\xi w+\alpha$ and $\phi(w):=\frac{\beta}{w}$ it is evident that $v$ is analytic in $\mathbb{C}, \phi$ is analytic in $\mathbb{C} \backslash\{0\}$ and $\phi(w) \neq 0, w \in \mathbb{C} \backslash\{0\}$.

In this conditions $\frac{v^{\prime}(q(z))}{\phi q(z))}=\frac{q^{\prime}(z)\left[\xi^{2}+2 \mu q(z) q(z)\right.}{\beta}$, which imply $\operatorname{Re}\left(\frac{v^{\prime}(q(z))}{\phi(q(z))}\right)=\operatorname{Re}\left(\frac{\tilde{\tilde{q}}}{\beta} q(z)+\frac{2 \mu}{\beta}(q(z))^{2}\right)>$ 0 , for $\xi, \beta, \mu \in \mathbb{C}, \beta \neq 0$.

We obtain

$$
F_{q(U)}\left(\alpha+\beta \frac{z q^{\prime}(z)}{q(z)}+\mu(q(z))^{2}+\xi q(z)\right) \leq F_{p(U)}\left(\alpha+\beta \frac{z p^{\prime}(z)}{p(z)}+\mu(p(z))^{2}+\xi p(z)\right)
$$

Applying Lemma 2, we obtain

$$
F_{q(U)} q(z) \leq F_{D_{z}^{-\lambda} \phi(U)}\left(\frac{D_{z}^{-\lambda} \phi(a, c ; z)}{z}\right)^{\delta}, \quad z \in U,
$$

and $q$ is the fuzzy best subordinant.
Corollary 3. Let $c$, a be complex numbers with $c \neq 0,-1,-2, \ldots$ and $\delta, \lambda>0$. Assume that (10) holds. If $\left(\frac{D_{z}^{-\lambda} \phi(a, c ; z)}{z}\right)^{\delta} \in \mathcal{H}[0,(\lambda-1) \delta] \cap Q$ and

$$
F_{q(U)}\left(\alpha+\beta \frac{(A-B) z}{(1+A z)(1+B z)}+\mu\left(\frac{1+A z}{1+B z}\right)^{2}+\xi \frac{1+A z}{1+B z}\right) \leq F_{\psi_{\lambda}^{a, c}(U)} \psi_{\lambda}^{a, c}(\delta, \alpha, \xi, \mu, \beta ; z)
$$

for $\beta, \xi, \alpha, \mu \in \mathbb{C}, \beta \neq 0,-1 \leq B<A \leq 1$, where $\psi_{\lambda}^{a, c}$ is introduced in (7), then

$$
F_{q(U)}\left(\frac{1+A z}{1+B z}\right) \leq F_{D_{z}^{-\lambda} \phi(U)}\left(\frac{D_{z}^{-\lambda} \phi(a, c ; z)}{z}\right)^{\delta}, z \in U,
$$

and $\frac{1+A z}{1+B z}$ is the fuzzy best subordinant.
Proof. Theorem 2 for $q(z)=\frac{1+A z}{1+B z},-1 \leq B<A \leq 1$ give the corollary.
Corollary 4. Let $c$, a be complex numbers with $c \neq 0,-1,-2, \ldots$ and $\delta, \lambda>0$. Assume that (10) holds. If $\left(\frac{D_{z}^{-\lambda} \phi(a, c ; z)}{z}\right)^{\delta} \in \mathcal{H}[0,(\lambda-1) \delta] \cap Q$ and

$$
F_{q(U)}\left(\alpha+\beta \frac{2 \gamma z}{1-z^{2}}+\mu\left(\frac{1+z}{1-z}\right)^{2 \gamma}+\xi\left(\frac{1+z}{1-z}\right)^{\gamma}\right) \leq F_{\psi_{\lambda}^{a, c}(U)} \psi_{\lambda}^{a, c}(\delta, \alpha, \xi, \mu, \beta ; z)
$$

for $\beta, \xi, \alpha, \mu \in \mathbb{C}, 0<\gamma \leq 1, \beta \neq 0$, where $\psi_{\lambda}^{a, c}$ is introduced in (7), then

$$
F_{q(U)}\left(\frac{1+z}{1-z}\right)^{\gamma} \leq F_{D_{z}^{-\lambda} \phi(U)}\left(\frac{D_{z}^{-\lambda} \phi(a, c ; z)}{z}\right)^{\delta}, z \in U,
$$

and $\left(\frac{1+z}{1-z}\right)^{\gamma}$ is the fuzzy best subordinant.
Proof. Theorem 2 for $q(z)=\left(\frac{1+z}{1-z}\right)^{\gamma}, 0<\gamma \leq 1$, give the corollary.
Theorems 1 and 2 combined give the following sandwich theorem.
Theorem 3. Let $q_{1}$ and $q_{2}$ be analytic and univalent in $U$ such that $q_{1}(z) \neq 0$ and $q_{2}(z) \neq$ 0 , for all $z \in U$, with $\frac{z q_{1}^{\prime}(z)}{q_{1}(z)}$ and $\frac{z q_{2}^{\prime}(z)}{q_{2}(z)}$ being starlike univalent. Suppose that $q_{1}$ satisfies (6) and $q_{2}$ satisfies (10). Let $c$, a be complex numbers with $c \neq 0,-1,-2, \ldots$ and $\delta, \lambda>0$. If $\psi_{\lambda}^{a, c}(\delta, \alpha, \xi, \mu, \beta ; z)$ is as introduced in (7) univalent in $U$ and $\left(\frac{D_{z}^{-\lambda} \phi(a, c ; z)}{z}\right)^{\delta} \in \mathcal{H}[0,(\lambda-1) \delta] \cap$ $Q$, then

$$
\begin{gathered}
F_{q_{1}(U)}\left(\alpha+\beta \frac{z q_{1}^{\prime}(z)}{q_{1}(z)}+\mu\left(q_{1}(z)\right)^{2}+\xi q_{1}(z)\right) \leq F_{\psi_{\lambda}^{a, c}(U)} \psi_{\lambda}^{a, c}(\delta, \alpha, \xi, \mu, \beta ; z) \\
\leq F_{q_{2}(U)}\left(\alpha+\xi q_{2}(z)+\mu\left(q_{2}(z)\right)^{2}+\beta \frac{z q_{2}^{\prime}(z)}{q_{2}(z)}\right)
\end{gathered}
$$

for $\beta, \xi, \alpha, \mu \in \mathbb{C}, \beta \neq 0$, implies

$$
F_{q_{1}(U)} q_{1}(z) \leq F_{D_{z}^{-\lambda} \phi(U)}\left(\frac{D_{z}^{-\lambda} \phi(a, c ; z)}{z}\right)^{\delta} \leq F_{q_{2}(U)} q_{2}(z), \quad z \in U,
$$

and $q_{1}$ and $q_{2}$ are respectively the fuzzy best subordinant and the fuzzy best dominant.
For $q_{1}(z)=\frac{1+A_{1} z}{1+B_{1} z}, q_{2}(z)=\frac{1+A_{2} z}{1+B_{2} z}$, where $-1 \leq B_{2}<B_{1}<A_{1}<A_{2} \leq 1$, we obtain the following corollary.

Corollary 5. Let $c$, a be complex numbers with $c \neq 0,-1,-2, \ldots$ and $\delta, \lambda>0$. Assume that (6) and (10) hold. If $\left(\frac{D_{z}^{-\lambda} \phi(a, c ; z)}{z}\right)^{\delta} \in \mathcal{H}[0,(\lambda-1) \delta] \cap Q$ and

$$
\begin{array}{r}
F_{q_{1}(U)}\left(\alpha+\beta \frac{\left(A_{1}-B_{1}\right) z}{\left(1+A_{1} z\right)\left(1+B_{1} z\right)}+\mu\left(\frac{1+A_{1} z}{1+B_{1} z}\right)^{2}+\xi \frac{1+A_{1} z}{1+B_{1} z}\right) \leq F_{\psi_{\lambda}^{a, c}(U)} \psi_{\lambda}^{a, c}(\delta, \alpha, \xi, \mu, \beta ; z) \\
\leq F_{q_{2}(U)}\left(\alpha+\beta \frac{\left(A_{2}-B_{2}\right) z}{\left(1+A_{2} z\right)\left(1+B_{2} z\right)}+\mu\left(\frac{1+A_{2} z}{1+B_{2} z}\right)^{2}+\xi \frac{1+A_{2} z}{1+B_{2} z}\right)
\end{array}
$$

for $\beta, \xi \alpha, \mu, \in \mathbb{C}, \beta \neq 0,-1 \leq B_{2} \leq B_{1}<A_{1} \leq A_{2} \leq 1$, where $\psi_{\lambda}^{a, c}$ is introduced in (7), then

$$
F_{q_{1}(U)}\left(\frac{1+A_{1} z}{1+B_{1} z}\right) \leq F_{D_{z}^{-\lambda} \phi}\left(\frac{D_{z}^{-\lambda} \phi(a, c ; z)}{z}\right)^{\delta} \leq F_{q_{2}(U)} \frac{1+A_{2} z}{1+B_{2} z},
$$

hence $\frac{1+A_{1} z}{1+B_{1} z}$ and $\frac{1+A_{2} z}{1+B_{2} z}$ are the fuzzy best subordinant and the fuzzy best dominant, respectively.

Corollary 6. Let $c$, a be complex numbers with $c \neq 0,-1,-2, \ldots$ and $\delta, \lambda>0$. Assume that (6) and (10) hold. If $\left(\frac{D_{z}^{-\lambda} \phi(a, c ; z)}{z}\right)^{\delta} \in \mathcal{H}[0,(\lambda-1) \delta] \cap Q$ and

$$
\begin{gathered}
F_{q_{1}(U)}\left(\alpha+\beta \frac{2 \gamma_{1} z}{1-z^{2}}+\mu\left(\frac{1+z}{1-z}\right)^{2 \gamma_{1}}+\xi\left(\frac{1+z}{1-z}\right)^{\gamma_{1}}\right) \leq F_{\psi_{\lambda}^{a, c}(U)} \psi_{\lambda}^{a, c}(\delta, \alpha, \xi, \mu, \beta ; z) \\
\leq F_{q_{2}(U)}\left(\alpha+\xi\left(\frac{1+z}{1-z}\right)^{\gamma_{2}}+\mu\left(\frac{1+z}{1-z}\right)^{2 \gamma_{2}}+\beta \frac{2 \gamma_{2} z}{1-z^{2}}\right)
\end{gathered}
$$

for $\beta, \xi \alpha,, \mu, \in \mathbb{C}, \beta \neq 0,0<\gamma_{1}, \gamma_{2} \leq 1$, where $\psi_{\lambda}^{a, c}$ is introduced in (7), then

$$
F_{q_{1}(U)}\left(\frac{1+z}{1-z}\right)^{\gamma_{1}} \leq F_{D_{z}^{-\lambda} \phi(U)}\left(\frac{D_{z}^{-\lambda} \phi(a, c ; z)}{z}\right)^{\delta} \leq F_{q_{2}(U)}\left(\frac{1+z}{1-z}\right)^{\gamma_{2}}
$$

hence $\left(\frac{1+z}{1-z}\right)^{\gamma_{1}}$ and $\left(\frac{1+z}{1-z}\right)^{\gamma_{2}}$ are the fuzzy best subordinant and the fuzzy best dominant, respectively.

## 4. Conclusions

The interesting operator presented in Definition 3 was previously defined and studied related to several aspects of differential subordination theory in [36] as a fractional integral of confluent hypergeometric function. In this paper, the study of the operator is continued using the recently introduced notions of fuzzy differential subordination and fuzzy differential superordination as a result of the preoccupation with adapting the classical notions of differential subordination and superordination to fuzzy sets theory. Fuzzy differential subordinations and fuzzy differential superordinations are presented in the original theorems giving their best fuzzy dominant and best fuzzy subordinant, respectively. Using particular functions, interesting corollaries are presented that could inspire future studies related to the univalence of the operator. A sandwich-type result is obtained in the last theorem combining the results proved using the two theories of fuzzy differential subordination and fuzzy differential superordination. Since the operator gives nice results in studies done with both theories, it could be used for introducing new fuzzy classes of analytic functions and performing studies on those classes using both theories.

Finding applications in other domains for the operator and for the results of the fuzzy investigation presented in this paper remains an open problem to which future interdisciplinary applications are desired.
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[^0]:    Now, we compute matrices $E^{U}\left(e_{t}, \alpha\right), E^{L}\left(e_{t}, \beta\right) \alpha=\left[\alpha_{1}, \alpha_{2}\right], \beta=\left[\beta_{1}, \beta_{2}\right], t=1, \ldots, 5$ $E^{U}\left(e_{1},[0.67,0.92]\right)$ and $E^{L}\left(e_{1},[0.13,0.8]\right)$

