
Edited by

New Insights  
into Molecular 
Mechanisms Underlying 
Neurodegenerative 
Disorders

Chiara Villa, Yam Nath Paudel and Christina Piperi
Printed Edition of the Special Issue Published in Brain Sciences

www.mdpi.com/journal/brainsci



New Insights into Molecular
Mechanisms Underlying
Neurodegenerative Disorders





New Insights into Molecular
Mechanisms Underlying
Neurodegenerative Disorders

Editors

Chiara Villa
Yam Nath Paudel
Christina Piperi

MDPI ‚ Basel ‚ Beijing ‚ Wuhan ‚ Barcelona ‚ Belgrade ‚ Manchester ‚ Tokyo ‚ Cluj ‚ Tianjin



Editors

Chiara Villa

School of Medicine

and Surgery

University of Milano-Bicocca

Monza

Italy

Yam Nath Paudel

Department of Neurology

Mayo Clinic

Rochester

United States

Christina Piperi

Department of Biological

Chemistry

University of Athens

Medical School

Athens

Greece

Editorial Office

MDPI

St. Alban-Anlage 66

4052 Basel, Switzerland

This is a reprint of articles from the Special Issue published online in the open access journal

Brain Sciences (ISSN 2076-3425) (available at: www.mdpi.com/journal/brainsci/special issues/

Neurodegenerative Mechanisms).

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

LastName, A.A.; LastName, B.B.; LastName, C.C. Article Title. Journal Name Year, Volume Number,

Page Range.

ISBN 978-3-0365-5486-0 (Hbk)

ISBN 978-3-0365-5485-3 (PDF)

Cover image courtesy of Chiara Villa

© 2022 by the authors. Articles in this book are Open Access and distributed under the Creative

Commons Attribution (CC BY) license, which allows users to download, copy and build upon

published articles, as long as the author and publisher are properly credited, which ensures maximum

dissemination and a wider impact of our publications.

The book as a whole is distributed by MDPI under the terms and conditions of the Creative Commons

license CC BY-NC-ND.

www.mdpi.com/journal/brainsci/special_issues/Neurodegenerative_Mechanisms
www.mdpi.com/journal/brainsci/special_issues/Neurodegenerative_Mechanisms


Contents

About the Editors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Chiara Villa, Yam Nath Paudel and Christina Piperi
New Insights into Molecular Mechanisms Underlying Neurodegenerative Disorders
Reprinted from: Brain Sci. 2022, 12, 1190, doi:10.3390/brainsci12091190 . . . . . . . . . . . . . . . 1

Shashank Vishwanath Adhikarla, Niraj Kumar Jha, Vineet Kumar Goswami, Ankur Sharma,
Anuradha Bhardwaj and Abhijit Dey et al.
TLR-Mediated Signal Transduction and Neurodegenerative Disorders
Reprinted from: Brain Sci. 2021, 11, 1373, doi:10.3390/brainsci11111373 . . . . . . . . . . . . . . . 5

Xinrui Li, Bing Yan, Jin Du, Shanshan Xu, Lu Liu and Caifei Pan et al.
Recent Advances in Progresses and Prospects of IL-37 in Central Nervous System Diseases
Reprinted from: Brain Sci. 2022, 12, 723, doi:10.3390/brainsci12060723 . . . . . . . . . . . . . . . . 15

Efthalia Angelopoulou, Yam Nath Paudel, Sokratis G. Papageorgiou and Christina Piperi
Environmental Impact on the Epigenetic Mechanisms Underlying Parkinson’s Disease
Pathogenesis: A Narrative Review
Reprinted from: Brain Sci. 2022, 12, 175, doi:10.3390/brainsci12020175 . . . . . . . . . . . . . . . . 27

Francesca Miraglia, Fabrizio Vecchio, Chiara Pappalettera, Lorenzo Nucci, Maria Cotelli and
Elda Judica et al.
Brain Connectivity and Graph Theory Analysis in Alzheimer’s and Parkinson’s Disease: The
Contribution of Electrophysiological Techniques
Reprinted from: Brain Sci. 2022, 12, 402, doi:10.3390/brainsci12030402 . . . . . . . . . . . . . . . . 51

Illangage P. C. Gunawardena, Thaarvena Retinasamy and Mohd. Farooq Shaikh
Is Aducanumab for LMICs? Promises and Challenges
Reprinted from: Brain Sci. 2021, 11, 1547, doi:10.3390/brainsci11111547 . . . . . . . . . . . . . . . 67

Evita Athanasiou, Antonios N. Gargalionis, Cleo Anastassopoulou, Athanassios Tsakris and
Fotini Boufidou
New Insights into the Molecular Interplay between Human Herpesviruses and Alzheimer’s
Disease—A Narrative Review
Reprinted from: Brain Sci. 2022, 12, 1010, doi:10.3390/brainsci12081010 . . . . . . . . . . . . . . . 81

Anna Kolacheva, Leyla Alekperova, Ekaterina Pavlova, Alyona Bannikova and Michael V.
Ugrumov
Changes in Tyrosine Hydroxylase Activity and Dopamine Synthesis in the Nigrostriatal System
of Mice in an Acute Model of Parkinson’s Disease as a Manifestation of Neurodegeneration and
Neuroplasticity
Reprinted from: Brain Sci. 2022, 12, 779, doi:10.3390/brainsci12060779 . . . . . . . . . . . . . . . . 99

Rocco Cerroni, Daniele Pietrucci, Adelaide Teofani, Giovanni Chillemi, Claudio Liguori and
Mariangela Pierantozzi et al.
Not just a Snapshot: An Italian Longitudinal Evaluation of Stability of Gut Microbiota Findings
in Parkinson’s Disease
Reprinted from: Brain Sci. 2022, 12, 739, doi:10.3390/brainsci12060739 . . . . . . . . . . . . . . . . 115

v



Kiwon Kim, Soyeon Kim, Woojae Myung, Injeong Shim, Hyewon Lee and Beomsu Kim et
al.
Shared Genetic Background between Parkinson’s Disease and Schizophrenia: A Two-Sample
Mendelian Randomization Study
Reprinted from: Brain Sci. 2021, 11, 1042, doi:10.3390/brainsci11081042 . . . . . . . . . . . . . . . 127

Noopur Khare, Sanjiv Kumar Maheshwari, Syed Mohd Danish Rizvi, Hind Muteb
Albadrani, Suliman A. Alsagaby and Wael Alturaiki et al.
Homology Modelling, Molecular Docking and Molecular Dynamics Simulation Studies of
CALMH1 against Secondary Metabolites of Bauhinia variegata to Treat Alzheimer’s Disease
Reprinted from: Brain Sci. 2022, 12, 770, doi:10.3390/brainsci12060770 . . . . . . . . . . . . . . . . 139

Chun-Lei Han, Qiao Wang, Chong Liu, Zhi-Bao Li, Ting-Ting Du and Yun-Peng Sui et al.
Transcriptome Sequencing Reveal That Rno-Rsf1 0012 Participates in Levodopa-Induced
Dyskinesia in Parkinson’s Disease Rats via Binding to Rno-mir-298-5p
Reprinted from: Brain Sci. 2022, 12, 1206, doi:10.3390/brainsci12091206 . . . . . . . . . . . . . . . 159

Peter K. Panegyres
Stochasticity, Entropy and Neurodegeneration
Reprinted from: Brain Sci. 2022, 12, 226, doi:10.3390/brainsci12020226 . . . . . . . . . . . . . . . . 173

vi



About the Editors

Chiara Villa

Dr. Chiara Villa is currently Assistant Professor in Pathology at University of Milano-Bicocca.

She started her research activity in 2006 at Dept. of Neurological Sciences, University of Milan,

Fondazione Cà Granda IRCCS Ospedale Maggiore Policlinico, where she obtained her PhD in

Molecular Medicine in 2009. Her research activity was mainly focused on the study of novel

biomarkers (e.g., microRNAs, pro-inflammatory cytokines) and genetic risk factors in key genes for

early detection and/or progression of two neurodegenerative diseases: Alzheimer’s disease and

frontotemporal lobar degeneration. In 2014, she moved to the University of Milano-Bicocca and

joined a research group working in the study of molecular bases of autism spectrum disorders and

sleep disorders, including restless legs syndrome and nocturnal frontal lobe epilepsy. Her work has

been now carried out by applying her previous research experience in this field through a molecular

approach.

At the moment, she is co-author of 71 research articles published in peer-reviewed journals with

a personal H-index of 23.

Yam Nath Paudel

Dr. Yam Nath Paudel is currently a Postdoctoral research fellow at Department of Neurology,

Mayo Clinic, Rochester, USA. Dr. Paudel graduated with a PhD in Neuroscience from Monash

University in June 2021, where his research work was mainly focused on investigating the role

of neuroinflammatory protein HMGB1 against chronic epilepsy and related cognitive decline. Dr

Paudel has an immense interest in understanding the underlying mechanism of neurodegenerative

diseases and developing effective disease modifying strategies against the same.

Dr. Paudel has published around 65 scholarly publications to date in journals of high repute and

his work has gained a citation of around 1125 with H-index of 16 and i10 index of 31.

Christina Piperi

Dr. Christina Piperi is currently holding a position of Professor in Medical Biochemistry at the

National and Kapodistrian University of Athens. She started her research activity in 1995 at the

Sir William Dunn School of Pathology of the University of Oxford, where she obtained her PhD in

Molecular and Cellular Immunology in 1999. Her research project was focused on structural and

functional studies of the CD22 molecule in B cell leukemia. In 2000, she carried on her studies

on novel biomarkers in lung cancer at the Institute of Biomedical Research and Biotechnology in

Athens, and in 2004, she obtained a lecturer position at the Department of Biological Chemistry of

the University of Athens. Her research was mainly focused on the study of novel biomarkers (e.g.,

advanced glycation end products, pro-inflammatory cytokines, transcription factors) and genetic

risk factors for early detection and/or progression of metabolic diseases and neurodegenerative

disorders. In 2007, she started to work on signal transduction mechanisms, and epigenetic alterations

involved in the pathogenesis of neurodegenerative diseases and human cell carcinogenesis (gliomas,

melanomas, colon cancer). Currently, she is the principal investigator of molecular oncology group

at the Department of Biological Chemistry. Her research work is focused on chromatin remodeling

alterations and histone modifications implicated in the pathology of pediatric and adult brain tumors.

At present, she has co-authored 232 articles published in peer-reviewed journals with a personal

H-index of 50.

vii



viii



Citation: Villa, C.; Paudel, Y.N.;

Piperi, C. New Insights into

Molecular Mechanisms Underlying

Neurodegenerative Disorders. Brain

Sci. 2022, 12, 1190. https://doi.org/

10.3390/brainsci12091190

Received: 30 July 2022

Accepted: 4 August 2022

Published: 3 September 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

brain
sciences

Editorial

New Insights into Molecular Mechanisms Underlying
Neurodegenerative Disorders
Chiara Villa 1,* , Yam Nath Paudel 2,* and Christina Piperi 3,*

1 School of Medicine and Surgery, University of Milano-Bicocca, 20900 Monza, Italy
2 Neuropharmacology Research Laboratory, Jeffrey Cheah School of Medicine and Health Sciences,

Monash University Malaysia, Bandar Sunway 47500, Malaysia
3 Department of Biological Chemistry, Medical School, National and Kapodistrian University of Athens,

11527 Athens, Greece
* Correspondence: chiara.villa@unimib.it (C.V.); yam.paudel@monash.edu (Y.N.P.); cpiperi@med.uoa.gr (C.P.)

Neurodegenerative disorders remain a major burden for our society, affecting millions
of people worldwide. Due to the symptomatic nature of current treatments without
affecting the underlying cause of the disease, these disorders present an ongoing clinical
challenge. Extensive research efforts demonstrate the important impact of molecular
mechanisms in driving the primary pathological aspects of neurodegenerative diseases
and the need for g reater understanding to facilitate targeted drug development.

This Special Issue collects six reviews, five original research articles and one com-
munication in order to provide new insights in the molecular mechanisms that underlie
neurodegenerative disorders.

The first entry is an elaborate review of signal transduction mediated by Toll-like
receptors (TLRs) on the resident macrophages of the central nervous system (CNS) and
neurons bridge immune system response to the pathogenesis of neurodegenerative disor-
ders. A critical evaluation of several studies from animal models and humans highlights
the important role of TLR2, TLR3, TLR4, TLR7, and TLR9 in Parkinson’s disease (PD) and
Alzheimer’s disease (AD) [1].

In turn, clinical research studies indicate the emerging role of the anti-inflammatory
cytokine IL-37 in common CNS diseases. Although IL-37 has been previously associated
with the pathogenesis of autoimmune diseases and cancer, the present review by Li et al.
focuses on the mechanism of action of IL-37 in CNS and the inhibition of inflammatory
cytokines, such as IL-1β, IL-6, and tumor necrosis factor-α (TNF-α), indicating therapeutic
potential [2].

In search of the epigenetic mechanisms associated with the pathogenesis of PD, An-
gelopoulou et al. explored the impact of environmental exposures in altering gene expres-
sion [3]. Smoking, coffee consumption, pesticide exposure, and heavy metals (manganese,
arsenic, lead, etc.) have been revealed as potential epigenetic modifiers underlying PD
development, stimulating the prospects for future research in this direction.

Novel applications of the graph theory and the contribution of electrophysiologi-
cal techniques in neurodegenerative disorders are further described in the article of Mi-
raglia et al. [4]. They particularly explore the graph theory as an emerging method for
the study of functional connectivity in electrophysiological recordings, providing a simple
representation of a complex system applied in AD and PD. The benefits of electrophysio-
logical techniques, including their low cost, broad availability, and non-invasive nature,
make them potential tools for large population screening.

The potential of the human monoclonal antibody, Aducanumab, as the first approved
disease-modifying treatment for AD has been addressed in the article of Gunawardena et al.
A critical overview of the promises and controversies associated with Aducanumab in low-
and middle-income countries is given, along with contradicting evidence from two clinical
trials [5].
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As emerging evidence supports the notion that infections by human herpesviruses
(HHVs) have been involved in the AD pathogenesis, other authors highlight the current
knowledge about the potential molecular interplay between HHVs and AD. In particular,
they focus on the main pathological processes of AD, including amyloid beta deposition,
tau protein hyperphosphorylation, oxidative stress, autophagy, and neuroinflammation.
Therefore, a deeper understanding of these links may help the identification of novel
therapeutic targets to prevent or halt the neurodegenerative processes in AD [6].

Moving towards novel research articles, changes in the activity of the rate-limiting
enzyme of dopamine synthesis, tyrosine hydroxylase, in the nigrostriatal system of mice
has been associated with neurodegeneration and neuroplasticity in an acute model of
PD. Detecting differences in the regulation of dopamine synthesis between DA-neuron
bodies and their axons can be further considered for the development of symptomatic
pharmacotherapy aimed at increasing tyrosine hydroxylase activity [7].

An Italian longitudinal study investigating gut microbiota alterations in fecal samples
of PD patients over the period of a year demonstrated stability in microbiota findings. Any
differences in the microbiota composition between PD patients and healthy controls also
remained stable, without the detection of any worsening in the disease staging or motor
impairment in PD patients, paving the way to more extensive longitudinal evaluations [8].

An elegant two-sample Mendelian randomization study with summary statistics from
large-scale genome-wide association studies (GWAS) detected a shared genetic background
between PD and schizophrenia. Kim et al. evaluated whether genetic variants which
increase PD risk influence the risk of developing schizophrenia, and vice versa and detected
increased risk of schizophrenia per one-standard deviation (SD) increase in the genetically
predicted PD risk. This evidence supports the intrinsic nature of the psychotic symptoms
in PD and points out that future studies are needed to investigate possible comorbidities
and shared genetic structure between the two diseases [9].

Another intriguing research study employed homology modelling, molecular docking,
and molecular dynamics simulation of Calcium homeostasis modulator 1 (CALHM1)
in order to test secondary metabolites of Bauhinia variegata for AD treatment. Among
various flavonoids and alkaloids from Bauhinia variegata, quercetin was revealed as a good
inhibitor for treating AD, requiring future in vitro and in vivo analyses in order to confirm
its effectiveness [10].

A transcriptome sequencing study was performed to screen differentially ex-pressed
circular RNAs (DEcircRNAs) in the brains of a rat model of levodopa-induced dyskinesia
(LID), a common complication after chronic dopamine-replacement therapy in the treatment
of PD. Among a set of 99 DEcircRNAs in the striatum of LID rats, the authors identified
high levels of rno-Rsf1_0012 which can competitively bind rno-mir-298-5p, thus abolishing
its inhibitory effect on the expression of the target genes, PCP4 and TBP, already associated
with other movement disorders. Although these promising results, further investigations
are needed to clarify the specific roles of rno-Rsf1_0012 in LID occurrence [11].

Lastly, an important communication proposes a theoretical framework to explain
the stochastic processes, at the protein, DNA and RNA levels, which are involved in the
development of adult sporadic neurodegenerative disorders [12]. This model of inter-
acting degenerative proteins helps us to elucidate the existence of multiple misfolded
proteinopathies in adult sporadic neurodegenerative disorders and may prove highly
valuable in the future.

In conclusion, neurodegenerative diseases need integrative understanding of the
underlying molecular mechanisms at both the theoretical and practical levels, in order to
enable successful clinical management. This Special Issue provides up-to-date information
on several aspects of the molecular pathology that underlies some major neurodegenerative
disorders, in order to reinforce current thinking and therapeutic approaches.
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Abstract: A special class of proteins called Toll-like receptors (TLRs) are an essential part of the
innate immune system, connecting it to the adaptive immune system. There are 10 different Toll-Like
Receptors that have been identified in human beings. TLRs are part of the central nervous system
(CNS), showing that the CNS is capable of the immune response, breaking the long-held belief of the
brain’s “immune privilege” owing to the blood–brain barrier (BBB). These Toll-Like Receptors are
present not just on the resident macrophages of the central nervous system but are also expressed
by the neurons to allow them for the production of proinflammatory agents such as interferons,
cytokines, and chemokines; the activation and recruitment of glial cells; and their participation in
neuronal cell death by apoptosis. This study is focused on the potential roles of various TLRs in
various neurodegenerative diseases such as Parkinson’s disease (PD) and Alzheimer’s disease (AD),
namely TLR2, TLR3, TLR4, TLR7, and TLR9 in AD and PD in human beings and a mouse model.

Keywords: TLRs; neuroinflammation; neuroprotection; neurodegeneration Parkinson’s disease;
Alzheimer’s disease

1. Introduction

Toll-Like Receptors (TLRs) are a family of evolutionarily conserved transmembrane
proteins and are classified as membrane-spanning pattern recognition receptor (PRR) pro-
teins [1]. They are mammalian orthologs of Drosophila melanogaster’s Toll receptors [1].
TLRs are a part of the innate immune system and are pattern recognition receptors that rec-
ognize small molecular motifs from microorganisms called pathogen-associated molecular
patterns or PAMPs, and molecules produced endogenously by tissue during inflammation
called damage-associated molecular patterns, or DAMPs [2]. TLRs can initiate an acute
immune response, and hence stimulate, coordinate, and tune the quality of the adaptive
immune response [3].

To date, 19 TLRs have been observed and reported in humans, though many dif-
ferent TLRs are also present in other mammals in different combinations with different
functions [4]. The different TLRs are denoted with a different number suffix added to
“TLR”. In humans and mice together, we have observed 13 different TLRs: TLR1 to TLR13
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(Table 1). Different TLRs are expressed in different species. For example, mice have a gene
for TLR10, which does not seem to be expressed due to damage caused by a retrovirus
during the course of their evolution [5]. On the other hand, humans do not seem to have
genes for TLR11, TLR12, and TLR13, which are present and expressed in mice. Other
non-mammalian species also have TLRs which are distinct from those of mammals, such
as TLR14 expressed in Takifugu pufferfish, which recognizes cell-wall components [6].

Table 1. The different TLRs found in humans and mice, and the ligands that activate those TLRs
(TLR10 is not functional in mice, while TLR11 is not detected in humans).

TLR CD Ligand Pathogen Recognised Localisation

TLR1 CD281 Tri-acyl lipopeptides Gram-positive bacteria Extracellular

TLR2 CD282 Di- and tri-acyl
Lipopeptides

Gram-positive
bacteria; plasmodium Extracellular

TLR3 CD283 dsRNA dsRNA viruses Endosomal

TLR4 CD284 Lipopolysaccharide Gram-negative bacteria Extracellular

TLR5 CD285 Flagellin Motile bacteria Extracellular

TLR6 CD286 Di-acyl lipopeptides Gram-positive bacteria Extracellular

TLR7 CD287 ssRNA ssRNA viruses Endosomal

TLR8 CD288 ssRNA; GC rich RNA ssRNA viruses Endosomal

TLR9 CD289 CpG DNA DNA viruses; viral and bacterial DNA Endosomal

TLR10 CD290 Unknown - Extracellular

Even though TLRs are transmembrane proteins, it is a common misconception that
they are all expressed on the cell surface. Some TLRs are expressed inside the cell and are
localized within the endosomal compartment of cells, or are present on the membrane of the
endosome [7]. TLRs which recognize bacterial and yeast cell products such as peptidogly-
cans and lipopolysaccharides are present on the cell surface, while oligonucleotide-sensing
TLRs are present inside the cell. TLR1, TLR2, TLR4, TLR5, and TLR6 are present on
the plasma membrane of mammalian cells [8,9], while TLR3, TLR7, TLR8, and TLR9 are
localized within the cells in the endosome [9,10].

TLRs are Type-1 transmembrane proteins containing three structural domains: an
extracellular leucine-rich repeat (LRR) motif, a transmembrane domain, and an intracel-
lular cytoplasmic Toll/interleukin-1 receptor (TIR) domain. The pattern recognition of
TLRs is brought about by the LRR domain, while the TIR domain interacts with various
downstream adaptors and initiates signal transduction [11].

TLRs make use of a variety of adaptors, often in combination with a diverse range
of signaling. The most commonly used adaptor is the myeloid differentiation primary
response 88 factor (MyD88) [12]. MyD88 is a pivotal molecule in the modulation of the
innate immune response because it is the adaptor known to transduce the signal from TLRs
by activation of IL-1 receptor associated kinases (IRAKs) via homotypic protein–protein
interaction, which eventually leads to the activation of nuclear factor-kappa B (NFκB),
mitogen-activated protein kinases (MAP kinases), and activator protein 1 (AP1), making
MyD88 a central node for inflammation pathways [13]. MyD88 has two functional domains:
the C-terminal TIR domain which allows it to interact with other TIR-containing receptors
and adaptors, and an N-terminal death domain (DD), which is involved in the interaction
with IRAKs. The DD of MyD88 can independently activate NFκB and c-Jun N-terminal
kinase (JNK). The TLR1–TLR2 heterodimer and the TLR2–TLR6 heterodimer make use of
TIRAP and MyD88 as adaptors for transduction, while TLR5, TLR7, TLR8, and TLR9 solely
make use of MyD88 [14,15].

TLR3 is unique in the sense that it makes use of MyD88-independent signaling path-
ways, using TRIF as an adaptor [16]. TLR4 is only one of its kind, as it utilizes both
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MyD88-dependent and MyD88-independent pathways [17]. However, there are a variety
of other adaptors which TLRs can make use of, apart from their primary adapters (MyD88
and TRIF), such as adapter protein 3 (AP3) used by TLR9 [15]. Various TLRs and their
respective adaptors are represented in Figure 1.
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The MyD88 pathway, which makes use of MyD88 and TIRAP (Figure 2), activates
IRAKs, which, in turn, phosphorylate IκBα protein, which is an inhibitor protein that
binds to NFκB, masking its NLS signal and keeping it within the cytoplasm in the in-
activated form [18]. Phosphorylation of IκBα results in the release of free NFκB. NFκB
is a transcription factor that promotes the transcription of and results in the production
of pro-inflammatory cytokines such as TNFα, IL1β, and IL6. The MyD88-independent
pathway, which makes use of TRIF as an adaptor, eventually leads to the activation of IRF3,
which leads to the production of interferon alpha and beta and other interferon-induced
genes. IRF3 plays a crucial role in the production of the antiviral Type 1 interferon [19].
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2. TLRs in the Nervous System

For quite a long time, the brain was considered to be immunologically privileged, as
there seems to be no or very limited immune response within the brain. It made sense, as
the brain is a sensitive organ having tissues with poor regenerative capacity. The selective
nature of the blood–brain barrier made the belief even stronger. However, over the years,
it has been realized that the immunological privilege of the brain is not absolute, and is
rather complex, compartmentalized, and region-specific. The “privilege” comes not from
the absence of immunological components but a very elaborate and dynamic regulation
process. This regulation process is indispensable for damage limitation and mitigation
in this sensitive organ [20]. It has also been realized that the cells of the central nervous
system (CNS) are quite capable of mounting a dynamic immune response to a variety of
stimuli [21].

TLRs play an essential role in this complex regulation within the central and peripheral
nervous systems. The expression of TLRs on cells of both the central and peripheral nervous
system have been observed and reported [22–28]. Various cell lines and animal models
have been used to study the expression of TLRs in the cells of the nervous system. The
expression of TLRs within the nervous systems of mice and humans has been found to be
very different, though many of those differences arise from the lack of in vivo studies in
humans, with the expression of many TLRs having not yet been studied in the human body.
Cell lines, though very helpful in studying TLRs, are not a very accurate representation
of in vivo cells owing to the chromosomal aberrations, changes in gene expression, and
physiological differences between cancerous cell lines and actual neurons and glia.

In the central nervous system, neurons express TLRs 1 to 9 in both mice and humans.
Microglia cells also express TLRs 1 to 9 in both mice and humans. Astrocytes, though
known to express TLRs 1 to 9 in mice, only show significant levels of TLRs 1, 3, 4, 5, and
9, while TLRs 2, 6, 7, and 8 have not been reported yet. Oligodendrocytes have also been
reported to express only TLR2 and TLR3 in humans, while the other TLRs are yet to be
detected. In the peripheral nervous system, the neurons and the resident macrophages
express TLRs 1 to 9 in both mice and humans. While the Schwann cells in mice are known
to express TLRs 1 to 9, only TLR2 has been very well studied and characterized in human
Schwann cells [21,29,30].

In the enteric nervous system (ENS), which is part of the peripheral nervous system
of human beings, glial cells are known to express TLRs 2 to 9, while TLR1 seems to be
absent in glia. Neurons in the ENS express TLRs 1 to 9 [29]. It is important to note that TLR
signaling in neurons does not necessarily use IKKs and NFκB, and may involve the glyco-
gen synthase kinase 3β (GSK3β), Jun N-terminal kinase (JNK), and phosphatidylinositol
3-kinase/protein kinase B (PI3K/AKT) pathways as well.

3. TLRs and Alzheimer’s Disease
3.1. TLR2

TLR2 recognizes bacterial lipopeptides and peptidoglycans. TLR2 forms heterodimers
with TLR1 and TLR6, mediating the response against Gram-positive bacteria and yeast.
TLR2 works via the MyD88-dependent pathway, using TIRAP-MyD88 as adaptors and
stimulating the production of proinflammatory cytokines using NFκB. TLR2 was found to
be upregulated in the microglia surrounding amyloid β (Aβ) plaques, both in human post
mortem brains as well as Alzheimer’s Disease (AD)mouse models. Aβ cannot induce an
inflammatory response in microglia deficient of TLR2 or in the cortex of TLR2-deficient
mice, which acts as further proof that TLR2 has a role in AD [31]. TLR2-deficient AD
mouse models show more pronounced cognitive impairment because of greater levels of
Aβ proteins and greater white-matter damage [32,33]. The microglial phagocytic response
to Aβ is also TLR2-dependent, as Aβ acts as an agonist for microglial TLR2 [34]. Neuronal
viability in AD also seems to be affected by microglial TLR2 activation, since neuronal
death was shown to be conferred by the release of pro-inflammatory signals by activated
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microglia [35]. Table 2 summarizes the various possible effects that different TLRs can have
on AD.

Neuronal TLR2 can also be implicated in the inflammatory response against Aβ

in AD, since TLR2 in neurons is upregulated when neurons are exposed to AD-specific
metabolites such as 4-hydroxynonenal (HNE; an AD-related lipid peroxidation product).
HNE exposure to neurons also leads to an increase in phosphorylated JNK and cleaved
caspase 3, which could indicate AD-related metabolites causing apoptosis in neurons via
TLR2 activation [36].

3.2. TLR4

TLR4 received attention when an Italian study found that the TLR4 polymorphism
is responsible for late-onset of Alzheimer’s disease in the Italian population [37]. An
Asp299Gly mutation in TLR4 could confer neuroprotection, since it renders the TLR less
responsive to lipopolysaccharides by bringing about structural changes [38]. Another study
of post mortem human brains showed TLR4 to be upregulated in the glia surrounding
Aβ plaques [39]. Knocking out TLR4 in AD mouse models showed reduced expression of
TNFα and the chemokine macrophage inflammatory protein 1β in the cortex [40], though
knocking TLR4 out of AD mice led to an increase in the activated microglia, astrocytes,
and Aβ protein in the brain [41]. Data from in vitro cultures of microglia revealed TLR4-
mediated activation of the microglia in the degeneration of neurons. Microglia seem to
play a pro-inflammatory role in AD and have a phagocytic response to Aβ through TLR4,
resulting in neuronal cell death. Much like the case of TLR2, neurons respond to Aβ

and AD-related metabolites through TLR4, leading to their apoptosis [36]. TLR4 seems to
induce a pro-inflammatory response against Aβ aiming to stimulate the activated microglia
to clear out the Aβ through microglial uptake. A leading hypothesis regarding the role of
TLR4 in AD is that insufficient removal of Aβ leads to its accumulation in the intercellular
space, which subsequently activates the microglia and astrocytes which induce apoptosis
in affected neurons, causing neuronal cell death.

3.3. TLR7

TLR7 is unique, since this TLR induces neuronal cell death without the activation
of glia. More interestingly, the TLR itself is activated by endogenous overexpression of
a microRNA, making TLR7′s case very different from that of TLR2 and TLR4. Let-7 is
a family of microRNAs (miRNA) which are highly abundant in the brain. The family
is known to have a specific GUUGUGU motif in the core sequence of the miRNA. The
GUUGUGU motif just happens to match the sequence ssRNA40, a motif in the HIV ssRNA
that TLR7 recognizes. It has been found that Let-7; specifically Let-7b, is overexpressed
in the neurons of patients with Alzheimer’s disease. This overexpression seems to cause
TLR7 to become activated, triggering the production of cytokines such as TNFα, eventually
leading to the production of cleaved caspases that cause neurons to undergo apoptosis [10].

Both in vitro and in vivo studies have shown that neither microglia nor astrocytes have
a role in neurodegeneration via TLR7 activation. It was also shown that extracellular Let-7
is capable of activating TLR7, essentially showing that neurons that undergo apoptosis
release Let-7, which stimulates the TLR7 of neighboring neurons and causes them to
undergo apoptosis as well. Beside Let-7, overexpression of any miRNAs with a seed
sequence having the GUUGUGU motif such as miR-599 could induce the production of
TNFα and negatively affect neuronal viability both in vitro and in vivo [42].

Even in humans, cerebrospinal fluid (CSF) collected from AD patients showed larger
amounts of Let-7b as compared with the control group, supporting the hypothesis that
Let-7 from dying neurons stimulated the surrounding neurons to undergo apoptosis [10].
RNAs containing the ssRNA40 motif have also been shown to cause neurodegeneration
via TLR7 induced by microglia [43]. Apart from TLR7 inducing autophagy, it has also been
documented to help with the clearance of Aβ proteins from the system [44]. Knockout
models specific for microglia would be needed for deeper studies and better understanding.
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Table 2. The various possible effects of different TLRs on Alzheimer’s disease (AD).

TLR Effects on Alzheimer’s Disease Reference

TLR2

Activation of microglial, reduces neuronal viability. [34]

Is activated in AD patients because of metabolites associated with AD
such as HNE, which, in turn, pushes the cell towards apoptosis. [36]

TLR4
Upregulated in glia surrounding AB plaques. [39]

Activation of microglia, reduces neuronal viability. [41]

TLR7

Activation of TLR7 on neurons can lead to neuronal cell death; does
not require activation of glia. [10]

Certain RNAs which are overexpressed in AD can trigger TLR7
activation of other surrounding neurons and hence trigger apoptosis
in the neurons.

[10]

4. TLRs and Parkinson’s Disease
4.1. TLR2

Clinical studies have shown that TLR2 is overexpressed in the microglia of patients
with Parkinson’s disease (PD), especially in the substantia nigra and the hippocampus
region of the brain in the early stages of the disease [33]. In the late stages, TLR2 is
upregulated in the striatum [45]. This indicates that TLR2 expression is time-dependent
and brain-region-specific. Another set of evidence linking TLR2 with PD is the fact that
TLR2 polymorphism is associated with an increased risk of PD. The polymorphisms often
lead to changes in the TLR2 promoter, which leads to reduced TLR2 expression [46].

The α-Synuclein has been shown to activate microglia in in vitro cultures via TLR2 [47].
The hypothesis about the role of TLR2 is that it helps microglia clear out excess α-
synuclein, but activation of the microglia via the TLR2 pathway induces neurotoxicity.
α-synuclein seems to induce a positive feedback loop, which activates the microglia via
TLR2 and eventually leads to neurodegeneration, though it is not yet clear why TLR2
shows region- and time-specificity in expression. Table 3 summarizes the effects of TLRs
on Parkinson’s disease.

4.2. TLR3

TLR3 recognizes double-stranded RNA associated with viruses. Stimulation of TLR3
leads to the production of antiviral interferons such as IFNα and IFNβ via the MyD88-
independent TRIF-mediated pathway. It also stimulates natural killer (NK) cells and
macrophages to elicit an antiviral response [48]. It is well known that stimulation of TLR3
during the process of neurogenesis causes the process to stop and causes neurodegenera-
tion to occur. The expression of TLR3 in embryonic stem cells stops when neurogenesis
begins [49]. Even in adult neurons, stimulation of TLR3 with agonists like poly (I:C) results
in growth inhibition of neurons and neurodegeneration. In vivo, injecting postnatal mice
with poly (I:C) leads to sensory-motor deficits and fewer axons in the spinal cord [50].
This observation of TLR3 causing neurons to undergo apoptosis led to the hypothesis that
TLR3 is involved in virus-associated PD. Parkinson-like symptoms have been observed
in several patients of diseases caused by viruses such as HIV [51], Epstein–Barr virus [52],
and hepatitis C virus [53]. Even the influenza virus has been reported to cause neurode-
generation [54]. It is possible that activation of TLR3 upon recognition of viral RNA could
signal for an immune response, leading to neuronal cell death, or could trigger the neuron
to undergo apoptosis, either way leading to neurodegeneration upon activation of TLR3
mediated by viral RNA.

4.3. TLR4

TLR4 seems to have both neuroprotective and neurodegenerative roles in the context
of PD. TLR4 is upregulated in the post mortem brains of PD patients, suggesting that TLR4
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could potentially have a role in neurodegeneration. However, in mouse models of PD, it
has been observed that TLR4-deficient mice are more vulnerable to dopaminergic neuronal
loss and motor impairment due to α-synuclein overexpression than mice that express
TLR4 [55]. At the same time, TLR4-deficient mice are less likely to develop PD symptoms
in PD mouse models induced by 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP) [56].
These observations suggest that TLR4 might be neuroprotective in the context of PD, as
TLR4 could help in the clearance of toxic aggregates but could cause neurodegeneration in
the context of toxin-induced PD, for example in patients who are in contact with agents
such as MPTP or rotenone.

Microglial TLR4 has been found to play role in α-synuclein-dependent activation
of microglia [57], and microglia activated by α-synuclein tend to downregulate TLR4. It
leads to the disabling of a neuroinflammatory positive feedback loop but also reduces
the ability of microglia to take up α-synuclein from their environment [47]. Hence, it can
be proposed that the balance between the neuroinflammation caused by microglia TLR
activation and the endocytosis of α-synuclein would eventually determine if TLR4 plays a
neuroprotective role or facilitates neurodegeneration in the case of PD.

4.4. TLR9

TLR9 has been observed to be overexpressed in human brain regions such as the
substantia nigra and putamen in PD patients and in the brain stem in PD mouse mod-
els [58]. Some studies have demonstrated that the activation of TLR9 signaling exacerbates
neurodegeneration by inducing oxidative stress and inflammation. Microglia are activated
by CpG DNA and induce TNFα and nitric oxide [59]. In a co-culture containing microglia
and neurons, the activation of microglia cells by CpG-DNA via TLR9 induced neuronal tox-
icity, mediated partly through TNF-α [60]. Intracerebroventricular infusions of CpG-DNA
caused impairment in spatial memory, microglia activation, and acute axonal damage [61].
Furthermore, intrathecal injection of CpG oligodeoxynucleotide (ODN) induced loss of
neurons, axonal injury in the cerebral cortex, and pronounced microglia activation [62].

Table 3. Effects of different TLRs on Parkinson’s disease.

TLR Effects on Parkinson’s Disease (PD) Reference

TLR2

Upregulated in PD patients, especially in the substantia nigra and in
late stages in the striatum. [45]

α-Synuclein activates microglia via TLR2.
[48]

Activation of microglial TLR2 reduces neuronal viability.

TLR4

Activation of TLR4 can be neurotoxic or neuroprotective,
depending on context. [47]

It is shown to help clear α-synuclein aggregates in PD. [47]

In oxidative stress-induced PD models, TLR4 activation is associated
with cell death. [56]

TLR9

Overexpressed in PD models in regions such as the substantia nigra
and the putamen. [58]

Its activation leads to an enhancement of oxidative stress for neuronal
cells, which exacerbates cell death in PD. [59]

Activation of microglia TLR9 reduces neuronal viability. [59,61]

5. Conclusions

However, the current knowledge on the effects and pathways modulated by TLRs in
microglia is still modest and further studies are necessary to establish their exact roles in
neuropathological events. As evident from the literature, TLRs are involved in a variety of
physiological pathways and pathological conditions, and studies that specifically delete
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these receptors in microglia using models of neurodegeneration could contribute to further
clarifying their roles in neuropathological conditions.

It is also evident from the literature that the activation of both the endosomal and
plasma membrane receptors control microglial activity and may alter phenotypes, which
could control the evolution of neurodegenerative processes. Thus, TLRs could represent
potential pharmaco-pathological targets for the development of neuroprotective drugs.
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Abstract: Interleukin-37 (IL-37) is an effective anti-inflammatory factor and acts through intracellular
and extracellular pathways, inhibiting the effects of other inflammatory cytokines, such as IL-1β,
IL-6, and tumor necrosis factor-α (TNF-α), thereby exerting powerful anti-inflammatory effects.
In numerous recent studies, the anti-inflammatory effects of IL-37 have been described in many
autoimmune diseases, colitis, and tumors. However, the current research on IL-37 in the field of the
central nervous system (CNS) is not only less, but mainly for clinical research and little discussion of
the mechanism. In this review, the role of IL-37 and its associated inflammatory factors in common
CNS diseases are summarized, and their therapeutic potential in CNS diseases identified.

Keywords: Interleukin-37; central nervous system diseases; inflammatory; anti-inflammatory; cy-
tokines

1. Introduction

Interleukin-37 (IL-37), a novel cytokine which was once considered as a member of
IL-1 family, was reported to be a natural innate immune inhibitor [1]. Similar to other
IL-1 family cytokines, IL-37 is encoded by chromosome 2 [2]. All members of this family
share a common b-trefoil structure that includes 12 β-chains [3]. IL-37 is encoded by
six exons. At present, five subtypes (IL-37a–e) formed by alternative splicing have been
found, among which IL-37b has the largest molecular weight and is the most researched [4].
IL-37b contains five exons except exon 3, and IL-37c and IL-37e are predicted to be non-
functional proteins because they lack one or more exons [5]. Based on the fact that most
of the current research is on the IL-37b subtype, the IL-37 mentioned below in this article
refers to IL-37b. In addition, IL-37a is the only form found in the brain. An unstable
mRNA motif exists in exon 5. IL-37a is generally considered to be the functional subtype,
but little research has been concentrated on this subtype alone [4]. Although IL-37 is
widely expressed in many cell tissues in the human body, the concentration in the blood is
extremely low (100 pg/mL) [6]. In some diseases involving inflammation, IL-37 is elevated
due to inflammatory stimulation [7].

Previous research has shown the function of IL-37 in autoimmune diseases, including
systemic lupus erythematosus [8], colitis [9], sepsis [10], asthma [1,11], and cancer [1,10,12].
However, the function and potential mechanisms of IL-37 in central nervous system (CNS)
diseases have been investigated in only a few reviews. In the present review, current
progress regarding IL-37 in CNS diseases is summarized and its therapeutic potential for
CNS diseases identified.
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2. About IL-37
2.1. Function

IL-37 was found in 2000 by several groups independently [11]; a homologue has not
yet been identified in a mouse [4,7]. IL-37, originally named IL-1F7 [13], is mainly produced
by Toll-like receptor (TLR)-activated macrophages [14]. The precursor of IL-37 (pre-IL-37)
is cleaved by caspase-1 into mature IL-37, of which approximately 20% enters the nucleus,
with the remaining released out of the cell with pre-IL-37 [15]. Many cells in the human
body, including epithelial cells, keratinocytes, renal tubular epithelial cells, monocytes,
activated B cells, plasma cells, dendritic cells (DCs), macrophages, and CD4+ Tregs, express
IL-37 [5,7,16–19]. Reportedly, IL-37 expression is low in unstimulated peripheral blood
mononuclear cells (PBMCs) and M1 macrophages, and IL-37 expression significantly
increases after being activated by lipopolysaccharide (LPS) [20,21]. Human IL-37 precursor
undergoes alternative splicing to form five different subtypes, and the IL-37b subtype has
been the focus in most of the current studies [4]. IL-37 protein exists at low levels in human
PBMCs and can be upregulated by inflammatory stimuli and cytokines, such as IL-1, IL-18,
tumor necrosis factor (TNF), interferons (IFNs), and transforming growth factor (TGF) [7].
In addition, IL-37 is downregulated by IL-4, IL-12, IL-32, and granulocyte macrophage
colony-stimulating factor [6,12].

IL-37 is constitutively expressed at low levels in various tissues, including lymph
nodes, thymus, bone marrow, brain, intestines, airways, adipose, thymus, placenta, uterus,
testis, heart, kidney, bone marrow, prostate, and breast [5,7,12,17–19]. IL-37 has a protective
effect in a variety of diseases. Hui-min Chen et al. reported that compared with wild-type
(WT) mice, IL-37 expression in DCs attenuates the ability of DCs to initiate contact hyper-
sensitivity (CHS) responses in mice transgenic with human IL-37 (IL-37tg), demonstrating
that IL-37 may be an immune tolerance factor [16]. Dov B. Ballak et al. revealed that IL-37
is expressed in human adipose tissue, and IL-37 can reduce diet-induced obesity in IL-37tg
mice. In addition, IL-37 ameliorated diet-induced insulin resistance and improved insulin
sensitivity in IL-37tg mice compared with WT mice, indicating potential as a treatment
for obesity and type 2 diabetes [22]. Jilin Li et al. reported that IL-37 expression in an
old endotoxemic mouse model suppressed myocardial inflammation-associated endotox-
emia and improved left ventricle (LV) function, indicating its protective function in septic
myocarditis [23]. Tianheng Hou et al. proved that IL-37 could reduce Der p1-induced
thymic stromal lymphopoietin (TSLP) overexpression in HaCa T cells, and decreased TSLP
receptors and basophil activation marker CD203c in vitro. In vivo experiments in an atopic
dermatitis mouse model showed alternative depletion of basophils rescued atopic dermati-
tis symptoms and significantly lowered the helper T cell 2 (Th2) and eosinophil populations
in the ear and spleen [24]. In other studies, therapeutic effects of IL-37 on allergic diseases,
autoimmune diseases, and other immune system diseases have been reported [6,25–28].
In addition, IL-37 reportedly exerts tumor-inhibiting effects in a variety of cancers, such
as breast, cervical, melanoma, and non-small cell lung cancer [12,29]; refer to the relevant
review for details.

2.2. Pathway

IL-37 exerts anti-inflammatory effects through intracellular and extracellular path-
ways [6]. In the intracellular pathway, the precursor IL-37 (pro-IL-37) is cleaved by caspase-1
to produce mature IL-37 after activation by lipopolysaccharides(LPS) [30,31]. A possible
cleavage site for caspase-1 is located in exon 1 between the D20 and E21 residues of IL-
37 [32]. However, Ana-Maria Bulau et al. previously demonstrated that caspase-1 inhibitors
only partially inhibit the processing of IL-37, indicating that caspase-1 is not the only en-
zyme responsible for the processing of IL-37 [30]. Human embryonic kidney 293 (HEK
293) or Chinese hamster ovary (CHO) cells transfected with IL-37 precursor release IL-37
from amino acid V46, indicating there is a second cleavage site in the sequence encoded
in exon 2 [33]. In addition to caspase-1, caspase-4 was shown to cleave pro-IL-37 to a
certain extent [32]. IL-37 binds with drosophila mothers against decapentaplegic protein
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3 (Smad3) to form a complex in the cytoplasm; then, the complex enters the nucleus to
regulate the transcription process, such as nuclear factor-κB (NF-κB) and mitogen-activated
protein kinase (MAPK) pathways, thereby inhibiting the transcription process of some
inflammatory cytokines [6,12,34].

In the extracellular pathway, IL-37 binds to IL-18 receptor α chain (IL-18Rα) to exert
an anti-inflammatory effect [35]. IL-37 binds to IL-18Rα to recruit IL-1 receptor 8 (IL-1R8,
also named single Ig IL-1R-related molecule, SIGIRR), to form a trimeric complex (IL-37/IL-
18Rα/IL-1R8) [36]. When adenosine 5′-monophosphate-activated protein kinase (AMPK)
is increased, signal transducer and activator of transcription 3 (STAT3), STAT6, phosphatase
and tensin homologs, and other factors inhibit the inflammatory response induced by IL-18
and downregulate the expression of IFN-γ and transcription factor NF-κB [37]. SIGIRR
is the only receptor containing a TLR domain with a single immunoglobulin domain.
Although SIGIRR has an immunoglobulin domain, it cannot bind to IL-1 or enhance IL-
1-dependent signaling. SIGIRR is a negative regulator of the inflammatory response and
inhibits the inflammation process of IL-1 and IL-18 [38]. Both pro-IL-37 and mature IL-37
can bind to IL18Rα but the binding of the mature form is approximately 5–10-fold stronger
than the immature form [32]. IL-IR8 is necessary for activation of the anti-inflammatory
signal transducer and transcriptional activator STAT3 in splenic DCs and macrophages [36].
However, IL-37 is not a receptor antagonist of IL-18Rα [39]. SIGIRR was shown unstable
in response to IL-37, and IL-37 can mediate the ubiquitination and degradation of SIGIRR
through glycogen synthesis kinase 3β (GSK3β) [40]. See Figure 1 for a summary of the
IL-37 pathway.

Figure 1. Pathway through which Interleukin-37 (IL-37) exerts anti-inflammatory effects. In extracel-
lular pathway, IL-37 binds with IL-18 receptor α chain (IL-18Rα) and IL-1 receptor 8 (IL-1R8) to form
a trimeric complex. The trimeric complex activates adenosine 5′-monophosphate-activated protein
kinase (AMPK), signal transducer and activator of transcription 3 (STAT3), STAT6 and phosphate and
tension homology deleted on chromosome ten (PTEN), and inhibits the pathway of c-Jun N-terminal
kinase (JNK), extracellular regulated protein kinases (ERK) and nuclear factor-κB (NF-κB). At the
same time, PTEN inhibits the PI3K/AKT/mTOR pathway, thereby inhibiting the production of
NF-κB and pro-inflammatory cytokines, including IL-6, tumor necrosis factor-α (TNF-α) and IL-1β.
In intracellular pathway, pro-IL-37 is cleaved by caspase-1 to become IL-37. A part of IL-37 is released
outside the cell, and a part binds to drosophila mothers against decapentaplegic 3 (Smad3) in the
cytoplasm. After entering the nucleus, it inhibits the transcription of other inflammatory cytokines,
such as IL-6 and TNF-α.
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3. IL-37 in CNS Diseases
3.1. Acute Spinal Cord Injury (ASCI)

Acute spinal cord injury (ASCI) is common in serious trauma caused by transport
accidents, low-height falls, and other accidents [41]. The quality of life of ASCI patients is
reduced, the prognosis very poor, and the mortality rate is high [42]. According to survey
results, the mortality rate of individuals over 65 years of age suffering from SCI is 36.5% [43].
Therefore, improving the prognosis and survival rate of ASCI patients is important.

Marina Coll-Miró et al. transferred the human IL-37 gene into mice to produce hIL-
37tg mice. The WT and hIL-37tg mice were subjected to spinal cord contusion injury.
The authors found that compared with WT mice, hIL-37tg mice had more myelin and
neurons preserved, and maintained a lower level of cytokines and chemokines (e.g., an 80%
reduction in IL-6). The authors infused recombinant human IL-37 (rIL-37) into the lesion
site via a glass capillary 5 min after the contusion injury, and found the mice injected with
rIL-37 had a greater extensive movement of the ankle restored and increased their speed
on a treadmill by 50% [44]. An experiment conducted on 148 patients showed that serum
IL-37 levels were significantly higher within 24 h of ASCI compared with the control group
(p < 0.05). Serum IL-37 concentration in patients with SCI is negatively correlated with
American Spinal Cord Injury Association (ASIA) exercise score (p < 0.05) [45]. The above
results indicate IL-37 may be a potential therapeutic target and a biomarker after ASCI.
IL-37 may inhibit the inflammatory response after ASCI to produce neurological protection
and recovery. Jesus Amo-Aparicio et al. used a hIL-37D20ATg transgenic mouse model
lacking the IL-37 intracellular pathway to prove that the neuroprotection role of IL-37 after
SCI does not rely on the intracellular pathway rather than the extracellular pathway. Their
study demonstrated IL-37 exerts an anti-inflammatory effect by binding IL-1R8 [46].

3.2. Demyelinating Disease

Multiple sclerosis (MS) is a chronic, predominantly immune-mediated disease of the
brain and spinal cord, and a common cause of neurological disability in young adults,
affecting more than 2.5 million individuals globally [47,48]. Alba Sánchez-Fernández et al.
used the experimental autoimmune encephalomyelitis (EAE), a murine model of MS,
hypothesizing that IL-37 reduces inflammation and protects against neurological deficits
and myelin loss in EAE mice by combining with IL-1R5/IL-1R8. The authors found that
transgenic expression of IL-37 reduces neurological deficits and inflammation in the spinal
cord of EAE mice. However, in the transgenic homozygote of human IL-37 (hIL-37tg) mice
lacking IL-1R8, the beneficial effects of IL-37 were completely absent in demyelinating
disease of the CNS, indicating IL-37 acts with IL-1R8 [49].

In another study, IL-37 level in a cluster of differentiating CD4+ T cells from MS
patients was decreased in vitro compared with healthy controls based on in silico analy-
sis [50]. IL-37 expression was observed in PBMCs from MS patients during the exacerbation
of the disease [50]. In addition, higher IL-37 levels showed an inhibitory effect on MS
recurrence; however, obvious effects were not observed with IL-1R8 and IL-18R1. Higher
IL-37 levels were associated with younger age and lower Multiple Sclerosis Severity Score
(MSSS) [50]. After testing serum IL-37 levels in 84 MS patients and 75 healthy controls,
Ebrahim Kouchaki et al. found IL-37 levels in MS patients were higher than in the control
group (p < 0.001) [51]. The research by Farrokhi. M et al. of 122 MS patients and 49 healthy
subjects showed the IL-37 levels were higher in the MS patients than in the controls [52].

Guillain-Barré syndrome (GBS) is the most common and severe acute paralytic neu-
ropathy. Globally, approximately 100,000 people develop this disorder annually [53]. GBS
is considered an immune-mediated disease, possibly triggered by a recent infection, and
driven by an immune attack targeting the peripheral nervous system [54]. Approximately
25% of patients have respiratory insufficiency and many patients show signs of autonomic
dysfunction [55]. GBS is the most common cause of acute flaccid paralysis, which leads to
disability and high risk of mortality. The specific pathogenic mechanism of GBS remains
unclear. Some patients have been reported to have an infectious disease before the onset
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of the disease; thus, the disease is hypothetically an immune-mediated disease [54]. Cong
Li et al. measured the IL-37 levels in the cerebrospinal fluid (CF) and plasma of 25 GBS
patients and 20 healthy controls and found the IL-37 levels in the CF and plasma of GBS pa-
tients were significantly higher than in the healthy controls (p = 0.0002 and p < 0.0001) [56].
This result indicates that during the pathogenesis of GBS, pro-inflammatory cytokines may
promote the expression of anti-inflammatory IL-37, thereby downregulating the excessive
inflammatory response, similar to the results of several previous studies [9,57,58].

3.3. Alzheimer’s Disease (AD)

Alzheimer’s disease (AD) is a neurodegenerative disease highly correlated with
age [59]. From 1999 to 2018, the number of deaths from AD in the United States in-
creased [60]. Currently, an estimated 6.2 million Americans 65 years of age and older have
AD, and if no effective treatment is found, this number will continue to increase [61]. In
many current studies, the relationship between inflammation and AD is being investi-
gated [62,63]. Aging tissue cells secrete inflammation and immune-related cytokines, such
as interleukins, chemokines, growth factors, and proteases, which constitute senescence-
associated secretory phenotype (SASP) [64]. Astrocytes and microglia surround neuropathic
plaques composed of amyloid β-protein (Aβ) and neurofibrillary tangles [65]. Microglia
release cytokines and cause neuroinflammation [66]. Among them, M1 type microglia,
which are activated by LPS, IFN-γ or TNF-α, secrete classic inflammatory cytokines, such
as IL-1β, TNF-α, STAT3, IL-6, IL-12, and IL-23, and free radicals such as reactive oxygen
species (ROS) [67]. Another M2 anti-inflammatory phenotype promotes tissue remodeling
by releasing high levels of anti-inflammatory cytokines, such as IL-10, IL-4, IL-13 and
transforming growth factor-β, and low levels of pro-inflammatory cytokines/repair and
angiogenesis [67].

In previous studies, a high-fat diet was shown to induce insulin resistance, reduce
the transport of glucose into the brain, and ultimately lead to neuronal stress (elevated
neuronal corticosterone) [68]. The intake of fructose promotes the synthesis of triglyc-
erides, gluconeogenesis and insulin resistance, and ultimately accelerates the progression
of AD [69]. A rat model of AD was established by Mohamed, R.A. et al. with a synergistic
high fat/high fructose diet (HFFH) and LPS injection. The authors found the hippocampal
AD marker Aβ1-42 and the inflammatory marker IL-1β in the mouse model were increased
3.2-fold and 5.6-fold, respectively, compared with the controls [70]. The combined use of
palonosetron and methyllycaconitine (MLA) restored the activity of caspase-1 protein in
AD rats and reduced the reactivity of astrocytes [70].

The role of many cytokines in AD has been elucidated [71]. Tau and Aβ modified
by advanced glycation end products stimulate human neurons to produce IL-6 [72]. IL-
6 can also activate janus kinase (JAK)/STATs, N-methyl-D-aspartate (NMDA) receptor,
and mitogen-activated protein kinase (MAPK)-p38, which are involved in the hyperphos-
phorylation of tau [72]. However, in an in vivo study, IL-6 overexpression induced the
reduction in neuroinflammation at the Aβ level rather than aggravating the pathology of
Aβ plaques [73]. Irina Belaya et al. reported regular exercise can modulate iron homeostasis
in WT mice and in a mouse model of AD via the IL-6/STAT3/JAK1 pathway [74], indicating
that M2 type microglia are mainly activated, which enhances the phagocytic function of
Aβ [73]. The combination of IL-18 and its receptor complex can activate c-Jun N-terminal
kinase (JNK) and MAPK-p38, thereby activating endogenous and exogenous pro-apoptotic
signaling pathways [75]. This effect may be achieved by inducing the expression of p53
and Fas ligand, indicating IL-18 can promote the progression of AD [75,76]. However,
research on the role of IL-37 in AD is limited. Exploring the roles of IL-37 in AD can be a
promising direction for future research because caspase-1 is also an enzyme that cleaves the
precursor of IL-37 and renders it active [31]. In addition, IL-37 has been shown to inhibit
the inflammatory effects of other inflammatory cytokines, such as IL-6 and IL-1β in many
other diseases [77–82]. In a temporomandibular joint study, IL-37 could convert M1 type
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macrophages to M2 type, thus alleviating inflammation [83]. Therefore, future research
should focus on the protective effect of IL-37 on the progression of AD.

3.4. Stroke

Stroke is the second leading cause of death and disability in the world, a non-
communicable disease that seriously endangers the health of Chinese people [84]. In an epi-
demiological survey of 10,926 participants, 602 cases were diagnosed as ischemic stroke (IS),
151 cases as hemorrhagic stroke, and 22 cases as both hemorrhage and IS. The crude preva-
lence rates of total stroke, IS, and hemorrhagic stroke were 6690.5/100,000, 5509.8/100,000,
and 1382.0/100,000, respectively, and the standardized rates were 4903.8/100,000, 4041.7/
100,000, and 990.9/100,000, respectively [85].

Feng Zhang et al. measured the serum IL-37 levels using enzyme-linked immunosor-
bent assay in 152 patients admitted to the hospital due to acute IS, and in 45 healthy
controls. The authors found serum IL-37 levels in IS patients were significantly higher than
in controls (182.26 vs. 97.89 pg/mL, p < 0.001) and associated with the National Institutes
of Health Stroke Scale (NIHSS) scores (r = 0.521, p < 0.0001) and lesion volume (r = 0.442,
p < 0.0001). Notably, elevated plasma IL-37 levels were independently associated with
unfavorable 3-month outcomes (adjusted odds ratio = 1.033, p = 0.001, 95% confidence
interval, CI:1.015–1.056) [86]. In another study, the serum IL-37 levels were measured in
310 IS patients who were followed up for 3 months to determine the relationship between
serum IL-37 and recurrence of IS. The study results showed the median IL-37 serum level
in the IS patients was 344.1 pg/mL (interquartile range, IQR, 284.4–405.3) and 122.3 pg/mL
(IQR, 104.4–1444.0) in the controls, which was significantly lower. The size of the lesion
area observed on magnetic resonance imaging (MRI) positively correlated with serum
IL-37 levels. In that study, 36 patients experienced relapse of IS within 3 months, and their
serum IL-37 levels were higher than in patients who did not relapse (417.0 pg/mL; IQR,
359.3–436.1 vs. 333.3 pg/mL; IQR, 279.0–391.0), indicating IL-37 levels are associated with
the recurrence of IS. Based on receiver operating characteristic (ROC) analysis, the authors
determined the IL-37 level cut-off value to diagnose IS was 193.0 pg/mL, the cut-off value
to diagnose moderate-to-high clinical severity (NIHSS score > 5) was 374.0 pg/mL, and the
cut-off value to predict recurrence was 406.8 pg/mL [87].

To date, research on the relationship between IL-37 and hemorrhagic stroke is scarce.
However, an increase in the white blood cell/lymphocyte ratio in patients with IS was
positively correlated with the probability of hemorrhagic transformation [88], indicat-
ing hemorrhagic transformation, a serious complication of severe IS, may be associated
with inflammation possibly related to the destruction of the blood–brain barrier by neu-
trophils [89,90].

4. Conclusions

IL-37 is a potent endogenous anti-inflammatory factor of the IL-1 family. IL-37 sup-
presses other inflammatory cytokines, thus inhibiting the progression of disease [3]. In an
in vitro experiment, siRNA to IL-37 (siIL-37) was transfected into human PBMCs stimu-
lated by LPS. After IL-37 expression was specifically silenced, the production of IL-6 and
other cytokines increased in a dose-dependent manner [82], indicating IL-37 can inhibit the
inflammatory effect of IL-6 and play an anti-inflammatory role. Irene Tsilioni et al. found
that neuropeptide NT can stimulate human microglia to secrete IL-1β, CXCL8, and other
cytokines that can be inhibited by IL-37 [91]; however, the specific mechanism underlying
this inhibition remains unclear. In 293T cells, overexpression of IL-37 restored the viability
of cells damaged by homocysteine and reduced the release of lactate dehydrogenase, pro-
inflammatory cytokines IL-1β, IL-6, and TNF-α [92]. In liver cancer cells, IL-37 inhibited
IL-6 expression by hindering the STAT3 pathway, thereby inhibiting the inflammatory
response of IL-6 [10]. IL-37 inhibited the expression and phosphorylation of STAT3, thus
hindering the inflammatory effects of TNF-γ and IL-1β mediated by STAT3 [93].
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IL-18, a member of the IL-1 family, was first discovered in 1989 and is an inflammatory
factor [35]. IL-18 is the main inducer of IFN-γ, playing an important role in promoting
the activation of inflammatory helper T cell 1 (Th1) and natural killer (NK) cells [94]. The
IL-37/IL-18Rα complex combines with IL-1R8 to promote anti-inflammatory effects by
activating STAT3 and transmitting inhibitory signals [7,32,36,39]. IL-37 is an endogenous
factor that inhibits IL-18 effects. IL-37 has high homology with IL-18 and IL-18BP binds to
IL-37. IL-18BP is a structural secreted protein with a high affinity for IL-18 [37,95], which
when combined with IL-37 can enhance the ability of IL-18BP to inhibit IL-18-stimulated
ITF-γ induction and inflammation [7,35,37,39]. However, Suzhao Li et al. reported that at
micromolar concentrations, IL-37 binds to IL-18Rα and recruits IL-1R8, which may result
in anti-inflammatory effects. At picomolar concentrations, the IL-37/IL-18Rα complex
may recruit IL-18Rβ and the corresponding IL-18 signal, which may be associated with the
inflammation process [21].

Based on the above studies, IL-37 has significant therapeutic potential through sup-
pressing inflammation by inhibiting the transcription and expression of other inflammatory
factors, including IL-6, IL-1β, IL-18 [6,12,34]. In tumors and some autoimmune diseases,
IL-37 has exhibited its powerful anti-inflammatory ability [12]. Based on that, many CNS
diseases are closely related to inflammation, and future research on CNS diseases may focus
on the anti-inflammation function in some diseases, as well as expound and reveal its anti-
inflammatory effect and mechanism. Due to the lack of research on the a subtype, and as
IL-37a is the only subtype expressed in the brain, future research may focus on the protective
effect of this subtype on the brain and explore the therapeutic and protective effects.
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Abstract: Parkinson’s disease (PD) is the second most common neurodegenerative disorder with
an unclear etiology and no disease-modifying treatment to date. PD is considered a multifactorial
disease, since both genetic and environmental factors contribute to its pathogenesis, although the
molecular mechanisms linking these two key disease modifiers remain obscure. In this context,
epigenetic mechanisms that alter gene expression without affecting the DNA sequence through DNA
methylation, histone post-transcriptional modifications, and non-coding RNAs may represent the key
mediators of the genetic–environmental interactions underlying PD pathogenesis. Environmental
exposures may cause chemical alterations in several cellular functions, including gene expression.
Emerging evidence has highlighted that smoking, coffee consumption, pesticide exposure, and
heavy metals (manganese, arsenic, lead, etc.) may potentially affect the risk of PD development
at least partially via epigenetic modifications. Herein, we discuss recent accumulating pre-clinical
and clinical evidence of the impact of lifestyle and environmental factors on the epigenetic mecha-
nisms underlying PD development, aiming to shed more light on the pathogenesis and stimulate
future research.

Keywords: Parkinson disease; epigenetics; DNA methylation; histone modifications; lcRNAs;
environmental toxins; smoking; pesticides; coffee; diagnosis

1. Introduction

Parkinson’s disease (PD) is the most common age-related neurodegenerative movement
disorder, affecting approximately 1–2% of the population above the age of 60 years [1].
Neuropathologically, it is mainly characterized by the accumulation of Lewy bodies and Lewy
neurites mainly constituting of α-synuclein and the progressive loss of dopaminergic neurons
in the substantia nigra pars compacta (SNpc), resulting in nigrostriatal degeneration [2].

Although the exact pathogenic mechanisms remain obscure, several interconnecting
pathophysiological processes have been demonstrated to be involved in PD develop-
ment, including mitochondrial dysfunction, oxidative stress, dysregulation of apoptosis,
autophagy impairment, proteosomal dysfunction, and excessive neuroinflammation [2].
Inflammation is rather a “double-edged sword”, since it protects against pathogens and
helps to clear out neurotoxins, but it can also induce cytotoxicity and degeneration [3,4].
An inflammatory imbalance, favoring excessive microglial activation (M1 phenotype, pro-
inflammatory) against anti-inflammatory responses (M2 phenotype, anti-inflammatory)
have been consistently shown to contribute to neurodegenerative disorders, including
PD [3,5,6]. Over-activated microglia release pro-inflammatory cytokines, such as TNF-α,
IL-6 and IL-1β, induce oxidative stress, α-synuclein accumulation, as well as autophagy and
mitochondrial dysfunction, finally leading to a vicious cycle of neurodegeneration [3,7,8].
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Viral infections have been also associated with PD progression, potentially acting as trigger-
ing factors promoting neuroinflammation [4]. Of note, recent evidence has highlighted the
potential role of human endogenous retroviruses (HERVs) in several neurodegenerative
diseases [5]. HERVs represent ancient retroviral elements accounting for about 8% of
the human genome that can be re-activated by various environmental factors including
viruses, resulting in the potential formation of viral particles [5,6]. Although their role in
PD pathogenesis has not been elucidated, they could constitute another pathophysiological
component of the disease that should be further explored. The peripheral gastrointestinal
dysfunction and inflammation have been demonstrated to possibly contribute to dopamin-
ergic neuronal cell death [4]. In addition, the spread and transmission of α-synuclein
pathology in a prion-like manner represents another emerging concept in the field of PD
pathophysiology that is still under investigation [7]. These diverse pathophysiological
contexts highlight the complex but overlapping hypotheses considered to contribute to
PD pathogenesis.

Patients with PD display both motor and non-motor manifestations. According to the
Movement Disorder Society’s (MDS) PD criteria, parkinsonism is the necessary core feature
of PD, defined as bradykinesia plus rigidity or a rest tremor [8]. For the identification
of PD as the cause of parkinsonism, there are also absolute exclusion criteria ruling out
PD, including cerebellar abnormalities, downward vertical supranuclear gaze palsy, no
response to high-dose levodopa treatment, and drug-induced parkinsonism. Red flags
for PD diagnosis include rapid progression, early bulbar dysfunction or severe autonomic
failure, bilateral symmetric parkinsonism at onset, and early recurrent falls among others.
These features should be counterbalanced by additional supportive criteria for PD diagnosis,
such as levodopa-induced dyskinesia, rest tremor of a limb, olfactory loss, and a dramatic
response to dopaminergic therapy.

Currently, available treatment options mainly involve levodopa and dopamine re-
ceptor agonists, which do not halt disease progression, exert only partial symptomatic
relief, and are often accompanied by severe adverse effects, such as motor complications
(fluctuations and dyskinesias), orthostatic hypotension, and impulse control disorder [2].

Several genetic causes of PD have been identified, including mutations in the SNCA,
LRRK2, GBA, PINK1, and Parkin genes following a Mendelian inheritance pattern, which
exhibit variable penetrance and account for only 5–10% of all PD cases [9]. Except for these
rare genetic forms, the etiology of most cases of PD remains obscure [10]. Several genes
potentially associated with PD risk have also been identified by genome wide association
studies (GWAS), including variants of causative genes of PD, such as MAPT H1 haplotype,
the promoter region of SNCA [10], a common polymorphism of UCHL1, and a variant of
LRRK2 [11]. Key pathways related to PD susceptibility genes include dopamine transport
and metabolism (DRD2, MAO-B, DAT, and COMT), oxidative stress (SOD2 and NOS),
and xenobiotics metabolism (CYP2D6, NAT2, and GSTs) [11,12]. However, many of these
studies have provided conflicting results, attributed to ethnic genetic heterogeneities and
potential interactions with environmental exposures [11].

Several studies have demonstrated that particular gene polymorphisms interact with
exposure to cigarette smoking, pesticides, or coffee to differentially affect the risk for PD
development, although with inconsistent results [13]. Advancing age is the strongest
risk factor for PD, since its incidence increases exponentially after the age of 60 years [9].
1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP) was first observed to cause parkin-
sonism in drug users as a contaminant in heroin. MPTP, which is currently widely used as
a neurotoxin for mimicking PD in animal models, shares common chemical properties with
paraquat, a herbicide [9]. Since then, accumulating epidemiological evidence has shown
that other environmental factors, such as tobacco smoking and coffee consumption may
protect against PD development, while exposure to pesticides or specific heavy metals
including manganese or lead, may increase this risk [14].

However, neither the genetic nor the toxin-based animal models of PD accurately
reflect human PD pathology [9]. Therefore, PD is proposed to be a rather multifactorial
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disorder and a complex interplay between genetic–environmental interactions may underlie
its pathogenesis [9]. Pre-clinical evidence has revealed that the cellular effects of several
PD-related genes and environmental factors share some common mechanisms, including
mitochondrial and autophagy impairment, oxidative stress, and inflammation [9]. Despite
extensive research efforts, the exact molecular mechanisms linking these two key disease
modifiers are still obscure. In this context, emerging evidence has shown that epigenetics,
referring to alterations in gene expression without affecting the DNA sequence, may
play an important role in the pathophysiology of neurodegenerative disorders, including
PD, potentially representing a mechanistic bridge between sporadic PD and exposure to
environmental factors.

In addition, it has been suggested that differences in age of disease onset, severity, and
penetrance can possibly be explained by epigenetic modifications [11]. However, till now,
very few environmental factors have been demonstrated to cause epigenetic modifications
in PD, including smoking, pesticides, and heavy metals [11].

In this narrative review, we discuss the accumulating evidence on the role of envi-
ronmental and lifestyle factors in epigenetic modifications regulating PD pathogenesis,
focusing on smoking, coffee consumption, exposure to pesticides, and specific heavy metals,
whose role in PD has been extensively studied. Although the role of epigenetics in PD has
already been addressed elsewhere [15–18], there is no recent review focusing specifically on
the epigenetic mechanisms that underlie the pathogenesis of PD from the scope of specific
environmental factors. Despite the fact that the field is still in its infancy, we have compiled
the available preclinical and clinical results of relative studies, aiming to address the way
that exposure to these factors may affect PD development through epigenetic regulation, in
order to pave the way for future research on PD pathogenesis, diagnosis, and treatment.
Based on the current evidence, potential novel pathways are suggested that need to be
explored for better clarification of this interesting relationship.

2. Methods

A literature search was performed in the PubMed and Scopus Databases, aiming
to identify studies exploring and discussing any concepts on the epigenetic mechanisms
underlying the impact of environmental factors on the pathogenesis of PD. We focused
on the most well studied environmental factors associated with PD, including tobacco
smoking, coffee, pesticides, and heavy metals, and the following keywords were used in
various combinations: “epigenetics”, “epigenetic”, “DNA methylation”, “histone modifi-
cations”, “histone acetylation”, “miRNA”, “microRNA”, “non-coding RNA”, “lncRNA”,
“Parkinson’s disease”, “environmental”, “environment”, “smoking”, “tobacco”, “coffee”,
“caffeine”, “pesticides”, “herbicides”, “heavy metals”, “environmental toxin”, “gene poly-
morphism”, “gene-environment interaction”, and “genetic-environmental interaction”. We
searched for both original pre-clinical and clinical studies, as well as reviews, published
in the English language, until December of 2021. Although our aim was not to perform
a systematic review, we also screened each relevant study for additional results to iden-
tify possible further articles that could help to better explore the epigenetic mechanisms
mediating the effects of the environmental factors on PD.

3. Epigenetic Modifications in PD

Epigenetic modifications refer to changes in gene expression without affecting the
DNA sequence; they occur throughout a lifetime, depending on several environmental
factors [10]. Epigenetic mechanisms constitute heritable but possibly reversible alterations,
mainly including DNA methylation and post-transcriptional histone modifications, as well
as microRNAs (miRNAs) and other non-coding RNAs (Figure 1) [10].
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Figure 1. Epigenetic mechanisms regulating the pathogenesis of Parkinson’s disease.

Epigenetics are majorly involved in several cellular functions of the central nervous
system (CNS), such as neurogenesis, synaptic plasticity, and the learning process. Given
the implication of epigenetic mechanisms in both physiological and pathophysiological
processes in the CNS [19], it is not surprising that they also play a crucial role in the
development of multifactorial disorders, including PD (Table 1).

Table 1. Studies revealing the main epigenetic modifications in Parkinson’s disease.

Epigenetic Modifications Reference

DNA methylation

- DNMT1 is downregulated in the brain of PD patients [20]
- The SNCA gene is hypomethylated in the brain and blood of PD patients [17]
- Altered DNA methylation patterns on gene variants of PARK16/1q32, GPNMB/7p15, and STX1B/16p11 loci
in post-mortem brain samples have also been identified between PD patients and controls [21]

- The DAT gene is hypermethylated in PD patients [22]
- The TNF-α gene is hypomethylated in the SN of PD patients [23]
- The CYP2E1 gene is hypomethylated in the brain of PD patients [24]
- The COMT, PRNP and DCTN1 genes are differentially methylated in PD [25]
- The DNA methylation status is different in blood samples from PD patients compared to controls in
mitochondria-related genes, including LARS2, MIR1977, and DDAH2 [26]

Histone modifications

- The acetylation levels of histones H2A, H,3 and H4 are higher in the dopaminergic neurons from the
midbrain of PD patients
- HDACs are reduced in MPP(+)-treated neuronal cells, and the brain of MPTP-treated mice and

[27]

α-synuclein accumulation is associated with H3 hypoacetylation [28]
- SIRT2, a HDAC, is implicated in α-synuclein aggregation, autophagy, oxidative stress, and
neuroinflammation, although with conflicting results [29]

- Under oxidative stress, nuclear α-synuclein can bind to the promoter of the PGC-1α gene, which leads to its
hypoacetylation and the downregulation of its expression, finally resulting in mitochondrial impairment
and neurotoxicity

[30]
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Table 1. Cont.

Epigenetic Modifications Reference

Non-coding RNAs

- A total of 125 miRs are differentially expressed in the prefrontal cortex of PD patients compared to controls [31]
- MiR-7, miR-203a-3p, and miR-153 bind to and downregulate the expression of the SNCA gene [32]
- MiR-132 is downregulated in rat models of PD, accompanied by lower levels of Nurr1, its molecular target [33]
- MiR-133b levels are reduced in the midbrain of PD patients [34]
- MiR-205 can bind to the 3′ UTR of LRRK2 and downregulate its expression [35]
- MiR-214 levels are reduced after the treatment of cells or mice with MPP+ or MPTP, respectively,
accompanied by increased α-synuclein levels in dopaminergic cells [36]

- Mir-124 modulates dopaminergic neuronal loss, mitochondrial function, autophagy, oxidative stress, and
neuroinflammation in PD animal models via several signaling pathways [33]

- Mir-26 is upregulated in the SN and CSF of PD patients and downregulated in the blood of PD patients [37]
- MiR-30, miR-34, miR-99, miR-124, miR-125, miR-146, miR-219, and miR-222 are differentially expressed in PD [32]
- MiR-144 and miR-15b-5p are associated with PD [32]
- A total of 87 lncRNAs are differentially expressed in the SN of PD patients [38]

3.1. DNA Methylation in PD

DNA methylation is the most well-studied epigenetic mechanism [39]. The expres-
sion levels of many genes depend on the degree of methylation of their promoters [11].
DNA methylation involves the transfer of a methyl group from S-adenosyl methionine
(SAM) to the fifth carbon position of the cytosine most common in CpG dinucleotides
(CpGs) via DNA methyltransferases (DNMTs), leading to the formation of 5-methylcytosine
(5-mC) [40]. Concomitantly, SAM is also converted to S-adenosylhomocysteine (SAH) and
finally to homocysteine. CpGs are located at the promoter region of several genes through-
out the human genome, known as CpG islands [17]. There are three main types of DNMTs
in humans: DNMT1, DNMT3a, and DNMT3b [41]. DNMT1 can bind to hemimethylated
DNA, maintaining the patterns of methylation following the replication of DNA, whereas
DNMT3a and DNMT3b can bind to both hemimethylated and unmethylated DNA, re-
sulting in de novo methylation [16]. Although the expression of DNMTs is significantly
decreased after cellular differentiation, post-mitotic neurons of the mature human brain
continue to express DNMTs, suggesting that this epigenetic mechanism could be implicated
in neuronal function [40]. DNA methylation may critically affect the interaction between
DNA and histones, being functionally associated with gene silencing. This can be mediated
directly via the inhibition of the interaction of the DNA machinery with chromatin, or
indirectly by recruiting methyl CpG-binding domain (MBD) proteins (MBPs) [17]. On
the contrary, unmethylated DNA generally results in gene activation [16]. Thereby, the
altered DNA methylation status of gene promoters significantly affects gene expression,
contributing to a plethora of pathological conditions.

The ageing process triggers a general reduction in DNA methylation, whereas hy-
permethylation occurs at certain gene promoters [10]. Disturbed DNA methylation pat-
terns have been identified in the brain and blood of PD patients [42]. DNMT1 has been
shown to be downregulated in the brain of PD patients, and reduced DNA methylation
was associated with DNMT1 accumulation outside the cell nucleus [20], suggesting that
DNMT1 dysregulation may underlie the impaired DNA methylation status in PD. Several
genes—including those related to PD development—have been shown to be hyper- or
hypomethylated, suggesting that the dysregulation of DNA methylation may be highly
implicated in PD pathogenesis [42]. The promoter of the SNCA gene was significantly
hypomethylated in the brain and blood samples of PD patients [17]. Altered DNA methy-
lation patterns on gene variants of PARK16/1q32, GPNMB/7p15, and STX1B/16p11 loci in
post-mortem brain samples have also been identified between PD patients and controls in
a genome-wide association (QWA) meta-analysis [21]. Another study demonstrated that
the 5-UTR region of the dopamine transporter (DAT) gene is hypermethylated in PD patients
compared to controls [22]. DAT is involved in the maintenance of dopaminergic neurons,
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and specific DAT gene variants have been demonstrated to increase PD risk, although
not consistently [11]. Furthermore, the promoter of the tumor necrosis factor-alpha (TNF-α)
gene was found to be significantly hypomethylated in the SN of PD patients compared
to controls [23], suggesting that this mechanism could play a role in the excessive neu-
roinflammation observed in PD. The promoter of the CYP2E1 gene has also been shown
to be hypomethylated in the brain of PD patients [24], and a specific single nucleotide
polymorphism (SNP) of this gene has been found to be a genetic risk factor for PD in a
Swedish study [43]. Importantly, cytochrome P450 2E1, the protein encoded by CYP2E1, is
critically involved in the formation of potentially toxic metabolites related to dopaminergic
degeneration [16], suggesting that exposure to environmental toxins might contribute to
PD pathogenesis via this mechanism. Other genes, including COMT—another genetic
risk factor for PD—PRNP, and DCTN1 have also shown different DNA methylation levels
between PD patients and controls [25].

Collectively, causative genes and gene polymorphisms affecting the risk for PD have
been demonstrated to be hypo- or hyper- methylated in PD patients. Some of them are
implicated in inflammation and toxin-induced cytotoxicity, two mechanisms critically
involved in environmental toxin-induced degeneration [44,45]. Recent evidence has also
revealed that specific environmental factors could possibly affect DNA methylation patterns
in PD [46]. Thus, our deeper understanding of the exact mechanisms bridging these
concepts may open the way for the better elucidation of PD pathophysiology.

3.2. Histone Acetylation and Other Modifications in PD

Histone modifications constitute additional epigenetic mechanisms involved in PD.
Histones are important nuclear proteins enriched in arginine and lysine residues and
allow DNA winding and the formation of nucleosomes [47]. In this way, histones are
highly implicated in DNA replication, the regulation of gene expression, and protection
against DNA damage [48]. The core five histones H1/H5, H2A, H2B, H3, and H4 [47]
are subjected to many types of post-transcriptional modifications at their N-terminal
tails, including lysine acetylation and deacetylation, lysine or arginine methylation and
demethylation, serine, threonine or tyrosine phosphorylation, SUMOylation, crotonylation,
ubiquitination, hydroxylation, and proline isomerization [17,48]. Histone acetyltransferases
(HATs) catalyze histone acetylation, thereby opening the chromatin, making the DNA more
accessible to transcription factors and subsequently enhancing gene transcription, while
histone deacetylases (HDACs) remove the acetyl groups from histones, leading to tighter
chromatin packing and the inhibition of gene expression [47]. In this way, HATs and
HDACs significantly affect the level of gene expression, as they are crucially implicated in
both normal and pathological conditions.

Although histone post-transcriptional modifications have been demonstrated to be
majorly involved in the maintenance and differentiation of dopaminergic neurons [49],
their role and the factors affecting these molecular processes underlying PD development
have not been clarified yet. The acetylation levels of histones H2A, H3, and H4 were
shown to be significantly higher in dopaminergic neurons isolated from the midbrain
of PD patients compared to controls [27]. In this study, HDACs were also reduced in
1-methyl-4-phenylpyridinium (MPP(+)-treated neuronal cells, and the brain of 1-methyl-
4-phenyl-1,2,3,6-tetrahydropyridine (MPTP)-treated mice, implying that environmental
toxins could alter histone acetylation levels in PD [27]. A-synuclein accumulation has been
associated with H3 hypoacetylation, and HDAC inhibitors may protect against dopaminer-
gic degeneration in pre-clinical studies [28]. Furthermore, sirtuin 2 (SIRT2), a HDAC, is
highly implicated in the core pathophysiological mechanisms of PD, such as α-synuclein
aggregation, autophagy, oxidative stress, and neuroinflammation, although with conflict-
ing results; there is evidence on the neuroprotective but also detrimental role of SIRT2 in
dopaminergic degeneration [29]. Under conditions of oxidative stress, nuclear α-synuclein
can bind to the promoter of the PGC-1α gene, encoding a protein acting as a mitochondrial
transcription factor [30]. This process leads to its hypoacetylation and downregulation of
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its expression, finally resulting in mitochondrial impairment and neurotoxicity [30]. In sum-
mary, emerging evidence highlights the impaired histone acetylation and HDAC levels in
PD, which may be associated with oxidative stress, inflammation, and neurotoxin-induced
neurodegeneration, suggesting their potential implication in environmental toxin-induced
PD-related pathology.

3.3. MiRNAs and Other Non-Coding RNAs in PD

MiRNAs (miRs) are small endogenous single-stranded non-coding RNAs consisting
of 20–25 nucleotides, which bind to specific RNAs at their 3′-untranslated region (3′UTR),
resulting in the negative regulation of gene expression at a post-transcriptional level.

Accumulating evidence has highlighted the role of several miRNAs in PD patho-
genesis; a post-mortem study has shown that 125 miRs were differentially expressed in
the prefrontal cortex of PD patients compared to controls [31]. MiR-7, miR-203a-3p, and
miR-153 are able to bind to and downregulate the expression of the SNCA gene [32].
Furthermore, miR-132 has been demonstrated to be downregulated in rat models of PD,
accompanied by lower levels of the nuclear receptor related 1 protein (Nurr1), its molecular
target [33]. Clinical evidence has shown that miR-133b levels are reduced in the midbrain of
PD patients. MiR-133b significantly regulates the maintenance of dopaminergic neurons via
its implication in a circuit that involves the paired-like homeodomain transcription factor
Pitx3 [34]. Mir-124 has been shown to modulate dopaminergic neuronal loss, mitochondrial
function, autophagy, oxidative stress, and neuroinflammation in PD animal models via
several signaling pathways [33]. MiR-205 has been found to bind to the 3′ UTR of LRRK2
and downregulate its expression, while brain samples from the frontal cortex of PD patients
displayed increased levels of the LRRK2 protein and low levels of miR-205, supporting
its crucial role in LRRK2 gene suppression [35]. Furthermore, miR-214 levels have been
demonstrated to be reduced after the treatment of cells or mice with MPP+ or MPTP,
respectively, accompanied by increased α-synuclein levels in dopaminergic cells [36] while
resveratrol reversed these effects. Hence, it could be speculated that other environmental
toxins could trigger α-synuclein accumulation by altering miR-214 levels. Mir-26 is also
upregulated in the SN and CSF of PD patients compared to controls and downregulated
in the blood of PD patients [37]. Therefore, miRNAs can mediate at least some of the
main pathophysiological processes of PD, such as inflammation, α-synuclein accumulation,
mitochondrial impairment, and autophagy dysfunction via a variety of mechanisms. Since
neurotoxins, tobacco smoking, and pesticides also affect the levels of miRNAs in several
studies [50,51], their role as mediators of the effects of environmental factors on PD risk
deserves further elucidation.

Long non-coding RNAs (lncRNAs) are RNA transcripts longer than 200 nucleotides,
which play critical roles in neurogenesis and neuroplasticity, and contribute to the patho-
genesis of neurodegenerative diseases including PD [38]. A total of 87 lncRNAs have been
identified to be differentially expressed in the SN of PD patients, suggesting that they might
be actively involved in the pathogenesis of PD [38].

4. Environmental Impact on Epigenetic Modifications in PD

Accumulating evidence has indicated the contribution of several environmental factors
on epigenetic modifications implicated in the pathogenesis of PD. Among them, the most
prominent are smoking, exposure to pesticides and insecticides, coffee consumption, and
exposure to heavy metals (Table 2).

33



Brain Sci. 2022, 12, 175

Table 2. Studies of the environmental impact on the epigenetic modifications implicated in Parkin-
son’s disease.

Environmental Factors Reference

Tobacco smoking

- Smoking-induced DMRs may display diverse distribution patterns in both hypomethylated and
hypermethylated regions between smokers and non-smokers
- The differentially expressed genes are implicated in “immunosuppression” pathways

[52]

- The DNA hypermethylation of CYP2D6, which is observed more commonly in poor metabolizers, is
associated with a lower risk of heavy smoking [53]

- Tobacco smoking is associated with the reduced methylation of the promoter region of LINE-1
retrotransposons in the blood mononuclear cells only in controls, but not in the PD cases
- The inverse relationship between smoking and PD is stronger in low levels of LINE-1 methylation and is less
evident as LINE-1 methylation levels are increased

[54]

- Methylation levels of the first intron of SLC6A3 gene are potentially related to nicotine dependence, an
increased tendency to start smoking, and an impaired ability to quit [55]

- ANKK1/DRD2 genetic region variants are associated with nicotine dependence in males [56]
- MiR-124 and let-7a are differentially expressed between smokers and non-smokers [50]
- Nicotine attenuates inflammation by upregulating miR-124 [57]
- MiR-26, miR-30, miR-34, miR-99, miR-124, miR-125, miR-146, miR-219, and miR-222 are among the most
significantly downregulated miRs in the lungs of rats exposed to smoking [58]

Pesticides exposure

- Dieldrin increases H3 and H4 acetylation, leading to proteosomal dysfunction and the accumulation of the
cAMP response element-binding protein in dopaminergic neurons
- Treatment with the HAT inhibitor anacardic acid prevents against dieldrin-induced histone hyper-acetylation,
DNA fragmentation, and dopaminergic degeneration

[59]

- Exposure to the herbicide paraquat induces H3 acetylation in dopaminergic cells, and is associated with
reduced HDAC levels
- Anacardic acid protects against these effects

[60]

- In paraquat-treated mice, α-synuclein is accumulated in the nucleus near acetylated H3, and α-synuclein can
directly bind to H1 and form a 2:1 complex [61]

- Rotenone promotes H3K9 acetylation by downregulating SIRT1 and upregulating p53, thus
promoting neurodegeneration [62]

- SIRT3, a HDAC, can deacetylate SOD2, resulting in protection against MPTP-induced ROS accumulation and
dopaminergic neurodegeneration [63]

- SIRT5, another HDAC, is associated with increased SOD2 levels and improved mitochondrial function in
MPTP-treated mice, thereby preventing nigrostriatal degeneration [64]

- The miR-380-3p/Sp3-mRNA pathway is involved in MPTP-induced neurodegeneration [65]
- Rotenone is associated with increased miR-26a and miR-34a levels and reduced miR-7 and let7a levels in rat
models of PD [66]

- MiR-34a, miR-141, and miR-9 are differentially expressed in MPP+-treated PC12 cells [67]
- MiR-384-5p, which targets and downregulates SIRT1 expression, is increased in rotenone-induced mice and
SH-SY5Y cell models of PD [68]

- Differential expression levels of MiR-34a-5p are detected in the plasma of PD patients [69]

Coffee consumption

- Association between the DNA methylation status of CpG sites and coffee consumption in some genes
causing familial PD, such as GBA, Parkin, and PINK1 in the blood of non-PD individuals [70]

- Caffeine may increase the expression of DAT, P450 1A2, and the adenosine A2A receptor in the striatum of
MPTP-treated mice [71]

- Theacrine protects against dopaminergic degeneration in in vitro and in vivo models of PD by directly
activating SIRT3, resulting in SOD2 deacetylation, the prevention of apoptosis, a reduction in ROS
accumulation, and the restoration of mitochondrial dysfunction

[72]

- Mir-144 and miR-15b-5p are upregulated following treatment with coffee compounds [73]
- Coffee has been demonstrated to upregulate miR-30 [74]
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Table 2. Cont.

Environmental Factors Reference

Exposure to heavy metals

- Manganese chloride can inhibit H3 and H4 acetylation, increase HDAC3 and HDAC4 expression, and reduce
HAT expression [75]

- Manganese is associated with lower levels of histone acetylation and expression levels of GLT-1 and
astrocytic GLAST, thereby promoting neurotoxicity [76]

- Parkin and PINK1 gene activities are affected by increased DNA methylation in vitro upon exposure
to manganese [77]

- Reduced methylation levels of the promoter of LINE-1 are related to exposure to lead [78]
- Arsenic alters the status of LINE-1 methylation [79]

4.1. Smoking

Many case-control and prospective cohort studies, as well as several meta-analyses
have confirmed the inverse relationship between cigarette smoking and PD, reducing
the risk by approximately 50% [9,14]. Regarding the underlying molecular mechanisms,
it has been shown that nicotine may act neuroprotectively by interacting with nicotinic
acetylcholine receptors [80]. Downstream pathways include the cleavage of poly (ADP-
ribose) polymerase-1 (PARP-1) and caspase-3 by nicotine [81]. The epigenetic modifications
induced by smoking in PD have not been well-studied; however, it has been demonstrated
that smoking-induced differentially methylated regions (DMRs) may display diverse distri-
bution patterns in both hypomethylated and hypermethylated regions between smokers
and non-smokers [52]. Interestingly, the differentially expressed genes were shown to be
implicated in “immunosuppression” pathways, suggesting that smoking-induced epige-
netic modifications may involve immune-related mechanisms in PD. For instance, given
the differentially methylated promoter of the TNF-α gene in PD [23], the role of cigarette
smoking in this relationship should be further explored. Additionally, smoking seems to
affect histone acetylation and de-acetylation, and affect the expression of miRNAs in non-
nerve tissues [82–85]. Thus, DNA methylation and possibly other epigenetic modifications
might mediate the effects of smoking in PD.

To investigate potential gene–environment interactions in terms of epigenetics in PD,
it is important to identify shared relative pathways; in particular, we need firstly to explore
the common mechanisms between susceptibility genes and epigenetic alterations induced
by specific environmental toxins related to PD. In this context, it has been demonstrated that
the combination of AA and GA genotypes of rs4680 of the COMT gene and non-smoking
was associated with a higher risk of PD compared to the combination of AA genotype
and a positive smoking history [86]. Given the diverse methylation levels of COMT in PD
patients [25], this epigenetic mechanism could potentially underlie the effects of smoking
in PD and should be further investigated.

Specific CYP2D6 gene variants have been shown to interact with cigarette smoking to
alter the risk for PD development [87]. However, compared to the extensive metabolizer
CYP2D6 genotype, the poor metabolizer has been revealed to reduce the risk of heavy
smoking [53]. In addition, DNA hypermethylation of CYP2D6, which is observed more
commonly in poor metabolizers, is associated with a lower risk of heavy smoking [53].
Therefore, the different methylation status of CYP2D6 may also be related to smoking
behavior, which could in turn alter the PD risk.

Glutathione-S-transferase (GST) plays a major role in the metabolism of both smoke
and pesticides, acting as an endogenous antioxidant [88]. An interaction between smoking
and specific GSTP1 polymorphisms has been identified to affect the risk for PD [89,90],
although not in all studies [88]. In addition, increased levels of GSTP1 have been observed
in the peripheral leucocytes of PD patients upon MPP+ exposure [91], highlighting its impli-
cation in the exposure to environmental toxins in PD development. The role of epigenetic
modifications of GSTP1 has not been extensively studied in PD. However, the differential
hypermethylation in the GSTP1 gene has been identified in other neurodegenerative dis-
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eases such as Alzheimer’s disease [92]. Another interesting relationship has been identified
between GSTM1 gene polymorphisms (a type of GST) and smoking in regard to PD risk.
In particular, a more prominent negative association between smoking and PD has been
observed in individuals expressing GSTM1-1 [90], but there is also evidence not confirming
this interaction [89]. Thus, we could speculate that an altered GST methylation status
induced by smoking could at least partially mediate its protective effects in PD, but this
hypothesis deserves further study.

Interestingly, a case-control study has indicated that tobacco smoking may be as-
sociated with reduced methylation of the promoter region of long interspersed nucleotide
element-1 (LINE-1) retrotransposons in blood mononuclear cells only in controls, but not in
PD cases [93]. In addition, the inverse relationship between smoking and PD was stronger
in low levels of LINE-1 methylation and became less evident as LINE-1 methylation levels
were elevated [93]. LINE-1 DNA sequences exist in many repeats in the whole genome,
and those carrying an intact promoter can replicate themselves and integrate in other
DNA regions, possibly altering gene expression [46]. Importantly, LINE-1 sequences can
be inserted into neural progenitor cells expressing tyrosine hydroxylase (TH), which can
be differentiated into dopaminergic neuronal cells, thereby implicating dopaminergic cell
survival and differentiation [46]. Collectively, these results suggest that PD patients and
controls may respond differently to smoking and display diverse DNA methylation profiles
in LINE-1, which might affect PD risk. LINE-1 methylation correlates with genome-wide
methylation [93], and DNA hypomethylation has been associated with oxidative stress [94],
organic pollutants [95], and heavy metals [96] in some studies. Therefore, it is tempting to
propose that tobacco smoking may act protectively against PD especially in the cases of ad-
ditional environmental exposures, and smoking-induced alterations of LINE-1 methylation
status could underlie these effects.

Furthermore, a network-based meta-analysis of four blood microarray studies has
demonstrated that the Polypyrimidine Tract Binding Protein 1 (PTBP1) gene, encoding a pro-
tein highly implicated in the mRNA translation and stabilization of insulin and previously
related to diabetes, was the most significantly downregulated gene of PD patients compared
to controls [97]. Longitudinal analyses have demonstrated that the relative abundance of
PTBP1 mRNA significantly decreased over a 3-year follow-up period. Insulin resistance
has been associated with PD in several studies, and PTBP1 modulates the expression of
glucagon-like peptide 1 (GLP-1) [98], which constitutes a pharmacological target in clinical
trials for PD [99]. Interestingly, a study in patients with intracranial aneurysms and con-
trols has demonstrated that long-term tobacco smoking was significantly associated with
increased DNA methylation levels in the promoter of the PTBP1 gene in blood, resulting in
a reduction in gene expression [100]. Taken together, it could be speculated that smoking
could play a potential role in the dynamic methylation and expression of PTBP1 gene in
PD, and this interesting association should be investigated.

Smoking behavior, including the tendency to start or the ability to quit smoking, has
been also hypothesized to affect the relationship between smoking and PD. The SLC6A3
gene is a DAT gene, a variant of which has been also suggested as a genetic risk factor for
PD [101]. It was recently demonstrated that the number of tandem repeats and methylation
levels of the first intron of SLC6A3 gene might be related to nicotine dependence and
a potentially increased tendency to start smoking and an impaired ability to quit [55].
Another recent study demonstrated that the DNA methylation rates of DRD2 in peripheral
leukocytes were reduced in PD patients [102]. DRD2 is considered a risk factor for PD,
and ANKK1/DRD2 genetic region variants have been associated with nicotine dependence
in males in a Chinese study [56]. Hence, a reduced nicotine dependence associated with
altered DAT or DRD2 methylation could reflect at least partially an additional endogenous
feature of patients susceptible to PD, suggesting that non-smoking may not represent an
absolute “actual cause” of the disease.

Regarding the role of smoking in miRs, a study of the plasma levels of 84 miRs among
smokers and non-smokers indicated that miR-124 and let-7a were differentially expressed
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between these two groups [50]. In addition, nicotine has been demonstrated to attenuate
inflammation by upregulating miR-124 [57]. Given the important role of miR-124 in PD
as abovementioned [103], the potential effects of smoking on miR-124 levels in PD could
also be explored. Moreover, a study that investigated the differential expression of miRs
in the lungs of rats exposed to smoking showed that miR-26, miR-30, miR-34, miR-99,
miR-124, miR-125, miR-146, miR-219, and miR-222 were among the most significantly
downregulated miRs [58]. At the same time, these specific miRs have been associated
with PD in various studies [32,37]. These miRs are implicated in stress responses, cell
apoptosis, and proliferation [58]. Despite the innate differences between lung and brain
tissue, investigating the interaction between smoking and these miRs will enable the
elucidation of the molecular mechanisms underlying the protective role of smoking in PD
(Figure 2).

Figure 2. Schematic representation of the potential impact of environmental factors on epigenetic
modifications in PD.

4.2. Exposure to Pesticides and Insecticides

Several epidemiological studies have demonstrated that exposure to pesticides may
increase the risk of PD development [104]. Dieldrin, an organochlorine compound and
a persistent organic pollutant widely used as an insecticide, has been associated with an
increased PD risk [105]. Preclinical evidence has indicated that dieldrin may enhance
reactive oxygen species (ROS) production and oxidative stress, mitochondrial damage,
cytochrome c release, and the activation of caspase 3, leading to dopaminergic neuronal
apoptosis [106]. Rotenone acts as a neurotoxin by suppressing the mitochondrial complex 1,
elevating ROS levels, and inhibiting the production of ATP [107]. Given the effects of
pesticides on epigenetic modifications [108], the specific pesticide-induced epigenetic
mechanisms in PD have attracted increasing interest.

Several pesticides have been identified as regulators of gene expression at an
epigenetic level, including DNA methylation, HDACs, and non-coding RNAs [109].
Glutathione S-transferase pi gene (GSTP1), which encodes GSTP1-1—a detoxification
enzyme—has been shown to increase PD risk with exposure to pesticides [110]. The
relationship between the age of PD onset in men and specific GSTP1 polymorphisms is also
affected by the occupational exposure to herbicides [111]. Interestingly, the expression of
GSTP1 is downregulated through the DNA hypermethylation of its promoter by the mutant
form G2019S of LRRK2 [112], a genetic cause of PD. In vivo evidence has also shown that
the G2019S LRRK2 mutation was associated with an increased paraquat-induced inflamma-
tory response and an enhanced stress phenotype in transgenic mice [113]. Penetrance of
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LRRK2 G2019S is highly variable, estimated at 24–100%, and it is supposed to be affected
by ethnicity, gender, and the other genetic or environmental factors modifying the age of
disease onset [114]. Therefore, exposure to pesticides may significantly affect the risk and
onset age of PD in G2019S LRRK2 mutation carriers, via the DNA hypermethylation of the
promoter of GSTP1 mediated by the mutant LRRK2.

The cytochrome P450 (CYP) genes play a crucial role in xenobiotic metabolism [115];
CYP2D6 activity is majorly affected by common genetic variants in the population, resulting
in poor metabolizer phenotypes [87]. Hence, it has been hypothesized that the association
between exposure to environmental toxins such as pesticides and PD risk might be affected
by CYP2D6 gene variants. In this regard, exposure to pesticides has been demonstrated
to potentially modify the effect of CYP2D6 variants on PD risk [116]. It has also been
shown that the poor metabolizer genotype of CYP2D6 is associated with a higher DNA
methylation status [53]. Hence, impaired DNA methylation might be at least partially
responsible for the CYP2D6-dependent effects of pesticide exposure on PD risk.

Furthermore, as abovementioned, the promoter of the CYP2E1 gene is hypomethylated
in the brain of PD patients [24], and its protein product cytochrome P450 2E1 is involved in
the formation of toxic metabolites contributing to dopaminergic degeneration [16]. Since
paraquat-induced oxidative stress and ROS production is regulated by cytochrome P450
2E1 [117], pesticides might be implicated in PD pathogenesis via altered DNA methylation.

It has been indicated that environmental occupational exposure to the pesticides
paraquat and maneb interacted with specific DAT gene variants to increase PD risk [118].
Global DNA hypermethylation has been associated with increased concentration of per-
sistent organic pollutants (POPs) in the serum of elder individuals [119]. Given the fact
that the DAT gene is found hypermethylated in PD patients, this epigenetic mechanism
might be at least partially responsible for gene–environment interaction in PD and should
be further investigated.

An interaction has been also detected between pesticides and specific SNPs of the
NOS1 gene regarding PD risk in two studies [120,121]. A recent clinical study indicated that
the DNA methylation status was different in blood samples from PD patients compared
to controls in mitochondria-related genes, including LARS2, MIR1977, and DDAH2 [38].
Importantly, DDAH2 modulates the levels of ADMA, which in turn inhibits the activity of
NOS [122]. Mitochondrial dysfunction is considered to be a key hallmark of environmental
insults [123]. Therefore, a potential interaction between the methylation status of DDAH2
or other mitochondria-related genes and pesticide exposure should be explored.

H3 and H4 hyperacetylation represents a crucial epigenetic mechanism in dopamin-
ergic neurons upon their exposure to several neurotoxins, including dieldrin, paraquat,
rotenone, and MPTP/MPP+ [124]. In particular, dieldrin has been demonstrated to in-
crease H3 and H4 acetylation, potentially leading to proteosomal dysfunction and the
accumulation of the cAMP response element-binding protein—aHAT—in mesencephalic
dopaminergic neurons [59]. In this study, treatment with the HAT inhibitor anacardic acid
prevented against dieldrin-induced histone hyper-acetylation, DNA fragmentation, and
dopaminergic degeneration [59]. Similarly, exposure to the herbicide paraquat, which has
been also linked with PD, could induce H3 acetylation in dopaminergic cells in vitro, and
was also associated with reduced HDAC levels while anacardic acid also protected against
these effects [60]. Another study indicated that in paraquat-treated mice α-synuclein was
accumulated in the nucleus near acetylated H3, and α-synuclein was able to directly bind
to H1 and form a 2:1 complex in vitro [61]. Rotenone has been also shown to promote H3K9
acetylation by downregulating SIRT1 and upregulating p53, thus enhancing neurodegener-
ation in vitro [62]. Therefore, pesticide induced H3 and H4 hyperacetylation represents a
possible mechanism underlying the environmental effects of pesticides in PD, and it could
be speculated that HAT inhibitors may inhibit this process.

Variants of manganese-dependent superoxide dismutase (SOD2), a mitochondrial antiox-
idant enzyme, have also been associated with an increased risk of PD in some but not
all studies [125,126]. Sirtuin 3 (SIRT3), a HDAC, has been shown to deacetylate SOD2,
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resulting in protection against MPTP-induced ROS accumulation and dopaminergic neu-
rodegeneration in vivo [63]. Another study has indicated that sirtuin 5 (SIRT5), another
HDAC, was associated with increased SOD2 levels and improved mitochondrial function in
MPTP-treated mice, thereby preventing nigrostriatal degeneration [64]. Therefore, HDACs,
including SIRT3 and SIRT5, may act neuroprotectively in neurotoxin-induced PD-related
pathology, opening the way for future research on the protection against PD in cases of
pesticide exposures.

Several miRNA-related molecular pathways have been implicated in neurotoxin-
induced neurodegeneration. For instance, miR-380-3p expression has been shown to be
affected by the MPTP–Nrf2 interaction, and the miR-380-3p/Sp3-mRNA pathway was
involved in MPTP-induced neurodegeneration [65]. Moreover, rotenone was associated
with increased miR-26a and miR-34a levels and reduced miR-7 and let7a levels in rat models
of PD [66]. MiR-34a, miR-141, and miR-9 were also differentially expressed in MPP+-
treated PC12 cells [67]. MiR-384-5p, which targets and downregulates SIRT1 expression,
was increased in rotenone-induced mice and SH-SY5Y cell models of PD [68]. MiR-34a-5p
has been shown to play a key role in PD pathophysiology, and differential expression
levels have been detected in the plasma of PD patients [69]. Thus, miRNA expression
levels seem to be affected by environmental neurotoxins, highlighting their potential role
in pesticide-induced PD pathology.

Collectively, this evidence strongly suggests that epigenetic mechanisms including
DNA methylation and histone acetylation may underlie the effects of pesticides on PD
development (Figure 2). The conflicting results between GWAS may at least be partially
explained by the effects of pesticides or other environmental factors on the epigenetic
regulation of PD-related susceptibility genes.

4.3. Coffee Consumption

PD risk has been shown to be lower in individuals who drink coffee [127,128]. How-
ever, there is also evidence that does not confirm this association [129]. Caffeine is consid-
ered to act as an adenosine A2A receptor antagonist, inhibiting neuroinflammation and
oxidative stress. Recent evidence has also proposed that alterations in gut microbiota are
implicated in the relationship between coffee and PD [130]. Concerning the epigenetic
modifications underlying the effects of coffee, an association was observed between the
DNA methylation status of CpG sites and coffee consumption in some genes causing
familial PD, such as GBA, Parkin, and PINK1 in the blood of non-PD individuals [70]. Since
coffee consumption has recently been shown to possibly protect against early—but not
late—onset PD [131], DNA methylation should be further explored especially in these
genetic forms of PD.

It has been demonstrated that caffeine may increase the expression of DAT, P450 1A2,
and the adenosine A2A receptor in the striatum of MPTP-treated mice [71]. DAT, P450 1A2,
and adenosine A2A receptor gene variants have been already associated with PD risk in some
studies, as already mentioned [132]. Although the exact molecular mechanisms remain
unclear, epigenetic modifications could possibly underlie these effects, possibly by altering
DNA methylation patterns.

Theacrine, a purine alkaloid derived from the Chinese tea “Kucha”, is a chemical ana-
logue to caffeine. A recent study demonstrated that theacrine protected against dopaminer-
gic degeneration in in vitro and in vivo models of PD by directly activating SIRT3, resulting
in SOD2 deacetylation, the prevention of apoptosis, the reduction in ROS accumulation,
and the restoration of mitochondrial dysfunction [72]. Given the hypothesized similar
molecular mechanism of action with caffeine [72], it could be proposed that caffeine might
also exert its beneficial effects in PD at least partially through this epigenetic mechanism
(Figure 2).

Mir-144 and miR-15b-5p have been shown to be upregulated following treatment
with coffee compounds in fibrosis-associated hepatocarcinogenesis mouse models [73].
Furthermore, coffee has been demonstrated to upregulate miR-30 in Caco-2 human colon
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carcinoma cells in another study [74]. MiR-144, miR-15b-5p, and miR-30 have also been
associated with PD pathophysiology [32]. Although innate differences in the gene expres-
sion patterns between different tissues should be taken into consideration, the effects of
coffee consumption on the regulation of these three miRs should be further investigated as
a potential mechanism underlying its effects on PD development.

4.4. Exposure to Heavy Metals

Pre-clinical evidence has shown that heavy metals can result in dopaminergic neu-
rodegeneration via several mechanisms including mitochondrial damage, oxidative stress,
excessive neuroinflammation, and epigenetic modifications [133]. It has been proposed that
increased exposure to heavy metals, such as manganese, copper, mercury, zinc, lead,
aluminum, arsenic, and iron increases the risk of PD [134], but the clinical evidence
is inconclusive.

A large multicenter study did not indicate any relationship between manganese,
iron, and copper and PD risk [135]. On the other hand, manganese in air pollution was
demonstrated to be potentially associated with PD development in another Canadian
study [136]. Manganese acts as a cofactor for several cellular enzymatic reactions [133],
and chronic excessive manganese exposure results in parkinsonian symptoms. Manganese
may lead to neurodegeneration by inducing mitochondrial dysfunction, an impairment of
energy metabolism, neuroinflammation, and the disruption of synaptic transmission, as
well as altering gene expression [137]. A recent in vitro study demonstrated that manganese
chloride could inhibit H3 and H4 acetylation, increase HDAC3 and HDAC4 expression,
and reduce HAT expression [75]. Furthermore, manganese-treated mice display increased
DRD2 expression in their striatum, with unclear molecular mechanisms. Since the DRD2
variant is a susceptibility gene for PD, with PD patients displaying reduced methylation
levels of DRD2 [102], it could be hypothesized that manganese could at least partially
contribute to PD pathology by modulating DRD2 gene methylation. Manganese has also
been shown to be associated with lower levels of histone acetylation and expression levels
of glutamate transporter 1 (GLT-1) and astrocytic glutamate aspartate transporter (GLAST),
thereby promoting neurotoxicity [76]. In addition, the gene activities of Parkin and PINK1
have been shown to be affected by increased DNA methylation in vitro upon exposure
to manganese [77], suggesting that manganese may also trigger epigenetic modifications
in causative PD genes. Thus, manganese may promote dopaminergic degeneration by
altering DNA methylation and histone acetylation, although more evidence is needed to
clarify this mechanism.

Lead exposure has been also associated with an increased risk for PD [138]. Reduced
methylation levels of the promoter of LINE-1 have been related to exposure to lead [78].
Given the fact that the amount of highly active retrotransposition competent (RC)-LINE-1
has been associated with PD risk and disease progression [139], this epigenetic mechanism
could underlie the effects of lead on PD development.

An increased risk of PD has been also associated with exposure to high levels of farm
soil arsenic [67]. Although the underlying molecular mechanisms of the effects of arsenic in
PD have not been extensively studied, several arsenic-mediated epigenetic alterations have
been identified in other conditions, including an impaired LINE-1 methylation status [79].

5. Potential Implications for Diagnosis and Therapy

DNA methylation patterns already represent a promising biomarker for several types
of human cancer [140]. Given the implication of impaired DNA methylation in neurode-
generative diseases, it has been proposed that it could also act as a diagnostic or prognostic
biomarker for PD [141]. Importantly, DNA methylation alterations in peripheral leucocytes
have been well-correlated with those in the brains of PD patients [42], suggesting that blood
cells might successfully reflect DNA methylation patterns in the brains of patients with PD
and they could be used for this purpose.
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DNA methylation rates of DRD2 in leukocytes were found to be reduced in PD patients
but increased in Lewy body dementia (DLB) patients [102]. Given the association between
DRD2 variants and nicotine dependence mentioned before, smoking behavior should be
considered as a potential factor contributing to the observed differences in this study.

Importantly, clinical studies have demonstrated that the levels of specific miRs in
the blood may significantly differ between PD patients and controls, suggesting that they
could be used as potential diagnostic biomarkers. For instance, miR-1, miR-22, and miR-29
were shown to be decreased in non-treated patients with PD compared to controls [142].
Differential expression levels of MiR-34a-5p have been detected in the plasma of PD patients
and controls [69], and it has been suggested that it could serve as a potential diagnostic
biomarker. However, given the diverse miR-34a levels induced by environmental toxins
as mentioned above, exposure to pesticides or other environmental factors should be also
considered for the interpretation of these results.

Some of the PD-related susceptibility genes have been also associated with levodopa-
induced motor complications in PD patients; for instance, polymorphisms in MAO-B and
COMT genes have been shown to increase the risk of developing dyskinesias and wearing-
off [143]. Furthermore, specific BDNF, DAT, and COMT variants have been demonstrated
to exert a synergistic effect on levodopa-induced motor complications [144]. Coffee con-
sumption has been associated with a reduced risk of levodopa-induced dyskinesias in
PD patients [145]. Given the potential epigenetic modifications mediated by environmen-
tal factors in these genes in PD, a possible effect of these toxins on the development of
levodopa-induced motor complications via this mechanism should be further explored.

Pharmaceutical agents acting as epigenetic modulators have been successfully used in
cancer. HDAC inhibitors, including vorinostat and agents causing DNA hypomethylation,
including azacitidine, have been approved and used against cancer [146]. Novel phar-
maceutical approaches targeting epigenetic modifications have also received increasing
attention for the treatment of neurodegenerative disorders, including PD. In this regard,
DNMT inhibitors exhibited conflicting results in pre-clinical models of PD; it has been
indicated that 5-Aza-2′-Deoxycytidine (5-aza-dC), a DNMT inhibitor, can enhance the ex-
pression of TH—a gene implicated in the production of levodopa—but also the expression
of SNCA and UCHL1, two genes contributing to PD pathogenesis [147].

In regard to potential treatment approaches related to DNA methylation in PD, it
has recently been demonstrated that the use of β-naphthoflavone and ethanol, two CYP
inducers, in MPP+-treated cells was associated with increased cell viability, lower levels
of ROS, the rescue of mitochondrial membrane potential, and the protection of the activ-
ity of mitochondrial complex I against MPP+-induced effects [148]. Given the CYP2E1
hypomethylation in PD and its association with the metabolism of pesticides, it could
be suggested that these therapeutic agents may prove beneficial in PD-related pesticides
exposure and should be investigated. Furthermore, melatonin or silymarin treatment
has been associated with the inhibition of paraquat- and maneb-induced dopaminergic
degeneration and oxidative damage in PD mouse models, accompanied by decreased
CYP2E1 expression [149]. Therefore, the pharmaceutical targeting of CYP2E1 expression
via epigenetic modifications represents a promising approach against PD, especially in
cases associated with pesticides exposure.

Atremorine, a novel bioproduct from Vicia faba, has been shown to act neuroprotec-
tively and enhance dopamine production in PD patients [150]. Interestingly, a recent study
revealed that the effects of atremorine as a dopamine enhancer largely depend on variants
in several PD-related genes, including SNCA, LRRK2, DRD2, CYP2D6, NAT2, DAT, and
APOE among others [150]. The underlying mechanism of atremorine activity is supposed
to involve DNA hypermethylation, thereby regulating this extensive pharmaco-epigenetic
network [150].

Furthermore, HDAC inhibitors, having been extensively studied in cancer, have also
been investigated in neurodegenerative diseases, including PD [17]. Trichostatin A, an
agent acting as a HDAC inhibitor leading to increased H3 acetylation, could prevent
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mitochondrial dysfunction and inhibit neuronal loss in in vitro models of PD, by upregu-
lating (mitofusin 2) MFN2 gene expression [151]. Suberoylanilide hydroxamic acid (SAHA),
the first HDAC inhibitor approved for cancer therapy, has been demonstrated to protect
against dopaminergic degeneration by enhancing the release of neurotrophic factors from
astrocytes [152]. Valproic acid, another widely used anti-epileptic and mood-stabilizing
pharmaceutical agent, can also act as a HDAC inhibitor, and promote H3 acetylation;
pre-clinical evidence has shown that valproic acid could inhibit neuroinflammation and
promote glial cell-derived factor (GDNF) and brain-derived neurotrophic factor (BDNF)
expression, resulting in the protection of MPTP- and rotenone-induced dopaminergic neu-
rotoxicity [40]. HDAC inhibitors could be used in case of PD related to pesticide exposure,
such as dieldrin and paraquat, since these neurotoxins have been shown to be associated
with histone acetylation in PD, as described above.

Moreover, trichostatin A has been demonstrated to protect against manganese-induced
neuronal cell death in vitro [75]. Valproic acid could also prevent manganese-mediated
decreased histone acetylation and inhibited manganese-induced dopaminergic neurodegen-
eration [76], highlighting the neuroprotective potential of HDAC inhibitors in manganese-
related PD.

However, there is also evidence showing that HDAC inhibitors could be associated
with adverse effects in pre-clinical PD models. Sodium butyrate-induced hyperacetylation
of histone H4 in mice has been demonstrated to upregulate the protein kinase C δ (PKCδ)
in the SN and striatum, enhancing the cellular sensitivity to oxidative stress, potentially
resulting in dopaminergic degeneration [153]. Another study indicated that trichostatin
A treatment was associated with the reduced survival of dopaminergic neurons [154].
Resveratrol, an agent activating SIRT1—a deacetylase enzyme—has been shown to inhibit
rotenone-induced neuronal injury in vitro [62]. Given also the possible diverse responses
of HDAC inhibitors in other cell types, further work is needed regarding the clinical
effectiveness and safety of these approaches in human PD patients.

Curcumin, a phytochemical with pleiotropic functions, has been shown to protect
against PD in several preclinical models [155]. Curcumin acts as a modulator of HATs,
HDACs, DNMTs, and specific miRNAs, thereby being involved in several epigenetic
modifications [155]. For instance, curcumin displays anti-cancer activities in tobacco
smoke-induced lung cancer, by suppressing miR-19 transcription [156]. Hence, it could be
speculated that curcumin and possibly other natural products might prevent against PD
via epigenetic mechanisms particularly in cases of non-smoking.

Levodopa-induced dyskinesia (LID) represents a late complication of levodopa treat-
ment in PD patients, characterized by involuntary movements often occurring at the peak
of dose of levodopa therapy. LID has been associated with the reduced methylation of H3,
as well as the deacetylation of histone H4 in the striatum of animal models of LID [157].
Given the protective role of coffee against LID development and PD progression [158], and
the neuroprotective effects of caffeine on 6-OHDA-lesioned rat models of PD via histone
deacetylase inhibition [159], histone deacetylation could be hypothesized to underlie the
protective role of coffee in this case.

6. Future Perspectives

Although there are several pre-clinical studies investigating the impact of some envi-
ronmental factors on epigenetic mechanisms in PD, the clinical evidence is limited. For a
better clarification of this process in humans, it would be useful to explore specific epige-
netic alterations between PD patients and controls in relation to their exposure to smoking,
pesticides, heavy metals, and coffee. In addition, given the impact of environmental factors
on the age of onset of the disease in some cases, and the well-known impact of ageing on
the epigenome [160], this association requires clarification. Furthermore, given the diverse
penetrance of some genetic causes of PD and the interaction between some environmental
factors and PD-related genes, the specific impact of environmental exposure on familial
cases of PD would be of interest. In this review, some possible mechanistic pathways have
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been proposed that could be further investigated for this purpose based on evidence from
the current literature.

Epigenetic modulators represent an attractive novel approach for PD treatment. In
contrast to the irreversible genetic mutations, small molecules targeting HATs, HDACs,
DNMTs, miRNAs, and other ncRNAs are receiving increasing research interest. By elucidat-
ing the environmental impact on epigenetic alterations in PD, more personalized treatment
and preventive approaches could be developed in the future. The deeper understanding of
these mechanisms will also allow for earlier intervention at the preclinical stages of PD.

7. Conclusions

Collectively, although research on the epigenetic mechanisms underlying the effects
of environmental factors on PD pathogenesis is still in its infancy, the combination and
analysis of the existing results from relative studies has revealed several possible molecular
links between gene–environment interactions that deserve further exploration.

Each PD patient carries a unique combination of various genetic factors that could
increase (or decrease) PD susceptibility and is also exposed to a mixture of environmental
factors that also affect this risk. Hence, PD is a multifactorial and pathophysiological
heterogeneous disorder, in which genetic and environmental factors may rather interact
differently in each patient. Further elucidation of the epigenetic mechanisms underlying
this interaction will enable an understanding of PD pathogenesis, potentially leading to
personalized and more effective treatment approaches.
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Abstract: In recent years, applications of the network science to electrophysiological data have
increased as electrophysiological techniques are not only relatively low cost, largely available on
the territory and non-invasive, but also potential tools for large population screening. One of the
emergent methods for the study of functional connectivity in electrophysiological recordings is graph
theory: it allows to describe the brain through a mathematic model, the graph, and provides a simple
representation of a complex system. As Alzheimer’s and Parkinson’s disease are associated with
synaptic disruptions and changes in the strength of functional connectivity, they can be well described
by functional connectivity analysis computed via graph theory. The aim of the present review is to
provide an overview of the most recent applications of the graph theory to electrophysiological data
in the two by far most frequent neurodegenerative disorders, Alzheimer’s and Parkinson’s diseases.
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1. Introduction

The brain is one of the most complex and less explored systems of the human body.
It consists of 100 billions of neurons that reciprocally communicate through networks of
connections. In order to explain the mechanisms of brain networks, the “brain connectivity
analysis” was created recently. Theoretically speaking, the analysis consists of three main
types of connectivity: structural, functional and effective connectivity. Structural connec-
tivity is based on anatomical constraints, that is, the set of physical (fibers) and structural
(synaptic) connections linking neuronal units at a given time. Anatomical connectivity
refers to a network of synaptic connections linking sets of neurons or neuronal elements, as
well as their associated structural biophysical attributes condensed in parameters, such as
synaptic strength or effectiveness [1,2]. The “functional connectivity space” is defined as
the physical substrate in which all neural information processes happen, thus providing
plausible biological boundaries for theories and inferences about neural interactions when
analyzing functional neuroimaging data and developing computer simulations. In fact,
because the structural/anatomical input/output connections of a given brain region are
the main constraints for its functional properties, structural brain connectivity does not
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rigidly determine neural interactions, but acts instead as a dynamic support that reduces
the dimensionality of the neural network state space. Meanwhile, functional interactions
contribute to modify the underlying structural substrate by modifying the synaptic connec-
tions (i.e., enlarging/reducing the synaptic knob area, forming new synapses, and pruning
preexisting synapses) [3].

In fact, functional connectivity is time dependent and captures the patterns of de-
viations between distributed and often spatially remote neuronal units, measuring the
statistical correlation or their time-dependent activity. Effective connectivity describes the
set of causal/modulating effects of one neural assembly activity over another and defines
their inner hierarchy. Structural connectivity has been usually assessed by high spatial
resolution technologies, such as magnetic resonance imaging (MRI-tractography); func-
tional and effective connectivity are largely dependent on calculating the correspondence
of neural signals over time, using electrophysiological techniques, such as EEG, TMS-EEG
and MEG, that have an excellent temporal resolution and are optimal for calculating such
connectivity [4,5]. Moreover, EEG recordings can be carried out in more ecological con-
ditions since they do not need any specific environment, in opposition to the need of a
shielded room for the fMRI and MEG recordings.

In the human brain, the connectome concept strongly relies on the evidence that
neuronal populations interact with each other by means of their connections as well as
of their temporally related dynamics. This is particularly evident when considering the
innumerable brain dynamic states, which vary instantly and continuously because of
changing sensory inputs from internal and external environments [2]. According to the
principles of segregation and integration [6] in the human nervous systems, brain anatomi-
cal connections are both specific and variable. Specificity depends on the arrangement of
individual synaptic connections between morphologically and physiologically different
neuronal types, in the organization of axonal arborizations and long-range connectivity
between separate cell nuclei or brain regions [1,2].

Recently, the study of brain connectivity was investigated in two of the main neu-
rodegenerative diseases, in particular Alzheimer’s (AD) and Parkinson’s (PD) disease. In
fact, AD is histopathologically defined by the presence of amyloid-beta plaques and tau-
related neurofibrillary tangles, which have been associated with local synaptic disruptions,
loss of fibers and neuronal death: this evidence suggests that AD is a dysconnectivity
disease [7–12] whose early stages are due to synaptic failure. In addition, previous studies
on PD have shown changes in the strength of functional connectivity between distributed
brain regions associated with clinical symptoms, such as motor features [13–15], as well as
a variety of non-motor disturbances, including cognitive impairment [16].

As already mentioned, one of the emergent tools for the study of functional connectiv-
ity is graph theory, which allows describing the brain through a mathematic model, the
graph, which provides a simple representation of a complex system. The origins of graph
theory and network science are to be found in the distant past, but their application in
neuroscience is definitely more recent [17]. With the graph model, the brain is shaped as a
network composed by nodes linked by directed or undirected, weighted or unweighted
edges [18,19]. The characteristics of the graph are measurable through several parameters;
the most explored ones are reported in Table 1.

Within this theoretical framework, the current review provides an overview of the
most recent applications of graph theory analysis to electrophysiological data for the study
of brain functional connectivity in two of the main neurodegenerative diseases, that is, AD
and PD.
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Table 1. Description of the main graph theory parameters.

Parameters Description

Clustering Coefficient, C

The number of connections that exist between the nearest
neighbors of a node as a proportion of maximum number of
possible connections. It reflects the tendency of a network to

form topologically organized circuits and it is often interpreted
as a metric of information segregation in networks [20].

Path Length, PL
The minimum number of edges that must be traversed to go
from one node to another. It is used as a measure of global

integration of the network [20].

Small-world, SW

The ratio of the normalized clustering coefficient and
normalized path length. It describes a balance between

segregation and integration network properties integrating the
information of global and local network characteristics [21].

Divergence
Measure of the broadness of the weighted degree distribution,

where weighted degree is the summed weights of all edges
connected to a node [22].

Modularity

Ratio of the intra- and intermodular connectivity strength
where modules are subgraphs containing nodes that are more

strongly connected to themselves than to other nodes.
Modularity is a measure of the strength of the modules [22].

Efficiency The ability of information exchange within the network [23].

Global efficiency
Measure of network integration and its overall performance for
information transferring. This measure is inversely related to

the average shortest path length [24].

Local efficiency Local efficiency, which has a similar interpretation as clustering
coefficient, measures the compactness of the subnetwork [25].

Centrality The importance of a node and its direct impact on adjacent
brain areas [23].

Betweenness

Used to investigate the contribution of each node to all other
node pairs on the shortest path. It measures not only the

importance of the nodes, but also the amount of information
flowing through the node [25].

Strength
The sum of weights of connections (edges) of node. The

strength can be averaged over the whole network to obtain a
global measure of connection weights [26].

Degree The degree of a node is the sum of its incoming (afferent) and
outgoing (efferent) edges [27].

In-degree Number of afferent connections to the node [27].
Out-degree Number of efferent connections to the node [27].

Assortativity coefficient
The assortativity coefficient represents a measure of a network’s
resilience. It is a correlation coefficient between the degrees of

all vertices on two opposite ends of an edge [27].

2. Alzheimer’s Disease and Graph Theory

AD is the most common progressive and multifactorial, neurodegenerative disease in
the elderly population and the main cause of cognitive impairment. The histopathological
hallmarks of AD are the accumulation of the protein fragment beta-amyloid (plaques)
outside neurons and of the protein tau (tangles) inside neurons. These changes are accom-
panied by the death of neurons and consequently by the damage of brain tissue [28].Over
the years, as AD has been increasingly considered as a synaptic disconnection syndrome in
its early stages—the pre-symptomatic stage of the disease can last many years and does
not manifest due to the “neural reserve” that vicariate the lost functions—its complex brain
dynamics have been studied by network approach. In fact, functional brain abnormal-
ities can be reflected in changes of connectivity and networks architecture: this can be
useful for the characterization of the brain condition in advance of symptom onset and
disease progression.
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Graph theory analysis provides tools to quantify networks properties and to under-
stand the association between various pathological processes at the basis of AD. In recent
years, researchers have advanced the idea of interpreting neurophysiological data (from
EEG/MEG) via graph theory. For the first time, in 2007, Stam and colleagues applied graph
theory methods to the EEG data of AD patients, comparing them to a group of control
subjects and using synchronization likelihood (SL) as a measure to weight the graph. The
authors demonstrated that the PL measure was higher in AD patients, whereas the C
showed no significant alterations between the two groups [29]. The authors concluded that
AD patients showed a loss of SW network characteristics, indicating less complexity and
organization of the brain.

Since then, numerous scientists have explored the modulation of both local and global
connectivity as computed main indexes, such as PL, C and SW, in the M/EEG frequency
bands and over the years, and various reviews have been produced [30–32]. More recently,
the distinctive features of physiological and pathological brain aging [33] were explored in
order to describe the modulation of graph theory parameters in AD compared to healthy
elderly people as well as to mild cognitive impairment (MCI) subjects. Indeed, MCI subjects
do not yet meet the diagnosis of dementia, but carry a remarkably high risk, since about
half of them become demented during a 3 to 5 years follow-up. Furthermore, studies of
the graph derived from EEGs of AD patients were increasingly published, thanks to the
low cost, large diffusion on the territory and non-invasiveness of the technique. Because
of such characteristics, the EEG advanced analysis with graph theory might become a
tool for large population screening in the near future [34,35]. In recent reviews, Rossini
and collaborators [36] and Hallett and collaborators [37] summarized the results obtained
from measures of brain connectivity (including graph theory) and their application in
neurological diseases, such as AD, across MRI, EEG and MEG techniques.

However, some consistent results are available. In general, a decrease in PL was found
in the lower alpha [38,39] and gamma bands [38], whereas an increase was found in the
theta band [40] and in both the delta and theta bands [41].

Moreover, the C coefficient in AD patients have shown consistently a lower value in
the alpha1 and beta bands [38], while a higher value of C was found in the theta and alpha1
bands [40,41], and in the alpha and beta bands [24,41].

Regarding the SW, the results seem less solid; however, some conclusions can be
drawn. Several studies have reported a disruptive reorganization in the brain networks of
AD patients in some of the frequency bands analyzed; in particular, the SW values seem to
decrease in the delta, theta and in beta bands [33,38,42] and increase in the alpha one [43].
Further studies reported a significant reduction in the SW brain architecture in all the EEG
frequency bands computed in mild AD patients compared to healthy controls [25,44]. Other
researchers have adopted the SW index as a biomarker of the pathologic conversion of the
MCI subject to AD patients, showing a high level of accuracy in combination with other
biomarkers, such as Apo-E allele testing [45], as shown in Figure 1.

A pivotal aspect of graph measures is their potential as a prognostic tool in the
conversion to AD status. In this regard, Miraglia and collaborators [46] deepened the
analysis of SW in the Default Mode Network in a cohort of MCI subjects, discovering that
SW index decreased in the gamma band in converted MCI subjects compared to stable MCI
subjects. Moreover, in converted MCI subjects with impairment in linguistic domain, the
SW index significantly decreased in the delta band, while in those converted MCI subjects
with impairment in the executive domain, the SW index decreased in the delta and gamma
bands and increased in the alpha 1 band (Table 1).

The most recent studies have intensified the research of the changes of the graph
theory’s measures, by analyzing new parameters and correlating them with neuropsy-
chological tests [27,47] (Figure 2) and other biomarkers of AD, such as the hippocampal
volume [43].
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Figure 1. The receiver operating characteristic (ROC) curves illustrating the classification of the Sta-
ble and Converted MCI individuals based on the Apo-E (red line), SW (green line) and Apo-E and 
SW (blue line) values. The area under the (ROC) curve (AUC) was, respectively, 0.52, 0.64 and 0.97. 
Adapted from [45]. 
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Figure 2. Scatterplots of SW index correlation with memory tasks. Less ordered brain network (as 
reflected by increasing value of SW) in the gamma band is associated with better memory perfor-
mance. Adapted from [48]. 

Several research groups are working on this. In a recent study, the number of edges 
(degree), of inward edges (in-degree), and of outgoing edges (out-degree) were compared 
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Figure 2. Scatterplots of SW index correlation with memory tasks. Less ordered brain network (as
reflected by increasing value of SW) in the gamma band is associated with better memory performance.
Adapted from [48].

Several research groups are working on this. In a recent study, the number of edges
(degree), of inward edges (in-degree), and of outgoing edges (out-degree) were compared
among healthy controls, MCI and AD patients with mild dementia by Franciotti and
colleagues [27] to evaluate if degree anomaly could involve the measure of degree vertices,
called hubs, in both prodromal and over AD stage. Degree, in-degree and out-degree
values were smaller in MCI and mild AD than the control group for all hubs, confirming
the hypothesis of an affected pattern of information flow in the brain networks. In the
same study, the assortative coefficient, a correlation between the degrees of vertices on
two opposite ends of an edge, was computed; however, not significant results emerged.
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Networks with a positive assortative coefficient are resilient high-degree hubs. To the
contrary, networks with a negative assortative coefficient are more vulnerable hubs.

Majd Abazid and colleagues [49] used a further innovative approach analyzing a
dataset of EEGs of subjective cognitive impairment patients, MCI and AD patients. They
quantified the graph links by weighing them by an entropy measure and comparing the
accuracy of disease classification to other more used weight measures (i.e., phase lag index
and coherence). They demonstrated the higher effectiveness of the entropy measure to
analyze the brain network in patients with different stages of cognitive dysfunction.

Furthermore, Kocagoncu and colleagues [50] demonstrated the presence of a correla-
tion between the SW index in the beta and gamma bands and the deposition of the protein
tau, meaning that the higher tau burden in early AD’s disease was associated with a shift
away from the optimal SW organization and a more fragmented network, especially in the
beta and gamma bands. Additionally, several studies have described a link of correlation
of the graph parameters with the participant’s generic cognitive status, evaluated by the
mini-mental state examination (MMSE) test and memory assessment [27,42,51]. In par-
ticular, Franciotti and colleagues [27] found a positive correlation between the clustering
coefficient and MMSE inpatients’ groups, namely a higher clustering and higher MMSE,
suggesting that high clustering is associated with the robustness of a network and resilience
against damage.

Tait and collaborators [51] found a positive correlation between SW calculated in the
temporal lobe and the language sub-score of MMSE, indicating that disruption to temporal
lobe connectivity plays an important role in the language impairments of AD subjects.
In a recent study, the SW measures were used as biomarkers to evaluate the effects of a
repetitive transcranial magnetic stimulation and cognitive rehabilitation therapy for AD
patients, recording the EEG before and after the treatment [52]. This study showed that the
graph parameters can be awarded the role of diagnostic and evaluation biomarkers of AD
stages and treatments (Figure 3).
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Figure 3. SW evaluation for two AD groups of two type of rehabilitation (repetitive Transcranial
Magnetic Stimulation (rTMS) and Cognitive Training (Cog) for Group A and sham rTMS and Cog
for Group B) for the evaluation of the effectiveness of the rTMS treatment before (T0), after the
rehabilitation (T1) and at the 40 week follow up (T2). Adapted from [52].

The study of graph theory was applied to explore brain connectivity differences
between AD and other dementia as well, such as vascular dementia patients compared to
mild cognitive impairment (MCI) and normal elderly (Nold) subjects. It was confirmed
that AD patients presented more ordered delta and theta SW organization (lower values),
and more random alpha SW (higher values) than Nold and MCI subjects [53].

Finally, Li and collaborators [54] proposed a new combined approach based on an
integrative graph analysis, by recording EEG and fNIRS signals in AD and controls subjects
during a cognitive task. In particular, the graph indices were calculated from reconstructed
EEG sources by using fNIRS localization to assess differences due to the disease. The
results revealed lower values of all graph parameters (i.e., degree, C, and centrality) in
the alpha and beta bands to the orbitofrontal and parietal regions and across all frequency
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bands in the frontal pole and medial orbitofrontal frequency, and higher values for the
superior temporal sulcus. These findings suggest that the integration of EEG-fNIRS in the
graph approaches could be useful to understand the spatiotemporal dynamics of brain
activity better.

The main results just described are summarized in Table 2. Clearly, much work has
been performed in the description of AD brain characteristics and network architecture,
but there is still a lot to achieve in the definition of consensus biomarkers able to intercept
the disease at its early stage, as this could provide treatment and rehabilitation strategies to
improve the clinical condition of the patients.

Table 2. Summary of the main results of AD studies reported in the present review.

Authors Recording Type Graph Parameters Main Results (All Results Refer to AD
vs. Healthy)

Stam et al., 2007 [29] EEG PL
C

• Beta PL ↑
• Beta C ↓
Pearson’s correlation:

• Beta PL ↑MMSE ↓

Stam et al., 2009 [39] MEG PL
C

• Alpha 1 PL↓
• Alpha 1 C ↓
Pearson’s correlation:

• Alpha 1 C ↓MMSE ↓

de Haan et al., 2009 [38] EEG PL
C

• Alpha-1 and beta C ↓
• Alpha 1 and gamma PL ↓

Poza et al., 2013 [41] EEG PL
C

• Delta e theta PL ↑
• Alpha 2 and beta PL ↓
• Delta and theta C ↓
• Alpha 2 and beta C ↑

Wang et al., 2014
[25] EEG

PL
C

Global Efficiency
Local Efficiency

SW

• PL↑ in all frequency bands (except delta)
• C ↓ in all frequency bands (except delta)
• Global Efficiency ↓ in all frequency bands
• Local Efficiency ↓ in all frequency bands
• SW ↓ in all frequency bands

Vecchio et al., 2014 [40] EEG PL
C

• Theta PL ↑
• Delta, theta and alpha-1 C ↑

Frantzidis et al., 2014 [44] EEG SW
• SW ↓
Pearson’s correlation:
-SW ↓MMSE ↓; SW ↓MoCA ↓

Vecchio et al., 2016 [42] EEG SW
Pearson’s correlation:

• Gamma SW ↓ Digit Span Test ↓

Miraglia et al., 2017 [33] EEG SW • EO: delta and theta SW Nold>MCI>AD
• EC: delta SW Nold and MCI > AD

Vecchio et al., 2017 [34] EEG SW

Pearson’s correlations:

• Alpha SW ↓ hippocampal volume ↑
• Delta, beta, and gamma SW ↑ hippocampal

volume ↑
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Table 2. Cont.

Authors Recording Type Graph Parameters Main Results (All Results Refer to AD
vs. Healthy)

Saeedeh Afshari and Mahdi
Jalili, 2017 [24] EEG Global efficiency

Local efficiency
• Beta global efficiency ↓
• Alpha local efficiency↑

Vecchio et al., 2018 [45] EEG SW • ROC curve accuracy 97%

Franciotti et al., 2019 [27] EEG

Degree
In-degree

Out-degree
Assortative Coefficient

• Degree, in-degree, out-degree ↓

Li et al., 2019 [54] EEG
Degree

C
Centrality

• Alpha 2 and beta degree, C, centrality ↓ in
orbitofrontal and parietal regions

• All frequency degree, C, centrality ↓ in
frontal pole and medial orbitofrontal
regions

• All frequency degree, C, centrality ↑ in the
temporal sulcus

Vecchio et al., 2020 [55] EEG SW • ROC curve accuracy 95%

Miraglia et al., 2020 [46] EEG SW

• Gamma SW ↓ in converted MCI vs. stable
MCI

• Delta SW ↓ in converted MCI in linguistic
domain

• Delta and gamma SW ↓ and alpha 1 SW ↑
in converted MCI in executive domain

Cecchetti et al., 2021 [47] EEG PL
C

• Theta PL ↓
• Alpha 2 PL ↑
• Theta C ↑
• Alpha 2 C ↓

Majd Abazid et al., 2021 [49] EEG

PL
C

Degree Efficiency
Betweenness

• Higher accuracy of classification of AD for
the graph parameters

Kocagoncu 2020 [50] E/MEG SW
Pearson’s correlation:

• Beta and gamma SW ↑protein Tau ↑

Tait et al., 2019 [51] EEG SW
Pearson’s correlation:

• Temporal lobe SW ↑ language sub-score ↑

Vecchio et al., 2021 [52] EEG SW

Pearson’s correlations:

• Delta SW ↓ ADAS-Cog ↑
• Alpha 1 ↑ ADAS-Cog ↑

Vecchio et al., 2021 [53] EEG SW • Delta and theta SW ↓
• Alpha 2 SW↑

The arrows refer to an increase (↑) or a decrease (↓) of the indicated parameters in AD patients. All results in the table
refer to AD patients compared to elderly healthy controls, except when differently indicated. Abbreviations: EEG:
electroencephalography; MEG: magnetoencephalography; PL: path length; C: clustering coefficient; SW: small-world
index; MMSE: mini-mental state examination; MoCA: Montreal Cognitive Assessment; EO: eyes open; EC: eyes
closed; NOLD: NOrmal eLDerly; MCI: Mild Cognitive Impairment; ROC: received operating characteristics.

3. Parkinson’s Disease and Graph Theory

PD is a neurodegenerative disease mainly characterized by movement impairment.
Non-motor disturbances, including cognitive impairment, mood changes and dementia,
are commonly present during the progression of PD [16]. The mechanisms underlying
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the development of motor and cognitive disorders are not completely understood. PD
disorders were largely studied by functional imaging methods that have shown changes
in brain functional connectivity. In spite of the promising findings of some studies [56],
there are still few applications of graph theory to the M/EEG data of PD patients, probably
because it is still assumed that PD is mainly due to subcortical relays degeneration (namely
basal ganglia) that could be not captured by scalp recordings, which are dominated by the
cortical EEG activity. However, it should be noted that such subcortical relays are heavily
and mutually connected to cortical areas and that the clinical symptoms that characterize
the disease mainly stem from the disruption of these connections. Therefore, M/EEG data
recordings are suitable tools for PD connectivity studies. Figure 4 shows a representation
of these relays, that is, the dopaminergic pathways linking the basal ganglia and the cortex.
This picture illustrates the link between the cited subcortical structures and the activity of
neurons in the cortex, justifying the use of scalp EEG recordings for the evaluation of brain
network modulations due to subcortical network deregulations in PD.
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Figure 4. Dopaminergic pathways linking the basal ganglia and the cortex. Connectivity diagram
showing excitatory glutamatergic pathways as red, inhibitory GABAergic pathways as blue, and
modulatory dopaminergic as green. Their final functional output is the modulation of the cortical
activity, mainly for motor-related circuits. Abbreviations: STN: subthalamic nucleus; SNr: substantia
nigra pars reticulata; SNc: substantia nigra pars compacta; GPe: external segment of the globus
pallidus; GPi: internal segment of the globus pallidus.

Notably, most of the relatively few studies in this disease have used the C and the
PL as network measures, and of those selected, only one adds to them modularity and
divergence [22] parameters study, whereas another study considers the SW index [21].

The results reported in this review include the most interesting studies concerning
the investigation of graph theory application on the electrophysiological data of cogni-
tively normal PD patients, PD subjects with Mild Cognitive Impairments and PD patients
with dementia.

In a MEG study [57], cognitively normal PD subjects were compared to the control
group and showed a decreased in the C in the delta band, whereas no differences in the PL
compared to healthy subjects were reported, indicating the reduced local integration with
preserved global efficiency of the brain network.
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In a more recent EEG study, Suarez and colleagues [58] reported a decrease in the C in
different bands from a previous work, theta and beta, and in addition, in the same bands,
they also found a decrease in PL, highlighting a reduction in functional segregation and an
increase in functional integration in both bands.

Moreover, in a more recent study on resting state EEG [21], it was found that SW index
decreased in the theta and increased in the alpha band, describing a more ordered structure
for the lower frequencies and a more random organization for the higher alpha frequencies
for PD compared to healthy subjects, as described in Figure 5.

Brain Sci. 2022, 12, x FOR PEER REVIEW 10 of 17 
 

The results reported in this review include the most interesting studies concerning 
the investigation of graph theory application on the electrophysiological data of cogni-
tively normal PD patients, PD subjects with Mild Cognitive Impairments and PD patients 
with dementia. 

In a MEG study [57], cognitively normal PD subjects were compared to the control 
group and showed a decreased in the C in the delta band, whereas no differences in the 
PL compared to healthy subjects were reported, indicating the reduced local integration 
with preserved global efficiency of the brain network.  

In a more recent EEG study, Suarez and colleagues [58] reported a decrease in the C 
in different bands from a previous work, theta and beta, and in addition, in the same 
bands, they also found a decrease in PL, highlighting a reduction in functional segregation 
and an increase in functional integration in both bands. 

Moreover, in a more recent study on resting state EEG [21], it was found that SW 
index decreased in the theta and increased in the alpha band, describing a more ordered 
structure for the lower frequencies and a more random organization for the higher alpha 
frequencies for PD compared to healthy subjects, as described in Figure 5. 

 
Figure 5. SW index trend in PD patients (blue line) and healthy elderly subjects (red line) in EEG 
frequency bands (delta, theta, alpha 1, alpha 2, beta 1, beta 2, and gamma). Adapted from [21]. 

Other studies have followed the temporal development of PD through a follow up 
or through the assessment of various cognitive impairment stages (MCI and dementia). 
Over a 4 year period analysis, Olde Dubbelink and colleagues [57] reported, within the 
same Parkinsonian group, a reduction in the PL in the alpha frequency range and in the 
C in the theta and alpha bands, showing a progressive impairment in the local integration 
and an additional loss of global efficiency as reflected in the alpha frequency band along 
the time. 

Regarding Parkinsonian MCI subjects compared to healthy subjects, Suarez and col-
leagues [58] reported a reduction in the C in the alpha band and a decrement in the PL in 
the delta and theta bands. Furthermore, a similar reduction in the C was found in the 
alpha band in the work of Utianski and colleagues [22], who compared MCI PD subjects 
to PD subjects without cognitive impairment. In a recent study [26], through a dense-EEG 
source connectivity analysis, it was observed a decreasing tendency of global topological 
graph features (PL, C, modularity and strength) in the alpha frequency band, from PD 
patients with normal cognitive profile to PD subjects with dementia. Among functional 
connectivity studies in PD, the decrease in the patterns in the alpha band seems to be 
associated with cognitive impairment development. Moreover, the study of Mehraram 
and colleagues [59] of PD demented subjects showed a decreased C and node degree in 

Figure 5. SW index trend in PD patients (blue line) and healthy elderly subjects (red line) in EEG
frequency bands (delta, theta, alpha 1, alpha 2, beta 1, beta 2, and gamma). Adapted from [21].

Other studies have followed the temporal development of PD through a follow up or
through the assessment of various cognitive impairment stages (MCI and dementia). Over
a 4 year period analysis, Olde Dubbelink and colleagues [57] reported, within the same
Parkinsonian group, a reduction in the PL in the alpha frequency range and in the C in the
theta and alpha bands, showing a progressive impairment in the local integration and an
additional loss of global efficiency as reflected in the alpha frequency band along the time.

Regarding Parkinsonian MCI subjects compared to healthy subjects, Suarez and col-
leagues [58] reported a reduction in the C in the alpha band and a decrement in the PL
in the delta and theta bands. Furthermore, a similar reduction in the C was found in the
alpha band in the work of Utianski and colleagues [22], who compared MCI PD subjects to
PD subjects without cognitive impairment. In a recent study [26], through a dense-EEG
source connectivity analysis, it was observed a decreasing tendency of global topological
graph features (PL, C, modularity and strength) in the alpha frequency band, from PD
patients with normal cognitive profile to PD subjects with dementia. Among functional
connectivity studies in PD, the decrease in the patterns in the alpha band seems to be
associated with cognitive impairment development. Moreover, the study of Mehraram and
colleagues [59] of PD demented subjects showed a decreased C and node degree in the
alpha band, an increase in the PL in the alpha band, and of modularity in the theta and
alpha bands, compared to healthy subjects, demonstrating that the network measures in
the alpha band were significantly affected in demented subjects.

Changes in brain networks in the alpha band can be found even in PD subjects with
dementia compared to the ones with a normal cognitive profile. More specifically, a
reduction in the C, the PL and of the divergence parameter in the alpha band, and an
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increase in the modularity index in the alpha and bands were reported [22], demonstrating
an impairment of functional connectivity in the background frequency band (alpha).

Other studies have evaluated graph theory coefficients during the execution of a task.
One of them has analyzed the performance of a local contextual processing paradigm [60] in
order to demonstrate that functional disconnection is involved with contextual processing
deficits in PD subjects. In particular, PD subjects showed a larger C and a longer PL
compared to control subjects for predicted targets in the alpha and theta frequency bands,
underlining a more structured functional connection in the detection of the predicted target
and suggesting that the deficits observed in the process of context in PD may be due to
ineffective interactions across cortical regions.

In another study [23], the pre-stimulus network abnormalities of PD patients experi-
encing pareidolias were investigated during a visual task. A higher global C and parietal
efficiency and a decreased frontal degree centrality were found compared to normal PD
and healthy subjects in the low-alpha band, suggesting an efficient information transfer
within the parietal network and a reduced disengagement of the posterior cortex.

Finally, the latest evidence suggested that graph theory parameters are able to show dif-
ferent modulation of brain rhythms in deep brain stimulation (DBS). Li and colleagues [20]
demonstrated that PD subjects with DBS-ON and DBS-OFF reported a lower C and lo-
cal efficiency in the alpha and beta bands, compared to healthy subjects. Moreover, no
evidence was found within patients with PD in DBS-ON and DBS-OFF in any frequency
bands. Although significant changes in PL and global efficiency were not found between
PD and healthy subjects, the study results indicated decreased brain network segregation
in PD subjects and the moving forward to their more random organization, as highlighted
in Vecchio and colleagues’ study [21].

Bočkovà and collaborators [61] analyzed graph theory coefficients between normal
cognitive PD groups treated by subthalamic brain stimulation (STN-DBS) in OFF and
ON stimulation states during a visual task. They found that, in the 1–8 Hz band, subjects
responding faster with DBS-OFF demonstrated a decrease in the C and node strength, while
the PL was increased in the DBS-ON state compared to DBS-OFF after target stimuli. This
network analysis highlights a dysfunction of the large-scale cerebral networks in subjects
responding faster with DBS-OFF rather than DBS-ON, reporting global connectivity and
slower communication within the frontal network in low frequencies bands (1–8 Hz). These
findings suggest that the subjects with such reductions in low frequencies are more likely
to develop cognitive deterioration.

The main evidence highlighted in the current review are reported in Table 3. Although
only few studies are available on the application of graph theory to the electrophysiological
data of PD patients, their results are encouraging for the characterization of the disease
and for the response to treatments, suggesting network analysis as a promising tool and
interesting field of research to explore.

Table 3. Summary of the main results of PD studies reported in the present review.

Authors Recording Type Graph Parameters Main Results

Fogelson et al., 2013 [60] EEG C
PL

• C ↑ in theta and alpha bands
• PL ↑ in theta band for PD vs.

Healthy subjects.

Olde Dubbelink et al., 2014 [57] MEG C
PL

• C↓ in delta band for PD vs.
Healthy subjects

• C ↓ in theta and alpha 2 bands, PL ↓ in
alpha 2 band for PD subjects
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Table 3. Cont.

Authors Recording Type Graph Parameters Main Results

Utianski et al., 2016 [22] EEG

C
PL

Divergence
Modularity

• C and PL ↑ in all frequency bands,
Divergence ↑ in theta and beta bands and ↓
in delta and alpha bands, Modularity ↑ in
all frequency bands, for normally cognitive
PD vs. Healthy subjects.

• C ↓ in alpha 1 band for PD-MCI vs.
normally cognitive PD subjects.

• C, PL and Divergence ↓ in alpha 1,
Modularity ↑ in alpha 1 and 2 frequency
bands, for demented PD vs. normally
cognitive PD subjects.

Hassan et al., 2017 [26] EEG

C
PL

Modularity
Strength

• PL, C, Modularity and Strength ↓ in alpha
frequency band for demented PD vs.
normally cognitive PD subjects.

Mehraram et al., 2020 [59] EEG

Node degree
C
PL
SW

Modularity

• C and Node degree↓ in alpha band, PL ↑ in
alpha band and Modularity↑ in theta and
alpha bands, for PD demented vs.
Healthy subjects.

• PL ↑ in alpha band, Modularity↑ in theta
and alpha bands and SW ↑in theta band,
for PD demented vs. AD subjects.

Bočková et al., 2021 [61] EEG

Node strength
C
PL

Modularity

• Node strength ↓, C ↓ and PL ↑ in 1–8 Hz
frequencies band for DBS-ON compared to
DBS-OFF for subjects responding faster
with DBS-OFF rather than DBS-ON.

Suárez et al., 2021 [58] EEG

C
PL

Local efficiency
Global connectivity

• C and PL ↓ in theta and beta bands for
normally cognitive PD vs. Healthy subjects.

• C ↓ in alpha band, PL ↓ in delta and theta
bands in PD-MCI vs. Healthy subjects.

Vecchio et al., 2021 [21] EEG SW • SW ↓ in theta band and ↑ in alpha 2 band.

Li et al., 2021 [20] EEG

C
PL

Global efficiency
Local efficiency

• C and Local efficiency ↓ in alpha, beta 1
and beta 2 bands for PD subjects in
DBS-OFF and DBS-ON vs. healthy subjects.

Revankar et al., 2021 [23] EEG

C
PL

Efficiency
Centrality

• C and parietal Efficiency ↑ in alpha 1 band,
frontal Centrality ↓ for PD with pareidolias
vs. normal PD and Healthy subjects.

The arrows refer to an increase (↑) or a decrease (↓) of the indicated parameters. Abbreviations: EEG: electroen-
cephalography; MEG: magnetoencephalography; PL: path length; C: clustering coefficient; SW: small-world index;
PD-MCI: Parkinson disease with mild cognitive impairments.

4. Conclusions

The aim of the present review was to provide an overview of the most recent applica-
tions of the graph theory to electrophysiological data over two of the main neurodegenera-
tive disorders, that is, AD and PD.

In recent years, the applications of the networks science to electrophysiological data
have increased as electrophysiological techniques are low cost, largely available on the
territory and non-invasive with the potential to become a tool for large population screen-
ing [34,35]. Indeed, health systems are actually looking for a combination f biomarkers
characterized by high accuracy, specificity, sensitivity as well as reasonable costs, non-
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invasiveness, and large availability. We can confidently conclude that the neurophysiolog-
ical techniques described in this review embody all the required characteristics and are
promising as optimal candidates for a first level screening. All of the reported evidence con-
firms the role of graph analysis as a promising tool in the characterization of the modulation
of brain mechanisms of local and global integration in AD and PD as computed by main
indexes (such as PL, C and SW in the M/EEG frequency bands) and over the years, and as
demonstrated by new parameters (such as assortative coefficient, degree, modularity and
divergence). Likewise, the optimal approach for quantifying functional connectivity is an
open question [62] still in the absence of methodological convergence. In fact, a graph could
be constructed with weighted or unweighted, directed or undirected edges. Moreover, in
the case of a weighted graph, there are different weights of the edges [15]. Accordingly,
examining the past and more recent studies, the results are sometimes contrasting and
clearly dependent on the methods of analysis and on the frequency bands in which the
EEG rhythms can be subdivided. The result variability can be therefore explained by the
urgent need to share a methodological uniformity in the computation of graph construction
and parameters’ computation.

For AD, several studies have reported a disruptive reorganization of the brain net-
works, suggesting the SW index as biomarker for AD and for the conversion from MCI
to AD. Other evidence has reported significant correlations between graph parameters
and other biomarkers, such as the neuropsychological test, hippocampal volume, and
genetic tests.

Moreover, it is strongly suggested that graph parameters can be awarded the role of
diagnostic and evaluation biomarkers of AD and PD stages and rehabilitation treatments,
and that it is possible to monitor the temporal development of PD through a follow up over
the various cognitive impairment stages.

In conclusion, the graph theory could represent a promising tool for the identification,
diagnosis, prognosis and even the identification of rehabilitation treatment for two of the
main neurodegenerative diseases, such as AD and PD, to define the effects of the disease,
increasing the information provided by traditional topographic mapping.

However, one of the major challenges of the application of graph theory to electro-
physiological data is still to identify the measure that better describes the physiological
mechanism under examination based on the data and the experiment. The aim of the
current review was to describe the results of the application of graph theory analysis of elec-
tromagnetic brain signals in the pathological mechanisms in AD and PD. Several measures
were presented, and each of them is more or less significant in the description of different
aspects of the brain mechanism, and some of them show a significant correlation to each
other. Further studies could be focused on the deeper understanding of the correlations
between one measure and another and between the different brain mechanisms involved
in the processes of neurodegeneration. This could solve the lack of standardization in
methods, thus allowing to successively apply the more significantly measures to specific
data and experiments, and to confirm the more promising results on larger populations.
Finally, further reviews of the literature should explore the contribution of electrophysio-
logical techniques in other neurodegenerative disorders (i.e., amyotrophic lateral sclerosis,
fronto-temporal, vascular, Lewy body types of dementia, etc.).
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Abstract: Aducanumab, a human monoclonal antibody, was approved in June of 2021 as the first
disease-modifying treatment for Alzheimer’s disease by the United States Food and Drug Adminis-
tration (U.S. FDA). A substantial proportion of patients with Alzheimer’s disease live in low- and
middle-income countries (LMICs), and the debilitating effects of this disease exerts burdens on
patients and caregivers in addition to the significant economic strains many nations bear. While the
advantages of a disease-modifying therapy are clear in delaying the progression of disease to improve
patient outcomes, aducanumab’s approval by the U.S. FDA was met with controversy for a plethora
of reasons. This paper will provide precursory insights into aducanumab’s role, appropriateness,
and cost-effectiveness in low- and middle-income countries. We extend some of the controversies
associated with aducanumab, including the contradicting evidence from the two trials (EMERGE
and ENGAGE) and the resources required to deliver the treatment safely and effectively to patients,
among other key considerations.

Keywords: Alzheimer’s disease; aducanumab; LMICs; APOE; burden of disease; treatment cost

1. Introduction

Alzheimer’s disease (AD) is an irreversible neurodegenerative disorder that is charac-
terised by the progressive deterioration of certain parts of the brain that are essential for
learning and memory. The disease progresses in stages over months or years, gradually
affecting memory, reasoning, judgement, language, and eventually even simple tasks [1].
AD was first described by a German psychiatrist, Alois Alzheimer, in 1906, while perform-
ing an autopsy on a woman with memory and language impairment, where abnormal
structures called senile plaques and neurofibrillary tangles were found throughout the
cerebral cortex of her brain [2]. The clinical expression of AD is believed to begin decades
before the onset of the disease, which is observed via the formation of specific AD pathol-
ogy, amyloid-beta (Aβ) plaques between neurons, and the accumulation of intracellular
neurofibrillary tangles composed of tau. These AD pathological hallmarks then trigger neu-
ronal dysfunction, neurotoxicity, and inflammation, leading to cognitive dysfunction [3].
During the initial stages of the disease, neuronal and synaptic impairment occurs within the
para-hippocampal regions, which are the regions of the brain responsible for the formation
of new memories. However, as the disease progresses, the neuropathology continues to
spread, triggering cortical atrophy and ventricular enlargement, which causes the total
brain mass to reduce by up to 35% [4].

Among causes of dementia, such as cerebrovascular disease, Lewy body disease, and
frontotemporal lobar degeneration (FTLD), AD is the most common cause of dementia
worldwide [5]. AD accounts for 60–70% of all dementia cases, affecting at least 27 million
people globally [6]. The incidence of AD increases exponentially with age [7]. Evidence
suggests that dementias, including AD, are more prevalent among women than men [8,9].
It is often challenging to clinically distinguish AD from other types of dementia. The disease
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is usually difficult to diagnose until post-mortem, where Aβ plaques and tau neurofibrillary
tangles within the brain are identified. Thus, a diagnosis is only feasible based on the
symptoms and cognitive assessments, thereby making diagnosing, treating, and managing
AD extremely demanding and, consequently, making analysing the burden of disease by
dementia subtype challenging. This may also explain the scarcity of epidemiological data
in low- and middle-income countries (LMICs).

Aducanumab is a human monoclonal antibody that works to reduce Aβ load in the
brain; it is the first disease-modifying therapy to be approved for AD treatment [10]. On
7 June 2021, the United States Food and Drug Administration (U.S. FDA) approved adu-
canumab via an accelerated approval pathway [11]. Current AD treatment is centered on
supportive care to manage the debilitating symptoms of dementia, and pharmacotherapy
goals of mainstay classes of drugs, such as cholinesterase inhibitors (ChEIs) and N-methyl-
D-aspartate (NMDA) receptor antagonists, do not modify the course of the disease. For
this reason, there was much enthusiasm by those impacted by AD, including patients,
caregivers, clinicians, and the broader community.

Nonetheless, this was overshadowed by controversy surrounding aducanumab’s
efficacy and performance in the two trials, namely EMERGE and ENGAGE, as well as
questions of adverse events, the need for constant monitoring, and its high cost. Although
aducanumab is currently new to the market, it is vital to gauge the suitability of this drug
in the context of LMICs for the treatment of AD by taking a multifactorial approach. It is
estimated that approximately half of the patient population with dementia (including all
subtypes) live in LMICs [12]. LMICs have an increasingly ageing population, characterised
by a demographic transition from a high to low shift in mortality and fertility rates. As a
result, many LMICs face an increasing burden due to chronic, non-communicable diseases
(NCDs) proportional to this epidemiological shift [13]; an increase in the number of AD
cases in these countries is likely to be observed. This necessitates the need for a disease-
modifying therapy, such as aducanumab.

2. Management of Alzheimer’s Disease

Before the approval of aducanumab, a disease-modifying therapy, the mainstream
treatment goals were improving cognitive and functional deficits, reducing behavioral dis-
turbances, and ultimately improving patients’ quality of life [14]. This was achieved using
ChEIs, NMDA receptor antagonists, and SSRIs (selective serotonin-reuptake inhibitors) or
SNRIs (serotonin-noradrenaline reuptake inhibitors). Most drugs currently in development
at various stages of clinical trials are disease-modifying therapies; in fact, out of 126 agents
in development in 2021, 104 (82.5% of all agents in trial) are disease-modifying agents [15].
A further 16 of these drugs target amyloid pathology specifically. Other disease-modifying
therapies are centered on mechanisms based on synaptic plasticity and neuroprotection,
tau pathology, oxidative stress, vasculature, and inflammation, to name some. The other
non-disease modifying agents aim for the treatment of neuropsychiatric and behavioral
symptoms associated with AD. For example, Sigma-1 receptor agonists, NMDA receptor
antagonists, and Alpha-1 antagonists are being studied in various trials [15]. The following
discussion will focus on drugs which are currently available on the market for the treatment
of AD.

2.1. ChEIs and NMDA Receptor Antagonists

Two major classes of drugs, namely ChEIs and NMDA receptor antagonists, are
currently used for improving symptoms and patient outcomes. ChEIs (donepezil, galan-
tamine, or rivastigmine) enhance cortical cholinergic transmission and function by inhibit-
ing synaptic cleft cholinesterase [16]. The benefit of symptomatic relief is modest; oral
rivastigmine and oral galantamine are used in mild to moderate AD, while oral donepezil
and transdermal rivastigmine are used in mild to severe AD [16,17]. NMDA receptor
antagonists (memantine) work by blocking excessive, pathological NMDA receptor stim-
ulation, and it is thought to be neuroprotective [18]. While memantine appears to have
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modest benefits in patients with moderate, severe, and advanced disease, especially when
combined with a ChEI, there is limited evidence for its use in mild AD (although it is
widely used off-label) [18].

2.2. SSRIs and SNRIs

Behavioral and psychological symptoms of AD are wide-ranging, from insomnia,
anxiety, agitation, and apathy to depression, delusions, and hallucinations [19]. SSRIs, like
sertraline, citalopram, and escitalopram, are preferred in depressed patients with AD, while
atypical antidepressants and SNRIs may also be used [20]. Other pharmacological agents
include low-dose trazodone or orexin antagonists for improved sleep. Trazodone and SSRIs
may be considered for agitated behaviors, while risperidone, an atypical antipsychotic,
may reduce general neurobehavioral symptoms in AD patients [14].

2.3. Aducanumab—Antibody-Based Immunotherapy

Aducanumab, which is marketed as ADUHELM, is AD’s first targeted therapy, and
its mechanism of action is based on the amyloid hypothesis. The amyloid hypothesis
has been the mainstream concept underlying AD research for many years. It has been
postulated that the misfolding and aggregation of Aβ peptides as senile plaques in the
brain causes neurodegeneration [21]. Additionally, Aβ aggregation has also been said
to be involved in triggering other closely related pathophysiological pathways, like tau
hyperphosphorylation, inflammation, oxidative stress, and generation of reactive oxygen
species (ROS), among others, which ultimately lead to neuronal toxicity and cell death [22].
Aβ peptides are obtained from the amyloid precursor protein (APP) via the action of
secretases, which are protease enzymes. In normal physiological conditions, APP is usually
cleaved by both α-secretase and γ-secretase, which produce non-toxic fragments that
are cleared from the brain. However, under extreme pathophysiological conditions, the
APP are cleaved by β-secretase and γ-secretase instead, producing Aβ peptide fragments,
particularly Aβ42, which are highly amyloidogenic. These fragments then proceed to
misfold, forming toxic oligomers, protofibrils, fibrils, and senile plaques in extracellular
regions of the brain (Figure 1) [22]. The resultant Aβ oligomers interfere with the signalling
cascade in the synaptic cleft, ultimately causing synaptic dysfunction and neuronal death.

Aducanumab uses an antibody-based immunotherapeutic approach by choosing
human B-cell clones-activated Aβ aggregates epitopes [23]. When various human mem-
ory B cells were selected for testing reactivity against aggregated Aβ, aducanumab, a
human monoclonal antibody, was found to be selectively reactive with Aβ aggregates,
soluble oligomers, as well as insoluble fibrils; hence, it was selected as the lead drug candi-
date [24]. Aducanumab was found to cross the blood-brain barrier in preclinical studies,
which further reduced brain amyloid burden [23]. Preclinical studies using Tg2576 mice
reported that intraperitoneally injected aducanumab bound and aided in the clearance of
parenchymal plaques, preventing micro hemorrhages [25]. Additionally, the accumulation
of brain macrophages around the remaining plaques was also reported, thus implying
the possibility of phagocytosis being used to remove the Aβ plaques, potentially slowing
neurodegeneration and disease progression [26]. Aducanumab has since been deemed as
the first approved treatment to treat AD’s root cause instead of just treating the symptoms.
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Figure 1. Aβ aggregation pathway and mechanism of action of aducanumab. APP is cleaved by β-secretase and γ-secretase
to form Aβ42 monomers, oligomers, and eventually senile plaques (note that protofibrils and fibrils are not illustrated in
this figure); these are targets for clearance by aducanumab resulting in reduced amyloid burden. Parts of the figure were
illustrated using images from Servier Medical Art by Servier, licensed under a Creative Commons Attribution 3.0 Unported
License (https://creativecommons.org/licenses/by/3.0/ (accessed on 10 November 2021)).

3. Aducanumab in Low- and Middle-Income Countries

AD places burdens on an individual level, affecting patients, caregivers, and families
while also burdening and straining healthcare systems at a societal level. In terms of
years of life lived with disability (YLD) due to non-communicable disease, dementia
(including AD) accounts for 11.9% of the total number of years [7]. In 2019, AD and all
dementias accounted for 5.6% of all global disability-adjusted life years (DALYs) and
was the fourth-highest cause of DALYs in patients aged 75 and older [27]. There is a
demand for disease-modifying AD therapies, as an increase in the number of dementia
and AD cases, especially in LMICs, would exert an unwarranted burden on patients and
caregivers. At the same time, resource limitations would negatively impact healthcare
systems in these countries. There are currently no biosimilars or generic equivalents of
aducanumab. It is the only disease-modifying AD therapy currently in the market, targeting
the underlying pathophysiology of the AD disease process [28–30]. The economic cost of
dementia (including AD) increased by 35.4% from U.S. $604 billion in 2010 to U.S. $818
billion in 2015, which is 1.09% of the world’s GDP [12,31]. An estimated U.S. $715.1 billion
or 86% of these costs were from high-income countries (HICs), while LMICs accounted
for a sum of U.S. $102.8 billion. A disease-modifying therapy could potentially decrease
the burden of AD in terms of mortality and morbidity and improve health outcomes by
generating an enduring clinical effect.

Comparing the efficacy of aducanumab directly with more conventional drug classes,
such as ChEIs and NMDA receptor antagonists, is challenging, as the pharmacotherapy
goals are inherently different. Aducanumab is a recombinant monoclonal antibody based
on the principles of passive immunotherapy. It works by selectively binding Aβ fibrils and
soluble oligomers, reducing amyloid-beta dose- and time-dependently [32]. ChEIs and
NMDA receptor antagonists, on the other hand, aim for symptomatic alleviation. Evidence
shows that donepezil, rivastigmine, and galantamine yields modest improvements in
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cognitive and clinical function in patients with mild to moderate AD in the short and
long term [33]. Table 1 represents a crude comparison of the various characteristics of
aducanumab, ChEIs, and NMDA receptor antagonists, including pharmacotherapy goals,
mechanism of action, and efficacy, among others. The efficacy data are based on the
most common primary outcome measures of cognitive function—with aducanumab’s
data based on the randomised-control trial (EMERGE), while meta-analyses were used
for the remaining drug classes. Care should be taken when interpreting and comparing
efficacy between the drugs, as it is subject to variabilities in study design, including patient
characteristics and indications. This is due to a lack of head-to-head clinical trials between
aducanumab and other drugs currently available on the market; hence, the data in Table 1
that directly compares the efficacy of different drug classes serves an exploratory purpose.
Commenting on the robustness of the data presented, the quality of evidence was moderate
in studies used in the meta-analyses for donepezil [34] and rivastigmine [35]. There
was considerable heterogeneity in some outcome measures in the galantamine [36] and
memantine [37] meta-analyses. All meta-analyses presented were subject to publication
bias, and most studies included in the analyses were industry-funded.

Table 1. Direct comparison between aducanumab and mainstay pharmacotherapy of AD.

Monoclonal Antibodies Cholinesterase Inhibitors
(ChEIs)

N-methyl-D-aspartate (NMDA)
Receptor Antagonists

Drug Aducanumab Donepezil, rivastigmine, and
galantamine Memantine

Pharmacotherapy goal(s) Disease-modifying treatment to
reduce cognitive decline.

Symptomatic management of
cognition and global

functioning.

Symptomatic management
of cognition and global

functioning.

Mechanism of action

Selectively targets and clears Aβ
aggregates, Aβ fibrils, and soluble

oligomers. A reduction in Aβ build
up in the brain is expected to
demonstrate a reduction in

cognitive decline
in patients [23].

Increases cholinergic
transmission

by inhibiting cholinesterase at
the synaptic cleft, thereby

improving cortical
cholinergic function [33].

Exerts neuroprotective effects
by blocking pathological
stimulation of glutamate

NMDA receptors, thereby
decreasing excitotoxicity [33].

Indication Mild cognitive impairment (MCI),
mild AD [10]

Mild to moderate AD, advanced
disease [35]

Moderate to severe AD, mild
AD (off-label) [18]

Route of administration Intravenous infusion Oral, transdermal patch
(rivastigmine only) Oral

Efficacy in terms of
cognitive function

A statistically significant
improvement in various scales of

cognitive function was observed in
the high-dose arm
of EMERGE [29].

A meta-analysis of ChEIs
revealed modest

improvements [38].

A reduction in deterioration
on different scales of clinical
efficacy compared to placebo
was observed in patients with
moderate to severe AD [18].

Difference vs. placebo:
−0.39 (95% CI 0.69 to −0.09) [29]

Score: CDR-SB *

Donepezil

MD −1.02,
(95% CI −1.66 to −0.39,

p = 0.002) [37] Scale: ADAS-Cog
†

MD −2.67, (95% CI −3.31 to
−2.02) [34]

Scale: ADAS-Cog †

MD 1.05, (95% CI 0.73 to
1.37) [34]

Score: MMSE ‡

Difference vs. placebo:
−1.400 (p = 0.00967) [29]

Scale: ADAS-Cog **

Galantamine
MD −2.95, (95% CI −3.32,

−2.57) [36]
Scale: ADAS-Cog †

MD 2.50, (95% CI 0.86 to
4.15) [36]

Score: MMSE ‡

Difference vs. placebo:
0.6 (p = 0.05) [29]
Score: MMSE ‡

Rivastigmine
MD −1.79, (95% CI −2.21 to

−1.37) [35]
Scale: ADAS-Cog †

MD 0.74, (95% CI 0.52 to
0.97) [35]

Score: MMSE ‡

AD, Alzheimer’s disease; Aβ, amyloid-beta protein; ADAS-Cog, Alzheimer’s Disease Assessment Scale-Cognitive Subscale; CDR-SB,
Clinical Dementia Rating-Sum of Boxes; CI, confidence interval; MD, mean difference; MMSE, Mini-Mental State Exam; SMD, standard
mean difference. * CDR-SB scores range from 0 to 18; higher scores mean greater disease severity. † ADAS-Cog scores range from 0 to 70;
higher scores mean greater cognitive impairment. ** The aducanumab trials utilised the ADAS-Cog-13 scale; scores range from 0 to 85;
higher scores mean greater cognitive impairment. ‡ MMSE scores range from 0 to 30; higher scores mean less cognitive impairment.
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3.1. Accelerated Approval and the Efficacy of Aducanumab

The first aducanumab trials started in 2011 with a phase I study (study 101) after
pre-clinical trials with transgenic mice showed reduced amyloid burden in the brain [25,39].
The clinical trials that are important in assessing the efficacy of aducanumab are studies 103
(phase Ib) and the two identical phase III trials: 301 (ENGAGE) and 302 (EMERGE) [40].
Figure 2 is a timeline that summarizes the key events leading up to the accelerated approval
of aducanumab.

Of the two phase III clinical trials, only the high-dose arm of one trial, EMERGE, met
its primary endpoint by demonstrating improvements in the Clinical Dementia-Sum of
Boxes (CDR-SB) score in addition to showing benefits in other secondary outcomes, such as
the MMSE score, ADAS-Cog-13, and ADCS-ADL-MCI scores [40]. However, the low-dose
arm did not reveal any benefit of aducanumab compared to the placebo, and no benefits
were observed in either arm of the ENGAGE trial [29]. In fact, in the ENGAGE trial, it was
noted that the CDR-SB score change in the high-dose arm was quantitatively worse than
placebo at 78 weeks [40]. Prior to the current analysis by the manufacturer, the two trials
were halted in March 2019 after a planned interim analysis met the criteria for futility [41].
On that account, confidence in the efficacy of aducanumab would need to be tempered due
to the contradicting evidence presented from the two trials.

Figure 2. Timeline of clinical trials of aducanumab and key regulatory decisions. AD, Alzheimer’s
disease; MCI, mild cognitive impairment. * This was defined as the conditional power being less
than 20% for both dose arms of the trials to meet the primary endpoint [40]. † Type C meetings are
those that do not fall into type A meetings (due to stalled product development) or type B meetings
(for example, after a trial’s end-of-phase) [42].
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Furthermore, the efficacy of aducanumab was determined in research settings, and
therefore, clinical practice may vary. The placebo-controlled EMERGE and ENGAGE
trial’s population included individuals with early AD (i.e., those with mild cognitive
impairment due to AD or those with mild AD) [29]. Moderate to severe AD patients
make up approximately 50% of the total number of individuals living with AD [43].
The suitability and efficacy of aducanumab were not assessed in these patient groups,
effectively limiting access to half of all patients living with AD, which will continue to
contribute significantly to the burden of disease. Additionally, there is an intense debate
surrounding the clinical significance observed in the EMERGE trial, as the hypothesis that
clearance of Aβ protein equates to clinical improvement is inconclusive and is yet to be
demonstrated [14]. As the trials have utilized a surrogate endpoint that facilitated the U.S.
FDA’s accelerated approval, the data can only predict a clinical outcome for the treatment
of AD. As a result, full approval depends on a phase IV confirmatory trial, which aims to
measure the clinical benefit [44]. Consequently, aducanumab’s applicability to a limited
subset of AD patients and its currently contended effectiveness would negatively affect the
suitability of this drug in many countries, including in LMICs.

3.2. Treatment Challenges

An issue that would impact the suitability of aducanumab in many LMICs is the
complexity of the treatment regimen and the need for robust healthcare systems to deliver
therapies to patients. Aducanumab is administered by intravenous infusion every four
weeks, with increasing titrations every two weeks for the first 32 weeks, followed by a
constant high dose beyond week 36, with each infusion lasting 1 h [40]. Additionally,
ascertaining the amyloid burden in patients before initiating treatment is crucial to guide
clinical diagnosis and to assess the suitability of aducanumab. This is achieved by positron
emission tomography (PET) for a visual read or through an invasive cerebrospinal fluid
(CSF) quantitative analysis [10]. Amyloid-PET scans should be interpreted cautiously by
trained radiologists and nuclear medicine specialists [10]. In addition to resource limitations
and healthcare availability and accessibility, this complex treatment regimen highlights the
importance of continuity and coordination in healthcare, which is associated with improved
health outcomes [45]; however, such measures are lacking in many LMICs [46]. Safety
and competency among healthcare workers are essential in delivering novel therapies
effectively; evidence suggests that healthcare service competence and safety are deficient
in LMICs [45]. The number of physicians per 1000 people in high-income countries was 3.1,
while it was 1.3 in low- and middle-income countries [47], further emphasising resource
limitations. On the contrary, a prospective advantage of aducanumab’s approval is that it
could lay the foundation for future therapies for AD in terms of advancing and improving
treatment delivery to patients, which can improve health outcomes. For instance, long-term
data from follow-up trials would be crucial in determining efficacy as well as providing
an opportunity for head-to-head trials with existing therapies to be conducted. Due to
the nature of AD and its multifaceted pathophysiology, combination therapy involving
multiple targets may be necessary [48]. Therefore, aducanumab could serve as a catalyst
towards better AD treatment in the future. Nonetheless, considering the importance of care
continuity, follow-ups, and the general complexities associated with dosing intervals, which
are all augmented by a general absence of high-quality healthcare coverage, introducing
aducanumab to LMICs would be challenging.

3.3. Adverse Effects

Adequate follow-ups during the treatment phase are crucial for monitoring severe
adverse events. ARIA (amyloid-related imaging abnormalities) due to oedema (ARIA-E)
and brain microhemorrhage or localised superficial siderosis (ARIA-H) were frequently
seen in the treatment groups [40]. In the high-dose treatment arm of the EMERGE and
ENGAGE phase III trials, 41.3% of individuals experienced ARIAs compared to 10.3% in
the placebo arm [40]. In addition to a pre-treatment MRI, frequent scans were performed
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to monitor the ARIAs of aducanumab. Individuals were scheduled to have five MRI scans
of the brain in the first year of treatment alone, followed by two more scans in the last
six months of treatment [40]. In clinical practice, this would mean a pre-treatment MRI,
followed by two more brain MRI scans before the seventh and twelfth doses, which is in
addition to more scans if patients experience symptoms related to ARIAs. To put it into
perspective, in high-income countries, the number of MRI scanners per million inhabitants
is 27.3, which contrasts with 3.4 scanners and 0.4 scanners per million inhabitants in
upper-middle-income and lower-middle-income countries, respectively, and 0.2 scanners
per million inhabitants in low-income countries [49]. If such monitoring practices cannot
be implemented effectively in these countries, patients with severe ARIAs would not be
identified and managed early, compounding the burden on patients, caregivers, healthcare
systems, and economies.

3.4. Apolipoprotein E and Interethnic Differences

The synthesis, clearance, and accumulation of Aβ are influenced by a variety of
factors. In the less common familial AD, mutations in the APP gene or PSEN1 gene
may lead to increased Aβ accumulation [50]. Age-related processes, including neuronal
stress, microglia-related inflammation, and a negative impact on protein homeostasis,
may affect Aβ aggregation [51–53]. Other factors, such as insulin-like growth factor (IGF)
resistance and diabetes, traumatic brain injuries, and the human microbiota, have also
been studied [50]. However, for sporadic AD, which is more common, the presence of the
ε4 allele of apolipoprotein E (APOEε4) is implicated, while BIN1 (bridging integrator-1)
and TREM2 (Triggering Receptor Expressed On Myeloid Cells 2) also play a role [50].
Apolipoproteins usually aid in the transport of lipids in the body; however, APOE4 can
also form stable complexes with Aβ, impacting its clearance from the brain. Therefore,
APOEε4 genotype carriers have a higher amyloid load than non-carriers, and amyloid
positivity is associated with greater cognitive impairment [54,55].

In the EMERGE and ENGAGE trials, participants underwent genetic screening for
the presence of the APOEε4 allele [30]. It was noted that 65–75% of patients with AD
carry the APOEε4 allele [56]. For instance, Mattsson and colleagues’ [57] meta-analysis
found that the frequency of APOEε4 carriers in patients with AD was 68.9% in Northern
Europe and 52.1% in Asian populations. For patients with MCI, this was 52.5% vs. 33.3%
in Northern Europe vs. Asia. The proportion of APOEε4 carriers with MCI who were Aβ
positive in both Asian and European populations were significant compared to patients
who were Aβ negative (Figure 3a,b) [57]. This is important, as the population assessed
in the aducanumab trials were patients with confirmed amyloid pathology [10], which
relates to the mechanism of action of the therapeutic. While more studies need to be
conducted to confirm differences in APOEε4 allele frequencies across different populations,
it may indicate the relative prevalence of amyloid pathology across different regions and
ethnicities and, by extension, may guide cost-effectiveness assessments in nations including
in LMICs.

Most notably, APOEε4 status was associated with an increased incidence of ARIA-E.
As a result, dosing was adjusted in the initial stages of the trials to allow for lower doses
in participants who carried the gene [29]. Figure 4 represents the number of participants
who experienced ARIA-E in EMERGE and ENGAGE, stratified by APOEε4 carrier status
compared to placebo. Furthermore, homozygous carriers may be predisposed to more
frequent and severe ARIA than those who carry only one copy of the allele [58]. Although
genotype testing is currently not indicated as part of the pre-treatment procedure, clinicians
must carefully assess the risk-benefit balance. Additionally, if such risk-stratification
measures are required as part of a full regulatory approval in the future, it would only
serve to compound resource and economic burdens when delivering this complex therapy
to patients.
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Figure 3. (a) Aβ positivity among APOEε4 carriers with mild cognitive impairment (MCI) in Europe (b) and in Asia. Data
obtained from Mattson et al. [57].

Figure 4. The number of ARIA-E cases by APOEε4 carrier status in EMERGE and ENGAGE (adu-
canumab 10 mg/kg, n = 362 vs. placebo, n = 29) [44].

The ethno-racial differences in AD pathology could impact the cost-effectiveness of
aducanumab in LMICs. In diagnostics, P-tau biomarkers (p-tau181 and p-tau217) were
associated with Aβ pathology on PET [59]. Brickman et al. [59] found that concentrations
of p-tau biomarkers did not differ across Non-Hispanic Whites, Black people, and Hispan-
ics. However, another study found that Black people had lower CSF phosphorylated-tau
(p-tau181) and total tau (t-tau) levels when compared to Caucasians, independent of cog-
nition [60]. Although there is no clear association between the prevalence of amyloid
pathology and socioeconomic status, and due to limitations in the literature concern-
ing the interethnic impact of both allele frequencies and biomarker levels on amyloid
pathology, aducanumab’s use in these populations must be assessed to further clarify its
cost-effectiveness, especially in the context of LMICs.

3.5. The Economic Burden

As announced by the manufacturer, aducanumab’s wholesale cost is U.S. $56,000 annu-
ally per patient [30]. The Institute for Clinical and Economic Review’s (ICER) value-based
analysis suggests a significantly lower price between U.S. $2500 and U.S. $8300 per annum,
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which is comparable to existing classes of drugs [30] (Table 2). The prevalence of AD is
significant; however, its relatively low incidence compared to other non-communicable
diseases could mean lower total public health expenditure. Nevertheless, ICER’s report esti-
mated the annual United States budget impact to be U.S. $819 million for aducanumab [30].
There is a pronounced incongruity between pharmaceutical spending in high-income coun-
tries and LMICs—while 84% of the global population reside in LMICs, it only accounted for
21.5% of the total global pharmaceutical expenditure [61]. Since aducanumab targets the
early AD stage to prolong disease progression [40], healthcare systems would need to factor
in the costs of managing patients over a longer period. Training individuals regarding
safe administration, monitoring, follow-ups, and best practices would incur high costs.
Moreover, the costs associated with pre-and post-treatment follow-ups, such as the need
for multiple MRI scans of the brain, as described, are likely to burden national healthcare
systems and economies while serving as a barrier by making healthcare inaccessible to
patients. Conversely, the epidemiological shifts seen in LMICs towards lower mortality
rates [13] may reflect improving economies, which could indicate a better level of economic
sustainability for drugs such as aducanumab. Nevertheless, determining and comparing
the cost-effectiveness of aducanumab between countries is challenging due to the different
architectures of healthcare systems, inconsistent funding, utilisation of resources, and the
individual nature of policy and legislation development.

Table 2. Additional differences between aducanumab and conventional drugs for the treatment of AD.

Monoclonal Antibodies Cholinesterase Inhibitors
(ChEIs)

N-methyl-D-aspartate (NMDA)
Receptor Antagonists

Drug Aducanumab Donepezil, rivastigmine, and
galantamine Memantine

Functional outcomes
MD 1.70 (95% CI 0.71 to 2.69)

(high-dose arm of EMERGE) [29]
Scale: ADCS-AD a

Donepezil: SMD 0.22 (95% CI
0.12–0.33) [34] MD 0.95 (95% CI 0.22 to 1.76) [18]

Scale: ADCS-AD cGalantamine: SMD 0.19 (95% CI
0.01–0.37) [33]

Rivastigmine: MD 1.80 (95% CI
0.20 to 3.40) [62]

Scale: ADCS-AD b

Entry to institutional or
nursing care Not assessed

No significant benefit in terms of
delay of entry to institutional

care [63].

No effect on the rate of nursing
home placement [64].

Adverse effects

ARIA-E and ARIA-H
Symptoms: headaches, confusion,

dizziness, falls, vision changes,
and nausea [40].

Donepezil: gastrointestinal
symptoms

(upset stomach, nausea, diarrhoea,
and anorexia)

Dizziness, confusion, weight gain,
hallucinations [18].Galantamine: gastrointestinal

symptoms
Rivastigmine (patch): nausea,

vomiting,
anorexia, headaches, dizziness
General vagotonic symptoms:

bradycardia and hypotension [38].

APOE genotyping
Not a requirement. However,
genetic screening may help

ascertain ARIA risk.
Not required Not required

Pre-treatment
amyloid status

Amyloid-PET or CSF analysis may be
conducted [10]. Not applicable Not applicable

Baseline MRI scan of
the brain

Required (a recent scan within one
year prior to initiating therapy) [10]. For clinical diagnosis For clinical diagnosis

Follow-up MRI scans of
the brain

Two scans prior to the seventh and
twelfth doses. Additional

monitoring of ARIAs with MRI
if symptomatic [10].

Not required Not required

Average annual cost (U.S. $) 56,000 * 2796 † 4096 ‡

Generics or biosimilars None Available Available

AD, Alzheimer’s disease; Aβ, amyloid-beta protein; ADCS-ADL, Alzheimer’s Disease Cooperative Study-Activities of Daily Living
Inventory; amyloid-PET, amyloid-positron emission tomography; ARIA-E, amyloid-related imaging abnormalities due to oedema; ARIA-
H,amyloid-related imaging abnormalities due to brain microhemorrhage or localised superficial siderosis; CDR-SB, Clinical Dementia
Rating-Sum of Boxes; MMSE, Mini-Mental State Exam; MD, mean difference; SMD, standard mean difference. a ADCS-ADL-MCI
(aducanumab), adapted for patients with mild cognitive impairment (MCI), scored from 0 to 53; higher scores represent greater cognitive
impairment. b ADCS-ADL (donepezil, rivastigmine and galantamine), scored from 0 to 78; higher scores represent greater cognitive
impairment. c ADCS-ADL19 (memantine), adapted for patients with severe AD, scored from 0 to 54; higher scores represent greater
cognitive impairment. * Cost of the drug only, as set by the manufacturer [30]. Excludes other treatment-related costs. † Average retail price
in the United States of America for one ChEI based on typical dosing in 2012 [65]. ‡ Average retail price in the United States of America
based on typical dosing in 2012 [61].
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4. Conclusions

In summary, disease-modifying treatment for Alzheimer’s disease, such as adu-
canumab, has the potential to ease the burden at both an individual and societal level, and
such an intervention would be highly beneficial in many countries. However, we have
identified areas of concern with regards to the suitability of aducanumab in LMICs, includ-
ing reservations about its clinical efficacy, the complexity associated with the safe delivery
of aducanumab to patients, challenges with follow-ups and monitoring, the relative preva-
lence of apolipoprotein E in different regions, and most prominently, its high cost. These
factors need to be considered when evaluating the cost-effectiveness of aducanumab in
LMICs. By extension, these concerns could be applicable to future therapeutics, especially
antibody-based immunotherapies, and highlights the need for more accessible options in
the context of LMICs to reduce the burden of disease in these nations.
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Abstract: Human herpesviruses (HHVs) have been implicated as possible risk factors in Alzheimer’s
disease (AD) pathogenesis. Persistent lifelong HHVs infections may directly or indirectly contribute
to the generation of AD hallmarks: amyloid beta (Aβ) plaques, neurofibrillary tangles composed of
hyperphosphorylated tau proteins, and synaptic loss. The present review focuses on summarizing
current knowledge on the molecular mechanistic links between HHVs and AD that include processes
involved in Aβ accumulation, tau protein hyperphosphorylation, autophagy, oxidative stress, and
neuroinflammation. A PubMed search was performed to collect all the available research data
regarding the above mentioned mechanistic links between HHVs and AD pathology. The vast
majority of research articles referred to the different pathways exploited by Herpes Simplex Virus
1 that could lead to AD pathology, while a few studies highlighted the emerging role of HHV 6,
cytomegalovirus, and Epstein–Barr Virus. The elucidation of such potential links may guide the
development of novel diagnostics and therapeutics to counter this devastating neurological disorder
that until now remains incurable.

Keywords: Alzheimer’s disease viral hypothesis; human herpesviruses; amyloid beta (Aβ); tau
protein; neuroinflammation

1. Introduction

Alzheimer’s disease (AD) is an irreversible progressive neurodegenerative disorder
and the most prevalent cause of dementia worldwide, accounting for an estimated 60% to
80% of cases [1]. According to the World Alzheimer Report 2018, about 50 million people
are suffering from AD globally, and this number is predicted to reach 152 million by mid-
century with a considerable socioeconomic impact. Clinically, AD is often diagnosed on
the basis of memory dysfunction about recent events that evolve to involve impairment in
cognitive, behavioral, and functional aspects of a patient’s life. However, AD is considered
to start decades earlier before clinical symptoms occur; thus, a better understanding of
modifiable (e.g., cerebrovascular diseases, hypertension, diabetes, obesity, dyslipidemia,
smoking) and non-modifiable (age, genetics, family history) risk factors might delay or
prevent AD onset, as well as introduction of new therapeutic targets [2–5]. Age 65 is the
threshold age for the differential diagnosis of early- from late-onset AD. Late-onset AD is
characterized as sporadic, with high prevalence and morbidity, reflecting complex interac-
tions between environmental and genetic factors [6]. Among them, the apolipoprotein E
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(APOE) ε4 allele has been identified as a major susceptibility gene and the most ordinary
genetic factor for late-onset AD [7].

The disease is named after the German psychiatrist and neuropathologist Alois
Alzheimer, who first reported a severe medical condition of the cerebral cortex in the post-
mortem brain of his first patient that suffered from memory loss and behavioral changes,
characterized by the histological features that are today associated with AD: a massive loss
of neurons and the presence of amyloid neuritic plaques and neurofibrillary tangles [8].
Over a century later, the extracellular senile plaques formed by amyloid beta (Aβ), the
intracellular neurofibrillary tangles composed of abnormally hyperphosphorylated tau
proteins, and the synaptic loss remain the pathological hallmarks of AD [9,10]. Although
the mechanisms related to the disease pathology have been under substantial investigation
and several hypotheses have been proposed, there is no accepted theory at the moment for
explaining AD pathogenesis [2,9]. Emerging evidence in recent years supports that a wide
spectrum of infectious agents (viruses, bacteria, fungi, and protozoa) can cross the blood–
brain barrier (BBB) and might play a triggering role in AD development [11–13]. Among
them, herpesviruses represent the most studied family of neurotropic pathogens [14].

Association between HHVs and AD

Herpesviruses are double stranded-DNA viruses with a unique four-layered structure:
a core containing the linear genome enclosed in an icosahedral capsid that is surrounded
by an amorphous protein coat, the tegument, and by a lipid envelope bearing membrane-
associated proteins [15]. Human herpesviruses (HHVs) are distributed worldwide, and
more than 90% of adults are infected by one or multiple HHVs [16]. Based on their
biological properties, HHVs are classified into three sub-families: the alpha (α), beta (β),
and gamma (γ). Herpes simplex virus (HSV) 1, 2 and varicella zoster virus (VZV) belong to
the α sub-family; cytomegalovirus (CMV) and HHV 6 and 7 are β-herpesviruses, whereas
Epstein–Barr virus (EBV) and Kaposi sarcoma-associated herpesvirus (KSHV) are members
of the γ sub-family. HHVs enter the nervous system by hematogenous or neuronal spread
depending on the mechanism and location of exposure and can cause a neurologic disease
during primary infection or following reactivation from a state of lifelong latency [17].

Almost three decades ago, different research groups demonstrated the presence of
HSV 1 DNA in the postmortem brain of both AD patients and elderly people without
AD [18–20]. In 1997, Itzhaki and colleagues first provided strong evidence for a linkage
between HSV 1 infection and AD, supporting that the reactivation of HSV 1 in the central
nervous system is more harmful in AD patients who carry the APOE-ε4 allele and that the
combination of these two factors increases the likelihood of disease [21]. APOE-ε4 allele
has been reported to promote brain infiltration by HSV 1, to enhance the attachment and
the entry of HSV 1 into the host cells, as well as to increase the viral load in the brain [22,23].
The latter appears to have a detrimental effect on Aβ accumulation, further influencing
the Aβ fibril formation and oligomeric Aβ stabilization that is essential for accelerating
the early seeding of Aβ pathology [22,24]. It is also noteworthy that APOE facilitates lipid
antigen presentation by CD1+ antigen presenting cells to naïve natural killer T (NKT)
cells [25,26]. NKT cells have a critical role in the modulation of inflammatory responses
that could lead to neuronal damage, and research has been recently conducted to shed light
to NKT cells’ involvement in AD [27]. On the other hand, NKT cells are recognized as a
mechanism of the innate immunity against viral infections. However, it is revealed that
HSV 1 downregulates CD1 from infected human primary dendritic cells suppressing NKT
cell activation as an immune evasion strategy [28].

In 2005, Wozniak and colleagues found a greater localization of HSV-DNA in Aβ
brains compared with the aged-matched non-affected controls, supporting the hypoth-
esis that virus directly impacts the pathological hallmarks of AD [29]. Readhead et al.
recently published massive molecular and bioinformatics analyses of postmortem brain
samples from four independent cohorts of AD patients, reporting the increased presence
of herpesviruses in AD brains versus matched controls [27]. Although HSV 1 is the most
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thoroughly studied microbe in the context of AD pathogenesis, other herpesviruses have
also been under investigation for possible implication, including CMV [30–32], EBV [33–35],
HHV 6, and HHV 7 [33,36]. However, it should be mentioned that most of these viruses
were found in the brain in a relatively low proportion of AD patients and elderly controls,
compared to HSV 1, apart from HHV 6, which was detected in 70% of AD patients and 40%
of age-matched controls, respectively [37]. The considerable overlap of HHV 6 and HSV 1
in the brain suggests that the two HHVs might act together in the development of AD. It is
well established that HSV 1 is responsible for the induction of the major features of AD,
while the contribution of the other HVVs is suspected, but it remains to be confirmed [37,38].
Since no effective vaccine has yet been developed to prevent HSV infection in humans,
HSV 1 therapy is based on antiviral drugs such as acyclovir, penciclovir, foscarnet, and
BAY 57-1293 which target virus replication [39]. Several studies have demonstrated that
the above drugs and other anti-herpetic compounds greatly reduce tau phosphorylation
and Aβ formation driven by HSV 1 [40–43]. Thus, anti-herpetic molecules could be used
as potent treatment agents to inhibit or moderate AD progression, especially in patients
with a documented history of recurrent HSV 1 infection [44,45]. Consequently, different
clinical trials are ongoing towards this direction [44], and these attempts are expected to
add considerable information regarding the linkage between HHVs and AD.

Apart from HHVs, other neurotropic viruses are reported to have an impact on
cognitive decline within the context of AD, including the human immunodeficiency virus
(HIV), the human T cell leukemia virus type I (HTLV-1), the influenza virus, and the severe
acute respiratory syndrome coronavirus 2 (SARS-CoV-2) [11,12,46]. Moreover, current
findings support that patients with chronic hepatitis C virus (HCV) infection appear
to exhibit cognitive impairment and that it may increase the risk for dementia [47–49].
However, the mechanisms by which HCV infection increases the risk of dementia remain
to be clarified [50].

Different molecular mechanisms have been proposed to explain how HHVs promote
AD development, such as mechanisms involved in extracellular Aβ deposition, tau protein
hyperphosphorylation, autophagy, neuroinflammation, oxidative stress, and apoptosis.
This review focuses on these molecular mechanistic links between HHVs and AD that
could introduce potential new targets for preventing or treating the disease that until now
remains incurable.

2. Methodology

A PubMed search was conducted using specific keywords in order to identify, at
first, the articles that point out which HHVs are related to AD development and then
the articles that describe the mechanisms by which HHV infections may factor into AD
pathology. Emphasis was mainly given on recent experimental studies that illustrated
molecular mechanisms involved in Aβ deposition, tau protein hyperphosphorylation,
autophagy, oxidative stress, apoptosis, and neuroinflammation. The keywords used for
the literature search in different combinations are mentioned below: dementia, AD, HHVs,
HSV 1, HSV 2, EBV, CMV, HHV 6, HHV 7, Aβ, tau protein, autophagy, oxidative stress,
apoptosis, inflammation, synaptic loss, neuronal death. The retrieved relevant articles were
systematically reviewed and critically analyzed.

3. Aβ Accumulation and Tau Hyperphosphorylation in AD

Aβ peptides are formed within the amyloidogenic pathway through the successive
cleavage of a neuronal trans-membrane glycoprotein, the amyloid precursor protein (APP),
by membrane-bound proteolytic enzymes [2]. Firstly, the extracellular domain of APP is
cleaved by β-secretase, resulting in the production of the soluble N-terminal fragment and
the intramembranous C-terminal fragment. The latter is subsequently subjected to cleavage
by γ-secretase to release the Aβ peptide and a cytoplasmic polypeptide named APP
intracellular domain (AICD). At low concentrations, Aβ is considered to serve a number of
physiological functions, including neurogenesis, neuronal growth and survival, protection
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against oxidative stress, regulation of synaptic activity and plasticity, maintenance of BBB
structural integrity, and surveillance against infections [51,52]. On the other hand, the
imbalance between Aβ production and clearance leads to Aβ monomer accumulation,
which due to its sequence has a high tendency to aggregate-forming toxic oligomers [2].

Under physiological conditions, the microtubule-associated protein tau is basically
expressed in neurons in the brain and peripheral nerves where it is mainly located in the
cytoplasm of axons, with much lower amounts in somatodendritic compartments [53]. It
is essential for the stability, assembly, and dynamics of neuronal microtubules, and the
microtubules are important for cytoskeleton structure and activity to serve the trafficking of
different vesicles and organelles [54]. In addition, tau contributes to several physiological
processes including neurogenesis and synaptogenesis, synaptic functions in terms of learn-
ing and memory, neuronal excitability, myelination, motor function, iron homeostasis, and
DNA protection and chromosomal stability [55]. In the brain, tau is subjected to various
posttranslational modifications, and the role of these modifications in protein function
remains unknown [56]. Among them, phosphorylation is the most studied. The hyperphos-
phorylation of tau protein leads to conformational changes and then to the formation of
aggregates (paired helical filaments and/or neurofibrillary tangles), which are associated
with microtubule destabilization, synaptic loss, and neurodegeneration [57].

HHVs Infections’ Association with Aβ Accumulation and Tau Hyperphosphorylation

Mounting evidence demonstrates that HHVs can drive Aβ deposition and tau phos-
phorylation directly via interactions with the viral surface or specific viral proteins or
indirectly by affecting upstream molecular pathways (Figure 1).

The term amyloid is generally used to describe a conformational state, where proteins
are transformed into insoluble aggregates of fibrillar morphology, and several biological
or non-biological surfaces have been proven that are able to lower the energy barrier to
nucleation promoting amyloid aggregation via a catalytic pathway named heterogeneous
nucleation mechanism [58]. This mechanism is currently considered a critical factor re-
garding amyloid depositions induced by viruses. Aβ was found to act directly on HSV
1 by binding to its surface glycoproteins in a cell-free system preventing viral entry into
fibroblast, epithelial, and neuronal cells, and thus inhibiting HSV 1 replication [59]. Eimer
and colleagues also revealed that the Aβ attachment to HHV surface glycoproteins accel-
erates Aβ deposition and results in protective viral entrapment activity in 5XFAD mouse
and 3D human neural cell culture infection models against HSV 1, HHV 6A, and HHV
6B [60]. Likewise, Ezzat and colleagues found that HSV 1 catalyzes the amyloid formation
of Aβ in vitro, and a higher tendency of virus-mediated amyloid catalysis is observed for
the more amyloidogenic Aβ1-42 peptide compared with the shorter, less amyloidogenic
Aβ1-40 peptide [61]. There is a structural, dynamical difference between the two isoforms
of Aβ. The two extra residues of Aβ1-42 confer a β-sheet character in its C-terminus
that could explain the greater aggregation propensity of this isoform [62–64]. It is well
established that β-sheets have been implicated in the formation of the fibrils and protein
aggregates observed in amyloidosis [65]. In the same study, a significant increase in Aβ1-42
accumulation was noticed in the hippocampi and cortices of 5XFAD mice intracranially
injected with HSV 1 in comparison with the non-infected animals. Taken together, the above
findings indicate that Aβ peptides could be considered a novel class of antimicrobial agent
against neurotropic infections caused by HHVs, but their overproduction may contribute
to amyloid plaque formation and AD progression.
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Figure 1. Neurotropic human herpesviruses drive the generation of AD hallmarks directly via
interactions with the viral surface (A), or indirectly by affecting different molecular mechanisms
(B), such as mechanisms involved in Aβ deposition, tau protein hyperphosphorylation, autophagy,
oxidative stress, and neuroinflammation. HVEM: Herpesvirus Entry Mediator, AICD: APP Intracellu-
lar Domain, gsk3β: glycogen synthase kinase 3β, UPR: Unfolded Protein Response, APP: Amyloid
Precursor Protein, Aβ: Amyloid β, ER: Endoplasmic Reticulum, ROS: Reactive Oxygen Species.
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Furthermore, it was shown that HSV 1 infection promotes a striking increase in the
intracellular levels of Aβ in cultured neuronal and glial cells [66–69]. Piacentini and
colleagues demonstrated that HSV 1 binding to the neuronal cell membrane provokes a
complex of electrophysiological responses that lead to significantly elevated intracellular
calcium levels [67]. These signals trigger the phosphorylation of threonine at position 668 of
APP, and thus, APP is subjected to multiple cleavages by secretases and caspases, resulting
in Aβ accumulation. Moreover, HSV 1 infections seem to alter APP metabolism. HSV 1
activates the double-stranded (ds) RNA-activated protein kinase (PKR) that catalyzes the
phosphorylation of the eukaryotic initiation factor 2-alpha (eIF2-α), a GTP-binding protein
that in turn activates β-secretase translation, leading to Aβ production [70]. Research data
also revealed that intracellular HSV 1 particles undergo frequent dynamic interplay with
APP in a manner that facilitates viral transport and alters APP subcellular distribution and
transport, upregulating its amyloidogenic processing [71]. In more details, HSV 1 capsids
and APP-containing membranes co-localize and travel together through the cytoplasm
at fast-anterograde transport rates. As a result, APP is mis-localized in HSV 1 infected
cells, and then, it may be subjected to phosphorylation and proteolysis [69,71]. During
HSV 1 infection, AICD accumulates within the nucleus of infected neuronal cells and
binds to the promoter region of nep gene that encodes neprilysin (NEP), increasing its
transcription [72]. NEP is a zinc metallopeptidase that has the capability of degrading
monomeric and oligomeric forms of Aβ and plays a pivotal role in the maintenance of
Aβ homeostasis in the brain [73]. NEP function as an Aβ-degrading enzyme introduces
a protective mechanism against amyloid plaque formation in AD pathology. However,
in a recent study, intranasal delivery of NEP in a transgenic AD mouse model rapidly
eliminated Aβ plaques, but later on, this elimination caused a dramatic compensation of
plaques in the cortex [74]. The authors proposed that NEP degrades the large Aβ plaques
in the brain, which then are seen as smaller Aβ plaques, or that the transgenic mice activate
a compensatory process to produce more Aβ plaques. MiR-H1, a miRNA encoded by
HSV 1 and mainly expressed in productive infection, was found to target ubiquitin protein
ligase E3 component n-recognin 1 (Ubr1), a RING-type E3 ubiquitin ligase that causes the
degradation of proteins bearing “destabilizing” N-terminal residues, such as Aβ [75]. Ubr1
silencing mediated by miR-H1 reveals a novel molecular mechanism by which HSV 1 boosts
Aβ gathering. The HHV 6A infection of microglial cells also promoted Aβ accumulation,
as well as tau phosphorylation [76]. Recently, HHV 6A U4 protein was found to interact
with cullin-RING E3 ubiquitin-protein ligases [77], a highly polymorphic E3 collection
composed of a cullin backbone onto which carriers of activated ubiquitin and a diverse
assortment of adaptors are bound to recruit appropriate substrates for ubiquitylation [78].
The above research findings led to the hypothesis that HHV 6A U4 protein competes with
APP for binding to E3 ubiquitin ligase, and thus it prevents APP proteasomal degradation
leading to increased APP expression and Aβ deposition.

In 2009, Wozniak and colleagues elucidated the mechanism involved in tau phospho-
rylation caused by HSV 1 infection, demonstrating that HSV 1 induces the activation of two
enzymes, the glycogen synthase kinase 3β (GSK3β) and the protein kinase A (PKA) [79]. In
this study, GSK3β proved to be responsible for tau phosphorylation at serine 202, threonine
212, serine 396, and serine 404, while tau phosphorylation at serine 214 occurred via the
activity of PKA. Previous research data revealed that the viral US3 protein kinase interacts
with and activates host PKA, further mimicking its functions [80]. In accordance with the
above findings, AICD accumulated during HSV 1 infection within the nucleus of neuronal
cells binds to the promoter region of gsk3β gene, enhancing its transcription [72]. Further-
more, neuroblastoma cells infected by HSV 1 generate increased levels of phosphorylated
tau proteins that show nuclear localization at sites of viral DNA replication, whereas cyclin-
dependent kinase (cdk) inhibitors reverse the above effect speculating that HSV 1 could
contribute to tau phosphorylation through the deregulation of cdk activity [81]. Like HSV
1, the infection of human neuroblastoma cells with HSV 2 induces the main neurodegenera-
tion markers associated with AD, including tau hyperphosphorylation, abnormalities in
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APP proteolytic processing resulting in intracellular Aβ accumulation, and impairment of
autophagy [82].

4. Autophagy Impairment Caused by HHVs Infections

Autophagy is a catabolic process through which cells remove toxic components such as
protein aggregates, misfolded proteins, and damaged organelles ensuring the maintenance
of homeostasis and the adaptation to stressful conditions. This mechanism is highly
important for the survival and homeostasis of post-mitotic cells, such as neurons that
cannot dilute the unwanted cellular components by cell division. Autophagy is involved in
the metabolism of Aβ [83] and tau proteins [84]. This fact, together with the observation
that HHVs may dysregulate or impair the autophagic pathways of the host in order to
survive, suggests another mechanistic link between infection by HHVs and AD pathology
(Figure 1).

A recent study demonstrated for the first time that HHV 6A infection reduces au-
tophagy in astrocytoma cells and primary neurons and activates unfolded protein response
(UPR), a highly specific signaling pathway in the endoplasmic reticulum (ER) that recog-
nizes the accumulation of unfolded or misfolded proteins [85]. According to the research
results, autophagy reduction could be attributed to the altered lysosomal acidification
caused by HHV 6A infection and could be considered a mechanism through which the
virus increases Aβ production. The interplay between autophagy and UPR activation is of
high importance, since the latter may promote the autophagic process in order to alleviate
cells from ER stress. In the same study, UPR activation results in an increase of tau protein
phosphorylation at multiple serine residues (such as 202, 396, and 404), which may be
induced by the activation of the ER stress sensor protein PERK (Protein Kinase RNA-like
ER Kinase) that also acts by activating GSK3β [86,87].

HSV 1 infection also appears to exert a modifying influence on the autophagic pro-
cess [88,89]. Beclin 1 is an adaptor multi-domain protein with a large interactome that is
subjected to different post-translational modifications and plays a key role in the synthesis
and maturation of autophagosomes, whereas it may regulate autophagy in either a positive
or a negative manner [90]. The HSV 1 ICP34.5 (Infected Cell Protein 34.5) neurovirulence
protein was found to directly interact with Beclin 1 in mammalian cells, antagonizing and
then impeding the host autophagy response [91]. In the same study, it was demonstrated
that a mutant HSV 1 lacking the ICP34.5 domain that binds to Beclin 1 fails to impair
autophagy in neurons and to cause lethal encephalitis in mice. Like ICP34.5, HSV 1 Us11
protein also displays anti-autophagic activity via its direct interaction with PKR probably
by blocking its activity [92]. Human neuroblastoma cells infected by HSV 1 exhibit an
increased formation of microtubule-associated protein 1 light chain 3-II (LC3-II)-positive
autophagic vesicles in which intracellular Aβ is localized, as well as an ineffective fusion
between autophagosomes and lysosomes, indicating that this infection cause functional
impairments in the late stages of autophagy [68,93].

Autophagy modulation has recently emerged as an effective strategy in the fight
of neurodegenerative disorders, including AD [7,94–96]. Two different approaches have
been under investigation towards this direction: the use of small molecule therapeutics
(such as berberine, sirolimus, or trehalose) and the genetic intervention (i.e., gene therapy
targeting TFEB or BECN1). Both approaches exhibited promising outcomes in both in vitro
and in vivo models of AD [97–101], whereas drug repositioning studies are ongoing to
reveal new autophagy modulators [94]. Several potential therapeutic strategies have also
been proposed that target the ER stress signaling to combat AD pathology [102]. The
use of pharmacological modulators of UPR, such as inhibitors of the integrated stress
response, chemical chaperones, and anti-inflammatory drugs demonstrated promising
results ameliorating cognitive deficits in AD mouse models [103–106].

It is worthwhile to mention that autophagy also occurs in oxidative stress [107], a
process that reflects the significant imbalance in the equilibrium between the antioxidant
mechanisms and the generation of reactive oxygen species (ROS) and reactive nitrogen
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species (RNS). Numerous studies support that oxidative stress contributes to AD patho-
genesis and progression [108,109], whereas different viruses are commonly associated with
the presence of oxidative stress in infected cells [110,111]. HSV 1 infection was found to
increase ROS levels in mouse P19N neural cells as a prerequisite for viral replication [112].
ROS production was also induced in mouse microglial cells infected by HSV 1 via the viral
stimulation of toll-like receptor (TLR) 2, resulting in lipid peroxidation and neurotoxic-
ity [113]. Santana and colleagues revealed that oxidative stress enhances the autophagic
flux impairment that is provoked by HSV 1 infection in neuronal cell models [114]. In
line with the above findings, a recent study combining experimental data and a functional
whole genome analysis based on microarrays demonstrated that oxidative stress and HSV 1
infection enhance the lysosomal content, inhibit the activity of lysosomal enzymes, and im-
pair the endocytosis-mediated degradation of the epidermal growth factor receptor (EGFR)
in a cell model of neurodegeneration [115]. In more details, it was shown that the activity
of cathepsins B, K, S, and D/E was significantly reduced in this model. Cathepsins are
proteases with serine, cysteine, or aspartic acid residues, which are activated in the acidic
environment of lysosomes and are vital for a wide range of physiological functions includ-
ing autophagy [116]. Lysosome alkalization caused by oxidative stress as a response to HSV
1 infection may impair cathepsins activity. The inactivation of cysteine cathepsins B and L
was found to affect the proper lysosomal function (as it was assessed by a decreased EGFR
degradation and the accumulation of several lysosomal proteins), and then to get involved
in the generation of amyloidogenic products (Aβ, C-terminal fragment, and β-secretase)
that are derived from the APP cleavage [117]. Currently, combined biochemical and redox
proteomic approaches revealed that HSV 1 reactivations trigger oxidative modifications of
proteins linked to AD pathogenesis in the cortex of infected mice [118]. In this context, the
oxidation of the glucose-regulated protein 78 (GRP78) leads to its dysfunction and conse-
quent aberrant UPR activation, while the oxidation of collapsin response-mediated protein
2 (CRMP2) was found preserved. CRMP2 is a multifunctional adaptor protein in the central
nervous system able to bind and stabilize microtubules playing a key role in cytoskeletal
dynamics, vesicle trafficking, and synaptic physiology [119]. Upon oxidation on Cys504, a
disulphide-linked CRMP2 homodimer forms a transient complex with thirodoxin1, leading
to the activation of GSK3β [120], which is involved in tau phosphorylation.

A recent systematic study based on the analysis of transcriptome datasets from seropos-
itive or seronegative patients for CMV, EBV or HHV 6, and AD or Parkinson’s disease
patients revealed that infected by HHVs patients share common molecular signatures with
AD patients. In more detail, host response against the abovementioned HHVs seems to
have an impact in oxidative stress mechanisms involved in AD pathology through the
activation of sirtuin-1 and peroxisome proliferator-activated receptor-gamma coactivator
(PGC)-1alpha pathway [121]. Sirtuin-1 has been shown to mediate the deacetylation of PGC-
1alpha, resulting in the upregulation of its transcriptional function, and the overexpression
of PGC1α leads to reduced Aβ generation, particularly by regulating the expression of
β-secretase [122].

However, oxidative stress does not represent a HHVs-specific phenomenon with an
impact on AD pathology. Neuron cells are particularly vulnerable to oxidative stress due
to their high polyunsaturated fatty acid content in membranes, high oxygen consumption,
and weak antioxidant defense [123]. Environmental stress, nutritional factors (e.g., redox-
active metals), and inflammation may increase the oxidative stress, leading to higher
Aβ production [124–126]. Elderly individuals are more prone to oxidative stress, which
partially accounts for AD susceptibility in aging populations [127,128].

5. Neuroinflammation Induced by HHVs Infections

Taking into account that the brain is no longer considered an immune-privileged organ
and that patients with AD demonstrate elevated levels of inflammatory markers and AD
risk genes related to innate immune functions, neuroinflammation has emerged as a major
driving factor in neurodegeneration and AD pathology besides the classical hallmarks
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(Figure 1) [129]. The inflammatory response in AD brain is characterized by the activation
of astrocytes and microglial cells that are thought to be important elements of both early
and late AD pathogenesis [130–132]. Although a number of studies have demonstrated
that glial activation prevents AD progression by facilitating Aβ clearance in the brain, a
growing body of evidence supports that the exacerbated or hindered activation of glial cells
enhances the production of proinflammatory cytokines and Aβ in the brain, triggering a
cascade of events that eventually lead to neurodegeneration and cognitive decline [130].
Thus, neuroinflammation could represent a promising drug target to avert AD progression.

Neurotropic viral infections may interplay with or exacerbate inflammatory processes
in the central nervous system and then alter host cell immunity, contributing to AD devel-
opment [133]. In this context, HSV 1 is again the most investigated virus among HHVs. It
was shown that human trigeminal ganglia latently infected by HSV 1 exhibit persisting
infiltration by lymphocytes and increased expression of cytokines that affect viral repli-
cation (interferon (IFN)-γ and tumor necrosis factor (TNF)-α), chemokines that attract
immune cells (IFN-γ-inducible protein 10 (IP-10)), and the C-C motif chemokine ligand
5 (CCL5 or RANTES), [134]. These findings also highlighted the fact that HSV 1 latency
is accompanied by a chronic inflammatory process but without any neuronal destruction.
Interestingly, the infection of human primary neural cells with HSV 1 induced the upregu-
lation of a brain-enriched miRNA (miRNA-146a) that is associated with proinflammatory
signaling in stressed brain cells and AD, suggesting a possible role in viral evasion from
the complement system and the activation of key elements of the arachidonic acid cascade
known to contribute to Alzheimer-type neuropathological change [135,136].

Microglial cells represent the first line of defense against HSV 1 by releasing pro-
inflammatory cytokines and chemokines [137], whereas they are considered the major
cellular source of inducible nitric oxide synthase (iNOS) facilitating the production of nitric
oxide (NO) [138]. Enhanced NO synthesis is an important contributor to oxidative stress-
associated neurodegeneration, while NO is reported to create some sort of a cycle triggering
Aβ deposition, which in turn activates resident glial cells that secrete NO; this continuous
cycle is thought to have a detrimental impact on AD patients [139]. NO also aggravates the
toxic effect of glutamate via an ionotropic receptor in microglia, the N-methyl-D-aspartate
(NMDA) receptor [140]. Moreover, HSV 1 infection was found to prompt murine microglia
to generate ROS through Toll-like receptor (TLR) 2, which exacerbated inflammation leading
to neural oxidative damage [113,141]. In response to toxicity, damaged neurons can generate
damage associated molecular patterns (DAMPs) and other microglia activators, including
matrix metalloproteinase-3 (MMP3), a-synuclein and melanin, and further interfere with
AD pathogenesis [137]. Following HSV 1 infection, microglia are the main producers of
type I IFNs among cells in the central nervous system via the cyclic GMP-AMP synthetase
(cGAS) and stimulator of IFN genes (STING) pathways [97,142], and it is well known that
type I IFN response drives neuroinflammation and synapse loss in AD [143,144].

It is worthy to mention that, as an AD pathological feature, neuroinflammation is not
restricted to HHVs. Other neurotropic viruses provoke inflammatory responses that may
have an impact on AD development. SARS-CoV-2 is a highly neuroinvasive neurotropic
virus that invades cells through angiotensin-converting enzyme 2 (ACE2) receptor-driven
pathway. Upon the activation of microglia by SARS-CoV-2, cytokines such as IL-1 and
TNF activate astrocytes, which in turn can produce inflammatory molecules, including
TNF-α, ROS, and NO [145,146]. Furthermore, neurotropic RNA viruses are able to induce
inflammatory events after viral entry that may prime the central nervous system to develop
neurodegenerative disorders [147].

There is accumulating evidence that myelin damage is an important part of the
pathological changes observed in AD, and may even precede Aβ and tau pathologies [148].
Although oligodendrocytes are the main cells that orchestrate myelination, astrocytes and
microglia also contribute to this process and could play either beneficial or detrimental roles
by promoting or impairing the endogenous capability of oligodendrocyte progenitor cells to
promote spontaneous re-myelination after myelin loss [149]. The myelin basic protein is the
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major structural component of myelin and has been proven to bind Aβ and inhibit Aβ fibril
formation, possibly regulating Aβ1-42 deposition and then amyloid plaques formation in
the brains of AD patients [150,151]. On the other hand, Aβ induces oligodendrocytes death
by activating the sphingomyelinase–ceramide pathway and hinders myelin formation [152].
Thus, myelin loss and decreased levels of myelin basic protein may accelerate Aβ deposition
and Aβ plaque formation in AD patients [148]. In a recent study, it was demonstrated
that HSV 1 infection generates brain inflammation and multifocal demyelination in the
cotton rat Sigmodon hispidus, while the process of re-myelination that rapidly follows
demyelination leads to the formation of partially re-myelinated plaques [153].

Although a few studies have been conducted regarding the role of EBV in AD patho-
genesis compared to HSV 1, it is well established that during its latency and reactivation
phases EBV may generate a systemic immune response to stress, which promotes inflamma-
tion associated with cognitive decline during aging [33,35]. Under normal circumstances,
peripheral lymphocytes cross the BBB to patrol the brain parenchyma. EBV may infect
peripheral blood mononuclear cells and use them to enter the brain via the “Trojan horse”
mechanism [154]. In a recent study, B lymphocytes isolated from an AD patient were
immortalized upon infection with EBV and then co-cultured with neuronal cells in order
to construct a cellular model to mimic the normal conditions of the bloodstream [155]. B
lymphocytes were able to produce high levels of the inflammatory cytokine TNF-α that in
turn promoted Aβ accumulation and tau protein hyperphosphorylation [155,156]. Gate
and colleagues suggested that the adaptive immunity might also play a significant role in
disease progression based on the discovery of CD8+ T effector memory CD45RA+ (TEMRA)
cells with proinflammatory and cytotoxic functions in AD patients and the identification of
two EBV antigens that triggered this immune response, the Epstein–Barr nuclear antigen
3 (EBNA3A) and the trans-activator protein BZLF1 [34,157,158]. In another attempt to
provide insights into the mechanistic role of EBV in AD, almost a hundred EBV proteins
were analyzed for their aggregation proclivity using an in silico analysis [159]. BNLF-2a is
the tail-anchored protein encoded by EBV, which inserts ER after translation and blocks the
transporter protein (TAP) associated with antigen processing, thereby providing immune
escape properties to infected cells [160]. BNLF-2a can further promote AD progression by
inhibiting TAP and down-regulating major human histocompatibility complex (MHC)-I
and II expression, leading to the accumulation of neuronal cells and viral polypeptides in
the environment [159].

6. Concluding Remarks

During their long-lasting stay in the human brain, HHVs have several opportunities
to interfere with practically every mechanism that has been proposed to underlie AD
pathophysiology (Table 1). Strong evidence supports that infections by HHVs trigger
molecular events associated with autophagy, oxidative stress, and neuroinflammation
with a profound effect on AD pathology. Interestingly, there is an interplay between the
aforementioned biological processes, since they may induce and/or enhance each other.
HSV 1 and HHV 6A have been reported to dysregulate autophagy in neuronal cells with an
impact on Aβ accumulation and tau protein metabolism. HSV 1 impairs autophagy through
its neurovirulence proteins: ICP34.5 [91] and US11 [92], whereas HHV 6A dysregulates the
autophagic process via the activation of UPR [85]. Accumulating evidence also suggests
that HHVs infection results in the increased production of oxidant species, like they do
infections by other neurotropic viruses such as HIV [161]. Oxidative stress induced by HSV
1 modifies lysosomes by increasing their content, decreasing the activity of the lysosomal
enzymes, or impairing cathepsins that are involved in the generation of amyloidogenic
products. CMV, EBV, and HHV 6 have been reported that they also have an impact
on oxidative stress via the activation of the sirtuin-1 and PCG-1alpha pathway, which
influences Aβ generation [121,122]. Furthermore, it is well established that the autophagy
reduction and the increased production of oxidant species promote inflammation. The
release of inflammatory agents stimulates Aβ production in astrocytes, while soluble tau
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oligomers may be secreted into the extracellular environment and contribute, independently
or combined with Aβ, to synaptic dysfunction [162]. Glial cells play either a protective or
restorative role in neurons, and thus impairment of their function by HHVs infection could
contribute to AD progression. Although there is a great number of molecules derived from
HSV 1, HHV 6A, EBV, and CMV that are identified to play a key role in AD pathology,
there is a long way to pave in order to elucidate all the molecular mechanisms involved,
to examine the possible etiology of other HHVs or to investigate the potent contribution
of other factors such as gut microbiota. Shedding more light on the molecular pathways
involved in the aforementioned biological processes could lead to new therapeutic targets
in order to prevent or hinder the neurodegeneration that leads to AD advancement.

Table 1. HHVs proteins and their targets in neuronal cells within the context of AD pathology.

HHV Type Viral Molecule Host Cell Target Biological Process Reference

HSV 1

MiR-H1 Urb1 Aβ accumulation [75]
US3 protein kinase PKA Tau phosphorylation [80]

ICP34.5 protein Beclin 1 Autophagy blockage [91]
Us11 protein PKR Autophagy blockage [92]

MiRNA-146a Neuroinflammation [135,136]

HHV 6A U4 protein APP Aβ accumulation & tau
phosphorylation [77]

HHV 6
EBV
CMV

Sirtuin-1 Oxidative stress [121]
[122]

EBV
EBNA3A, BZLF1 TEMRA cells Neuroinflammation [157]

BNLF-2a TAP Immune evasion [159]

Abbreviations: HHVs; Human Herpesviruses, AD; Alzheimer’s Disease, HSV 1; Human Simplex Virus 1, EBV;
Epstein–Barr Virus, CMV; Cytomegalovirus, MiR-H1; microRNA-H1, ICP34.5; Infected cell protein 34.5, EBNA3A;
Epstein–Barr nuclear antigen 3, TEMRA; CD8+ T effector memory CD45RA+, TAP; Transporter protein associated
with antigen processing, Urb1; ubiquitin protein ligase E3 component n-recognin 1, PKA; protein kinase A, PKR;
double-stranded (ds) RNA-activated protein kinase, APP; Amyloid Precursor Protein, Aβ; amyloid β.

The aim of this review was to highlight potential mechanistic links between HHVs and
AD and, thus, to help identify possible new treatment targets. Given the series of failure
over the past two decades on disease-modifying treatments and the controversial approval
of Aducanumab by the Food and Drug Administration (FDA) in 2021, in conjunction with
the multifactorial nature of the disease, strategies aiming at the elimination of molecules that
could serve as putative triggers, if not causative factors, for AD is a reasonable approach.
This possibility is supported by an observational retrospective cohort study on electronic
health databases in Taiwan that provided evidence for a lower incidence of dementia
in HSV-infected patients who had received an antiviral drug compared to non-treated
subjects [45]. Currently, there are two ongoing Phase II placebo–control clinical trials of
valacyclovir in patients with mild AD and HSV seropositivity (NCT03282916) and in mild
cognitive impairment patients exhibiting AD biomarkers (NCT04710030). These studies
are expected to shed light on the HSV involvement in AD progression and pathogenesis.

Additionally, over the last five years, there is increasing evidence for an altered
folding of several host encoded cellular proteins associated with their self-aggregation
into disease specific pathological lesions within the brain [163]. Besides this, evidence
for the transmissibility of unusual pathogenic Aβ and tau isoforms has given rise to the
“prion hypothesis” for AD and the conceptualization of a double prion disorder [164].
Under this perspective, the augmentation of abnormal protein folding by HHVs and other
environmental factors in AD and the specific molecular mechanistic links involved glares
as an intriguing new horizon.
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Abstract: The progressive degradation of the nigrostriatal system leads to the development of
Parkinson’s disease (PD). The synthesis of dopamine, the neurotransmitter of the nigrostriatal system,
depends on the rate-limiting enzyme, tyrosine hydroxylase (TH). In this study, we evaluated the
synthesis of dopamine during periods of neurodegradation and neuroplasticity in the nigrostriatal
system on a model of the early clinical stage of PD. It was shown that the concentration of dopamine
correlated with activity of TH, while TH activity did not depend on total protein content either in
the SN or in the striatum. Both during the period of neurodegeneration and neuroplasticity, TH
activity in SN was determined by the content of P19-TH, and in the striatum it was determined by
P31-TH and P40-TH (to a lesser extent). The data obtained indicate a difference in the regulation of
dopamine synthesis between DA-neuron bodies and their axons, which must be considered for the
further development of symptomatic pharmacotherapy aimed at increasing TH activity.

Keywords: Parkinson’s disease; MPTP model; mice; tyrosine hydroxylase; phosphorylation;
neurodegeneration; neuroplasticity

1. Introduction

The nigrostriatal system is a part of the basal ganglia; it is involved in the regulation of
motor function and motor memory. The main neurotransmitter in this system is dopamine
(DA), which is synthesized from tyrosine by two enzymes: tyrosine hydroxylase (TH)
and aromatic L-amino acid decarboxylase (AADC). It is believed that the rate-limiting
stage of DA synthesis is the formation of L-DOPA from tyrosine by TH; BH4 and Fe act as
co-factors [1–3]. DA synthesized in the cytosol is taken up into vesicles by the vesicular
monoamine transporter type 2 (VMAT2). DA is released from the DA axon terminals
via vesicle exocytosis in response to an action potential. After action on the receptors of
target neurons, DA is degraded by catechol-O-methyl transferase (COMT) and monoamine
oxidase (MAO) contained in the intercellular space, glial cells, and axon terminals [4–6]
or recaptured into the synaptic terminal with a dopamine transporter (DAT) and then
into vesicles with VMAT2 for reuse. In the normal striatum, DA reuptake prevails over
its degradation [7].

Parkinson’s disease (PD) develops in the process of degradation of the nigrostriatal
system. PD is the second most common neurodegenerative disease that affects 1–3% of
the world’s population over 60 years old [8]. The appearance of motor symptoms typical
for PD is preceded by a long-term latent degradation of the nigrostriatal system, up to
the degeneration of 50–60% of DA neuron bodies and a decrease in DA to 20–30% in the
striatum (threshold values) [9]. In this case, the depletion of neuroplasticity in the brain
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also occurs [10–13]. One of these compensatory mechanisms may be an increase in the
functional activity of surviving DA neurons. Nagatsu and coworkers showed that in PD,
despite a decrease in the total content of TH and its activity, homospecific activity (TH
activity per enzyme amount) increases [14,15].

TH regulation can be divided into fast, which includes post-translational changes
of the protein (phosphorylation, inhibition by catecholamines, etc.), and slow, which
is transcription activation [16,17]. The key post-translational process that increases the
activity of TH is its phosphorylation at serine at positions 8, 19, 31, and 40. It has been
shown that phosphorylation at positions P31-TH and P40-TH increases TH activity, and
phosphorylation at position P19-TH increases the availability site 40 for phosphorylation
(P40-TH). The role of phosphorylation at position P8 (P8-TH) is not completely clear [16–22].
It has also been shown that the phosphorylated protein at positions P19-TH is a marker of
its degradation [18,23].

The regulation of TH activity by phosphorylation has been studied in various PD
models in vivo, e.g., using neurotoxic models with the administration of 1-methyl-4-phenyl-
1,2,3,6-tetrahydropyridine (MPTP) [24–26] and 6-hydroxydopamine (6-OHDA) [27]. How-
ever, in previous studies, the evaluation of TH activity and/or the content of its phosphory-
lated forms was performed without taking into account the progressive degradation of the
nigrostriatal system. It seems important to study the regulation of TH during the period of
neurodegeneration considering the peculiarities of the pathogenesis of the disease, where
death of DA neurons is a permanent process. This will also allow to find new approaches
to the development of symptomatic pharmacotherapy aimed at replenishing the level of
DA in the striatum in PD.

Earlier in our laboratory, we developed a mice model of PD. The model uses four-fold
administration of MPTP, which leads to the development of an early clinical stage in key
parameters: the presence of impaired motor function, a decrease in the concentration of DA
in the striatum and number of DA neuron bodies in the substantia nigra (SN) to a strictly
defined threshold value [28]. This model was used to estimate the period of degradation of
the nigrostriatal system not only in neuron bodies in the SN, but also in their axon terminals
in the striatum [29,30]. Based on these studies, we chose a period of neurodegradation
on DA neurons and a period when neuroplasticity begins to develop in the surviving
DA neurons.

The goal of this study was to evaluate the synthesis of DA in DA neurons during
the period indicated above, with an emphasis on the molecular mechanisms responsible
for the change in TH activity. We evaluated the activity of TH, the content of TH and its
phosphorylated forms (P19-, P31-, and P40-TH) in the striatum and SN, as well as the
concentration of DA in the striatum during the degradation of the nigrostriatal system and
a few hours after its completion.

2. Materials and Methods
2.1. Animals and Experimental Procedures

Male mice C57BL/6 aging 8–12 weeks and weighing 22–26 g (n = 130) were used
in this study. The animals were housed at 21–23 ◦C in a 12 h light–dark cycle with free
access to food and water. The experimental procedures were carried out in accordance with
the National Institutes of Health Guide for the Care and Use of Laboratory Animals (8th
edition, 2011) and were approved by the Animal Care and Use Committee of the Koltzov
Institute of Developmental Biology of the Russian Academy of Sciences (protocol No. 44
from 24 December 2020 and No. 55 from 9 December 2021).

2.2. Modeling of the Early Clinical Stage of Parkinson’s Disease

An early clinical PD model was reproduced in mice with four subcutaneous injections
of MPTP (Sigma Aldrich, USA) at a dose of 12 mg/kg of body weight (free base) in saline
with 2 h intervals. The control animals received saline only [28,29].
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2.3. Design of Experiments

The scheme of experiments is shown in Figure 1.
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Figure 1. The scheme of the experiments for assessing: (A) the concentration of DA in the striatum as
well as the content of TH and its phosphorylated forms at serine at positions P19-, P31-, and P40-TH
and (B) the activity of TH during inhibition of DAA in the striatum and substantia nigra during the
period of neurodegeneration (from −2 h to 6 h after MPTP injections) and neuroplasticity (24 h) in the
nigrostriatal system in an early clinical PD model. DA—dopamine, HPLC-ED—high-performance
liquid chromatography with electrochemical detection; L-DOPA—L-3,4-dihydroxyphenylalanine;
MPTP—1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine; NSD-1015—3-hydroxybenzylhydrazine; TH—
tyrosine hydroxylase; SN—substantia nigra, WB—Western blot.

In the first series of experiments, the content of TH and its phosphorylated forms in
the striatum and SN was determined 3, 6, and 24 h after the fourth injections of MPTP
(n = 8–10 in each group). Taking into account that the degradation of the terminal DA axon
begins earlier than that of the cell bodies of DA neurons, the striatum was also isolated
2 h after the second MPTP injections (shown as −2 h in the diagram). In addition, for all
indicated time intervals, the concentration of DA in the striatum was assessed.

The animals were anesthetized with isoflurane and decapitated. The striatum and
SN were excised from the brain according to previously described methods [28,31]. All
samples were weighed, frozen in liquid nitrogen, and stored at −70 ◦C until the analysis.
The striatum from one half of the brain was used to determine the concentration of cate-
cholamines by high-performance liquid chromatography with electrochemical detection
(HPLC-ED). The striatum from the remaining half of the brain and the SN from both halves
of the brain were used to determine the content of TH and its phosphorylated forms by
Western blotting (WB).

In the second series of experiments, TH activity was determined. Half an hour before
the decapitation (2 h after 2 injections of MPTP and 3, 6, and 24 h after 4 injections of MPTP)
mice of both experimental and control groups (n = 7–10 in each group) were i.p. adminis-
tered with an AADC inhibitor 3-hydroxybenzylhydrazine (NSD-1015, Sigma Aldrich, USA)
at a dose of 100 mg/kg of body weight [32]. After anesthesia and decapitation, the striatum
and SN were excised from the brain, weighed, frozen in liquid nitrogen, and stored at
−70 ◦C until analysis of the level of L-3,4-dihydroxyphenylalanine (L-DOPA) by HPLC-ED.
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2.4. Sample Analysis
2.4.1. High-Performance Liquid Chromatography with Electrochemical Detection

In brain tissue samples, the concentration of DA and its metabolites (3,4-
dihydroxyphenylacetic acid (DOPAC), 3-methoxytyramine (3MT), homovanillic acid (HVA))
or L-DOPA after DAA inhibition with NSD-1015 was determined by HPLC-ED. The samples
were homogenized with a Labsonic M ultrasonic homogenizer (Sartorius, France) in 0.1 n
HClO4 (Sigma Aldrich, USA) with 250 pmol/mL internal standard 3,4-dihydroxybenzylamine
hydrobromide (Sigma Aldrich, USA). After that, the solution was centrifuged for 20 min
at 2000× g.

HPLC separation was carried out on a reversed-phase column ReproSil-Pur, ODS-3,
4 × 100 mm with a pore diameter of 3 µm (Dr. Majsch, Germany) at +30 ◦C and a mobile
phase speed of 1 mL/min supported by a liquid chromatograph LC-20ADsp (Shimadzu,
Japan). The mobile phase consisted of 0.1 M citrate-phosphate buffer, 0.3 mM sodium
octanesulfonate, 0.1 mM EDTA, and 8% acetonitrile (all reagents from Sigma Aldrich,
USA), pH 2.5. An electrochemical detector Decade II (Antec Leyden, The Netherlands) was
equipped with a working glassy carbon electrode (+0.85 V) and an Ag/AgCl reference
electrode. Peaks of interest and internal standard were identified by their release time
in the standard solution. The monoamine concentrations were calculated by the internal
standard method using a calibration curve with LabSolutions software (Shimadzu, Japan).
The concentration of DA was calculated according to the following equation:

The concentration of DA = (the area of DA peak in the sample solution/the area of DA peak in the standard
solution) × (the area of DHBA peak in the standard solution/the area of DHBA peak in the sample

solution (250 pmol/mL for striatum or 50 pmol/mL for SN) × concentration standart solution
(250 pmol/mL for striatum or 50 pmol/mL for SN) × V,

where V is the volume of sample solution: SN—0.120 mL, striatum—0.400 mL. Striatal
samples were normalized to tissue weight. The concentration of DA metabolites was
calculated in a similar way. Retention time of DA and its metabolites was: DHBA—3.0 min,
DOPAC—3.8 min, DA—4.3 min, HVA—8.7 min, 3MT—9.7 min.

The DA turnover was defined as the ratio of DA metabolites (DOPAC, 3MT, or HVA)
to DA.

2.4.2. Western Blot

Striatal and SN samples from each experimental and control group were used for the
Western blot assay. Tissue samples were homogenized in a RIPA buffer with a ×2 protease
inhibitor cocktail (Thermo Fischer, USA) and a ×1 phosphatase inhibitor cocktail (Cell
Signaling, USA). To the striatum and SN were added 300 and 140 µL of the buffer, and the
samples were centrifuged at 20,000× g for 20 min. Then, the protein concentration was
determined using a Bicinchoninic Acid Solution (BCA) as a protein assay test [33]. The
samples were denatured at 95 ◦C for 5 min in Laemmli sample buffer consisting of 2%
SDS, 10% glycerol, 5%-mercaptoethanol, 62.5 mM Tris (pH 6.8), and 0.004% bromophenol
blue. Protein extracts were separated by electrophoresis in a 12% polyacrylamide gel with
SDS in a buffer and transfered overnight to a nitrocellulose membrane (Hybond-enhanced
chemiluminescence, Amersham Biosciences, USA). Equal loading was reconfirmed by
Ponceau-S staining of each Western blot lane on the membrane [34,35]. The Ponceau-S was
then removed by washing with a TBS buffer. The blots were blocked in TBS with 0.05%
Tween 20 and 5% bovine serum albumin (BSA) for 1 h at RT and incubated with mouse
monoclonal antibodies to TH (1:1000) (Sigma Aldrich, USA), or rabbit polyclonal antibodies
to P19-TH (1:1000) (Thermo Fisher, USA), or to P40-TH (1:1000) (BioNovus, USA) in TBST
with 1% BSA, or to P31-TH (1:1000) (Cell Signaling, USA) in TBST with 5% BSA, overnight
at 4 ◦C. Then, the blots were washed in TBST, incubated with secondary horseradish
peroxidase-conjugated anti-mouse or anti-rabbit IgG antibodies (Jackson ImmunoResearch
Laboratories, USA) in TBST for 2 h and washed in TBST. The conjugated antibodies were
visualized using enhanced chemiluminescence in 0.1 M Tris-HCl with 12.5 mM luminol,
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2 mM coumaric acid, and 0.03% H2O2 (pH 8.5). The intensity of TH and P19-, P31-, and
P40-TH protein bands was measured by densitometry using ImageLab software (Biorad,
USA) and then were normalized to the Ponceau signal which is more stable than β-actin in
the case of the neurodegeneration [34–37]. The results were expressed as relative optical
density in the experimental groups compared with those in the saline injected group taken
as 100%. Western blot of TH, P31-TH, P40-TH and P19-TH immunoreactivity and Ponceau
staining in the striatum and in the SN are represented in the Figures S1 and S2.

2.5. Statistical Analysis

Data are presented as the group mean ± standard error of mean. The correspondence
of the data to the normal distribution was checked using the Shapiro–Wilk test. The results
were statistically processed with the GraphPad Prism 6.0 software package (GraphPad
Software, USA) using one-way ANOVA and parametric Student’s t-test. p ≤ 0.05 was used
everywhere as the significance criterion.

3. Results
3.1. The Concentration of Dopamine and Its Metabolites in the Striatum

The average concentration of DA in the striatum in control animals was
102.6 ± 0.8 pmol/mg (Figure 2A). The DA level decreased to 65.0 ± 2.1 pmol/mg 2 h
after two MPTP injections. It was 4.8 ± 0.6 and 6.0 ± 0.4 pmol/mg 3 and 6 h after four
MPTP injections, respectively, and after 24 h it was 10.5 ± 0.5 pmol/mg.
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results are presented as percentages of those of the control (100%). * p < 0.05 compared with the
control (saline). ** p < 0.05 compared with selected MPTP groups.

A significant difference in the concentration of DA was observed between the experi-
mental group with 2 h after the two MPTP injections and the groups with 3 and 6 h after
the four MPTP injections.

The average concentration of DOPAC in the striatum in the control groups was
6.5 ± 0.2 pmol/mg (Figure 2B). The DOPAC concentration decreased to 0.7 ± 0.03 pmol/mg
2 h after two injections of MPTP. It was 0.3 ± 0.02 and 0.2 ± 0.01 pmol/mg 3 and 6 h after
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four MPTP injections, respectively, and after 24 h it was 1.3 ± 0.04 pmol/mg. A significant
difference was observed between the experimental group with 2 h after two MPTP injec-
tions, and the groups with 3, 6, and 24 h after four MPTP injections as well as between the
groups with 3, 6, and 24 h after the injections.

The average concentration of HVA in the striatum in the control groups was
7.7 ± 0.3 pmol/mg (Figure 2C). The concentration of HVA decreased to 4.0 ± 0.2 pmol/mg
2 h after two MPTP injections. It was 4.1 ± 0.6 pmol/mg 3 h after four MPTP injections,
1.8 ± 0.2 pmol/mg after 6 h, and 3.7 ± 0.1 pmol/ mg after 24 h. Significant differences
were observed between the experimental group with 2 h after the two MPTP injections and
the groups with 3, 6, and 24 h after four MPTP injections as well as between the groups
with 3 and 6 h and with 6 and 24 h after injections.

The average concentration of 3MT in the striatum in the control groups was
2.1 ± 0.1 pmol/mg (Figure 2D). The 3MT level decreased to 1.4 ± 0.1 pmol/mg 2 h after
two MPTP injections. The concentration of 3MT was 1.1 ± 0.6 and 0.5 ± 0.05 pmol/mg
3 and 6 h after four MPTP injections, respectively, and after 24 h it was 0.4 ± 0.02 pmol/mg.
Significant differences were observed between the experimental group with 2 h after the
two MPTP injections, and the groups with 3, 6, and 24 h after four MPTP injections.

3.2. Dopamine Turnover in the Striatum

The DOPAC/DA ratio decreased to 19% and 51% 2 h after two MPTP injections and
6 h after four MPTP injections, respectively. The DOPAC/DA ratio was at the control level
after 3 h, and after 24 h it increased to 184% (Figure 3A). Significant differences between all
experimental groups were observed.
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The HVA/DA ratio 2 h after two MPTP injections remained at the control level. The
HVA/DA ratio was 1010% 3 h after four injections of MPTP, and it was about 400% after
6 and 24 h (Figure 3B). Significant differences were found between the experimental group
collected 3 h after four MPTP injections and all the other experimental groups.

The 3MT/DA ratio remained at the control level 2 h after two MPTP injections. The
3MT/DA ratio was about 400% on average 3 and 6 h after four MPTP injections, and 184%
24 h after MPTP (Figure 3C). Significant differences were found between the experimental
groups with 3 and 6 h after four MPTP injections and the groups with 2 h after two MPTP
injections and 24 h after four MPTP injections.

3.3. The Concentration of L-DOPA in the Striatum and SN after Inhibition of AADC with NSD-1015

The average concentration of L-DOPA in the striatum in the control group 30 min after
the administration of NSD-1015 at a dose of 100 mg/kg was 17.1 ± 1.4 pmol/mg (Figure 4A).
The concentration of L-DOPA was 7.1 ± 0.3, 5.4 ± 0.8, and 7.2 ± 2.2% of that in the control
2 h after two MPTP injections, 3 and 6 h after four MPTP injections, respectively, and after
24 h it was 32.8 ± 3.4%. Significant differences were found between the experimental group
with 24 h after the MPTP injections and all other experimental groups.
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Figure 4. (A) The concentration of L-DOPA in the striatum upon inhibition of AADC by NSD-1015
(100 mg/kg 30 min before decapitation) of the control and 2 h after 2 × 12 mg/kg of MPTP and
3, 6, and 24 h after 4 × 12 mg/kg of MPTP. (B) The content of L-DOPA in the SN upon inhibition
of AADC by NSD-1015 (100 mg/kg 30 min before decapitation) of the control and 3, 6, 24 h after
4 × 12 mg/kg of MPTP. The results are presented as percentages of those in the control (100%).
* p < 0.05 compared with the control (saline). ** p < 0.05 compared with selected MPTP groups.

The average concentration of L-DOPA in the SN in the control group 30 min after the
administration of NSD-1015 at a dose of 100 mg/kg was 11.5 ± 0.6 pmol (Figure 4B). The
L-DOPA concentration was 49.3 ± 4.2 and 30.8 ± 2.8% of that in the control 3 and 6 h after
four MPTP injections, respectively, and after 24 h, the L-DOPA concentration was at the
control level. Significant differences were found between the experimental groups with
3 and 6 h and the group with 24 h after four MPTP injections.

3.4. The Content of TH and Its Phosphorylated Forms in the Striatum

The total TH content in the striatum (Figure 5A,B) remained at the control level dur-
ing the first 6 h after four MPTP injections and decreased by 43% after 24 h. Significant
differences were found between the experimental group with 24 h after four MPTP injec-
tions and the groups with 2 h after two MPTP injections and with 3 and 6 h after four
MPTP injections.
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Figure 5. (A) Western blot representation of TH, P31-TH, P40-TH, and P19-TH immunoreactivity in
the striatum of the control and 2 h after 2 × 12 mg/kg of MPTP and 3, 6, and 24 h after 4 × 12 mg/kg
of MPTP. (B–E) Bar graph representation of TH (B), P31-TH (C), P40-TH (D), and P19-TH (E) in
the striatum of the control (saline) and 2 h after 2 × 12 mg/kg of MPTP and 3, 6, and 24 h after
4 × 12 mg/kg of MPTP. The results are presented as percentages of those in the control (100%).
* p < 0.05 compared with the control (saline). ** p < 0.05 compared with selected MPTP groups.

P31-TH content (Figure 5A,C) decreased by 50% compared with that of the control 2 h
after two MPTP injections. The content of this phosphorylated form of TH was 25, 14 and
30% after 3, 6, and 24 h, respectively. Significant differences were found between the exper-
imental groups collected 2 h after two MPTP injections and 6 h after four MPTP injections.

P40-TH content (Figure 5A,D) did not change compared with that of the control 2 h
after two MPTP injections. It decreased by 30% 3 and 6 h after four MPTP injections,
respectively, and by 45% after 24 h. Significant differences were found between the ex-
perimental group with 2 h after two MPTP injections and the group with 24 h after four
MPTP injections.

P19-TH content (Figure 5A,E) did not change up to 6 h after four MPTP injections, and
after 24 h it decreased to 65%.
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3.5. The Content of TH and Its Phosphorylated Forms in the SN

The content of total TH in the SN (Figure 6A,B) remained at the control level during
the first 6 h after four MPTP injections. It decreased by 13% 24 h after four MPTP injections.
Significant differences were found between the experimental groups with 3 and 24 h after
four MPTP injections.
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Figure 6. (A) Western blot representation of TH, P31-TH, P40-TH, and P19-TH immunoreactivity in
the SN of the control and 3, 6, and 24 h after 4 × 12 mg/kg of MPTP. (B–E) Bar graph representation
of TH (B), P31-TH (C), P40-TH (D), and P19-TH (E) in the SN of the control (saline) and 3, 6, and 24 h
after 4 × 12 mg/kg of MPTP. The results are presented as percentages of those in the control (100%).
* p < 0.05 compared with the control (saline). ** p < 0.05 compared with selected MPTP groups.

The content of P31-TH and P40-TH (Figure 6A,C,D) did not change in the studied
intervals after MPTP administration.
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The content of P19-TH (Figure 6E) decreased by 43 and 38% 3 and 6 h after four
MPTP injections, respectively. The content of P19-TH was at the control level after 24 h.
Significant differences were found between the experimental group with 24 h after four
MPTP injections and the groups with 3 and 6 h after four MPTP injections.

4. Discussion

The prevailing number of studies use acute modeling of PD in mice, i.e., adminis-
tration of MPTP within one day using one to four injections at doses ranging from 10 to
50 mg/kg [38]. Previously, an acute model of PD was developed in our laboratory with
four-fold administration of 12 mg/kg of MPTP with a 2 h interval. For this model, thresh-
old degradation of the nigrostriatal system with impaired motor behavior in mice was
shown two weeks after neurotoxin administration [30]. This model, as well as similar ones,
are commonly used to study neuroplasticity processes that develop in the presence of an
emerging DA deficiency and loss of DA neurons [31,39,40].

We evaluated the period of degradation of the nigrostriatal system using the developed
model [30] in order to study neurodegenerative processes. We demonstrated that the
terminals of DA axons react earlier to the injection of a neurotoxin, and the period of
their degradation lasts longer than the death of neuronal bodies in the SN. The degree of
functional inhibition (decrease in DA concentration) in the striatum prevailed over the
degree of functional inhibition in the SN. At the same time, in contrast to those in the
striatum, surviving DA neurons in the SN demonstrated partial recovery of their functional
state (Figure 7).
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Figure 7. The quantity of DA neuron cell bodies and content of DA in the SN, the quantity of
terminals of DA axons and DA concentration in the striatum in the control (saline) and during 24 h
after 4 × 12 mg/kg of MPTP (the data adapted with permission from Ref. [29]). The figure was
created using Biorender (www.biorender.com, the date of last access to the link is 14 June 2022).

In this study, we evaluated DA synthesis during the period of neurodegeneration
in the nigrostriatal system and during the first hours after its completion—the period of
neuroplasticity. The key indicators used were the total content and activity of TH, as well
as the content of its phosphorylated serine forms at positions 19, 31, and 40 (P19-, P31-,
and P40-TH).

4.1. Dopamine Synthesis in the Substantia Nigra

The content of TH in a neuron body is the result of three processes—synthesis, degrada-
tion, and transportation along processes (axons, dendrites). According to the data obtained,
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the content of TH remained at the control level during 6 h after the last (fourth) injection of
MPTP. At the same time, after 3 h, the number of neuron bodies did not change, and after
6 h, it decreased by 32%, i.e., in the surviving DA neurons, the content of TH increased
compared to that in the control. The number of neuron bodies did not change, while the
level of TH decreased by 13%, 24 h after the last injection. The discovered changes are not
associated with a decrease in the content of TH in the neuron bodies (by IHC) [30]. This is
probably partly due to the reduced activity of the ubiquitin-dependent system of protein
proteolysis one day after a similar regimen of MPTP administration [41,42]. Probably,
the observed decrease in the TH content reflects the restoration of anterograde protein
transport along the fibers [43,44].

The TH activity decreased by 50–60% 3 and 6 h after the fourth injection of MPTP
compared to the control level. The content of DA decreased by approximately the same
amount [30]. This confirms a direct relationship between enzyme activity and neurotrans-
mitter levels in SN. After MPP+ enters DA neurons via DAT, in addition to inhibition of the
Mitochondrial Respiratory Complex I and initiation of oxidative stress, pumping of MPP+
(MPTP metabolite which is a toxin for DA neurons) into synaptic vesicles via VMAT2
begins where MPP+ competitively replaces DA [45–50]. Meanwhile, an increased level of
cytosolic DA has not only a toxic effect on the DA neuron [50,51], but can also bind to the
TH enzyme, inhibiting the latter [52,53].

Interestingly, in the same period (3 and 6 h after four injections of MPTP), a decrease
in the content of TH phosphorylated by serine at position 19 (P19-TH) was shown. Dephos-
phorylation of P19-TH in the SN and the striatum is performed by protein phosphatase
2A (PP2A) [54]. An increase in the expression of α-synuclein, mitochondrial dysfunction,
induction of oxidative stress, and apoptosis leads to an increase in the activity and/or con-
tent of PP2A [54,55]. In chronic modeling of PD by administration of MPTP, mice show an
increase in the PP2A content in SN [56], and monkeys (Cynomolgus monkeys) demonstrate
a decrease in PP2A activity [57]. However, in the above-mentioned studies, the content and
activity of PP2A were evaluated after the completion of neurodegeneration and the onset
of the development of neuroplasticity. We assume that under our experimental design, the
decrease in P19-TH 3 and 6 h after four injections of MPTP was provoked by an increase in
the activity and/or content of PP2A, which occurred because of mitochondrial dysfunction
and induction of oxidative stress by MPP+.

During the first day after MPTP administration, correlations between TH activity and
P19-TH content were observed. Both criteria were lowered 3 and 6 h after four injections of
MPTP, and by 24 h, they were restored to the control level. The relationship between the
activity of TH and P19-TH was not obvious. Moreover, according to the available data, the
phosphorylated form does not directly affect the activity of TH in vitro and in vivo [22,27].
However, on the MN9D line (hybrid neuroblastoma-immortalized DA mesencephalic
neurons from C57Bl/6 mice embryos), it was shown that P19-TH binds to chaperone
proteins of the 14-3-3 family, which can lead to an increase in TH activity [58–60]. In
our case, the dissociation of P19-TH and proteins 14-3-3 may occur, or this complex may
bind to α-synuclein, which leads to a decrease in TH activity [61]. Unfortunately, no
studies have been found evaluating the level of 14-3-3 proteins during degeneration in
acute PD modeling in mice. At the same time, data on the absence of changes or even
a decrease in the expression of the gene and protein of α-synuclein in SN in the first
hours and days after a similar administration of MPTP [41,62–64] do not support the
above-mentioned hypothesis.

According to the data on the stoichiometry of phosphorylated TH forms in rats, the
content of P40-TH in SN is the lowest compared to other forms [65,66], and the absence
of changes in its content during the first day after MPTP administration indicates its
secondary role in determination of TH activity during the period of neurodegeneration and
neuroplasticity [25,27]. We also found no changes in the P31-TH level in the SN on the first
day after MPTP administration. However, during the period of neuroplasticity (seven days
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and later after MPTP or 6-OHDA administration), an increase in the content of this form of
TH was shown [25,27].

Thus, it can be concluded that during the degradation of the nigrostriatal system and
the period of neuroplasticity, the level of DA in the SN is determined by the activity of the
TH enzyme, but not by its content. P19-TH plays a role in the establishment of enzyme
activity; however, further studies are required to establish the mechanism of this regulation.

4.2. Dopamine Synthesis in the Striatum

In this study, the concentration of DA was re-determined in the striatum. The change
in DA concentration was the same as in previous studies with a similar scheme of MPTP
administration [29,30]. However, the use of Shimadzu equipment with high resolution
(Shimadzu Corporation, Japan) made it possible to identify differences not only between
the DA level 2 h after two MPTP injections and all other conditions, but also between 3, 6,
and 24 h after four MPTP injections (Figure 2A).

The concentration of DA in the striatum is the result of three coupled processes:
synthesis, degradation, and reuptake from the synaptic cleft into vesicles involving DAT
and VMAT2 to reuse DA. Notably, in the normal striatum, DA reuptake prevails over its
degradation [7]. An indicator of DA synthesis is the content and activity of TH, which
together make it possible to calculate the specific activity of the enzyme as the ratio of TH
activity to its content [14,15].

According to the data, the total content of TH in the striatum remained at the control
level during the period of degradation of the DA axon terminals (up to 6 h after four MPTP
injections), and after 24 h it decreased by 40%. It is likely that the observed decrease in
the TH level was associated with the retrograde spread of the neurodegenerative process
from the axon terminals further along the axons towards the neuron bodies. Changes in
the content of total TH also correlated with the level of P19-TH; however, the presence of a
causal relationship between these indicators was not obvious.

Changes in TH activity in the striatum, as well as in the SN, did not correlate with the
total TH content. At the same time, TH activity decreased by 10 times 2 h after two injections
of MPTP and remained at this level up to 6 h after four injections. After 24 h, the TH content
and its homospecific activity partially restored (up to 30% and up to 50%, respectively) [14].
Such a significant decrease in enzyme activity during the first 6 h probably occurs by the
same mechanism as in the SN. This refers to the inhibition of TH by DA, the level of which
increases in the cytosol after the entry of MPP+ into the synaptic terminals of DA axons.
This is confirmed by a gradual decrease in the concentration of DA in the striatum, which
“lags behind” the decrease in TH activity, as well as an increase in DA turnover after 3 h in
such criteria as 3MT/DA and HVA/DA.

A more significant decrease in TH activity in the striatum than in the SN is associated
with a difference in the level of DA in these two structures. The content of DA in the
striatum is 650 times higher than in the SN (unpublished data), while the difference in TH
content is not so high (three-to-five times higher in the striatum) [65,66].

A partial recovery of DA concentration and TH activity 24 h after four injections of
MPTP is associated with the onset of the development of reparative processes, primarily the
uptake of the neurotransmitter into synaptic vesicles that have already been released from
MPP+. According to Fornai, 12 h after MPTP administration (4 × 20 mg/kg), MPP+ content
in the striatum is 10% of the peak value, which occurs 1–2 h after MPTP administration [67].
This hypothesis is also confirmed by the gradual return of DA turnover in the striatum to
the control value (HVA/DA and 3MT/DA).

Another mechanism that negatively affects TH activity is dephosphorylation. Ac-
cording to our data, 2 h after two MPTP injections, the content of P31-TH in the striatum
decreased significantly. There is a subsequent decrease in contents of both this phosphory-
lated form of TH and P40-TH 3, 6, and 24 h after four MPTP injections. The results obtained
are also consistent with data obtained 2 h after 15 mg/kg of MPTP and 9–16 days after
6-OHDA administration [26,27]. Considering that the amount of P31-TH is normally higher
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than that of P40-TH, and that the content of P31-TH after the induction of neurodegenera-
tion decreases to a greater extent than that of P40-TH does, it can be concluded that the
content of P31-TH to a greater extent determines the activity of TH in the striatum during
the degradation of the nigrostriatal system. In addition to TH dephosphorylation during
this critical period, an increase in enzyme nitration was shown with a similar scheme of
MPTP administration (4 × 20 mg/kg), which also has an inhibitory effect on its activity [68].

Thus, a decrease in TH activity during the first 6 h after the last injection of MPTP is
associated with its dephosphorylation at serine at position 31 (P31-TH) and partially at
position 40 (P40-TH), as well as with cytosolic DA inhibition.

A partial recovery of TH activity and DA concentration was shown 24 h after four
MPTP injections. Even though there were no significant differences between the content
of P31-TH 6 and 24 h after four MPTP injections, the average values differed by a factor
of two. Perhaps, if we observed a longer period after the administration of MPTP, when
neuroplasticity continued to develop, significant differences would be shown. This would
confirm the importance of the role of P31-TH for the activity of this enzyme not only during
the period of degradation of the nigrostriatal system but also during neuroplasticity.

Thus, it was shown that TH activity in the striatum during the period of degradation
of the nigrostriatal system and neuroplasticity was not determined by the total content of
the enzyme, but largely depended on the level of P31-TH and, to a lesser extent, on P40-TH,
as well as on the level of cytosolic DA. The role of P19-TH in determination of the total TH
level in the retrograde degradation of DA fibers should be defined in future studies.

5. Conclusions

An analysis of DA synthesis in the nigrostriatal system during its degradation and in
the first hours after its completion, i.e., at the beginning of neuroplasticity, in a model of the
early clinical stage of PD, showed that:

1. DA content in the SN and the striatum did not depend on TH content but correlated
with enzyme activity.

2. TH activity did not depend on the total protein content either in the SN or in the striatum.
3. TH activity in the SN was determined by the content of P19-TH; TH activity in the

striatum was determined by P31-TH and P40-TH (to a lesser extent).

The data obtained indicated different regulation of DA synthesis in DA neuron bod-
ies and their axon terminals. These data should be taken into account for the further
development of symptomatic pharmacotherapy aimed at increasing TH activity.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/brainsci12060779/s1, Figure S1: Western blot representation of
TH, P31-TH, P40-TH and P19-TH immunoreactivity and Ponceau staining in the striatum of the
control, 2 h after 2 × 12 mg/kg of MPTP and 3, 6, 24 h after 4 × 12 mg/kg of MPTP; Figure S2:
Western blot representation of TH, P31-TH, P40-TH and P19-TH immunoreactivity and Ponceau
staining in the SN of the control and 3, 6, 24 h after 4 × 12 mg/kg of MPTP.
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Abstract: Most research analyzed gut-microbiota alterations in Parkinson’s disease (PD) through
cross-sectional studies, as single snapshots, without considering the time factor to either confirm
methods and findings or observe longitudinal variations. In this study, we introduce the time factor
by comparing gut-microbiota composition in 18 PD patients and 13 healthy controls (HC) at baseline
and at least 1 year later, also considering PD clinical features. PD patients and HC underwent a fecal
sampling at baseline and at a follow-up appointment. Fecal samples underwent sequencing and
16S rRNA amplicons analysis. Patients’clinical features were valued through Hoehn&Yahr (H&Y)
staging-scale and Movement Disorder Society Unified PD Rating Scale (MDS-UPDRS) Part-III. Results
demonstrated stability in microbiota findings in both PD patients and HC over a period of 14 months:
both alfa and beta diversity were maintained in PD patients and HC over the observation period.
In addition, differences in microbiota composition between PD patients and HC remained stable
over the time period. Moreover, during the same period, patients did not experience any worsening
of either staging or motor impairment. Our findings, highlighting the stability and reproducibility
of the method, correlate clinical and microbiota stability over time and open the scenario to more
extensive longitudinal evaluations.

Keywords: Parkinson’s disease; gut microbiota; gut–brain axis; dysbiosis

1. Introduction

The concept of “gut–brain axis”, a bidirectional channel of influence and communi-
cation between the brain and the enteric nervous system (ENS), was first introduced in
the late 2000s [1]. This axis, sustained by neurons of the sympathetic and parasympathetic
nervous systems, as well as by circulating hormones, neuro-modulatory molecules, and
stress-related gastrointestinal mediators, has been linked to inflammatory bowel diseases,
neuropsychiatric syndromes, and neurodegenerative diseases [2]. Later evidence rightfully
included the gut microbiota in this axis, turning it into the “microbiota–gut–brain axis”;
indeed, resident bacteria may influence the gut and, consequently, the brain [3]. On the
other hand, metabolites produced by the brain can influence the gut and, consequently, the
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gut microbiota [4]. The gut microbiota is an heterogenous and symbiotic community com-
posed of about 100 trillion bacteria inhabiting the human intestine, which influences both
intestinal physiology and dysfunctional processes through its metabolic activities and host
interactions [5]. The whole genetic asset of gut microbiota, called a microbiome, contains
more than 3 million unique genes, 150 fold the number of human genes [6]. A dysbiotic
gut microbiota may influence the progression of central nervous system (CNS) diseases [7].
The role of the gut microbiota has been observed in multiple sclerosis [8,9], Alzheimer’s
disease [10], autism spectrum disorder [11], and depression [12]. The involvement of the
gut microbiota was observed in Parkinson’s disease (PD) using animal models [13] and
through clinical observations; Braak and co-authors first postulated the presence of a “noxa
patogena” ascending from the intestine or nasal cavity [14,15]. Today, dysbiosis of gut mi-
crobiota is commonly considered a well-established non-motor feature in PD, participating
in both disease pathogenesis and, likely, clinical presentation [16].

In the last years, several studies investigated the specific role of altered gut microbiota
in PD [17]. Different research groups, frequently utilizing fecal samples and sequencing,
documented significant differences in gut microbial composition between PD patients and
healthy subjects [18]. Scientific evidence from different parts of the world showed that PD
patients have a higher relative abundance of bacteria from the genera Akkermansia, Lacto-
bacillus, and Bifidobacterium and lower relative abundances of Prevotella, Faecalibacterium,
Bacteroidetes, and Blautia genera [19–22]. Other groups found differences in microbiota
composition between healthy subjects and PD patients, as well as between individuals with
different PD phenotypes of symptomology [23,24]. Amongst the most consistent results, it
is of note the reduction in “homeostatic” short chain fatty acids (SCFA)-producing fami-
lies, like Lachnospiraceae and Prevotellaceae, as well as the increase in pro-inflammatory
lipopolysaccharides (LPS)-producing families, like Enterobacteriaceae and Verrucomicrobi-
aceae [25–27]. In line with these studies, our group also investigated the presence of gut
dysbiosis in PD patients [28]: our previous data showed that Enterobacteriaceae, Lacto-
bacillaceae, and Enterococcaceae families were more abundant in PD fecal samples, whilst
Lachnospiraceae families were decreased in PD patients compared to healthy subjects.
Although most studies in literature linked intestinal dysbiosis to the pathogenesis of PD,
a causal liaison between a dysbiotic gut microbiota and the development of PD is still
far from being established [16]. More intriguingly, almost all PD microbiota studies were

“single snapshots”, namely cross-sectional studies investigating intestinal microbial composi-
tion in PD patients and healthy subjects at a specific time, although considering possible
confounders; indeed, only a few studies showed a longitudinal approach.

In this study, we introduce the time factor; we compare gut microbiota composition in
a group of PD patients and healthy control subjects at baseline and at least 1 year later, also
considering confounding factors and patients’ clinical features.

Our aim is to investigate the stability and, thus, the reproducibility of gut microbial
findings in PD patients in a relatively short time period, to give greater dignity to the
differences highlighted, without neglecting clinical aspects.

2. Materials and Methods
2.1. Population and Study Design

We recruited, during scheduled visits, outpatients with PD afferent at the Movement
Disorders Center of the Neurological Clinic of the University of Rome “Tor Vergata” be-
tween January 2017 and January 2020. All patients met the Movement Disorders Criteria
for PD [29]; PD diagnosis was done by at least two board-certified neurologists.

Patients were also required to meet the following criteria: (1) no cognitive impairment,
as defined by a Montreal Cognitive Assessment (MoCA) score above 25; (2) no chronic
gastrointestinal (GI) disease, including malabsorption; (3) no clinical history of major in-
testinal surgery, gastric lesions, or gastric resection; and (4) complete agreement with the
study design. Exclusion criteria were: (1) other concomitant neurologic and/or psychiatric
diseases; (2) systemic and/or neurologic inflammatory, infectious, or autoimmune diseases;
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(3) atypical parkinsonism syndromes and vascular parkinsonism; (4) acute GI inflammatory
diseases or any other GI disease in the last 26 weeks; (5) use of domperidone, or any
drug potentially affecting GI motility and integrity in the last 12 weeks; (6) use, in the last
12 weeks, of pre-probiotics or therapy based upon steroids, nonsteroidal anti-inflammatory
drugs, or antibiotics; and (7) anamnesis suggestive of GI cancer pathology. We also re-
cruited a healthy controls (HC) group, composed mainly of patients’ cohabiting relatives or
partners, to minimize lifestyle-confounding factors.

The exclusion criteria for HC were: (1) presence of any neurological disease; (2) pres-
ence of acute or chronic GI diseases both during the study and in medical history; (3) med-
ical history of major intestinal surgery, gastric lesions, or gastric resection; and (4) use
in the last 12 weeks of any drug potentially affecting GI function and integrity (steroids,
NSAIDs, drugs with pro-kinetic anti-kinetic function on the intestinal motility, anti-acid
drugs, pre/probiotics, antibiotics).

Patients and HC underwent a fecal sampling at baseline and at a follow-up appoint-
ment at least 12 months later. PD patients were clinically evaluated, both at the baseline
and at the follow-up visit, through Hoehn & Yahr staging scale (H&Y) and Movement
Disorders Society Unified Parkinson’s Disease Rating Scale Part III (MDS-UPDRS Part
III), performed during the best ON time, to estimate disease progression and degree of
motor impairment, respectively. All study participants gave written informed consent after
receiving an extensive disclosure of the study purposes and risks. Ethics Committee of
Fondazione PTV Policlinico Tor Vergata approved the trial (RS 73/18).

2.2. Sequencing and 16S rRNA Amplicons Analysis

Fecal samples were collected and analyzed as described in our previous study [28].
Briefly, fecal samples were collected using the pre-analytical sample processing (PSP) stool
collection tubes. These tubes ensure the storage and the conservation of the DNA at
ambient temperature for at least three months. Samples were processed following the
manufacturer’s instructions during the timeframe that allows the extraction of a relevant
DNA yield. First, stool samples were lysed at 95 ◦C, and PCR inhibitors and cell debris
were removed. Samples were then treated with Proteinase K at 70 ◦C. Next, a DNA
purification step was performed using a spin column system. Finally, the DNA was
extracted and quantified using a NanoDrop spectrophotometer ND1000 (Termofisher,
Waltham, Massachusetts, USA). The paired-end sequencing of the V3-V4 region of the
16S gene was performed using an Illumina MiSeq 2 × 300 bp (Illumina Inc., San Diego,
CA, USA). Raw sequencing data are available from the Sequencing Read Archive (SRA)
database [30] with BioProject ID: PRJNA510730. Bioinformatic data analysis was performed
using the following software: Fatsqc vr. 0.11.9, Cutadapt vr. 2.9, and QIIME 2.0 [31]. Fastqc
and Cutadapt were used to assess the read quality and the presence of Illumina sequencing
adapter, respectively. The QIIME 2.0 pipeline removed chimeras from sequencing data,
merged reads, and grouped 16S reads in amplicon sequence variants (ASVs). In detail, the
QIIME pipeline was used to call the DADA2 [32] software to cluster the read in ASVs, and
the taxonomy of representative sequences was assessed using the Q2-feature-classifier [31]
and the SILVA database vr. 138 [33].

2.3. Statistical Analysis

Statistical analyses were performed in R vr. 3.5.3 (https://www.R-project.org/ ac-
cessed on 25 April 2022), using the following packages: vegan, phyloseq, and DESeq2.
Phyloseq was used to import the file generated by the QIIME 2.0 pipeline in R, and DESeq2
was used to normalize samples according to McMurdie et al. [34]. The vegan package was
used to compute richness (number of observed species, Chao1, and ACE indices) and alpha
diversity indices (Shannon and Simpson indices). Phyloseq was used to evaluate four beta
diversity indices (Bray-Curtis and Camberra distances, weighted and unweighted Unifrac).
To search for differences in microbiota structure, a PERMANOVA test with 9999 permu-
tations was performed. Statistical differences of taxa abundances between patients and
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controls over time were evaluated using a repeated-measure ANOVA. In detail, we used
the following test: Taxa ~ Status + Time + Status:Time + Error (Individual_ID).

This model allows searching for taxa, which can change in abundance depending
on the status (PD or HC), depending on the time of the measurement (the first measure
or the follow-up), or a combination of both effects (status and time). The same model
was also applied to alpha diversity metrics. All the p-values were corrected for multiple
testing, and only tests with a false discovery rate less than 0.05 were considered statistically
significant. In the case of significant bacterial families after the ANOVA test, we performed
post-hoc comparisons to take into account differences among groups. Furthermore, to make
a comparison between clinical data - Levodopa Equivalent Daily Dose (LEDD), H&Y and
MDS-UPDRS Part III - at baseline and at follow-up, we used a paired t-test, after assessing
the normal distribution of data using the Shapiro–Wilk test. The t-test was used to highlight
differences in clinical data between the patients at the baseline and at the follow-up. The first
group used in the test was represented by the clinical values of patients at the baseline. The
second group was represented by the clinical values of the same patients at the follow-up.

3. Results
3.1. Recruitment and Demographics

We recruited 31 participants: 18 PD patients and 13 HC. PD patients and HC un-
derwent a fecal sampling at baseline and at a follow-up appointment an average of 14
(SD ± 1.8) months later. PD patients also underwent a clinical examination performed
by H&Y and MDS-UPDRS Part III scales at baseline and at the follow-up visit. The main
demographic and clinical variables are reported in Table 1.

Table 1. Demographic and clinical data of our population.

PD HC

Tot 18 13

Sex (F/M) 1 08/10 06/07

Age (years) 63.5 ± 8.1 62.8 ± 7.8

Dis. Duration (months) Baseline 35.7 ± 10

H&Y Baseline 2.05 ± 0.6

H&Y Follow-up 2.15 ± 0.5

MDS UPDRS-III Baseline 23.6 ± 6.2

MDS UPDRS-III Follow-up 24.3 ± 5.6

LEDD Baseline 450.3 ± 40.2

LEDD Follow-up 479.2 ± 25.4
1 Abbreviations: M = male; F = female; H&Y = Hoehn & Yahr staging score; MDS UPDRS-III = Movement Disorders
Society Unified Parkinson’s Disease Rating Sale Part III score; LEDD = Levodopa Equivalent Daily Dose.

PD patients and HC did not differ in terms of gender and age. Levodopa equivalent
daily dose (LEDD) did not change significantly at the follow-up from baseline (paired t-test
p-value = 0.349).

3.2. Alfa and Beta Diversity

According to statistical analysis, microbial composition over time showed interesting
results both in alfa diversity and in beta diversity. In our study, alpha diversity did not show
any statistical differences at baseline and at follow-up in both PD patients and HC according
to two different metrics (Shannon and Simpson indices). We performed a repeated-measure
ANOVA in order to evaluate the differences between the PD patients and HC between
the baseline and the follow-up. The ANOVA results did not show differences considering
PD status (PD or HC), time (baseline and follow-up), or the combined effect of time and
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PD status. These results indicate that the gut microbiota alpha diversity did not show any
significant differences after the follow-up (Figure 1). Even not significant, we observed a
reduction of both indices in both patients and controls at the follow-up visit. Considering
the richness indices (number of observed species, Chao 1, and ACE indices), we identified
a significant effect related to the time, indicating a reduction of richness in both PD patients
and HC at the follow-up visit (Figure 1). This result suggests a decrease in the number of
species in both patients and controls, independent of the pathology.
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Our results also showed that the beta diversity was maintained in both PD patients
and HC over time. More specifically, using the Bray–Curtis dissimilarity, no detectable
differences were identified when analyzing the gut microbiota combining the effect of time
(follow-up and baseline) and pathological status (PD or HC). In fact, the PERMANOVA
test was not significant when both the effects were considered (p-value > 0.05 with 9999 per-
mutations) (Figure 2A). Furthermore, observing the heatmap reported in Figure 2B, no
clear pattern can be identified regarding the difference in time. Instead, some samples
of the same patients cluster together (i.e., sample id 2, 3, 15, 18, 20, 22), independent of
the analysis time. This scheme indicates that the microbiota has remained almost stable
during the baseline and the follow-up analyses. Moreover, the baseline differences between
patients and HC were unchanged at follow-up.
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Figure 2. Beta diversity evaluated for Parkinson’s disease patients and healthy controls. (A) Principal
coordinate analysis. Each patient is represented by an anonymized ID; the shape indicates the
microbiota evaluation (circle = baseline, triangle = follow-up). (B) Heatmap of Bray–Curtis distances
between patients (columns) and the main bacterial families (rows). The cell reports the relative
abundance of each family in all samples. Samples are reported in columns using the following color
scheme: PD = green, HC = purple, baseline = cyan, follow-up = pink. (C) Barplot representing the
relative abundance of microbial families across all samples. Each subject is represented with two
barplots, one for the baseline and one for the follow-up test.
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3.3. Families

After observing the alpha and beta diversity results, we decided to perform the most
detailed analysis to identify specific taxa whose abundance may vary between baseline
and follow-up tests. The beta diversity indicated that the structure of the microbiota did
not change over time; however, the alpha diversity showed a reduction of richness in both
patients and controls at the follow-up visit. Consequently, we performed the repeated
ANOVA test on the bacterial families to identify the taxa which could be responsible for this
trend. Through the analysis of differential abundance, no statistically significant changes
in the composition of microbial families emerged due to the combined effect of pathology
and time. Only without considering the effect of the disease in the repeated-measure
ANOVA test did we identify families changing over time in the same way in PD patients
and HC. In total, six families decreased at the follow-up visit compared to the baseline
in both patients and HC. These families belong mainly to the Phylum Bacteroidota (A.
Bacteroidaceae, B. Rikenellaceae, C. Barnesiellaceae, D. Marinifilaceae, E. Tannerellaceae)
but also to Firmicutes (F. Lachnospiraceae). The relative abundance of these families is
reported in Figure 3 and Table 2. The relative abundance of two families also varied
among groups, independent of time, suggesting a difference between groups. In detail, the
Lachnospiraceae and Bacteroidaceae families were less abundant in PD patients compared
to controls. Although these results were not significant after adjusting for multiple testing,
they indicated a specific trend.

Table 2. Bacterial families identified by the repeated-measure ANOVA test. The relative abundance
is reported for HC and PD patients at baseline and follow-up tests. The p-values reported refer to the
significance between HC and PD patients (status), follow-up and baseline (time), or considering the
effect of status and time. All the p-values are corrected for multiple testing.

Abundance at Baseline Abundance at Follow-up Repeated-Measure ANOVA Results

HC PD HC PD p-Value
Status

p-Value
Time

p-Value
Status: Time

Bacteroidaceae 2.74 × 10−1 2.15 × 10−1 2.32 × 10−1 1.28 × 10−1 8.16 × 10−2 5.99 × 10−3 * 9.80 × 10−1

Tannerellaceae 2.58 × 10−2 2.74 × 10−2 1.71 × 10−2 2.21 × 10−2 1.00 × 100 2.12 × 10−2 * 9.80 × 10−1

Rikenellaceae 4.95 × 10−3 7.55 × 10−3 5.02 × 10−3 5.85 × 10−3 8.16 × 10−2 2.12 × 10−2 * 9.82 × 10−1

Marinifilaceae 5.04 × 10−3 4.98 × 10−3 5.51 × 10−3 2.81 × 10−3 8.22 × 10−1 2.65 × 10−2 * 9.89 × 10−1

Lachnospiraceae 1.96 × 10−1 1.58 × 10−1 1.94 × 10−1 1.41 × 10−1 8.45 × 10−2 1.23 × 10−3 * 9.80 × 10−1

Barnesiellaceae 1.85 × 10−2 1.60 × 10−2 1.57 × 10−2 1.29 × 10−2 6.60 × 10−1 1.11 × 10−2 * 9.81 × 10−1

Finally, we processed data regarding the clinical aspects of PD patients over time. The analysis of patients’ clinical
variables showed no significant differences in H&Y (paired t-test p-value = 0.349) and MDS-UPDRS Part III (paired
t-test p-value = 0.395) scales between baseline and follow-up visit scores.“*” indicates a p-value lower than 0.05.
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Figure 3. Taxa identified by the repeated-measure ANOVA test. All the families are reduced in
both patients and controls at the follow-up (colored in yellow) compared to the baseline (colored in
blue), independent of the health status (PD or HC). The effect of time is statistically significant after
performing a multiple test correction.

4. Discussion

Our study demonstrated stability in microbiota findings both in PD patients and in HC
over a period of approximately 14 months. Not only did microbiota composition remain
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stable in both PD patients and HC but also, and more intriguingly, differences in microbiota
composition between PD patients and HC remained stable over time.

Our results cover both alpha and beta diversity, as well as microbial families.
Alpha diversity is commonly considered an expression of the number of species in

each sample; its stability in our data highlights how our microbiota analysis is effective
in showing biodiversity over time. We did not observe differences in two different alpha
diversity metrics at the baseline and follow-up. However, we have observed, in a recent
meta-analysis, that the alpha diversity alone does not represent a good microbiota marker
for PD [35]. Furthermore, de la Cuesta-Zuluaga J and colleagues showed that the alpha
diversity reaches a plateau in elderly individuals [36]. Although not statistically significant,
we observed a reduction for both Shannon and Simpson indices in both patients and con-
trols. We performed the analysis by using the richness indices (number of observed species,
Chao1, and ACE) and identified a reduction of richness in both patients and controls.

Conversely, beta diversity is an expression of gut microbiota community structure.
In our study, this community structure was maintained in both PD patients and HC.
Furthermore, the baseline differences between PD patients and HC remained unchanged at
follow-up; hence we can assume that the composition in community structure of microbiota
between PD and HC is preserved over time.

Regarding microbiota families, the analysis of the differential abundance did not find
statistically significant changes in the composition of the families due to the combined
effect of pathology and time; this data further substantiates the stability of the microbiota
over time, which is greatly influenced, among other factors, by fetal and perinatal life [37].
By excluding the effect of the disease, we identified families that vary over time in the same
way in patients and controls. This trend is probably attributable to the influence of external
factors (lifestyle and diet changes) and does not affect the microbiota stability. For example,
a reduction of the microbiota diversity was observed due to seasonality [38].

Finally, the trend observed in Lachnospiraceae and Bacteroidaceae families, to be less
abundant in PD patients than in controls, highlights, once again, the presence of differences
in the microbiota structure between PD patients and HC, as previously reported [28,35].

Our study also considered PD clinical aspects in terms of progression and motor
deficits. Interestingly, during the observation period, patients did not experience any
worsening either in terms of staging or in terms of motor impairment. Indeed, our data
showed no significant differences in H&Y and MDS-UPDRS Part III scores between the
baseline and follow-up visit, although this does not exclude minimal changes in single items
of MDS-UPDRS-III. Furthermore, it should be noted that the relatively short observation
period did not allow for remarkable changes to the therapeutic regimen. In our opinion,
these results allow us to correlate clinical and microbiota stability over time, reinforcing the
pathogenic role of gut microbiota change in PD patients. Otherwise, the presence of clinical
deterioration during the observation period with an unaffected microbiota would have
weakened this link. Our results are in line with a previous study by Aho and colleagues,
in which the stability of the fecal microbiota was established after two years [39]. Of note
is also the stability of microbiota findings in the HC group. Dealing with a microbiota
that shows stability and reproducibility is the basis for each disease-modifying therapy
targeting microbiota.

The main objective of our research was to demonstrate the stability of the microbiota
composition over a short time and the reproducibility of the method of analysis; therefore,
data from other longitudinal studies investigating disease progression related to microbiota
changes are not comparable [40]. However, the stability of both gut microbiota composition
and clinical features in PD patients over a relatively short time period does not exclude
that microbiota may vary over a longer period of time or with the worsening of the disease
and/or with the intervention of a trigger factor.

The main limitations of this study are the relatively short observation period and the
sample size, which was sufficient to make inferences but which would have had a better im-
pact if larger. However, although small, our cohort is characterized by rather homogeneous

123



Brain Sci. 2022, 12, 739

characteristics. Looking ahead, our study lays the foundation for longitudinal evaluations
with a wider observation time window and a larger cohort of patients, to correlate any
worsening of the disease with further alterations of the microbiota over time.

5. Conclusions

In our study, we do not identify differences in the gut microbiota (beta diversity)
structure at the follow-up in both PD patients and HC, which remained stable for both
patients and controls. These results suggest that the gut microbiota may remain stable
over a period of 14 months. We identified a reduction in some richness indices, in both
patients and controls, indicating that some species may reduce their abundance in the gut
microbiota. We confirmed this analysis with a differential abundance test on the bacterial
families using a repeated-measure ANOVA. Seven families showed a decreasing trend
in PD patients, which was also identified in HC. Consequently, these differences may be
caused by other external factors (i.e., alimentations) unrelated to PD progression. Moreover,
the PD cohort showed, at follow-up, the same degree of disease progression (H&Y) and
motor impairment (MDS-UPDRS Part III) with respect to the baseline, supporting the
idea that, in PD, microbial stability and disease stability could be correlated. Dysbiosis of
gut microbiota can be considered a relevant and reliable feature of PD that can provide
insights into the disease pathophysiology. For future studies, a crucial step will be the fecal
sampling and analysis at multiple timepoints in disease progression, a wider observation
window, and a larger patient population with different H&Y and MDS-UPDRS Part III
scores. These longitudinal data could identify physio-pathological correlations between
the variation in microbiota composition and the PD progression. Last but not least, these
recent results on gut microbiota stability create an opportunity for new studies aimed at
understanding whether and to what extent therapeutic interventions (levodopa, iCOMT,
and/or the initiation of advanced therapies such as Levodopa Carbidopa Intestinal gel)
can play an active role in modifying the gut microbiota.
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Abstract: Background and objectives: Parkinson’s disease (PD) and schizophrenia often share symp-
tomatology. Psychotic symptoms are prevalent in patients with PD, and similar motor symptoms
with extrapyramidal signs are frequently observed in antipsychotic-naïve patients with schizophre-
nia as well as premorbid families. However, few studies have examined the relationship between
PD and schizophrenia. We performed this study to evaluate whether genetic variants which in-
crease PD risk influence the risk of developing schizophrenia, and vice versa. Materials and Methods:
Two-sample Mendelian randomization (TSMR) with summary statistics from large-scale genome-
wide association studies (GWAS) was applied. Summary statistics were extracted for these in-
struments from GWAS of PD and schizophrenia; Results: We found an increase in the risk of
schizophrenia per one-standard deviation (SD) increase in the genetically-predicted PD risk (inverse-
variance weighted method, odds ratio = 1.10; 95% confidence interval, 1.05−1.15; p = 3.49 × 10−5).
The association was consistent in sensitivity analyses, including multiple TSMR methods, analysis
after removing outlier variants with potential pleiotropic effects, and analysis after applying multiple
GWAS subthresholds. No relationships were evident between PD and smoking or other psychiatric
disorders, including attention deficit hyperactivity disorder, autism spectrum disorder, bipolar af-
fective disorder, major depressive disorder, Alzheimer’s disease, or alcohol dependence. However,
we did not find a reverse relationship; genetic variants increasing schizophrenia risk did not alter
the risk of PD; Conclusions: Overall, our findings suggest that increased genetic risk of PD can be
associated with increased risk of schizophrenia. This association supports the intrinsic nature of
the psychotic symptom in PD rather than medication or environmental effects. Future studies for
possible comorbidities and shared genetic structure between the two diseases are warranted.

Keywords: Parkinson’s disease; schizophrenia; Mendelian randomization; genetics
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1. Introduction

Parkinson’s disease (PD) is the second most common progressive neurodegenerative
disease. PD is characterized by tremors, bradykinesia, rigidity, and posture instability [1].
Motor symptoms have been the primary focus in the diagnosis and the treatment target
of patients with PD. However, non-motor symptoms have recently been described and
include depression, anxiety, sleep problems, bowel and bladder habit changes, autonomic
disturbances, and sensory complaints. Psychiatric symptoms that cause pronounced dis-
tress in patients with PD are also common and are closely related to low life satisfaction and
quality of life [2]. Anxiety symptoms in PD have been reported by up to 30% of patients [3],
and are accompanied by depression, somatic symptoms, and hostility-irritability. Suicide
risk in PD patients is also higher than in the general population [4,5].

Psychotic symptoms are also frequently observed non-motor symptoms of PD, with a
prevalence of 20% to 70%. Symptoms of the psychosis spectrum in early PD consist of minor
experiences, such as passage and presence of hallucinations, illusions, and formed halluci-
nations, including recurring visual hallucinations with insight preserved [6]. Delusions and
hallucinations can occur in the later stage of PD [7,8]. However, the biological mechanisms
of psychotic symptoms in PD—whether based on PD itself, on cognitive decline, or on
medication side effect—are not clearly understood. The primary treatment of choice for
motor symptoms in PD is dopamine agonist. The onset of PD psychosis is suggested by
the hyper-regulation of dopamine elicited by medication, which can be relieved by dose
reduction. However, there has been no evidence of a direct causal relationship between
pharmacological treatments or medication dose and psychotic symptoms in PD [9]. There is
still a need for further investigation to clarify the causal relationship between PD psychosis
and dopamine-related pathology.

In schizophrenia, although positive psychotic symptoms and negative symptoms
as deficit are the usual described core features, motor symptoms have also been recently
highlighted [10]. Motor symptoms, called parkinsonian symptoms, are frequently observed
both in premorbid families of schizophrenia and in naïve patients for antipsychotics [11].

Despite the similarity between observed symptomatology of PD and schizophrenia,
several components, including differences in the age of onset and incompatibility in
dopamine hypothesis, and possible adverse effects of medications, have hampered research
on an association between PD and schizophrenia. Only a few fragmented studies on the
association between PD and schizophrenia have been reported [12,13].

It is difficult to establish the genetic association between PD and schizophrenia by
observational epidemiological approaches. One promising approach to investigating the
association is Mendelian randomization (MR) using genetic variants as the instrumen-
tal variables [14]. Association between genetic variants and disease outcome state can
provide evidence with minimizing confounding factors, including age, medication, or
environmental exposures.

We hypothesized that PD and schizophrenia have shared genetic background and
the risk for PD has a causal effect on the risk for schizophrenia and vice versa. We tested
the hypothesis using two-sample MR methods with summary statistics from large-scale
genome-wide association studies (GWAS) of PD and schizophrenia.

2. Materials and Methods
2.1. Datasets

For two-sample MR, we obtained summary statistics from large-scale GWAS of PD,
schizophrenia, and other psychiatric diseases or related traits, including bipolar disor-
der, major depressive disorder, Alzheimer’s disease, alcohol dependence, and smoking.
The GWASs of other psychiatric disorders or traits were used to test whether the ge-
netic variants for PD act on schizophrenia through other biological pathways (horizontal
pleiotropy) other than the direct effect of PD. They are available on the LD Hub website
(http://ldsc.broadinstitute.org/gwashare/; accessed on 1 May 2020), and details are listed
in Supplementary Table S1. We also used the information of recently identified single nu-
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cleotide polymorphisms (SNPs) from GWAS of PD [15]. For SNP selection, we conducted
the following steps. First, we obtained SNPs as instrumental variants that were signifi-
cantly associated with one disease or trait (exposure) at the P-thresholds for suggestive
significance or at a stricter level (p < 5 × 10−8–5 × 10−6). The relaxed thresholds have
been considered in previous MR studies, given an exposure GWAS with a small number
of genome-wide significant SNPs (p < 5 × 10−8) such as PD GWAS in this study [16,17].
Second, to ensure that the instruments for exposure were independent of each other, we
performed linkage disequilibrium (LD) clumping with a 10 Mb window size and LD value
(r2 < 0.001) using data from European individuals from the 1000 Genomes Project Phase 3.
Third, we extracted the same SNPs from GWAS of other diseases or traits (outcome), and
by comparing the frequencies and effect sizes of the same SNPs on the exposure with those
on the outcome, we removed SNPs with ambiguous alleles from the set of instruments.

2.2. Statistical Analyses

One of the underlying assumptions of the examination of the relationship using MR
is that the instrumental variants have no pleiotropic effects. The effect estimate can be
severely biased if the genetic variants extracted as instrumental variables violate this
assumption. Therefore, we applied the MR-PRESSO method to detect and remove instru-
ments with potential pleiotropic effects to eliminate the bias [18]. The MR-PRESSO consists
of a global test, outlier test, and distortion test. Through a three-step procedure, we detected
outlier variants having pleiotropic effects and excluded these in the subsequent analysis.
We performed two-sample Mendelian randomization (TSMR) to infer the association of an
exposure on an outcome using summary statistics from GWAS [19]. We performed TSMR
analyses using the MR-Base software (http://www.mrbase.org/; accessed on 1 May 2020)
that provides various functions for combining, harmonizing, and utilizing GWAS summary
statistics. Multiple methods for TSMR have been developed and are different from each
other in terms of sensitivity to heterogeneity, bias, and power. We selected the inverse-
variance weighted (IVW) method as our main TSMR method because it provides reliable
results in the presence of heterogeneity in an MR analysis and is appropriate when using a
large number of SNPs [20–22]. The standard error of the IVW effect was estimated using a
multiplicative random effects model. We performed leave-one-out analysis to test if the
results were derived from any particular SNP. A forest plot was used to visualize hetero-
geneity between instruments due to horizontal pleiotropy and the contribution of each
instrument to the overall estimate [19]. We also used the MR Egger regression (MR-Egger)
and the weighted median (WM) for sensitivity analyses [23,24]. Since these two methods
provide reliable causal estimates in the presence of a violation of MR assumptions, WM and
MR-Egger have been used as sensitivity analyses in MR studies [23,25]. Since horizontal
pleiotropy can be a confounding factor in MR, we tested pleiotropy by performing MR-
Egger with the intercept unconstrained. The intercept of the MR-Egger shows a statistical
estimate of the presence of directional pleiotropy.

3. Results
3.1. Causality between PD Risk and Schizophrenia Risk

To investigate the shared genetic background between PD risk and schizophrenia
risk, we selected four genetic variants that were significantly associated with risk of PD
from GWAS with 1713 cases with PD and 3978 controls as instruments (Table 1) [26].
We extracted summary statistics for these instruments from GWAS of schizophrenia in
the Psychiatric Genomics Consortium (PGC) with 35,476 cases and 46,839 controls [27].
The same alleles of the four SNPs increased both the risk of PD and the risk of schizophrenia.
We annotated the four instrumental variants using Variant Effect Predictor (VEP) [28].
Three of these SNPs were located at the CDH8, SNCA, and WNT3 genes, with no known
gene near the other SNP.
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Table 1. List of the SNPs associated with risk for Parkinson’s disease (PD) and their associations with risk for
schizophrenia (SCZ).

SNP Chromosome
Position

(hg19)
Gene

Region
Effective

Allele

PD SCZ

Beta SE of Beta p Value Beta SE of Beta p Value

rs4889730 17 21717727 None G −0.32 0.05 2.83 × 10−11 −0.02 0.01 0.04
rs2736990 4 90678541 SNCA G 0.24 0.04 5.69 × 10−9 0.03 0.01 1.60 × 10−3

rs3784847 16 61977449 CDH8 G 0.46 0.08 1.66 × 10−9 0.02 0.02 0.22
rs415430 17 44859144 WNT3 C −0.29 0.05 4.50 × 10−8 −0.04 0.01 1.65 × 10−3

SNP—single nucleotide polymorphism; Beta—ln (odds ratio); SE—standard error.

Two-sample MR using IVW revealed a causality of PD risk on schizophrenia risk (odds
ratio [OR] per log odds increase in PD risk 1.10, 95% confidence interval [CI] 1.05–1.15,
p = 3.49 × 10−5) (Figure 1A and Table 2). A funnel plot was constructed. In a funnel plot,
each dot shows the proportion of the precision (1/standard error) to Wald ratios per SNP,
and the vertical line indicates the MR estimates jointed by the four instruments (Figure 1C).
We observed overall symmetry in the funnel plot (asymmetry represents heterogeneity
driven by directional horizontal pleiotropy that violates MR assumptions) [19]. Even after
relaxing the p-value threshold for defining the instruments for exposure and including more
SNPs with less significant association with PD risk, a causal effect of PD on schizophre-
nia risk remained significant (Table 2). OR, 95% CIs, and p-values of IVW method are
shown in Supplementary Table S2. The Cochrane Q statistics, Q value, and heterogeneity
(I2[%]) were 2.54, 0.47, and 0, respectively, which indicated little heterogeneity between
instrumental variants in the MR analysis for the risk of PD (Figure 2A). Leave-one-out
analysis showed that all the SNPs contributed to the association of PD with schizophrenia
(Figure 2B). In contrast, TSMR analysis with schizophrenia risk as exposure and PD risk
as outcome showed no evidence for the causal effect of schizophrenia risk on PD risk
(Supplementary Tables S3 and S4).

Table 2. Two-sample Mendelian randomization results of Parkinson’s disease and other psychiatric disorders or related
traits using the inverse-variance weighted regression.

Subthreshold for
PD GWAS p-Value

5 × 10−8 5 × 10−7 5 × 10−6

p-Value OR (95% CI) p-Value OR (95% CI) p-Value OR (95% CI)

SCZ 3.49 × 10−5 1.10 (1.05–1.15) 7.00 × 10−7 1.10 (1.06–1.14) 6.64 × 10−5 1.06 (1.03–1.09)
ADHD 0.78 0.99 (0.91–1.07) 1.00 1.00 (0.93–1.07) 0.31 1.02 (0.98–1.05)

ASD 0.07 0.92 (0.83–1.00) 0.10 0.93 (0.85–1.01) 0.10 0.93 (0.85–1.01)
BP 0.22 1.10 (0.93–1.26) 0.11 1.10 (0.97–1.23) 0.16 1.05 (0.98–1.12)

MDD 0.92 1.00 (0.89–1.10) 0.67 0.98 (0.90–1.07) 0.22 0.97 (0.91–1.02)
AD 0.67 1.03 (0.91–1.15) 0.86 0.99 (0.86–1.11) 0.39 0.98 (0.92–1.03)

Alcohol dependence 0.91 0.98 (0.68–1.28) 0.80 0.97 (0.73–1.21) 0.58 0.96 (0.81–1.11)
Smoking 0.99 1.00 (0.64–1.36) 0.46 1.21 (0.60–1.82) 0.25 1.15 (0.87–1.43)

Cannabis use 0.005 1.02 (1.01–1.03) 0.15 1.01 (0.99–1.03) 0.19 1.01 (0.99–1.02)

PD—Parkinson’s disease; GWAS—genome-wide association study; OR—odds ratio; CI—confidence interval; SCZ—schizophrenia; ADHD—
attention deficit hyperactivity disorder; ASD—autism spectrum disorders; BP—bipolar disorder; MDD—major depressive disorder; AD—
Alzheimer’s disease.
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Figure 1. Mendelian randomization analysis for risk of Parkinson’s disease (PD) on schizophrenia using genetic instruments.
(A) Schizophrenia associations (scatter plot) using four genetic instruments (PD) [24]. (B) Schizophrenia associations
(scatter plot) using 32 genetic instruments (PD) [15]. (C) Precision (funnel plot) using four genetic instruments (PD) [24].
(D) Precision (funnel plot) using 32 genetic instruments (PD) [15].
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disease (PD). (A) Forest plot using four genetic instruments (PD) [24]. (B) Leave-one-out plot using four genetic instruments
(PD) [24].

In addition, we performed sensitivity analysis using WM and tested horizontal
pleiotropy using MR-Egger (Supplementary Tables S2 and S5). The effect of PD on the
risk of schizophrenia was significant in the WM analysis (OR 1.09, 95% CI 1.02–1.15,
p = 3.77 × 10−3). MR-Egger showed no evidence of horizontal pleiotropy (intercept OR
1.05, 95% CI 0.99–1.11, p = 0.25).

We also tested newly discovered SNPs in a recent GWAS study with 6476 cases with
PD and 302,042 controls [15]. The data included 34 SNPs associated with PD at the genome-
wide significance level. Since two of the 34 variants showed pleiotropy when applying the
outlier test of MR-PRESSO, we excluded them in the MR analysis. The IVW method using
the 32 SNPs showed a positive causal effect (OR 1.07, 95% CI 1.02–1.12, p = 1.81 × 10−3) on
schizophrenia risk per log odds increase in PD risk (Figure 1B,D). The effect of PD risk on
the risk of developing schizophrenia was significant in IVW (p = 1.81 × 10−3) and WM
(p = 2.84 × 10−5), but was marginally significant in MR-Egger (p = 0.05). However, both
IVW and MR-Egger results were significant for SNPs passing GWAS sub-thresholds of
p < 5 × 10−7 and p < 5 × 10−6 (Supplementary Tables S6 and S7). There was moderate
heterogeneity between instrumental variants in the MR analysis for the risk of PD; the
Cochran Q statistics, Q value, and heterogeneity (I2[%]) were 45.43, 0.05, 32, respectively
(Supplementary Figure S1A). However, the result of leave-one-out analysis for the risk of
PD showed that single SNPs were not exclusively responsible for the associations of the
risk of PD (Supplementary Figure S1B). MR-Egger suggested no evidence of pleiotropy
(intercept OR 1.00, 95% CI 0.98–1.01, p = 0.49).

3.2. Shared Genetic Background between PD and Other Psychiatric Disorders or Related Traits

We performed TSMR for other psychiatric disorders to investigate if PD also has
a shared genetic background with any other psychiatric disorders or related traits than
schizophrenia. The other eight psychiatric disorders or related traits were not related to
PD in the IVW MR results (Table 2). This implies that the SNPs selected as instruments
showed no pleiotropy within the psychiatric traits. Even after mitigating the GWAS p-value
threshold to define additional instrumental variants for PD, the association of PD risk on

132



Brain Sci. 2021, 11, 1042

the seven psychiatric traits was not significant (Table 2). Our analysis showed no evidence
for shared genetic background between PD and other psychiatric disorders.

4. Discussion

We used TSMR to evaluate the association between PD and schizophrenia. Our findings
support a possible shared genetic background between PD and schizophrenia. The genetic
variants increasing the risk of PD were likely to influence the increased risk of schizophre-
nia. However, we did not observe a reverse directional relationship; genetic variants
increasing schizophrenia risk did not increase the risk of PD.

The relationship between PD and schizophrenia was significant in the IVW and WM
analyses, but not in the MR-Egger regression approach. Of note, the causal inference by
MR can be severely affected if a fundamental assumption of “no pleiotropy” is not satisfied.
MR-Egger was developed to detect violations of this assumption and to provide a robust
effect estimate when genetic instrumental variables showed pleiotropy. Our MR-Egger
analyses suggested that there was no clear evidence for an influence of biological pleiotropy
on the findings [23]. Because the power of MR-Egger was previously shown to be lower
than other conventional methods, we used the IVW as the main MR method and the
WM for sensitivity analysis. In addition, we also used the latest large-scale PD GWAS in
2017 [15] including more individuals than PD GWAS in 2009. By including more genetic
variants and removing outlier variants with potential pleiotropic effects using MR-PRESSO,
the effect of genetic risk of PD on the risk for schizophrenia appeared to be significant
in the MR-Egger analysis. Moreover, our analysis using multiple GWAS subthresholds
also confirmed evidence for an association between PD and risk of schizophrenia. Further-
more, we observed no significant relationship between PD and smoking, or with other
psychiatric disorders, such as attention deficit hyperactivity disorder, autism spectrum
disorder, bipolar affective disorder, major depressive disorder, Alzheimer’s disease, or
alcohol dependence. These results suggest that the effect of PD genetic risk on schizophre-
nia risk may not be via alternative risk factors, such as other psychiatric disorders or
smoking [29]. Only the association between PD and cannabis use was significant at a
threshold level (5 × 10−8), which was not replicated when the weighted median method
was used (p > 0.05). Although a recent study suggested the potential connection between
cannabis use and schizophrenia [30], our results did not support the mediating effect of
other mechanisms between PD and schizophrenia.

PD psychosis symptoms (A and B in Figure 3) range from mild psychotic symptoms,
such as illusions or referential ideas (B in Figure 3), to prominent psychotic symptoms,
including vivid hallucinations or systematized delusions that fulfilled characteristic symp-
toms of diagnostic criteria in schizophrenia (A in Figure 3) [31,32]. The unidirectionality of
the causal effect of PD on schizophrenia implies that the psychotic symptoms in PD pa-
tients, which are similar to those in schizophrenia patients (A in Figure 3), were more likely
to be due to the pathophysiology of the PD itself than dopamine agonist or environmental
factors (Figure 3). This directionality could imply the possibility of genetic architecture
related to PD bringing out psychotic symptoms, which could be interpreted as diagnosis of
schizophrenia in clinical practice. However, the reverse relationship was not demonstrated:
genetic architecture of schizophrenia was not observed to bring out PD symptoms, suggest-
ing independent pathology of psychotic symptoms in PD from that of psychotic symptoms
in schizophrenia. Even though psychotic symptoms observed in PD and schizophrenia
share common clinical features, our finding suggests that genetic backgrounds in PD psy-
chotic symptoms are independent of those in schizophrenia (A in Figure 3). This finding
can also be supported by previously observed differences in dopamine related neuroimages
(between PD and schizophrenia) and by novel, successful antipsychotic effect of targeting
serotonin pathways on PD psychosis [33–35]. Clozapine is an effective antipsychotic for
PD psychosis that displays low affinity for the dopamine receptor, but it has a selective
effect on serotonin 5-HT2A and histamine H1 receptors [36]. In addition, pimavanserin,
a recently approved drug for PD psychosis, is a selective serotonin 2A receptor inverse
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agonist [37]. Since schizophrenia is a subset of a psychotic disorder (Figure 3) and is not
identical with the whole disease entity with a psychotic symptom, careful interpretation
is needed. Further MR analyses between PD and broad psychosis phenotype [38] will be
helpful to elucidate the underlying cause of psychotic symptoms in PD.
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may be difficult to conclude that the onset of pathological changes of PD was later than 

Figure 3. Schematic illustration of the association between Parkinson’s disease and schizophrenia from two-sample
Mendelian randomization. The blue arrow indicates the direction of causal relationship between Parkinson’s disease and
schizophrenia. The red arrow indicates an insignificant causal relationship between in reverse direction.

Motor symptoms in schizophrenia include extrapyramidal signs or saccadic eye move-
ments, which are frequently observed in PD [39] (A in Figure 3) and hypokinesia, retarded
catatonia, excited catatonia, echo-phenomena, or catalepsy, which are inter-related motor
domains in schizophrenia [40]. Our results suggest that the motor symptom mimicking
PD in schizophrenia might be related to the genetic risk of PD. Previous studies in drug-
naïve schizophrenia patients with parkinsonism (A in Figure 3) have described decreased
dopaminergic function in the striatum [41,42]. Considering that the main pathology of
PD is dopamine depletion in the nigrostriatal pathway, these findings can be in line with
our results.

PD is a neurodegenerative disorder that is frequent in middle-aged or elderly peo-
ple, and schizophrenia is frequently diagnosed in individuals in their twenties and thir-
ties [43]. However, the onset of the neurodegenerative process associated with PD remains
uncertain [44]. Previous neuroimaging studies suggested that the period between the
beginning of pathological changes and the onset of motor symptoms in PD would last
from 3 to 6 years, although a prolonged phase may exist as long as 20 to 50 years [44–46].
In addition, non-motor symptoms, such as depression, rapid eye movement (REM) sleep
behavior, or constipation, may precede the motor symptoms by up to 20 years [44]. Thus, it
may be difficult to conclude that the onset of pathological changes of PD was later than the
onset of schizophrenia. However, in consideration of the rapid progression of early-onset
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or young-onset PD (symptoms <50 years old), with short pre-symptomatic period and
natural degenerative changes in individuals, these hypotheses need further research.

Epidemiological evidence of comorbidities of PD and schizophrenia is very rare
due to obstacles in diagnosis [13]. For the diagnosis of schizophrenia, the psychotic
symptoms are not attributable to the effect of medication or another medical condition,
including PD or anti-Parkinson medications [32]. Moreover, there is no established di-
agnostic biomarker for schizophrenia [47]. As a result, only a small portion of patients
with PD might be diagnosed with schizophrenia in clinical settings [48]. In addition, it is
difficult to exclude drug-induced parkinsonism in patients with schizophrenia who have
received anti-psychotics [49]. A case report of comorbid PD and schizophrenia presented
two patients with significantly decreased dopamine transporter density in the striatum on
F-18-N-(3-fluoropropyl)-2β-carbomethoxy-3β-(4-iodophenyl) nortropane positron emis-
sion tomography, which indicated genuine PD rather than drug-induced parkinsonism [13].
Further development of biomarkers for PD and schizophrenia and clinical attention for
possible comorbidity of these diseases are needed.

Our study has several strengths. First, we utilized TSMR analysis using accurate
estimates for the association of genetic variants with the studied traits from a very large
number of samples. The increased statistical power is the key benefit of using summary
statistics from the GWAS consortium in TSMR, particularly for the test of effects on di-
chotomous outcomes, such as PD or schizophrenia. In particular, MR analysis could be
a promising method when exploring the relationship between two phenotypes with rel-
atively rare incidence, obstacles in epidemiological studies for comorbidities, or lack of
definite biomarkers. Our analyses in both directions were based on such vast samples,
which might enable the identification of small effects that may exist in the context of these
complex phenotypes. Second, our study revealed a robust shared genetic background
between PD and schizophrenia across multiple complementary methods of TSMR analysis
and multiple GWAS p-value cutoffs. In the presence of pleiotropic effects of instrumental
genetic variants, MR-Egger provides a robust causal estimate, while the IWV and VM
have better power for causal inference under the “no-pleiotropy” assumption. By applying
MR-PRESSO, our analysis was less likely to violate the MR assumptions. We also showed
that the causal estimates of polygenic variants passing sub-thresholds were consistent with
those of GWAS variants.

Several limitations of our study must be acknowledged. We could not elaborate the
specific symptomatology related to PD increasing risk of schizophrenia, because there
is no currently available GWAS data for specific types of PD that are differentiated by
weight of non-motor symptoms and motor symptoms. It is difficult to conduct subgroup
analyses and effect moderation with publicly available GWAS summary statistics [50].
Further research can elaborate the specific symptomatology associated with increased risk
of schizophrenia in PD, if there is independent GWAS data for each subphenotype of PD.

5. Conclusions

Our results support the view that an increased genetic risk of PD could be associated
with an increased risk of schizophrenia. This finding suggests that the intrinsic pathophysi-
ology of PD, rather than anti-Parkinson medication or environmental effects, has a more
weighted effect in PD psychosis. In addition to the recent success of pimavanserine in PD
psychosis, our finding provides more support for the independent pathology of PD psy-
chosis and suggests a novel perspective on future treatment development. In addition, our
results support the view that the motor symptoms in schizophrenia are causally related to
the pathophysiology of PD. Thus, elaborate scales used to measure motor symptoms in PD
could be applied with thorough assessment to measure motor symptoms in schizophrenia.
The biological mechanisms of PD and schizophrenia need to be clarified, given their shared
symptomatology and their significant impact on patients’ quality of life [31]. Furthermore,
additional clinical attention for possible comorbidity of these diseases is needed.
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Abstract: Calcium homeostasis modulator 1 (CALHM1) is a protein responsible for causing Alzheimer’s
disease. In the absence of an experimentally designed protein molecule, homology modelling was
performed. Through homology modelling, different CALHM1 models were generated and validated
through Rampage. To carry out further in silico studies, through molecular docking and molecular
dynamics simulation experiments, various flavonoids and alkaloids from Bauhinia variegata were
utilised as inhibitors to target the protein (CALHM1). The sequence of CALHM1 was retrieved from
UniProt and the secondary structure prediction of CALHM1 was done through CFSSP, GOR4, and
SOPMA methods. The structure was identified through LOMETS, MUSTER, and MODELLER and
finally, the structures were validated through Rampage. Bauhinia variegata plant was used to check the
interaction of alkaloids and flavonoids against CALHM1. The protein and protein–ligand complex
were also validated through molecular dynamics simulations studies. The model generated through
MODELLER software with 6VAM A was used because this model predicted the best results in the
Ramachandran plot. Further molecular docking was performed, quercetin was found to be the most
appropriate candidate for the protein molecule with the minimum binding energy of −12.45 kcal/mol
and their ADME properties were analysed through Molsoft and Molinspiration. Molecular dynamics
simulations showed that CALHM1 and CALHM1–quercetin complex became stable at 2500 ps. It
may be seen through the study that quercetin may act as a good inhibitor for treatment. With the help
of an in silico study, it was easier to analyse the 3D structure of the protein, which may be scrutinized
for the best-predicted model. Quercetin may work as a good inhibitor for treating Alzheimer’s
disease, according to in silico research using molecular docking and molecular dynamics simulations,
and future in vitro and in vivo analysis may confirm its effectiveness.

Keywords: homology modelling; LOMETS; MUSTER; iGEMDOCK; AutoDock vina
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1. Introduction

Alzheimer’s disease is a long-term illness that causes brain cell loss and degeneration.
The most common kind of dementia is Alzheimer’s disease, which is characterised as a
gradual loss of mental, communicative, and social abilities that makes it difficult for a
person to operate independently [1]. Current Alzheimer’s disease medicines may tem-
porarily alleviate symptoms or delay the progression of the illness. Medications can often
assist patients with Alzheimer’s disease enhance their neuron function. For those with
Alzheimer’s disease, a variety of programs and services can be quite beneficial [2].

Intracellular calcium (Ca2+) dynamics govern key neuronal functions such as neuro-
transmission, synaptic plasticity, learning, and memory, and signalling cascades, cytoskele-
ton modifications, synaptic function, and neuronal survival are all affected by changes
in Ca2+ dynamics [3]. Several investigations have indicated the essential role of Ca2+

dysregulation in central Alzheimer’s disease-related pathogenic processes since the first
systematic hypothesis was proposed twenty years ago (AD). Disturbances in Ca2+ signals
were discovered in the early stages of Alzheimer’s disease, even before the build-up of
amyloid ß-peptide (Aß), a clinical marker of the disease [4]. A growing body of evidence
shows that mutations in AD-related genes such as presenilins, amyloid precursor protein,
or apolipoprotein-E affect Ca2+ signalling, leading to apoptosis, synaptic plasticity failure,
and neurodegeneration [5].

Ca2+o (extracellular calcium) plays an important part in physiological processes. In a
number of physiological and pathological circumstances, changes in Ca2+o concentration
([Ca2+o]) have been discovered to modify neuronal excitability, although the mechanisms
by which neurons detect [Ca2+]o remain unknown [6]. Calcium homeostasis modulator
1 (CALHM1) expression has been shown to generate cation currents in cells and enhance
the concentration of cytoplasmic Ca2+ ([Ca2+]) in response to Ca2+o removal and subse-
quent addition. It is unclear if CALHM1 is a pore-forming ion channel or a modulator of
endogenous ion channels. CALHM1 is also expressed in mouse cortical neurons, which
respond to reduced [Ca2+]o with increased conductivity and potential firing action, as well
as a significantly higher [Ca2+i] when Ca2+o is withdrawn [7]. Those reactions, on the other
hand, are significantly reduced in mouse neurons that have had CALHM1 genetically elim-
inated. These findings demonstrate that CALHM1 is an evolutionarily conserved family
of ion channels that senses membrane voltage and external Ca2+ levels and plays a role in
cortical neuronal excitability and Ca2+ homeostasis, notably in response to decreasing and
restoring [Ca2+o] [8].

The absence of an experimentally characterized structure has hampered progress in
determining the function of CALHM1 in Alzheimer’s disease. The two most common
experimental approaches for determining the structure of proteins are X-ray crystallography
and nuclear magnetic resonance (NMR) spectroscopy. These techniques, however, have
requirements such as a high time and personnel needs [9]. Obtaining protein sequences,
on the other hand, is much easier than obtaining protein structure, thanks to current
sequencing methods. As a result, databases such as UniProt (https://www.uniprot.org/
(accessed on 7 January 2021)) and TrEMBL (Translated EMBL) (https://www.uniprot.
org/statistics/TrEMBL (accessed on 8 January 2021)) include many protein sequences.
In the late twentieth century, computational approaches for predicting the structure of
proteins gave a sequence of amino acids. The information essential for a protein’s correct
folding is encoded in its amino acid sequence, according to research (Anfinsen’s dogma).
Homology modelling (based on sequence comparison) and threading are presently the
most used computational approaches for predicting protein structure (based on sequence
comparison) [10].

The goal of this research was to create useful models of the CALHM1 computa-
tional protein structure. As a result, additional research and analysis of CALHM1 func-
tion in Alzheimer’s disease will be aided [11]. Comparative modelling was carried out
in the absence of its experimentally deduced structure using the software programs
MODELLER (https:/salilab.org/modeller/ (accessed on 15 January 2021)), LOMETS (Lo-
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cal MetaThreading Server) (https:/zhanglab.ccmb.med.umich.edu/LOMETS/ (accessed
on 19 January 2021)) and MUSTER (MUlti-Sources ThreadER) (https:/zhanglab.cccmb.
med.umich.edu/MUSTER/ (accessed on 30 January 2021)) [12]. RAMPAGE (Ramachan-
dran Plot Assessment) (http:/mordred.bioc.cam.ac.uk/~{}rapper (accessed on 3 February
2021)) was then used to test the model structure. Using SPDBV (Swiss PDB Viewer)
(https:/spdbv.vital-it.ch/ (accessed on 5 February 2021)) software, the energy minimisation
of the four modelled structures was carried out. Using GOR4 (Garnier–Osguthorpe–
Robson) (https:/npsa-prabi.ibcp.fr/NPSA/npsagor4.html (accessed on 5 February 2021)),
CFSSP (Chou and Fasman Secondary Structure Prediction Server) (http:/www.biogem.org/
tool/chou-fasman/ (accessed on 5 February 2021)), and SOPMA (Self-Optimized Prediction
System with Alignment) algorithms (https:/npsa-prabi.ibcp.fr/cgi-bin/npsaautomat.pl?
page=/NPSA/npsasopma.html (accessed on 5 February 2021)) also generated secondary
protein structure [13].

2. Material and Methods

The protein structure prediction modelling for comparative modelling consisted of the
following steps. Target identification came first, followed by alignments of the target and
prototype sequences. The model was built when the alignment template procedure was
completed. Finally, the model’s strength, stearic collisions, and stability were evaluated.

2.1. Protein Sequence Retrieval

The CALHM1 protein sequence (accession number: Q8IU99 (CAHM1_HUMAN)
was saved from the UniProt database (https://www.uniprot.org/ (accessed on 7 January
2021)) [14].

2.2. Protein Secondary Structure Prediction

The CALHM1 protein sequence (accession number: O43315 (AQP9 HUMAN)) was
further subjected to secondary structure prediction on the Expasy server using GOR4,
SOPMA and CFSSP [15].

2.3. Protein Tertiary Structure Prediction through Template Identification

A thorough search of the PDB (Protein Data Bank) (http://www.rcsb.org/ (accessed
on 16 February 2021)) was conducted to search the most similar sequences already known
for experimentally designed structures. The template protein structures (6VAM A and
6LMT A) were analysed as the most accurate template for identifying the three-dimensional
protein structure based on various factors such as E-value, percentage identity, alignment
score, and query coverage [16].

2.4. Modelling

The protein CALHM1 three-dimensional structure was calculated using MODELLER
version 9.15, LOMETS, and the MUSTER server. MODELLER carries out a compara-
tive modelling of the proteins according to the identified template. LOMETS is based
on a metathreading technique for identifying the protein structure based on a template.
MUSTER is based on a protein threading algorithm, which identifies PDB library template
structures [17]. It generates sequence–template alignments with multiple structural data by
combining different sequences. Several models were created through two templates, and a
comparison of their DOPE score was selected for the best model [18].

2.5. Validation of the Structure

The RAMPAGE server was used to create Ramachandran plots in order to validate
the predicted protein structures by looking at criteria such as preferred, allowed, and
outside amino acid residue areas. The pdb files of the best target gene models predicted
by MODELLER, LOMETS, and MUSTER were sent to the RAMPAGE service to create
Ramachandran plots. Plots were identified for the anticipated structures, and the plots
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were matched to determine the best structure among the projected structures and further
studies. Validation of the protein structure’s quality was also carried out using the ProSA
server [12].

2.6. Energy Minimisation of the Predicted Molecule

For SPDBV to achieve the lowest energy conformation, the identified and analysed
models were subjected to energy minimisation.

2.7. Preparation of Ligand Molecule

The flavonoids and alkaloids structure of the plant Bauhinia variegata were retrieved in
sdf format from the PubChem online database. The stem bark of the plant contains beta-
carotene, quercetin, stigmasterol, hentriacontane, flavanone, isoquericetroside, kaempferol-
3-glucoside, lupeol, myricetol, phenanthriquinone, quercitroside, rutoside, xanthophyll,
dihydroquercetin, octacosanol, and beta-sitosterol. All the structures were retrieved in
3D structure in SDF format and were further converted into pdb format through online
converting tool [19].

2.8. Initial Docking through iGEMDOCK Software

Initial docking was performed to screen the ligands on the basis of the binding energy.
The docking process was carried out through iGEMDOCK version 2.1. The result was in
the form of an electrostatic force, hydrogen bonds, and Van Der Waals forces [20]. The
docking was performed between protein and ligand with a population size of 200 and the
number of generations was 70 with 2 solutions [21].

2.9. Final Molecular Docking through AutoDock Vina and Drug Likeliness Property Analysis

The ligands were screened through iGEMDOCK and these screened ligands were
tested against CALHM1 protein through AutoDock vina software. This software tool is
freely available online. The protein CALHM1 was assigned with Kollman charges and
polar hydrogens. The screened ligands were added with nonpolar hydrogen atoms and
with Gasteiger partial charges. The torsion angles were allowed to rotate freely. A grid box
of 80 × 80 × 80 Å was adjusted in such a manner that it was covering the target molecule
to give the best docked result. The docking algorithm was adjusted to 100 runs. The default
parameters were the Lamarckian genetic algorithm (LGA) and the empirical free energy
function. The best-targeted molecule was screened further based on its minimal binding
energy (Kcal/mol) [22].

Drug likeliness analysis was done through Molsoft (http://www.molsoft.com/ (ac-
cessed on 2 March 2021)) and Molinspiration (http://www.molinspiration.com/ (accessed
on 2 March 2021)). Different properties of the screened ligand were analysed through
pkCSM [23].

2.10. Molecular Dynamics Simulations

According to the molecular docking results, a molecular dynamics simulation was
performed. The molecule which showed the minimum binding energy with the protein
molecule was compared with the protein molecule for the dynamics study. The Groningen
Machine for Chemical Simulations (GROMACS) 4.5.6 package was used to run molecular
dynamics simulations. For the simulations, Gromacs was utilised to build the protein target
and ligand file. With the help of an online server PRODRG2.5, the topology parameters
of the ligand were generated [24]. The protein and ligand complex was placed inside the
shell. The volume of the box was 284.14 nm3 and the distance between the protein molecule
and the box was kept at 1.0 nm. After adding 8 sodium ions to the shell, simple point
charges and water molecules were neutralized. Energy minimisation was achieved using
the steepest approach of 8 ps. The machine was balanced at 40 ps when the temperature
was raised to 300 K. The simulations at 10 ns were performed at 1 bar and at the temperature
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of 300 K. Finally, an all-bond restriction was employed to keep the ligand from migrating
during molecular dynamics [25].

3. Results and Discussion
3.1. Protein Sequence

The protein sequence of CALHM1 was retrieved in FASTA format from the UniProt
database as shown in Figure 1.
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3.2. Protein Secondary Structure Prediction

The secondary structure prediction of CALHM1 was carried out with the aid of
methods such as Chou and Fasman Secondary Structure Prediction Server (CFSSP), Garnier–
Osguthorpe–Robson (GOR4), and the Self-Optimised Prediction Method with Alignment
(SOPMA). Information from GOR4, CFSSP, and SOPMA Expasy tools were obtained and
the secondary structures such as alpha helix, beta strand, and random coil for the target
CALHM1 were extracted.

Chou and Fasman Secondary Structure Prediction Server (CFSSP) is an empirical
predictive tool of secondary protein structures. The method depends on analyses of the
relative frequencies in alpha helices, beta sheets, and turns of each amino acid based on
known protein structures solved with X-ray crystallography. The analysis of the CFSSP
showed that CALHM1 consisted of 271 alpha helix, 248 extended strands, and 34 turns, as
shown in Figure 2.
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The Garnier–Osguthorpe–Robson (GOR4) method is a technique based on informa-
tion theory to predict the secondary structures in proteins. It uses probability factors
derived from empirical research of known tertiary protein structures solved using X-ray
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crystallography. The analysis of GOR4 showed that CALHM1 consisted of 133 alpha helix,
45 extended strands, and 168 random coils, as shown in Figure 3.
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The Self-Optimised Prediction Method with Alignment (SOPMA) is an Expasy server
protein-aided secondary structure prediction tool. Using consensus estimation from several
alignments, the algorithm contributes to significant advances in protein secondary structure.
Analysing SOPMA, CALHM1 consisted of 182 alpha helix, 34 extended strands, and
119 random coils as shown in Figure 4.
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3.3. Template Identification

PDB Blast was performed to define CALHM1 modelling prototype structures for
comparative homology modelling. We compared the templates and selected two of them
(6VAM A and 6LMT A) based on their query cover, E-value and identity as shown in
Table 1. Using MODELLER software, the two structures were downloaded from PDB for
modelling the protein.
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Table 1. CALHM1 BLAST parameters.

Query Cover E-Value Identity Accession

99% 6 × 10−169 68.36% 6VAM A

88% 4 × 10−139 58.82% 6LMT A

3.4. Modelling through MODELLER

Through 6VAM A and 6LMT A prototype files, structures were modelled using
MODELLER version 9.15 software for the protein CALHM1. Fifty models were produced
using 6VAM A and 6LMT A modellers. With the help of the DOPE score as a criterion,
we selected one best model for 6VAM A (Model 1) as shown in Figures 5 and 6LMT A
(Model 2) as shown in Figure 6.
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3.5. Structure Prediction through LOMETS Server

LOMETS server was used as a meta threading approach to identify the 3D structure of
the given sequence. Ten protein structures were generated, and the best structures were
further evaluated. Comparing the Z-score and maximum coverage, the best model among
them was selected as shown in Figure 7.
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3.6. Protein Structure Prediction Using MUSTER Server

In addition, the MUSTER online server was used for protein treading. This server
created ten different protein sequence models, among which the structure with the lowest
Z-score and the maximum coverage was chosen as the fittest structure as shown in Figure 8.
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Figure 8. Best predicted model by MUSTER.

3.7. Structure Validation Using Ramachandran Plot

The selected four protein structures were uploaded to RAMPAGE to analyse the
predicted structures, which produced the Ramachandran plots for the predicted protein
structures as shown in Figure 9. In this plot, the amino acids (residues) have been identified
in three distinct regions. The three distinct regions were favoured region, allowed region,
and outlier region as shown in Table 2. Further structure validation was also performed
through the ProSA server (https://prosa.services.came.sbg.ac.at/prosa.php (accessed on
3 February 2021)) to analyse the protein structure as shown in Figure 10.
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Table 2. Ramachandran plot for each model.

MODELLER
LOMETS MUSTER

6VAM A 6LMT A

Favoured region 187 172 177 196

Allowed region 5 6 14 10

Outlier region 2 3 15 6
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3.8. Energy Minimisation

The energy minimisation was carried through SPDBV (Swiss PDB Viewer) (https:
//spdbv.vital-it.ch/ (accessed on 5 February 2021)) software for the predicted models. The
values retrieved from the energy minimisation were analysed to identify the best protein
structure which was predicted as shown in Table 3. MODELLER 6VAM A had the least
energy content (E = 2468.876 KJ/mol).

Table 3. Energy minimisation values through SPDBV.

MODELLER
LOMETS MUSTER

6VAM A 6LMT A

Energy (KJ/mol) 2468.876 5688.255 10,265.889 8714.236

3.9. Ligands from Bauhinia variegata

The three-dimensional structure in sdf format were downloaded from PubChem. The
secondary metabolites were xanthophyll, beta-carotene, beta-sitosterol, dihydroquercetin,
quercetin, stigma sterol, hentriacontane, octacosanol, flavanone, isoquericetroside,
kaempeferol-3-glucoside, lupeol, myricetol, phenanthriquinone, quercitroside, and ru-
toside, as shown in Table 4.

Table 4. Compounds and their respective PubChem IDs.

Compound PubChem ID

Hentriacontane CID: 12410

Octacosanol CID:68406

Stigmasterol CID:5280794

Betasitosterol CID:222284

Flavanone CID:10251

Isoquericetroside CID:5484006

Kaempeferol-3-glucoside CID:6325460

Lupeol CID:259846

Myricetol CID:5281672

Phenanthriquinone CID:6763

Quercitroside CID:5280459

Rutoside CID:5280805

Xanthophyll CID:5281243

Beta- carotene CID:5280489

Dihydroquercetin CID:439533

Quercetin CID:5280343

3.10. Screening of Ligands through iGEMDOCK

All the downloaded ligands were interacted with the protein molecule (CALHM1).
Table 5 shows how the Van der Waal forces, binding energy, and hydrogen bond were used
to filter the best docked molecules. The structure of the screened docked protein– ligands
are shown in Figure 11.
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Table 5. Initial docking by iGEMDOCK.

Ligands Binding Energy VDW HBond

Quercetin (CID: 5280343) −12.66 −22.13 −2.34

Dihydroquercetin (CID: 439533) −10.30 −21.11 −2.18

Beta-carotene (CID: 5280489) −10.26 −20.11 −3.42

Xanthophylls (CID: 5281243) −8.20 −11.33 −4.57

Stigma sterol (CID: 5280794) −7.80 −29.20 −7.6

Beta-sitosterol (CID: 222284) −6.70 −30.29 −3.41
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3.11. Molecular Docking Analysis through AutoDock Vina

Using the AutoDock vina program, the screened ligands were docked with CALHM1.
The ligands were then sorted according to their minimal binding affinity. The optimum
posture was determined based on the lowest binding affinity, as illustrated in Figure 12.
Quercetin (CID: 5280343) exhibited the lowest binding affinity with CALHM1 according
to molecular docking findings. The optimum energy value after comparing the poses of
quercetin with CALHM1 was −12.45 Kcal/mol, as indicated in Table 6. The AutoDock
vina energies were evaluated.
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Table 6. Docking result of quercetin against CALHM1.

S.No Mode Affinity
(kcal/mol)

Distance From Best
Mode RMSD l.b

Distance From Best
Mode RMSD u.b

1. 1 −12.45 0.000 0.000

2. 2 −12.34 21.115 20.357

3. 3 −12.12 12.235 12.514

4. 4 −11.65 9.656 6.524

5. 5 −11.25 8.459 2.722

6. 6 −10.81 8.287 10.650

7. 7 −9.45 7.775 1.089

8. 8 −9.32 6.002 11.924

9. 9 −8.23 6.028 14.615

3.12. Cheminformatics Properties and Lipinski’s Rule of Five Validation of Quercetin

The cheminformatics properties were studied for quercetin. The properties were
molecular formula, molecular weight (g/mol), molar refractivity (cm3), density (cm3), drug
likeness, etc., as shown in Table 7. The molecular weight of quercetin was 302.24 g/mol, the
value of log P was 0.56, molecular refractivity was 122.60 cm3. The comparative result of
quercetin predicts it to be a good candidate. Quercetin was also validated for its Lipinski’s
rule of five properties, the value of quercetin predicted <10 hydrogen bond acceptors,
<5 hydrogen bond donors, <500 g/mol molecular weight, <5 log P value [26].

Table 7. Cheminformatics properties of quercetin.

Molecular Formula C15H10O7

Molecular weight (g/mol) 302.24

Hydrogen bond acceptor 7

Hydrogen bond donor 5

Rotatable bonds 1

Log p 0.56

No of atoms 22

Polar surface area (A2) 103.49 A2

Molar refractivity (cm3) 122.60

Density (cm3) 1.23

Molar volume (cm3) 268.73 cm3

Drug likeness 1

Lipinski validation yes

GPCR ligand −0.06

Ion channel modulator −0.19

Kinase inhibitor 0.28

Nuclear receptor ligand 0.36

Protease inhibitor −0.25

Enzyme inhibitor 0.28

3.13. Quercetin’s Pharmacokinetic Properties

Properties such as absorption, distribution, metabolism, excretion and toxicity proper-
ties (ADMET) were analysed for quercetin under pharmacokinetics.
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The absorption property was analysed by intestinal water solubility at −2.925 log mol/L,
and the intestinal solubility was found to be 96.902 percent, and the skin permeability value
was −2.735 log Kp, which showed a strong quercetin structure that validated its good
behaviour in terms of drug likeness. The blood brain barrier (BBB) and central nervous
system (CNS) permeability values of quercetin were analysed for distribution properties
with a weak BBB value of −1.098 log BB. However, the permeability value of the central
nervous system (CNS) was −3.065 log PS. The CYP3A4 substrate, which is the isoform of
cytochrome P450, confirmed the metabolism property. The property of excretion showed
that the total clearance value was 0.407, which showed that quercetin had nontoxic actions,
and nontoxicity was inferred [27]. Table 8 shows all of the results.

Table 8. Pharmacokinetic properties of quercetin.

S.No. Property Model Name Predicted Value Unit

1. Absorption Water solubility −2.925 Numeric (log mol/L)

2. Absorption Caco2
permeability −0.229 Numeric (log Papp in

10–6 cm/s)

3. Absorption
Intestinal

absorption
(human)

96.902 Numeric (% absorbed)

4. Absorption Skin permeability −2.735 Numeric (log Kp)

5. Absorption P-glycoprotein
substrate Yes Categorical (Yes/No)

6. Absorption P-glycoprotein I
inhibitor No Categorical (Yes/No)

7. Absorption P-glycoprotein II
inhibitor No Categorical (Yes/No)

8. Distribution VDss (human) 1.559 Numeric (log L/kg)

9. Distribution Fraction unbound
(human) 0.206 Numeric (Fu)

10. Distribution BBB permeability −1.098 Numeric (log BB)

11. Distribution CNS permeability −3.065 Numeric (log PS)

12. Metabolism CYP2D6 substrate No Categorical (yes/no)

13. Metabolism CYP3A4 substrate No Categorical (yes/no)

14. Metabolism CYP1A2 inhibitor Yes Categorical (yes/no)

15. Metabolism CYP2C19 inhibitor No Categorical (yes/no)

16. Metabolism CYP2C9 inhibitor No Categorical (yes/no)

17. Metabolism CYP2D6 inhibitor No Categorical (yes/no)

18. Metabolism CYP3A4 inhibitor No Categorical (yes/no)

19. Excretion Total clearance 0.407 Numeric (log
ml/min/kg)

20. Excretion Renal OCT2
substrate No Categorical (yes/no)

21. Toxicity AMES toxicity No Categorical (yes/no)

22. Toxicity Max. tolerated
dose (human) 0.499 Numeric (log

mg/kg/day)

23. Toxicity hERG I inhibitor No Categorical (yes/no)

24. Toxicity hERG II inhibitor No Categorical (yes/no)
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Table 8. Cont.

S.No. Property Model Name Predicted Value Unit

25. Toxicity Oral rat acute
toxicity (LD50) 2.471 Numeric (mol/kg)

26. Toxicity Oral rat chronic
toxicity (LOAEL) 2.612 Numeric (log

mg/kg_bw/day)

27. Toxicity Hepatotoxicity No Categorical (yes/no)

28. Toxicity Skin sensitisation No Categorical (yes/no)

29. Toxicity T. pyriformis
toxicity 0.288 Numeric (log µg/L)

30. Toxicity Minnow toxicity 3.721 Numeric (log mM)

3.14. Molecular Dynamic Simulations Analysis

The protein target (CALHM1) along with quercetin and CALHM1 were selected for
the molecular dynamics simulations to check the conformations. Using the GROMACS, the
trajectories were analysed in terms of RMSD (root mean square deviation), Rg (radius of
gyration), SASA (solvent accessible surface area), and RMSF (root mean square fluctuation).

3.15. Root Mean Square Deviation (RMSD)

The RMSD was used to identify the stability of unliganded CALHM1 and CALHM1
with quercetin. The system was in balance, with RMSD fluctuating about 2500 ps. As seen
in Figure 13, the backbone atoms grew up to around 0.23 nm before stabilising until the
end of the simulation, showing that the molecular system was then properly set.
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3.16. Radius of Gyration

After around 2500 ps, the systems stabilised, indicating that the molecular dynamics
simulation equilibrated. The CALHM1–quercetin binding was anticipated to be excellent
based on the radius of gyration. As illustrated in Figure 14, the environment does not alter
during contact.
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3.17. Solvent Accessible Surface Area (SASA)

The CALHM1 total solvent exposed surface area was displayed at 10,000 ps. The
differences seen in the SASA graph were a bit similar to those of the radius of gyration. As
demonstrated in Figure 15, it can be seen that there is a similarity between the SASA and
the radius of gyration, which shows the accuracy in the simulation results.
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3.18. Root Mean Square Fluctuation (RMSF)

The RMSF was used to investigate the mobility of CALHM1 residues in the presence
and absence of ligands. The findings show that variations greater than 0.25 nm indicate
residues located far from each ligand’s binding sites. Furthermore, as seen in Figure 16, the
residues in contact with the quercetin were the most stable and had the lowest RMSF values.
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4. Conclusions

In recent years, there has been a huge growth in the use of various software and
algorithms to predict protein structure using in silico methods. However, the precision of
structure prediction, the severity of fold assignment errors, and the modelling of side chains
and loops all need a significant body shift. CALHM1 (calcium homeostasis modulator
1) is involved in the pathogenesis of Alzheimer’s disease. CALHM1’s various models
were developed and verified using homology modelling and Rampage. The interaction of
alkaloids and flavonoids with CALHM1 was tested using the Bauhinia variegata plant. The
model created with MODELLER software and 6VAM A was chosen because it performed
best on the Ramachandran plot. Quercetin was shown to be the best choice for the protein
molecule, with a minimum binding energy of −12.45 kcal/mol, and its ADME qualities
were assessed using Molsoft and Molinspiration. At 2500 ps, CALHM1 and the CALHM1–
quercetin combination became stable, according to molecular dynamics simulations. Finally,
the in silico analysis suggested that quercetin might be a suitable therapeutic inhibitor.
Quercetin may operate as a good inhibitor for treating Alzheimer’s disease, according to in
silico research using molecular docking and molecular dynamics simulations, and future
in vitro and in vivo investigations may establish its therapeutic potential.
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Abstract: Levodopa-induced dyskinesia (LID) is a common complication of chronic dopamine re-
placement therapy in the treatment of Parkinson’s disease (PD), and a noble cause of disability in
advanced PD patients. Circular RNA (circRNA) is a novel type of non-coding RNA with a cova-
lently closed-loop structure, which can regulate gene expression and participate in many biological
processes. However, the biological roles of circRNAs in LID are not completely known. In the
present study, we established typical LID rat models by unilateral lesions of the medial forebrain
bundle and repeated levodopa therapy. High-throughput next-generation sequencing was used
to screen circRNAs differentially expressed in the brain of LID and non-LID (NLID) rats, and key
circRNAs were selected according to bioinformatics analyses. Regarding fold change ≥2 and p < 0.05
as the cutoff value, there were a total of 99 differential circRNAs, including 39 up-regulated and
60 down-regulated circRNAs between the NLID and LID groups. The expression of rno-Rsf1_0012
was significantly increased in the striatum of LID rats and competitively bound rno-mir-298-5p.
The high expression of target genes PCP and TBP in LID rats also supports the conclusion that
rno-Rsf1_0012 may be related to the occurrence of LID.

Keywords: Parkinson’s disease; levodopa-induced dyskinesia; circular RNA; next-generation
sequencing

1. Introduction

Parkinson’s disease (PD) is a chronic, progressive disease mainly affecting middle-
aged and elderly people. It is characterized by tremors, rigidity, decreased movement,
abnormal postural reflex, and autonomic nervous dysfunctions. It is the second most
common neurodegenerative disease in the world after Alzheimer’s disease and affects
approximately 1% of adults over age 60 [1]. The main pathological changes of PD include
the loss of dopaminergic neurons and the formation of Lewy bodies in the substantia
nigra of the midbrain. The pathogenesis of PD is unclear, but mitochondrial dysfunction,
oxidative stress, altered protein handling, and inflammation may contribute to nigral
dopaminergic cell death [2].

At present, levodopa is still the first choice for PD treatment. However, with progres-
sion of the disease, long-term levodopa treatment may show decreased efficacy and cause
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symptom fluctuations and motor complications. Studies have suggested that 8–45% of PD
patients experienced dyskinesia after 4–6 years of treatment [3–5] with a disability as high
as 43% [6]. It is believed that the occurrence and development of LID are related to the in-
herent lesions of the nigrostriatal regions and the pulsatile delivery of levodopa, involving
a variety of neural signaling pathways and changes in brain network electrophysiological
activities [7]. At present, the exact mechanism of LID is not clear, and effective treatment
strategies are also lacking in clinical practice.

Circular RNA is a newly discovered non-coding RNA with a closed circular structure,
which is resistant to exonuclease and abundant in the whole transcriptome. The functions
of most circRNAs remain unexplored, but many circRNAs exert important biological
functions by acting as microRNAs or protein inhibitors, to regulate protein functions or to
be translated [8]. CircRNAs are evolutionarily conserved and are more stable than linear
RNAs, so circRNAs have enormous potential to be diagnostic and prognostic biomarkers [9].
Studies have shown that circRNAs are closely related to brain development [10], nervous
system tumors [11], Alzheimer’s disease [12], and PD [13]. For example, Hanan et al. found
that circSLC8A1, which carries seven binding sites for miR-128 and is strongly bound
to the microRNA effector protein, Ago2, may affect oxidative stress in PD by regulating
miR-128 [13].

There is growing evidence suggesting the potential role of circRNAs in nervous system
disease. However, there are no reports on the role of circRNAs in LID. Here we studied the
circRNA expression profile of the striatum of LID rats by high-throughput sequencing to
identify circRNAs related to LID for further study.

2. Materials and Methods
2.1. Animals

Male specific pathogen-free (SPF) Sprague–Dawley (SD) rats (250−300 g) were ob-
tained from Vital-River Experimental Animal Technology (Beijing, China). Animals were
maintained in a temperature-controlled room on a 12/12 h light/dark cycle with ad libitum
access to standard food and water. Animal experiments were conducted according to
the Chinese Animal Welfare Act and Guidance for Animal Experimentation of Capital
Medical University. The study protocol was approved by the Ethics Committee of Beijing
Neurosurgical Institute, Capital Medical University (Protocol No.: AEEI-2018-200).

2.2. 6-OHDA Lesion and L-DOPA Administration

Rats were anesthetized with 2−3% isoflurane through an animal anesthesia ventilator
system (RWD Life Science, Shenzhen, China) and placed in a stereotaxic frame (David
Kopf Instruments, Tujunga, CA, USA). Based on previous PD rat model studies, rats were
unilaterally lesioned by injection of 6-OHDA (12 µg/2.4 µL in 0.02% ascorbate in saline
(162957, Sigma-Aldrich, St. Louis, MO, USA)) into the medial forebrain bundle (MFB)
(from bregma: anterior posterior (AP): −3.6 mm, medial lateral (ML): −1.8 mm; dorsal
ventral (DV): −8.2 mm from the skull)) using a Hamilton syringe (88000, Hamilton, Reno,
NV, USA). The 6-OHDA was injected at a rate of 1 µL/min, and the needle was left in place
for an additional 5 min to allow diffusion of 6-OHDA before being slowly retracted. To
determine lesion efficacy, turning behavior was recorded 3 weeks later over a 90 min period
after injection of apomorphine (0.5 mg/kg by subcutaneous injection (16094, Cayman,
Ann Arbor, MI, USA)) [14]. The control rats received a sham lesion using saline.

Similar to human LID, repeated levodopa therapy induced abnormal involuntary
movements (AIMs) (including dystonia, hyperkinesia, and/or stereotypies) in the PD
model rats [15]. Starting 3 days after the turning behavior test, PD rats received methyl
L-DOPA (6 mg/kg, 5 mg/mL; D9628-5G, Sigma-Aldrich) and peripheral decarboxylase
inhibitor, benserazide (B7283-1G, Sigma-Aldrich, 12 mg/kg, 10 mg/mL) using single daily
intraperitoneal injections for 21 days. The 6-OHDA-lesioned control rats received saline
using the same protocol (Figure 1A). AIMs were rated every 3 days after L-DOPA therapy
six times in 180 min [16]. For each AIM category (exhibition of axial, limb, oral-lingual, and
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locomotor movements), a severity score of 0−4 was assigned and summed for each time
point. Rats with average AIMs >12 were assigned to the LID group, whereas those with no
apparent dyskinesia and average AIM scores ≤12 constituted the NLID group. After the
final AIM rating, the rats were euthanized for analyses. The control rats were fed for the
same time without treatment and were euthanized.
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Figure 1. Validation of the levodopa-induced dyskinesia (LID) rat model. (A) Experimental timeline.
A unilateral Parkinson’s disease (PD) rat model was established by 6-OHDA stereotactic intracerebral
injection of the right medial forebrain bundle. Contralateral rotation was induced by apomorphine
intraperitoneal injection 3 weeks later. The validated PD rats were administered with L-DOPA and
benserazide for 3 weeks to induce a rat model of dyskinesia. Involuntary movements (AIMs) were
rated every 3 days during the treatment. (B) AIMs of LID rats at various times. At 30 min intervals,
AIMs were rated for 60 s for each rat for a total of 180 min. For each AIM category, the scores were
summed for each time point. Data are shown as mean ± SEM (n = 15). (C) The typical AIM of LID
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rats. The limb AIM was manifested by tremor of the distal extremity and grasp, and contraction
of the shoulder muscles, with hemiballismus. The axial AIM is manifested by torsion of the head,
neck, and upper torso, or even loss of balance. The locomotive aim was shown as turning in circles
to the opposite side of the injury. (D,E) Western blot of TH in the striatum and substantia nigra
(SN) and c-FOS, p-ERK, and ERK in the striatum of control, PD, LID, and (non-LID) NLID rats
(n = 3–5). (F) Ratio of TH-positive cells in the brain of control, PD, LID, and NLID rats. TH-positive
cells were significantly decreased in the striatum and substantia nigra of PD, LID, and NLID rats.
(G) Immunostaining of TH in the brain of control, PD, LID, and NLID rats. * p < 0.05, ** p < 0.01,
*** p < 0.001 vs. sham group; # p < 0.05, ## p < 0.01, ### p < 0.001 vs. PD group.

2.3. Immunofluorescence Analysis

Rat brains were fixed with 4% paraformaldehyde and embedded with paraffin. Tissue
sections (thickness) containing substantia nigra and striatum were incubated overnight
at 4 ◦C with anti-tyrosine hydroxylase (TH) antibody (ab112, 1:700; Abcam, Cambridge,
MA, USA). Immunolabeled sections were washed and incubated with goat secondary
antibodies conjugated with Alexa Fluor 488 (ab150129, Merck Biosciences, Nottingham,
UK). Sections were mounted with medium containing diamidino-2-phenylindole (DAPI)
(H1200-10, Vector Laboratories, Burlingame, CA, USA). The images were analyzed using
Pannoramic Viewer software (3D HISTECH, Budapest, Hungary).

2.4. Western Blotting

Striatum proteins of the Sham, PD, NLID, and LID rats were extracted using a protein
extraction kit (GPP1814; GenePool, Beijing, China). Rabbit polyclonal anti-TH (ab112;
1:200), rabbit polyclonal anti-c-FOS (ab7963; 1:500) (both from Abcam); rabbit monoclonal
anti-ERK1/2 (#4695; 1:1000), and rabbit monoclonal anti-p-ERK1/2 (#4377; 1:500) (both
from Cell Signaling Technology, Danvers, MA, USA) were used as the primary antibodies.
Rabbit monoclonal anti-GAPDH antibody (ab181602; 1:3000; Abcam) was used for the
loading control. Protein band density was quantified using the Quantity One software
(version 4.6.2; Bio-Rad, Hercules, CA, USA).

2.5. CircRNAs Extraction and Sequencing

Total RNA was extracted from the right striatum of LID and NLID rats using
an RNeasy mini kit (Qiagen, Hilden, Germany) according to the manufacturer’s instruc-
tions. Strand-specific libraries were prepared using the TruSeq Stranded Total RNA Sample
Preparation kit (Illumina, San Diego, CA, USA). Qubit 2.0 fluorometry (Life Technologies,
Carlsbad, CA, USA) was used to quantify the purified libraries. An Agilent 2100 bioana-
lyzer (Agilent Technologies, Santa Clara, CA, USA) was used to confirm the insert size and
calculate the molar concentration. The library was diluted to 10 pM and then sequenced on
the Illumina HiSeq X-ten system. Library construction and sequencing were performed by
Shanghai Biotechnology Corp. (Shanghai, China).

2.6. Differential Expression Analysis of circRNAs

Clean reads were obtained by filtering-out rRNA reads, adapters, short fragments, and
other low-quality reads from raw reads using Seqtk. Fragments per kilobase of transcript
per million fragments mapped (FPKM) was used as an index to measure the expression
levels of transcripts. Q30 was calculated to evaluate sequencing accuracy. Clean reads
were compared to the reference genome Rnor 6.0 using BWA-MEM [17]. Circular RNA
candidates were predicted by CIRI computational pipelines [18]. Perl scripts were used to
classify the predicted circRNAs. Counts of reads mapping across an identified backsplice
were normalized by read length and number of reads mapping.

Differentially expressed genes between the LID and NLID groups were identified using
edgeR [19]. The significance threshold (p-value) was determined using false discovery
rate (FDR). The fold change was calculated according to the spliced reads per billion
mapping value. Differentially expressed genes were filtered by the criteria of p ≤ 0.05 and
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fold change ≥2. The parental gene was obtained according to the position information
of circRNAs.

2.7. GO and KEGG Analyses

Gene Ontology (GO) annotation and Kyoto Encyclopedia of Genes and Genomes
(KEGG) pathway analysis were performed on the parental genes of differentially expressed
circRNAs. Analysis of GO terms enrichment was performed using clusterProfiler [20].
The p-value and FDR of each function were calculated by Fisher’s exact test and multiple
comparison test to screen out the significant function represented by different genes. The
selection criteria for significant GO were p < 0.05. The KEGG pathways were assessed using
KOBAS software [21].

2.8. qRT-PCR

Total RNA was extracted using the Ultrapure RNA Kit (CWbio, Beijing, China) and the
remaining genomic DNA was digested using the DNase I Kit (CWbio). The RNA samples
were reverse-transcribed into cDNA by using the HiFi-MMLV cDNA First Strand Synthesis
Kit (CWbio) according to the manufacturer’s instructions. The qRT-PCR was performed
with UltraSYBR Mixture (CWbio). The sequences of primers were listed in Table 1. Each
sample was run in triplicate. GAPDH was used as a reference and the relative expression
levels were calculated with the 2−∆∆Ct method.

Table 1. Primer sequences used for qRT-PCR.

ID Sequence of Primers

rno-Rsf1_0012
Forward 5′-GCCTTCCGAATCACCCAGAA-3′

Reverse 5′-GAATCCATTGACCGCTCATCAG-3′

rno-Rims2_0060
Forward 5′-GGCTCACAAGACAGGATTCTATT-3′

Reverse 5′-GCTTTCTGTCTGAAGGCATGT-3′

rno-N4bp1_0001 Forward 5′-GCCATTACGAGTACATCAAAGGG-3′

Reverse 5′-AACACAGAGGTCAGCACAAGTA-3′

rno-Ick_0003
Forward 5′-AAGGACTGGCGTTCATTCACA-3′

Reverse 5′-GATGGCAGCACCAGCACAA-3′

rno-Stk39_0001
Forward 5′-GCTCTTCTCTGCTGGCTTGG-3′

Reverse 5′-GGCTTACCTTGGCTTTCTGGAA-3′

rno-Ell2_0005
Forward 5′-GGTGGGTGCTTGTTAAGTATATTAC-3′

Reverse 5′-GCTGCTTGATCTTCTGATATTCTTG-3′

PCP4
Forward 5′-CTCACTGCCAGAGGAGGAATG-3′

Reverse 5′-AATTCTTCTTGGACCTTCTTCTGC-3′

TBP
Forward 5′-CTTCAGTCCAATGATGCCTTACG-3′

Reverse 5′-CTGCTGCTGCTGCTGTCTT-3′

2.9. Competing Endogenous RNAs Network

The CeRNA (competing endogenous RNA) network was constructed based on the
relationships between circRNAs, miRNAs, and mRNAs. The miRNA binding sites on
the circRNAs and target genes of miRNAs were analyzed using miRanda and TargetScan
systems [22]. The potential target mRNAs were predicted by TargetScan and miRDB
(http://www.mirdb.org/ accessed on 1 May 2022) [23]. Cytoscape (version 3.8.2; www.
cytoscape.org, accessed on 1 May 2022) was used to build the network.

2.10. Fluorescence In Situ Hybridization (FISH)

FISH was performed to detect the subcellular location of rno-Rsf1_0012. The brain
tissue was incubated in the fixative for 12 h, then dehydrated by gradient alcohol, followed
by paraffin treatment and embedding. The paraffin sections (thickness) were sliced and
incubated in a 62 ◦C oven for 2 h. Xylene and ethanol were used for dewaxing and
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dehydration, respectively. The slices were boiled in the retrieval solution for 10−15 min
and cooled to room temperature. The tissue was digested with proteinase K (20 µg/mL)
at 37 ◦C for 20 min. Endogenous peroxidase was blocked with 3% methanol-H2O2. After
prehybridization, a rno-Rsf1_0012 probe hybridize solution with a concentration of 1 µM
was added to each section and the sections were incubated in a humidity chamber and
hybridized overnight at 42 ◦C. Blocking solution (rabbit serum) was added to the section
after removing the hybridization solution, then anti-DIG-HRP was added and incubated at
37 ◦C for 40 min. TSA chromogenic reagent was added to the labeled tissue and reacted in
the dark for 5 min at room temperature. Cell nuclei were stained with DAPI for 8 min in
the dark. The slides were observed with an Eclipse Ci (Nikon, Tokyo, Japan). The sequence
of the rno-Rsf1_0012 probe was 5′-DIG-GCC TTT GGG TTT TAC TAG TTC TGG GTG
ATT CG-DIG-3′.

2.11. Dual-Luciferase Reporter Assay

The interaction among circRNAs of interest and the predicted miRNA was confirmed
using the dual-luciferase reporter assay. The mutant sequence fragments were assembled.
To confirm the target binding, the wild-type sequence fragments of rno-Rsf1_0012 (wt)
and the mutant sequence fragments of rno-Rsf1_0012 (mut) containing the estimated
binding position were inserted into the pGL4.74 vector. The vectors and rno-miR-298-5p or
mimics-NC were co-transfected into HEK293 cells. A dual-luciferase reporter gene assay
kit (Beyotime Biotechnology, Shanghai, China) was used to detect the luciferase activity.

2.12. Statistical Analysis

Statistical analyses were performed using Prism 9 software (GraphPad, La Jolla, CA,
USA). Data were compared by Student’s t-test (two groups) or by one-way ANOVA analysis
of variance, followed by appropriate multiple comparisons tests (more than two groups).
Data are expressed as the mean ± SEM.

3. Results
3.1. Validation of the LID Rat Models

SD rats were treated with apomorphine 3 weeks after surgery. Rats showing more
than seven contralateral rotations/min were regarded as successful PD models. In this
study, 43 SD rats were surgically treated, and 34 of them eventually became the PD model
rats. The success of PD modeling was 79.1%. After chronic L-DOPA administration, 20 PD
rats developed dyskinesia behavior and were assigned to the LID group (Figure 1C). Within
3 weeks, the AIM score of LID rats increased gradually (Figure 1B), while the control group
treated with saline did not develop dyskinesia.

TH is a rate-limiting enzyme of catecholamine synthesis and a marker of dopaminergic
neurons. TH activity, TH synthesis, and TH mRNA are decreased in the striatum of PD
patients and animal models. TH immunofluorescence analysis of striatum and substan-
tia nigra indicated that TH was significantly decreased in the ipsilateral side striatum
and substantia nigra of PD, LID, and NLID rats, suggesting that dopaminergic neurons
in the substantia nigra were lost and dopamine in the striatum was decreased after stri-
atal 6-OHDA injection, while there was no significant change in the contralateral side
(Figure 1F,G).

Western blot analysis of TH levels confirmed the results of TH immunohistochem-
istry; compared with the control group, the protein levels of TH of PD, LID, and NLID
rats decreased significantly (Figure 1D,E). Immediate early genes (IEGs) can be activated
transiently and rapidly in response to stimuli. IEGs coded proteins, including ∆FosB, FosB,
and c-Fos are known as downstream signaling proteins of extracellular signal-regulated
kinase (ERK) phosphorylation, which is hyperactivated in LID models and patients [24–27].
Therefore, we further assessed the expressions of c-Fos, phosphorylated (p-) ERK, and total
ERK in the striatum of LID rats. As expected, c-Fos and p-ERK protein levels were reduced
in PD rats compared with sham controls, while the expression levels of these two proteins
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in LID and NLID rats were significantly increased compared with PD rats, consistent with
our previous report [28] (Figure 1D,E). Taken together, these results indicated that LID rat
models were successfully established.

3.2. circRNAs Expression Profiles of LID and NLID Rats

Following 6-OHDA lesioning and L-DOPA administration, total RNA was isolated
from striatum samples of three LID rats and three NLID rats for sequencing. The circRNAs
and mRNAs that were differently expressed in LID and NLID rats were screened by high-
throughput RNA sequencing to figure out the global circRNAs and mRNA landscape.
In terms of the percentages of bases, they were evenly distributed in all samples. The
percentages of clean reads in all samples were >93%, and the ratio of mapped reads of
all samples was >92%. The reads derived from linear RNA and circRNA were unevenly
located in all chromosomes, especially on ch1, ch2, and ch3 (Figure S1). The classification of
predicted circRNAs indicated that most of them were ecircRNAs (Figure S2). According to
the criterion of fold change ≥2 and p < 0.05, a total of 99 differentially expressed circRNAs
(DEcircRNAs) were obtained between the LID and NLID groups, of which 39 were up-
regulated and 60 were down-regulated (Table 2; Figure 2A,B).

Table 2. Top 10 up- and down-regulated DEcircRNAs obtained by sequencing.

ID Type Fold Change Regulation

rno-Ick_0003 exon 13.13123 UP
rno-N4bp1_0001 exon 11.10113 UP

rno-Ell2_0005 exon 10.88539 UP
rno-Rims2_0060 exon 9.183134 UP
rno-Stk39_0001 exon 9.045527 UP
rno-Rsf1_0012 exon 8.201328 UP
rno-Chd2_0001 exon 4.98735 UP
rno-Trip12_0024 exon 4.913605 UP
rno-Arl8b_0001 exon 4.636859 UP
rno-Dmd_0004 exon 4.296785 UP

rno-Ralgps2_0004 exon 6.565114 DOWN
rno-Susd1_0002 exon 7.722112 DOWN
circRNA.15164 intergenic region 8.034623 DOWN

rno-Sergef_0005 exon 8.351556 DOWN
circRNA.4818 exon 8.367079 DOWN

rno-Kdm4c_0013 exon 8.40449 DOWN
rno-Pcsk5_0002 exon 8.931029 DOWN
rno-Prex2_0027 exon 9.574243 DOWN

rno-Rps6ka5_0004 exon 10.93379 DOWN
rno-Slc16a10_0001 exon 12.47348 DOWN

3.3. Functional Annotation of the Host Genes of DEcircRNAs

GO enrichment analysis revealed that the host genes of DEcircRNAs mainly par-
ticipated in protein ubiquitination (GO terms: protein ubiquitination, p = 2.38 × 10−6;
protein polyubiquitination, p = 7.94 × 10−6; and regulation of protein ubiquitination,
p = 2.72 × 10−4), neuronal morphology (GO terms: neuron projection morphogenesis,
p = 1.01 × 10−3; cell projection morphogenesis, p = 1.69 × 10−3; and cell part morphogene-
sis, p = 1.99 × 10−3), and histone modification (GO terms: regulation of histone modifica-
tion, p = 4.26 × 10−5; and histone modification, p = 1.29× 10−3) (Figures 2C and S3). KEGG
annotation and enrichment revealed that the host genes of DEcircRNAs mainly participated
in pathways of ubiquitin-mediated proteolysis (p = 3.99 × 10−4) (Figures 2D and S4).
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induced dyskinesia) rats compared to non-LID (NLID) rats. The expression values are denoted
using a color scale. The intensity increases from red (relatively higher expression) to blue (relatively
lower expression). Different columns represent different samples (n = 6), and each row represents
a single circRNA. (B) Volcano plot of circRNAs. A total of 39 up-regulated and 60 down-regulated
circRNAs were screened out. Up-regulated and down-regulated circRNAs are denoted in red and
blue, respectively. (C) Gene Ontology (GO) enrichment analysis. The abscissa is the rich factor, and
the ordinate represents the GO terms. The size of the dot represents the number of genes annotated
to the GO term. The color of the dot represents the q value. (D) Kyoto Encyclopedia of Genes and
Genomes (KEGG) enrichment analysis. The size of the dot represents the number of genes annotated
to the KEGG term. The color of the dot represents the q value.
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3.4. Rno-Rsf1_0012 Expression Validated by qRT-PCR

Six most significant differential expressed up-regulated circRNAs (rno-Ick_0003, rno-
N4bp1_0001, rno-Ell2_0005, rno-Rims2_0060, rno-Stk39_0001, and rno-Rsf1_0012) were
selected for validation according to their functional annotations. Their expressions were
analyzed by quantitative real-time (qRT-) PCR (Figure 3A). The PCR results showed that
rno-Rsf1_0012, rno-N4bp1_0001, rno-Rims2_0060, and rno-Ell2_0005 were significantly
higher in the LID group than in the NLID group, while there was no such difference in rno-
Stk39_0001 and rno-Ick_0003. Among them, the difference of rno-Rsf1_0012 was the most
significant, so subsequent studies focused on it. The mature sequence of rno-Rsf1_0012 was
GTA AAA CCC AAA GGC AAA GTT CGA TGG ACT GGC TCT CGG ACA CGT GGC
AGG TGG AAA TAC TCC AGC AAT GAT GAG AGC GAA GGG TCC GAG AGT GAC
AAA TCC TCT GCC GCC TCG GAA GAG GAG GAA GGA AAG GAG AGT GAA GAA
GCA GTC CTT CCA GAT GAC GAT GAA CCC TGC AAA AAG TGT GGC CTT CCG
AAT CAC CCA GAA CTA. Fluorescence in situ hybridization (FISH) analysis showed that
rno-Rsf1_0012 was mainly localized in the cytoplasm of neurons (Figure 3B).

Brain Sci. 2022, 12, x FOR PEER REVIEW 9 of 15 
 

3.3. Functional Annotation of the Host Genes of DEcircRNAs 
GO enrichment analysis revealed that the host genes of DEcircRNAs mainly partici-

pated in protein ubiquitination (GO terms: protein ubiquitination, p = 2.38E-06; protein 
polyubiquitination, p = 7.94×10-6; and regulation of protein ubiquitination, p = 2.72×10-4), 
neuronal morphology (GO terms: neuron projection morphogenesis, p = 1.01×10-3; cell pro-
jection morphogenesis, p = 1.69×10-3; and cell part morphogenesis, p = 1.99×10-3), and his-
tone modification (GO terms: regulation of histone modification, p = 4.26×10-5; and histone 
modification, p = 1.29×10-3) (Figures 2C and S3). KEGG annotation and enrichment re-
vealed that the host genes of DEcircRNAs mainly participated in pathways of ubiquitin-
mediated proteolysis (p = 3.99×10-4) (Figures 2D and S4). 

3.4. Rno-Rsf1_0012 Expression Validated by qRT-PCR 
Six most significant differential expressed up-regulated circRNAs (rno-Ick_0003, rno-

N4bp1_0001, rno-Ell2_0005, rno-Rims2_0060, rno-Stk39_0001, and rno-Rsf1_0012) were 
selected for validation according to their functional annotations. Their expressions were 
analyzed by quantitative real-time (qRT-) PCR (Figure 3A). The PCR results showed that 
rno-Rsf1_0012, rno-N4bp1_0001, rno-Rims2_0060, and rno-Ell2_0005 were significantly 
higher in the LID group than in the NLID group, while there was no such difference in 
rno-Stk39_0001 and rno-Ick_0003. Among them, the difference of rno-Rsf1_0012 was the 
most significant, so subsequent studies focused on it. The mature sequence of rno-
Rsf1_0012 was GTA AAA CCC AAA GGC AAA GTT CGA TGG ACT GGC TCT CGG 
ACA CGT GGC AGG TGG AAA TAC TCC AGC AAT GAT GAG AGC GAA GGG TCC 
GAG AGT GAC AAA TCC TCT GCC GCC TCG GAA GAG GAG GAA GGA AAG GAG 
AGT GAA GAA GCA GTC CTT CCA GAT GAC GAT GAA CCC TGC AAA AAG TGT 
GGC CTT CCG AAT CAC CCA GAA CTA. Fluorescence in situ hybridization (FISH) 
analysis showed that rno-Rsf1_0012 was mainly localized in the cytoplasm of neurons 
(Figure 3B). 
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were significantly higher in the LID group (n = 6) than in the NLID group (n = 6). (B) Expression 

Figure 3. Expression profiles of rno-Rsf1_0012. (A) Validation of RNA sequencing results by qRT-PCR
of six circRNAs. CircRNA rno-Rsf1_0012, rno-N4bp1_0001, rno-Rims2_0060, and rno-Ell2_0005 were
significantly higher in the LID group (n = 6) than in the NLID group (n = 6). (B) Expression location
of rno-Rsf1_0012. Immunofluorescence labeling of rno-Rsf1_0012 (green) and neuron markers (blue)
in the striatum. * p < 0.05, ** p < 0.01, *** p < 0.001, ns non-significant.

3.5. Rno-Rsf1_0012 Regulates Expression of Target Genes via rno-miR-298-5p

CeRNA mechanisms include the RNA transcript competitively binding miRNA, result-
ing in diluting the concentrations of free miRNAs in cells, reducing the inhibition of miRNA
on coding RNA, and increasing the expressions of target genes [29]. The ceRNA network
analysis showed that rno-Rsf1_0012 regulated multiple target genes by sponging miRNAs,
including rno-miR-298-5p, rno-miR-503-3p, and rno-miR-668 (Figure 4). Interaction of
rno-Rsf1_0012 and rno-miR-298-5p was confirmed using the dual-luciferase reporter assay.
Wild-type (WT) and mutant (MT) dual-luciferase reporter vectors of rno-Rsf1_0012 incor-
porating miRNA binding sites were constructed and co-transfected with miRNA mimics or
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NC mimics into HEK 293 cells (Figure 5A). Compared with the NC mimics, rno-miR-298-5p
significantly reduced the luciferase activity of the WT reporter, while rno-miR-298-5p did
not affect the luciferase activity of the MT reporter (Figure 5B). The expression of two
target genes (PCP4 and TBP) was confirmed using qRT-PCR. Compared with the NLID
group, the expressions of PCP4 and TBP in the LID group were significantly increased
(Figure 5C). These results indicated that rno-Rsf1_0012 may function as a molecular sponge
of rno-miR-298-5p using its predicted binding sites.

Brain Sci. 2022, 12, x FOR PEER REVIEW 10 of 15 
 

location of rno-Rsf1_0012. Immunofluorescence labeling of rno-Rsf1_0012 (green) and neuron mark-
ers (blue) in the striatum. *p < 0.05, **p < 0.01, ***p < 0.001, ns non-significant. 

3.5. Rno-Rsf1_0012 Regulates Expression of Target Genes via rno-miR-298-5p 
CeRNA mechanisms include the RNA transcript competitively binding miRNA, re-

sulting in diluting the concentrations of free miRNAs in cells, reducing the inhibition of 
miRNA on coding RNA, and increasing the expressions of target genes [29]. The ceRNA 
network analysis showed that rno-Rsf1_0012 regulated multiple target genes by sponging 
miRNAs, including rno-miR-298-5p, rno-miR-503-3p, and rno-miR-668 (Figure 4). Inter-
action of rno-Rsf1_0012 and rno-miR-298-5p was confirmed using the dual-luciferase re-
porter assay. Wild-type (WT) and mutant (MT) dual-luciferase reporter vectors of rno-
Rsf1_0012 incorporating miRNA binding sites were constructed and co-transfected with 
miRNA mimics or NC mimics into HEK 293 cells (Figure 5A). Compared with the NC 
mimics, rno-miR-298-5p significantly reduced the luciferase activity of the WT reporter, 
while rno-miR-298-5p did not affect the luciferase activity of the MT reporter (Figure 5B). 
The expression of two target genes (PCP4 and TBP) was confirmed using qRT-PCR. Com-
pared with the NLID group, the expressions of PCP4 and TBP in the LID group were 
significantly increased (Figure 5C). These results indicated that rno-Rsf1_0012 may func-
tion as a molecular sponge of rno-miR-298-5p using its predicted binding sites. 

 
Figure 4. ceRNA network of rno-Rsf1_0012 with mRNAs. CircRNA rno-Rsf1_0012 and binding miR-
NAs are denoted by orange ellipse and green triangles, respectively. According to the trend of 
mRNA differential expression, the up-regulated and down-regulated mRNAs are denoted by red 
and blue rectangles, respectively. 

Figure 4. ceRNA network of rno-Rsf1_0012 with mRNAs. CircRNA rno-Rsf1_0012 and binding
miRNAs are denoted by orange ellipse and green triangles, respectively. According to the trend of
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and blue rectangles, respectively.

Brain Sci. 2022, 12, x FOR PEER REVIEW 11 of 15 
 

 
Figure 5. Dual-luciferase reporter assay and target genes expression. (A) Wild-type (WT) and mu-
tated-type (MT) sequences of the putative binding sites between rno-Rsf1_0012 and rno-miR-298-
5p. (B) Dual-luciferase reporter assays were performed to validate the association of rno-Rsf1_0012 
and rno-miR-298-5p. Compared with the NC mimics, rno-miR-298-5p significantly reduced the lu-
ciferase activity of the WT reporter, while rno-miR-298-5p did not affect the luciferase activity of the 
MT reporter. (C) PCP4 and TBP in LID group were significantly increased in LID group (n = 6) 
compared with NLID group (n = 6). *p < 0.05, ***p < 0.001. 

4. Discussion 
Here we established a LID rat model using the well-recognized intraperitoneal injec-

tion of L-DOPA and benserazide after unilateral 6-OHDA lesioning of the nigrostriatal 
pathway. Because a subset of SD rats is LID resistant [30,31], we divided rats in our study 
into the LID and NLID groups according to whether the model was successful. High-
throughput sequencing was then used to screen the DEcircRNAs in the striatum. Using 
bioinformatics approaches, we further narrowed the scope to focus on a subset of circR-
NAs that may have played a key regulatory role and found rno-Rsf1_0012 may be related 
to the occurrence and development of LID. This possibility was further verified by PCR 
results. According to the mechanism of ceRNA, we speculated that rno-Rsf1_0012 might 
function as miRNA sponges to abrogate the inhibitory impact of rno-miR-298-5p on target 
genes. The dual-luciferase reporter genes experiment confirmed this idea. 

Although no animal model can fully replicate human PD, the unilateral striatum of 
SD rats damaged by 6-OHDA is one of the most well-studied PD models. The substantia 
nigra dopaminergic neuron degeneration and loss, glial cell proliferation, substantia nigra 
and striatum TH activity, and dopamine decrease are similar to that of human PD. Apo-
morphine-induced rotation behavior can be used to quantify PD behavior and facilitate 
evaluation by researchers. However, it must be noted that this model belongs to an acute 
injury model and cannot simulate the characteristics of the chronic progressive course of 
PD in humans. Human LID can be divided into different subtypes with different clinical 
manifestations and mechanisms, including peak-dose dyskinesia, diphasic dyskinesia, 

Figure 5. Cont.

168



Brain Sci. 2022, 12, 1206

Brain Sci. 2022, 12, x FOR PEER REVIEW 11 of 15 
 

 
Figure 5. Dual-luciferase reporter assay and target genes expression. (A) Wild-type (WT) and mu-
tated-type (MT) sequences of the putative binding sites between rno-Rsf1_0012 and rno-miR-298-
5p. (B) Dual-luciferase reporter assays were performed to validate the association of rno-Rsf1_0012 
and rno-miR-298-5p. Compared with the NC mimics, rno-miR-298-5p significantly reduced the lu-
ciferase activity of the WT reporter, while rno-miR-298-5p did not affect the luciferase activity of the 
MT reporter. (C) PCP4 and TBP in LID group were significantly increased in LID group (n = 6) 
compared with NLID group (n = 6). *p < 0.05, ***p < 0.001. 

4. Discussion 
Here we established a LID rat model using the well-recognized intraperitoneal injec-

tion of L-DOPA and benserazide after unilateral 6-OHDA lesioning of the nigrostriatal 
pathway. Because a subset of SD rats is LID resistant [30,31], we divided rats in our study 
into the LID and NLID groups according to whether the model was successful. High-
throughput sequencing was then used to screen the DEcircRNAs in the striatum. Using 
bioinformatics approaches, we further narrowed the scope to focus on a subset of circR-
NAs that may have played a key regulatory role and found rno-Rsf1_0012 may be related 
to the occurrence and development of LID. This possibility was further verified by PCR 
results. According to the mechanism of ceRNA, we speculated that rno-Rsf1_0012 might 
function as miRNA sponges to abrogate the inhibitory impact of rno-miR-298-5p on target 
genes. The dual-luciferase reporter genes experiment confirmed this idea. 

Although no animal model can fully replicate human PD, the unilateral striatum of 
SD rats damaged by 6-OHDA is one of the most well-studied PD models. The substantia 
nigra dopaminergic neuron degeneration and loss, glial cell proliferation, substantia nigra 
and striatum TH activity, and dopamine decrease are similar to that of human PD. Apo-
morphine-induced rotation behavior can be used to quantify PD behavior and facilitate 
evaluation by researchers. However, it must be noted that this model belongs to an acute 
injury model and cannot simulate the characteristics of the chronic progressive course of 
PD in humans. Human LID can be divided into different subtypes with different clinical 
manifestations and mechanisms, including peak-dose dyskinesia, diphasic dyskinesia, 

Figure 5. Dual-luciferase reporter assay and target genes expression. (A) Wild-type (WT) and
mutated-type (MT) sequences of the putative binding sites between rno-Rsf1_0012 and rno-miR-298-
5p. (B) Dual-luciferase reporter assays were performed to validate the association of rno-Rsf1_0012
and rno-miR-298-5p. Compared with the NC mimics, rno-miR-298-5p significantly reduced the
luciferase activity of the WT reporter, while rno-miR-298-5p did not affect the luciferase activity of
the MT reporter. (C) PCP4 and TBP in LID group were significantly increased in LID group (n = 6)
compared with NLID group (n = 6). * p < 0.05, *** p < 0.001.

4. Discussion

Here we established a LID rat model using the well-recognized intraperitoneal injec-
tion of L-DOPA and benserazide after unilateral 6-OHDA lesioning of the nigrostriatal
pathway. Because a subset of SD rats is LID resistant [30,31], we divided rats in our study
into the LID and NLID groups according to whether the model was successful. High-
throughput sequencing was then used to screen the DEcircRNAs in the striatum. Using
bioinformatics approaches, we further narrowed the scope to focus on a subset of circRNAs
that may have played a key regulatory role and found rno-Rsf1_0012 may be related to the
occurrence and development of LID. This possibility was further verified by PCR results.
According to the mechanism of ceRNA, we speculated that rno-Rsf1_0012 might function
as miRNA sponges to abrogate the inhibitory impact of rno-miR-298-5p on target genes.
The dual-luciferase reporter genes experiment confirmed this idea.

Although no animal model can fully replicate human PD, the unilateral striatum of
SD rats damaged by 6-OHDA is one of the most well-studied PD models. The substan-
tia nigra dopaminergic neuron degeneration and loss, glial cell proliferation, substantia
nigra and striatum TH activity, and dopamine decrease are similar to that of human PD.
Apomorphine-induced rotation behavior can be used to quantify PD behavior and facilitate
evaluation by researchers. However, it must be noted that this model belongs to an acute
injury model and cannot simulate the characteristics of the chronic progressive course of
PD in humans. Human LID can be divided into different subtypes with different clinical
manifestations and mechanisms, including peak-dose dyskinesia, diphasic dyskinesia, and
“off” dystonia [32]. The widely used LID rat model adopted in this study can simulate
the peak-dose dyskinesia well [33,34]. A certain percentage of SD rats showed resistance
to L-DOPA during the preparation of the LID rat model [35]. Therefore, studying the
differences between LID susceptible and LID resistant SD rats may be important in clar-
ifying the molecular mechanism of LID. Starting from this phenomenon, Manfredsson
et al. characterized the key regulatory role of Nurr1 in LID [36]. In the present study, the
incidence and severity of AIMs in rats increased with an increase in levodopa dose, which
was consistent with the phenomenon reported in LID patients [37].

The details of LID pathogenic mechanisms are not completely understood, similar to
PD mechanisms. According to the classic neural circuit model, contrary to the formation
of PD, after long-term administration of levodopa, the direct pathway is hyperactive, and
the indirect pathway is inhibited. However, this general model cannot explain all the
clinical phenomena and experimental results of LID. LID is associated with molecular
changes mediated by dopamine D1 receptors in the striatum, including phosphorylation
of ERK, MSK1, and histone H3 at the level of the medium spiny neuron of the striatal
nigral pathway [26]. Activation of D1/DARPP32 by levodopa induces the translocation of
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phosphorylated ERK in the nucleus and subsequent activation of MSK1, which plays a key
role in regulating synaptic plasticity and transcriptional activity [38].

Functional analysis showed that many host genes of DEcircRNAs such as N4bp1,
Ubr5, Klhl2, Rc3h2, Ankib1, Ccnc, Birc6, Trip12, Cdc23, and Kdm2a were involved in
ubiquitination. Previous studies have shown that the process of neuronal death in PD is
related to ubiquitination, but there is no evidence that ubiquitination is involved in the
pathological process of LID [39].

Rno-Rsf1_0012 is located on chr1 and is mainly expressed in brain tissue. There are no
reports on the expression difference and functional verification of rno-Rsf1_0012 in PD or
LID. Rno-Rsf1_0012 was mainly localized in the cytoplasm of neurons, which indicated
that it might act in a ceRNA manner.

CircSNCA can increase SNCA expression by down-regulating miR-7 and inducing
apoptosis in PD [40]. a-Synuclein is prone to aggregate protein which forms toxic aggregates
and is a major component of Lewy bodies–hallmarks of PD [41]. Kumar et al. reported
that circzip-2 may sponge miR-60-3p in the C. elegans model of PD [42]. However, the role
of ceRNA in LID has been rarely reported. The interaction between rno-Rsf1_0012 and
rno-mir-298-5p in this study was confirmed by dual-luciferase reporter gene assays, but
still needs to be verified by functional experiments in vivo.

The target genes of rno-miR-298-5p, including PCP4 and TBP, are associated with
some movement abnormality disorders such as Huntington’s disease and spinocerebel-
lar ataxia. PCP4 encodes a neuron-specific calmodulin-binding protein and may play
a role in the pathophysiology of Huntington’s disease and Alzheimer’s disease [43]. It is
highly and specifically expressed in Purkinje cells altered by spinocerebellar ataxia type 2
progression [44,45]. Polyglutamine expansion in the TBP can cause spinocerebellar ataxia
type 17 [46,47], which prompted us to further investigate the relationship between these
target genes and LID in future studies.

5. Conclusions

In conclusion, the present study reveals that a set of circRNAs are differentially
expressed between LID and NLID rats. Among them, rno-Rsf1_0012 is increased in LID
rats and can regulate the expression of target genes by binding rno-miR-298-5p. Rno-
Rsf1_0012 may play a vital role in LID occurrence, but its specific mechanism needs to be
verified by subsequent function studies.
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Abstract: We previously suggested that stochastic processes are fundamental in the development of
sporadic adult onset neurodegenerative disorders. In this study, we develop a theoretical framework
to explain stochastic processes at the protein, DNA and RNA levels. We propose that probability
determines random sequencing changes, some of which favor neurodegeneration in particular
anatomical spaces, and that more than one protein may be affected simultaneously. The stochastic
protein changes happen in three-dimensional space and can be considered to be vectors in a space-
time continuum, their trajectories and kinetics modified by physiological variables in the manifold
of intra- and extra-cellular space. The molecular velocity of these degenerative proteins must obey
the second law of thermodynamics, in which entropy is the driver of the inexorable progression of
neurodegeneration in the context of the N-body problem of interacting proteins, time-space manifold
of protein-protein interactions in phase space, and compounded by the intrinsic disorder of protein-
protein networks. This model helps to elucidate the existence of multiple misfolded proteinopathies
in adult sporadic neurodegenerative disorders.

Keywords: stochasticity; space-time; entropy; neurodegeneration

1. Introduction

In our previous studies, we postulated that stochastic processes were important in
the pathogenesis of sporadic adult onset neurodegenerative disorders [1]. To summarize,
random sequence or other changes in proteins, generated at a DNA, RNA or peptide
level, provide the kernel that generates, cultivates, and eventually propagates the neurode-
generative process in an appropriate intra- and extracellular milieu. Such considerations
might also be relevant to other conditions such as cancer. In this study, we wish to enun-
ciate this emphasizing a theoretical framework that enhances our understanding of the
four-dimensional nature of the pathophysiological mechanisms and the important role of
entropy as an operator of the neurodegenerative process.

To the best of our knowledge, there are no communications that attempt to provide
a conceptual mathematical basis for the origin, propagation, and progression of neurode-
generation [2,3]. A single publication deals with computer simulation of stochastic models
of polypeptide amyloid-beta in Alzheimer’s disease [4]. Stochastic mathematical concepts
have been outlined to enhance the design of clinical trials in Alzheimer’s disease [5], and to
model biological networks [6].

2. Materials and Methods

This communication is theoretically based on our previously published investigations [1,7].

3. Results and Discussion

It is the author’s suggestion that the probability that neurodegeneration occurs in a partic-
ular anatomical space, PAS(neurodeg), is a function, f , of PDNA, PRNA, and PPROTEIN , where:

PDNA expresses the probability that a DNA sequence will modify to advance
neurodegeneration,

173



Brain Sci. 2022, 12, 226

PRNA expresses the probability that an RNA sequence will change to enable
neurodegeneration,

PPROTEIN connotes the probability that a protein sequence, say the Aβ peptide impor-
tant in Alzheimer’s disease, will alter its composition to favor neurodegeneration.

It is possible that more than one of these probabilities may simultaneously be non-zero
in the same neuron or other cell types, such as glial cells. It is also possible that each of
these probabilities may take on different values in different anatomical brain regions, and
that different proteins may be affected simultaneously.

Thus:
PAS(neurodeg) = f (PDNA, PRNA, PPROTEIN)

Such a concept helps to comprehend the regional nature of young onset dementia; for
example, frontal variants of Alzheimer’s disease versus temporal linguistic forms.

Determining f is the ultimate goal of this stochastic approach. To make any progress,
our study needs to mathematically analyze the motion of protein sequences. A protein
sequence (PS) will change by stochastic forces and enable neurodegeneration:

PSPHYSIOL → PSNEURODEG

This process occurs in three-dimensional intracellular and extracellular space
[
R3].

We will begin by representing a PS as a position vector,
→
PS, in R3. The location of the

origin and orientation of the axes is arbitrary for this illustration (Figure 1).
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Figure 1. A protein sequence (PS) involved in neurodegeneration represented in three-dimensional
space and time.

Figure 1 shows the vector broken down into its components, a, b, and c. This position
vector is a function of time (t).

The pathway of single aberrant molecule PSND will drive the production of other
PSND by aberrant biochemical feedback mechanisms at a DNA, RNA or protein level
resulting in an overabundance of PSND:

PSND → PSND1 + PSND2 + PSND3 + · · ·+ PSNDx

The production of proteins is tightly regulated to maintain the constancy of the mi-
lieu interieur. If we take the example of prion protein production PrPC → PrPSC, PrPC is
synthesized and post-translationally modified in the endoplasmic reticulum (ER), trans-
ported to the cell membrane after modification in the Golgi body. In the ER, the protein
undergoes cleavage of the N– and C–terminal signal peptides, followed by the addi-
tion of N–linked glycan molecules at two sites, as well as a glycosylphosphatidylinositol
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(GPI) anchor, a single disulfide bond is then formed. PrPC travels to the cell membrane,
some PrPC is internalized into endosomes, most is recycled to the cell membrane; some
PrPC may be released into the extracellular space by cleavage within the GPI anchor.
PrPC → PrPSC may occur in cell membranes, endosomes or lysosomes [8]. As this system
is tightly regulated, we posit that a single aberrant PrPSC, generated from alpha-helix rich
PrPC, to the β-sheet, is sufficient to disrupt the physiological function of PrPC, resulting in
PrPSC overproduction→ aggregation→ insolubility→ disruption of the control of PrP
ssynthesis→ overproduction→ neurodegeneration, with PrPSC binding PrPC resulting in
further intracellular disruption, and their abnormal conformations→ self-propagation→
resulting in disease [9]. Similar considerations apply to the proteins involved in Alzheimer’s
disease, Parkinson’s disease, and frontotemporal dementia. Protective mechanisms may
prevent this happening to every aberrant molecule.

The passage of our single PSND molecule will be affected by other PSND in three-
dimensional intracellular and extracellular space, each with its own trajectory (Figure 2).

Brain Sci. 2022, 12, x FOR PEER REVIEW 3 of 11 
 

𝑃𝑆𝑁𝐷  →  𝑃𝑆𝑁𝐷1  +  𝑃𝑆𝑁𝐷2  +  𝑃𝑆𝑁𝐷3 + ⋯+ 𝑃𝑆𝑁𝐷𝑥   

The production of proteins is tightly regulated to maintain the constancy of the mi-

lieu interieur. If we take the example of prion protein production PrPC  PrPSC, PrPC is 

synthesized and post-translationally modified in the endoplasmic reticulum (ER), trans-

ported to the cell membrane after modification in the Golgi body. In the ER, the protein 

undergoes cleavage of the N– and C–terminal signal peptides, followed by the addition 

of N–linked glycan molecules at two sites, as well as a glycosylphosphatidylinositol (GPI) 

anchor, a single disulfide bond is then formed. PrPC travels to the cell membrane, some 

PrPC is internalized into endosomes, most is recycled to the cell membrane; some PrPC 

may be released into the extracellular space by cleavage within the GPI anchor. PrPC  

PrPSC may occur in cell membranes, endosomes or lysosomes [8]. As this system is tightly 

regulated, we posit that a single aberrant PrPSC, generated from alpha-helix rich PrPC, to 

the -sheet, is sufficient to disrupt the physiological function of PrPC, resulting in PrPSC 

overproduction  aggregation  insolubility  disruption of the control of PrP ssynthe-

sis  overproduction  neurodegeneration, with PrPSC binding PrPC resulting in further 

intracellular disruption, and their abnormal conformations  self-propagation  result-

ing in disease [9]. Similar considerations apply to the proteins involved in Alzheimer’s 

disease, Parkinson’s disease, and frontotemporal dementia. Protective mechanisms may 

prevent this happening to every aberrant molecule. 

The passage of our single 𝑃𝑆𝑁𝐷  molecule will be affected by other 𝑃𝑆𝑁𝐷  in three-

dimensional intracellular and extracellular space, each with its own trajectory (Figure 2). 

 

Figure 2. The trajectories of multiple protein sequences (PS) in space and time in neurodegeneration. 

PSND = protein sequence, neurodegeneration. 

Figure 2. The trajectories of multiple protein sequences (PS) in space and time in neurodegeneration.
PSND = protein sequence, neurodegeneration.

These three-dimension considerations allow us to factor time, anatomical location, bio-
physical microenvironmental effects—such as pH—atypical protein folding, degradation
mechanisms, over-production and cellular mechanisms, such as immunological reactions,
and microglial cellular responses that influence normal protein traffic. Furthermore, as the
pathological molecules aggregate both intracellularly and extracellularly the probability
increases that collisions between the molecules will occur, compromising PSND movement
and flow, disrupting the physiological kinetics of protein intracellular/extracellular mo-
tion and advancing neurodegeneration. In the manifold of intracellular and extracellular
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space, as the physiological manifold disrupts the dimensions influencing PSND motion,
the process moves ever forward towards neurodegeneration.

These considerations of the movement of molecules in R3 intracellular space raises
questions as to the kinetics and molecular velocity distribution of PSND in cellular and
extracellular spaces and is of greater complexity than the concepts developed for kinetic
theory of gases, but nevertheless must involve the second law of thermodynamics in which
entropy is an intrinsic component of a thermodynamic system—like a cell. Boltzmann de-
veloped the H-theorem, in which molecular velocity distribution acts like thermodynamic
entropy [10]. Probability and mechanics are important in PSND action in the manifold of
intracellular space and time as developed above.

When systems reach the equilibrium of a normal cell, the interactions between proteins
in the cell approach the classical N-body problem, an attempt to predict the movement of
one molecule in relation to another. In physiological systems, there are many degrees of
freedom and the interactions that determine equilibrium is expressed as:

H = ∑ Hj

H = Hamiltonian = total energy of a system.
Hj = molecular kinetic energies.

This formula applies to states such as gases and solids and has some validity for the
complexity of biological systems. The N-body complexity of interacting PSND may be
approached by perturbation theory, which then becomes an extremely difficult problem
for the brain cell and its intracellular proteins in dynamic physiological systems and even
greater in the pathological state when equilibrium is disrupted. The N–body problem was
developed as a means of predicting the individual motions of a group of interacting celestial
bodies, where forces such as gravity are operative. In protein and cellular assemblies in
structural biology, the Coulomb potential has the same form as the gravitational potential,
and the charges may be positive or negative, resulting in repulsive as well as attractive forces
which influence molecular interaction and movement in a subcellular and extracellular
domain [11]. Perturbation theory, by which a solution to complex problem is approximated
by solving a simpler but related problem, helps in this analysis [12].

The degrees of freedom for protein interaction in pathological states are enormous,
with N → ∞ . Further complexity is added by the time-space manifold of protein inter-
action, its dynamic nature and the large value of t, measured in years. Quantum field
theory may help to comprehend the interacting fields of proteins, space-time, kinesis,
and neurodegeneration.

The Liouville equation, which describes the evolution of density p of the system in
phase space, may be written as:

i∂p/∂t = L̂p

where L̂ is known as the Liouville operator and i is the unit imaginary number defined by
i2 = −1.

Phase space = a space in which all possible states of a system are represented, with each
possible state representing one unique point in the phase space (Figure 3, Phase spaces).
The Liouville equation is a partial differential equation for the phase space probability
distribution function.
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Figure 3. Idealized phase spaces representing all possible states in a neurodegenerative system, each
phase state represented by one point of space-time, protein interaction, time, and movement (figure
reproduced with permission from ref [13]. Copyright 2011 Elsevier).

Such spaces are of relevance to neurodegenerative processes where N → ∞ . In the
context of interacting proteins in space and time, which result in a progressive neurodegen-
erative process, the evolution of the pathology is a result of the dynamics of correlations,
influenced by the Liouville operator L̂, which describes the time evolution of the phase
space distribution function; such wave vectors allow the description of the evolution of
molecular neurodegenerative pathophysiology as correlations derived from molecular
interactions, i.e., an ensemble theory representing the probability distribution for the state
of the system, and represented by the phase distribution function:

ρ

In large systems such as neurons, in which the molecular pathogenesis evolves, all
properties (anatomical location, pH, t, phagosome function, etc.) exist in the limit N → ∞
and result in the inexorable march of the neurodegenerative protein driven process and
creates the mechanism of irreversibility. After time, this cascade leads to increasing degrees
of freedom, and highly multiple and incoherent correlations, i.e., PSND → irreversibility
as a result of continuous wave vectors as V → ∞ ; the neurodegeneration progresses as a
consequence of causality conditions as applied to N-body problems. The irreversibility of
neurodegenerative molecular protein processes seems inevitable, determined by the nature
of its physio-chemical properties, its non-equilibrium nature as the neuropathology pro-
gresses, and the role of entropy. The summation of all these factors causes the exponential
transformation of the neurodegenerative process resulting in neuronal death, progressive
neurological disability, and death of the subject as the pathology spreads through the
intercellular space and into other brain cells.

It is posited that the theoretical framework developed so far on the nature of the
interactions that influence the neurodegenerative process entropy is its driver. Living
matter avoids the inert state of matter by drawing negative entropy from its environment
(i.e., energy from food), being a neurone, the brain or the whole human [14]. Entropy is
measurable and may be expressed by:

ENTROPY = K log D
K = Boltzmann constant (=3.2983 × 10−24 cal/◦C)
D = A quantitative measure of the atomistic disorder of the body.

This molecular disorder is at the basis of neurodegeneration as the march of PSND
causes cellular and molecular disarray, increasing randomness of cellular and molecular
machinery→ breakdown of the neurone→ loss of neurones as the molecular pathology
spreads through the cell, extracellular space and the central nervous system:
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→ Loss of brain structure (e.g., atrophy of the hippocampus in Alzheimer’s disease)
→ Generalized cerebral atrophy
→ Dementia
→ Inanition
→ Death and decay (thermodynamic equilibrium).

The human organism transforming from a low entropy state→ high entropy state—in
both intra- and extra-cellular space.

The natural history of neurodegenerative disorders such as Alzheimer’s disease,
Parkinson’s disease, frontotemporal dementia, Prion diseases, and motor neuron disease are
all progressive. As the neurodegenerative process begins, it has an inexorable march toward
a state of high entropy equilibrium. Many attempts to hold this process with medications
or monoclonal antibodies have not been successful, suggesting that the instigation of the
neurodegenerative process is irreversible, propelled by the progression to increased entropy
as dictated by the second law of thermodynamics.

Support for the concepts presented here comes from recent clinic-pathological studies
which show that patients with a clinical diagnosis of, say, Alzheimer’s disease might have,
on neuropathological examination, multiple other protein deposits such as α-synuclein and
transactive response DNA binding protein 43 [15,16]. These later proteins are associated
with Parkinson’s disease, multiple system atrophy, frontotemporal dementia, and motor
neurone disease. The presence of these other proteins is associated with a more severe clini-
cal presentation and poorer prognosis. To explain, the stochastic forces determine multiple
pathological proteins to be deposited in the brain; space-time interactions within cellular
and extracellular compartments with molecular collision and entanglement with each other
(and subcellular organelles) hastening the pathological process; with this disorder, entropy,
increases exponentially, resulting in a more rapid clinical deterioration and poorer survival
(Figure 4).
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Figure 4. Stochastic mechanisms determine neurodegenerative protein sequences that interact in
space-time, collide and become entangled with other proteins and structures→ entropy increases
and neurodegeneration ensues.

These considerations strongly suggest that prevention should be the optimum man-
agement strategy before the precise mechanisms enunciated in this paper are elucidated,
including prevention of head injuries (even in children), a healthy diet, avoiding smoking
and alcohol, good cardiovascular health—especially blood pressure management, regular
physical exercise, cognitive and social engagement, and healthy sleep. Our findings sub-
mit that future research directed to understanding the stochastic basis (i.e., how random
sequence changes at a peptide, RNA or DNA level→ neurodegeneration) of molecular
processes, the intra/extracellular kinetics of PSND in three-dimensional space and counter-
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ing entropy might yield new treatments, as our current treatments are symptomatic and do
not change the natural history.

To this complexity must be added considerations as to the functional organization
of the proteome and the intrinsic disorder of proteins. In the brain certain functions are
integrated by networks [17] and that brain anatomical networks—the connectome—has
topological properties [18]. Graph theory has helped to elucidate the operation of these
networks in health and disease [19].

Protein-protein interaction networks control the functions of these large-array net-
works at a molecular level and are universally fundamental in all neuronal operations
including synaptic function, neurogenesis, cell-cell interactions, autophagy and neuronal
death [20]. Disturbed protein-protein interaction networks are elemental in neurodegenera-
tion [21,22] This proteome can be measured using mass spectroscopy of biological fluids
including cerebral spinal fluid and brain tissue [23]. As a consequence of these, disrupted
protein-protein networks protein agglomeration leads to neuronal and glial cells distribu-
tion, neurones die, the neuropathology advances through the connectome, further neuronal
loss occurs, the clinical state of the patient declines, the neuropathology proceeds through
the interactome, and the neurodegeneration promotes advancing dementia, or muscular
weakness as in the case of motor neuron disease, causing death.

Furthermore, proteins have been shown to have intrinsic disorder which enables
protein-protein networks to have “hub” connectivity, such that these proteins have the
ability to bind and interact with a vast number of targets [24]. An analysis of experimental
modeling in neurones of the ApoE ε4 allele, a risk factor for sporadic Alzheimer’s disease,
shows a molecular impression of disrupted gene-protein-protein interaction networks [25].
We propose that in sporadic neurodegenerative disorders—and if we take Alzheimer’s
disease as an example—the disturbed Aβ network interacts with the Tau network in three-
dimensional space where they collide in space-time after a stochastic perturbation. This
is conceptualized in Figure 5 where the disordered protein-protein interactive networks
massively interact and contact other protein networks thought important in Alzheimer
pathology—with other yet-to-be-discovered proteins contributing, possibly from the dark
proteome [26] (these are shown unlabeled in Figure 5), i.e., the disrupted protein net-
works and protein network-protein network collisions compound the atomistic disorder
promoting neurodegeneration (Figure 5).

Neurodegenerative disorders are characterized by neuronal loss and protein congre-
gation. The pathological proteins project in the brain in a progressive manner, by seeding
mechanisms and intercellular multiplication [27]. The popular processes believed to be
operative in all sporadic neurodegenerative processes include neuroinflammation with
microglial cells, the brain’s endogenous macrophages playing an important role which
are activated by toxins, pathogens, peripheral inflammation, age, and chronic stress. Au-
tophagy in which some proteins are broken down: there is macroautophagy—the principal
pathway for removing damaged cellular organelles or proteins that are no longer needed;
microautophagy—in which lysosomes evaginate the cytoplasm; chaperone—mediated au-
tophagy is a proteolytic pathway that eradicates cytosolic proteins under certain conditions,
molecular chaperones such as heat shock proteins stimulate this process. Macroautophagy
has specific processes such as mitophagy (removal of mitochondria), lipophagy. and ri-
bophagy. Oxidative stress is a process in which certain molecular species develop free
radicals by autooxidation. Aging, toxins, and mitochondrial dysfunction generate reactive
oxygen species (ROS), which results in cellular damage [28].
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We posit that stochastic mechanisms provide the aberrant protein sequences that
stimulate neuroinflammation, distort autophagy, and promote damaging oxidative stress.
Furthermore, these abnormal protein sequences perturb the balance between phase sepa-
ration and irreversible aggregation of proteins. Liquid-liquid phase separation (LLPS) of
proteins and nucleic acids drives the formation of membraneless organelles, including neu-
ronal stress granules in the cytoplasm and nucleoli, and paraspeckles in the nucleus [29,30].
These molecular condensates control subcellular chemical reactions and genetic flow of
information from the nucleus. We posit that stochastically generated protein sequences
disrupt these membraneless organelles and that randomly produced protein sequences,
with prion-like realms and post-translational exchanges, distort the phase behavior of
protein networks, resulting in disease [31].

With these insights, our theory provides a mechanistic insight into the generation
of neurodegenerative disorders, through which randomly generated sequences provoke
neuroinflammation, autophagy, oxidative stress, and disrupt phase separation of proteins
and nucleic acid causing the irreversible aggregation of proteins—with entropy providing
the irreversible force resulting in inexorable neurodegeneration (Figure 6).
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Figure 6. Stochastic processes and the mechanisms of neurodegeneration.

The limitations of this model are to hypothesize how stochastic variation in molecular
sequences arises and what promotes their formation other than probability. This question
raises the possibility of experimental verification of this model. Furthermore, in what
cells—neurones, glia, and microglia—do these stochastic changes originate, and why do
stochastic alterations favor certain anatomical locations; e.g., mesial temporal structures
in Alzheimer’s disease and frontal lobes in frontotemporal dementia? The techniques
of single cell proteomics offer an opportunity to examine the proteome of neurons and
glial cells in tissue from brain bank collections to elucidate the cellular and anatomical
diversity of stochastic protein variation in single cells from patients with Alzheimer’s
disease, Parkinson’s disease, and other neurodegenerative conditions.

Additionally, DNA, RNA, and proteins could be extracted from brain tissue such that
the total spectrum of sequence variation could be determined, and these sequences injected
into experimental animals to assay relative pathogenicity—those sequences showing the
greatest likelihood of promoting disease, allowing the development of molecular inhibitors

Organisms survive on the negative entropy extracted from food. Clinical trials using
energy producing molecules such as glucose or treholose, given by infusions, might stay
the progression of neurodegeneration.

Our findings support recent studies that suggest Alzheimer’s disease clinical symp-
tomatology begins when tau aggregates exist in multiple brain regions; that is, inhibiting
the initial stochastic sequence(s) that enhance neurodegeneration before propagation is
likely to be an effective treatment and not preventing spread [32].

4. Conclusions

We submit that random changes in the sequences of DNA, RNA, or proteins is the
fundamental pathological lesion in sporadic neurodegenerative disorders, and occurs in
space-time vectors, with abnormal protein configurations propagating in intracellular and
extracellular space leading to disrupted protein networks and cell death with entropy being
the operator of relentless clinical deterioration and death. The merits of this concept are to
understand that the majority of adult neurodegenerative disorders are sporadic and not
related to gene mutations [33]. Our inquiries lead to novel therapeutic approaches into
neurodegeneration such as space-time vectors of interacting protein networks and halting
entropy’s relentless march. Stochasticity is considered a fundamental biological process
important in our evolution and driven by entropy [34].

Finally, we propose that probability determines random sequence changes at a DNA,
RNA, or protein level that result in pathogenic protein sequences, which misfold and cause
neurodegeneration. This probability operates in anatomical space and may be represented
by vectors in a phase space, influenced by time. These processes are determined by the
second law of thermodynamics in which entropy is the driver, resulting in progressive
neurodegeneration compounded by the atomistic disorder of protein network interactions.
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Our clinical studies of young onset dementia provide clinical evidence for these
stochastic processes [7].
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