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Editorial

Micro-/Nano-Fiber Sensors and Optical Integration Devices
Jin Li 1,2

1 College of Information Science and Engineering, Northeastern University, Shenyang 110819, China;
lijin@ise.neu.edu.cn

2 Hebei Key Laboratory of Micro-Nano Precision Optical Sensing and Measurement Technology,
Qinhuangdao 066004, China

1. High-Performance Micro/Nanofiber Sensors

Because of their strong surface evanescent field, micro-/nanofibers have been used to
develop optical sensors and modulation devices with a high performance and integration.
In recent years, they have become an important branch of optical fiber optics and novel
sensors, and have received extensive attention from researchers from all over the world.
On the one hand, the sensing and optical properties of micro/-nanofiber devices can be
optimized by introducing different micro/nanostructures through micro/nano-processing
technology (femtosecond laser processing, electron beam etching, ion beam engraving,
and chemical etching) or through the functionalization of new nanomaterials (film coating
and particle doping) in order to achieve high selectivity detection for the desired targets.
On the other hand, their tight confinement effect for light based on the high evanescent
field coupling efficiency is also conducive to the integration of free-standing optical fibers
with typical planar micro-/nanostructures on silicon substrates, making them a promising
candidate for exploring nanophotonic integrated devices.

The development of micro/nanofiber sensors and the related integrated systems is
a grand project spanning photonics, engineering, and materials science, and will become
a hot academic research field. During the development of miniature optical sensors,
different materials and micro/nanostructures are reasonably designed and functionalized
on ordinary single-mode optical fibers. The combination of various special optical fibers
and new micro/nanomaterials has greatly improved the performance of the sensors. In
terms of optical integration, micro/nanofiber plays as an independent and movable optical
waveguide device and can be conveniently integrated into the two-dimensional chip
to realize the efficient transmission and information exchange of optical signals based
on optical evanescent field coupling technology. In terms of systematic integration, the
unique optical transmission mode of optical fiber shows its great potential in the array and
networking of multiple sensor units.

In this book, more than ten research papers were collected and studied on the optical mi-
cro/nanofiber devices and related integrated systems, covering the high-performance optical
micro/nanofiber sensors, fine characterization technologies for optical micro/nanostructures,
weak signal detection technologies in photonic structures, as well as the fiber-assisted
highly integrated optical detection systems.

Using the low-cost optical fiber fusion splicers and common single-mode optical fibers,
many optical fiber composite structures can be fabricated, such as the fusion joints with
offset core, spherical convex cones with enlarging waist, microfiber tapers with the biconical
region, microfiber couplers with ultra-thin connecting zone and novel fibers with special
materials or structures, which have been designed to develop the compact fiber sensors
with high performance.

Deng et al. designed a Mach-Zehnder interferometer using the dislocation fusion
technology [1] and modified its surface with 3-aminopropyl-triethoxysilane (APES), which
plays as a typical polymer to provide the electrostatic bonding chemical bonds during
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the layer-by-layer assembly technology for elaborating the optical fibers. The morpho-
logical parameters of the APES coating layer were determined and optimized by the
microstructural Mach-Zehnder fiber interferometer This technology is crucial for the func-
tional modification of selective enzymes, antibodies, or chemical bonds on the surface
of optical fibers. This process is indispensable in the development of fiber biochemical
sensors. In this work, the effects of different concentrations, dripping time, and dosage
of APES on the transmission spectrum were studied. The best extinction ratio has been
experimentally demonstrated to be ~1.165 for the corresponding processing parameters of
2% (concentration), 1 h (immersing time), and 1.5 mL (dosage).

Yi et al. Proposed a convex micro-cone structure for vectorization monitoring of
curvature [2]. In this optical fiber structure, the size of the convex cone is very small,
which is not different from the ordinary single-mode optical fiber in appearance. A pair
of convex micro-cones were used to construct a multimode interferometer. The effects
of different overlap lengths and interference region lengths on the interference spectrum
were studied to optimize the structural parameters. The curvature responses and dynamic
changes in two orthogonal directions have been real-time determined with the sensitivities
of 79.1◦/m−1 and −48.0◦/m−1, corresponding to the resolutions of 2.69 × 10−3 m−1 and
4.44 × 10−3 m−1, respectively. The simple and flexible structure, as well as the array and
networking advantages of the optical fiber, make this structure promising for real-time
monitoring of the direction and extent of curvature changing at multiple points.

Xiang et al. proposed stretchable optical fiber sensors (SPFSs) by encapsulating the
dual-cone microfiber in the polydimethylsiloxane (PDMS) membrane [3]. This sensor
can be attached to the human skin as a wearable healthcare device to measure the strain,
temperature, and humidity caused by pulse, body temperature, and respiration. In this
work, the bending and recovering processes have been experimentally monitored to reveal
the wrist pulse of ~68 beats per minute. The temperature sensitivity of 0.02 dBm/◦C was
verified during 30~40 ◦C when the sensor was fixed on the back of the hand. The proposed
sensor was also packaged in a mask to determine the high humidity with a sensitivity of
0.5 dB/%RH.

Gao et al. attached an optical nanofiber coupler to a diaphragm to determine the
acoustic in the range of 30~20,000 Hz [4]. The highest sensitivity of 1929 mV/Pa was
experimentally demonstrated at the frequency of 120 Hz with a high signal-to-noise ratio
of 42.45 dB. The lowest detection limit was verified to be 330 µPa/Hz1/2. This acoustic
vibration sensor has great application potential in low-frequency vibration ranges, such as
seismic wave detection.

The new special optical fiber can be developed to meet some requirements of the optical
communication and sensing applications in some extreme environments. Zhang et al.
doped different metal oxide materials (Al2O3, Y2O3, and P2O5) into the fiber core to
build a specific fiber [5]. They etched the fiber grating structure on the independently
designed fiber, and experimentally verified its sensing characteristics to curvature and
temperature. The bending sensing sensitivity is 21.85 dB/m−1 in the range of 0~1.2 m−1,
and the corresponding long-term working fluctuation error is only 0.014 m−1. In the high-
temperature range of 20~1000 ◦C, the temperature response sensitivity is 14.1 pm/◦C, and
the response time is 0.6 s, when the temperature jumped to 955 ◦C.

2. Fine Characterization of Micro/Nanostructures

The research and analysis of the morphological parameters and material composi-
tion of different micro/nanostructures are also crucial for developing highly integrated
sensor devices. The resonance spectrum of optical signals can be generated in the pe-
riodic microstructures, which are expected to be applied to the precise identification of
biological tissues.

Yang et al. combined ultrasonic (US) and photoacoustic (PA) spectroscopy technology
to realize the detection of the periodic microstructure of bone samples [6], where the
standing waves were generated among the pores. The US resonance spectra of bone
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samples after demineralization and decollagenization have been compared and analyzed.
It provides a promising technique to early determine osteoporosis.

Brillouin optical time domain analysis (BOTDA) has been widely concerned to monitor
the structural health of bridges, dams, tall buildings, equipment, and pipelines. It is worth
mentioning that some minor defects can also be detected, as Yuan et al. verified in their
work [7], where the micro-cracks with a width of 2~9 µm were accurately measured by
combining theoretical models and experiments based on BOTDA technology. Brillouin
peak will be significantly increased with the enlarging size of defects. This work proposed
an effective method to simulate the strain distribution along the optical fiber due to the
micro-cracks.

3. Weak Optical Signal Detection in Photonic Structures

The detection and accurate acquisition of weak optical signals are extremely important
for micro/nanoscale photonic devices. Liu et al. designed the cryogenic system with
a fluctuation of ±0.3 ◦C to smoothly cool down the working temperature of a silicon
photomultiplier (SiPM) and compared its dynamic performance in operating voltage and
dark noise with those at room temperature [8]. The dark count rate was reduced for 6 orders
from 120 kHz/mm2 to 0.1 Hz/mm2.

Yang et al. proposed an off-axis Fresnel zone plate based on double exposure points
holographic surface interference to eliminate the aberration in recording the instantaneous
three-dimensional imaging [9]. The corresponding impact of the introduced method on the
Seidel coefficient, average gradient, and signal-to-ratio has been compared. The imaging
performance has been significantly improved and verified by many parameters, such as
spherical aberration W040, coma aberration W131, image dispersion W222, field curvature
W220, average gradient, and signal-to-noise ratio.

4. High Integration Optical Fiber Assisted-Sensing System

The optical fiber can be conveniently connected to the high-performance optical system
to achieve the efficient transmission and collection of optical signals, so as to improve the
integration density of laser detection devices.

Hu et al. designed an optical fiber integrated dissolved gas detector to real-time moni-
tor the dissolved carbon dioxide in seawater based on ring cavity down spectroscopy [10].
The sensor effectively improves the water gas separation efficiency, and the detection rate
is 10 times higher than that of the ordinary sensing method. The practical test of offshore
seawater shows the practicability of the proposed sensor system, where real-time monitor-
ing was achieved for the water-soluble carbon dioxide with a concentration of ~950 ppm.
The sensor system is highly adaptable to the complex environment of the deep sea (the
depth of <4500 m and low temperature) for a long time.

Zhou et al. used the Sagnac microfiber loop to measure the concentration of airborne
molecular contaminants (AMCs) in the air environment, which becomes a serious threat to
the service life of UV high-energy lasers [11]. The mesoporous silica was elaborated on the
surface of the Sagnac ring by microheater brushing method and dip coating technique. It
can absorb the AMCs to cause a change in its effective refractive index. The sensitivity was
determined to be 0.11 nm (mg/m3). This work supplies a promising way to detect trace
contaminates in the air environment around the lens or micro/nanostructures.

Funding: This research was funded by the National Key R&D Program of China (2019YFB2006001),
and Hebei Natural Science Foundation (F2020501040).

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: A 3-aminopropyl-triethoxysilane (APES) fiber-optic sensor based on a Mach–Zehnder
interferometer (MZI) was demonstrated. The MZI was constructed with a core-offset fusion single
mode fiber (SMF) structure with a length of 3.0 cm. As APES gradually attaches to the MZI, the
external environment of the MZI changes, which in turn causes change in the MZI’s interference.
That is the reason why we can obtain the relationships between the APES amount and resonance dip
wavelength by measuring the transmission variations of the resonant dip wavelength of the MZI.
The optimized amount of 1% APES for 3.0 cm MZI biosensors was 3 mL, whereas the optimized
amount of 2% APES was 1.5 mL.

Keywords: optical fiber biosensor; Mach-Zehnder Interferometer; APES detection; condensation reaction

1. Introduction

3-aminopropyl-triethoxysilane (APES) is widely used in combination with crosslinkers,
owing to its reactivity with different functional groups, such as aldehyde, carboxylic
acid, and epoxy [1,2]. In fiber-optic nucleic acid biosensors, the silanization process is
the chemical reaction between APES and a hydroxyl group, which will form a covalent
linkage [3–7]. Additionally, the covalent linkage can fix amino groups on the surface of the
fiber-optic Mach–Zehnder interferometer (MZI). Because of the considerable stability of the
covalent linkage, optical fiber modified with APES has found widespread application [8].
Specifically, APES is a type of coupling reagent that can link two functional groups together,
such as hydroxy and aldehyde [9].

While the condensation reaction between APES and hydroxyl group is occurring on
the surface of the MZI, APES will also react with water [10]. To prevent APES from reacting
with water, toluene is usually used as the solvent to prepare the APES solution. However,
when APES is used in experiments, especially in fiber-optic biosensor experiments, there
is no clear rule or experience to determine the amounts and concentrations of the APES
solution. Unsuitable amounts and concentrations often lead to failure of the experiments.
Usually, in APES-based fiber-optic sensing experiments, the APES concentrations mostly
range from 1% to 2%, and the immersion time ranges from 45 min to 2 h [11–17]. Therefore,
it is valuable to determine suitable APES amounts and concentrations for the fabrication of
optical fibers coated with well-proportioned APES films.

In this paper, an optical fiber-based MZI for APES detection was proposed. The
different amounts and concentrations of APES on the fiber surface can be monitored by
the MZI’s interference patterns. The relationship between the amount of APES and the
resonance dip wavelength was obtained. Optimized amounts of 1% APES and 2% APES
for fiber-optic biosensors were also obtained.
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2. Experimental Methods and Principle
2.1. Sensor Fabrication and Principle

A schematic diagram of the APES fiber-optic sensor based on MZI is shown in Figure 1.
A fiber-coupled broadband source (BBS) with the wavelength range of 1500–1620 nm is used
as the input light source. The transmission spectrum of the MZI is recorded by an optical
spectrum analyzer (OSA: AQ6317B, YOKOGAWA, Japan) with a wavelength resolution of
0.02 nm. The BBS is coupled into the single-mode fiber (SMF), connecting to the OSA.
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Figure 1. Schematic diagram of the APES fiber-optic sensor.

In the paper, a developed core-offset fusion SMF structure was used for the advantages
of low cost and easy operation. Figure 2 shows an MZI based on the core-offset fusion SMF
structure, where Figure 2a is a partially enlarged drawing of the MZI, and Figure 2b shows the
core-offset connect joints on the fusion splicer screen. The fiber used in the experiment was
Corning® SMF-28e+® BB. The core and cladding diameters of the SMF were 9 µm and 125 µm,
respectively. The core-offset connect joints showing on the fusion splicer screen had no built-in
rule scale. So, the cladding diameter has been marked as 125 um in Figure 2b.
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The core-offset structure was formed by using a commercial electric-arc fusion splicer
(Fujikura FSM-60s). Along the x axis direction of SMF1, SMF2 was shifted downward by 4
to 5 µm with a length of 3.0 cm. SMF2 and SMF3 also adopted core-offset fusion. SMF3
moved upward by 4 to 5 µm along the x axis direction of SMF2 [18].

For the core-offset structure, the light from SMF1 cladding is partly coupled to the
SMF2 core to excite the core-mode light, and the rest of the light from SMF1 cladding enters
the SMF2 cladding to excite the cladding-mode light. After propagating through SMF2, the
component of core-mode light of SMF2 and component of cladding-mode light of SMF2
couple to the SMF3 core together, forming a type of MZI [19].
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In the MZI, the phase difference ∆φ between the lights propagating in SMF2 cladding
and core can be expressed as [20],

∆φ = 2π(nco
e f f − ncl

e f f )L/λ (1)

where nco
e f f and ncl

e f f respectively represent the effective refractive indices of core-mode and
cladding-mode, λ is the center wavelength of the input light, and L is the effective length
of the MZI. The intensities I of the interference light wave of the MZI can be expressed as,

I = I1 + I2 + 2
√

I1 I2 cos(∆φ) (2)

where I1 and I2 represent the intensities of the cladding-mode light and the core-mode
light, respectively. Additionally, the fringe visibility K of the interference pattern is,

K =
2
√

I1 I2

I1 + I2
(3)

It can be seen from Equation (3) that the smaller the difference between I1 and I2,
the larger K, and consequently the interference peak becomes stronger. In the output
interferogram, the resonant dip wavelength corresponding to the interference peak can be
expressed as,

λr = 2(nco
e f f − ncl

e f f )L/2k + 1 (4)

where λr represents the resonant dip wavelength and k represents the wave number. When
the external environment changes, the interference peak changes significantly.

2.2. APES Film Fabrication

Ninety-eight percent 3-aminopropyl-triethoxysilane (APES) (China Beijing Solibao
Technology Co., Ltd.) was stored at room temperature (RT). Ninety-eight percent toluene
and KOH used in this study were of analytical grade.

First, the MZI was rinsed 3 times with absolute ethanol and deionized water, respec-
tively, to eliminate residue and dirt on the surface of the optical fiber, then dried naturally.
Second, it was immersed in 0.1 M KOH for 1 h to carry out hydroxylation and form a
layer of film with hydroxylated group as shown in Figure 3a. Next, after generating the
hydroxylated group, the MZI was silanized with APES to form a layer of film with amino
group; the reaction schematic diagram is shown in Figure 3b. In the experiments, 1% APES
and 2% APES were adopted to drip onto the optical fiber surface, respectively. The amount
of both APES concentrations ranged from 0 to 7.5 mL in 1.5 mL steps. By measuring the
transmission intensities of the resonant dip wavelengths of the MZI, the relationships
between the APES concentrations and resonance dip wavelength transmission intensities
were obtained.
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3. Results and Discussion
3.1. Validation of the Dripping Method’s Feasibility

In order to verify that adhesion between the optical fiber and APES could be achieved
in a short time, we recorded and analyzed the transmission spectra of MZI immersed
in 1% APES toluene solution for 1 h. Figure 4a shows the transmission spectra of the
MZI corresponding to the MZI immersion time with 1% APES, and Figure 4b shows the
relationship between the MZI immersion time with 1% APES and the resonant wavelength’s
transmission intensities. When the MZI was immersed in 1% APES, the transmission
intensities decreased instantly due to the condensation reaction. There was no drift for
1 h following, which illustrated that adhesion between the optical fiber and APES could
be achieved in a short time. Removing the MZI from the APES 1 h later, the transmission
intensities increased owing to the change in external environment from liquid to air.
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Figure 4. (a) Transmission spectra of MZI corresponding to immersion time in 1% APES. (b) The
relationship between MZI immersion time in 1% APES and transmission intensities.
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3.2. Validation of the Necessity of Hydroxylation

A comparative experiment was performed to verify that APES cannot be directly
combined with bare optical fiber, but can be combined with hydroxyl-modified optical
fiber. After cleaning the bare optical fiber with absolute ethanol and deionized water, 1%
APES was directly dripped onto the MZI without hydroxyl group. Cleaning the MZI with
deionized water again, the transmission spectra underwent a change consistent with that
of the bare MZI in air, as shown in the Figure 5.
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Figure 5. The transmission spectra of the MZI without hydroxyl group.

This phenomenon showed that if the fiber is not modified with hydroxyl, APES cannot
be directly combined with the bare optical fiber. The spectra changed after adding APES.
While cleaning the MZI with deionized water, the transmission spectra underwent a change
consistent with that of the bare MZI in air, which meant that APES adsorbed onto a fiber
surface without hydroxyl could be removed.

3.3. Determination of APES Amount

The refractive indices of 1% APES toluene solution and fiber cladding are 1.496 and
1.462, respectively. Therefore, when dripping 1% APES onto the optical fiber surface, the
effective refractive index of the cladding mode ncl

e f f increased. According to Equations
(1) and (2), the phase difference ∆ϕ decreased, while the interference light intensity I
increased. Concerning the resonant wavelength of the MZI, when ncl

e f f increases, the
resonant wavelength λr should decrease. Additionally, the resonant wavelength of the MZI
should shift to the short wavelength. However, because the function of APES is adhesion,
stress may be generated on the MZI surface, affecting the resonant wavelength’s drift.

Figure 6a shows the transmission spectra of 1% APES amounts from 0 to 7.5 mL. The
response time was very fast; the spectrum drifted immediately after drying the APES, and
it stabilized within 10 min. Because there are many interference resonant wavelengths
in the Mach–Zehnder interference spectrum, one resonant wavelength (near 1610 nm for
instance) was selected for sensing. The transmission intensity of the resonant wavelength of
1612 nm was chosen as the sample wavelength. Figure 6b shows the relationship between
the 1% APES amount and the resonant wavelength’s extinction ratio. Obviously, there
was no linear relationship between the amounts of APES and the extinction ratio at the
resonant wavelength of 1602 nm. When the applied amount of APES was about 1.5 mL,
the hydroxylated group on the optical fiber was almost saturated. Therefore, continued
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increases in the amount of APES did not result in significant fluctuations in transmission
intensity compared to that obtained with 1.5 mL. Due to the gradual saturation of the
condensation reaction, the transmission intensities increased significantly and tended to
stabilize after dripping 3.0 mL of 1% APES, which illustrated that the optimal amount of
1% APES was 3.0 mL.
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Figure 6. (a) MZI transmission spectra corresponding to the MZI dripped with 1% APES. (b) The
relationship between the amount of 1% APES and the extinction ratio.

The refractive indices of 2% APES toluene solution and fiber cladding are 1.493 and
1.462, respectively. When 1.5 mL 2% APES was dripped onto the MZI surface, the effective
refractive index of cladding mode ncl

e f f also increased. Thus, the same principle could
illustrate that the transmission intensities increased.
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The transmission spectra (near 1600 nm, for instance) of 2% APES amounts ranging
from 0 to 7.5 mL are shown in Figure 7a. The transmission intensity of the resonant
wavelength of 1612 nm was chosen to reflect the variations. Figure 7b shows the relationship
between the amounts of 2% APES and resonant wavelength transmission intensities. Due to
the gradual saturation of the condensation reaction, the transmission intensities increased
significantly and tended to stabilize after dripping 1.5 mL of 2% APES, which illustrated
that the optimal amount of 2% APES was 1.5 mL.
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Figure 7. (a) Transmission spectra of MZI with fiber dripped with 2% APES. (b) The relationship
between the amount of 2% APES and the extinction ratio.

11



Sensors 2021, 21, 5870

3.4. SEM of the APES-Modified Optical Fiber Surface

The 1% APES film on the optical fiber surface was examined using scanning electron
microscopy (SEM) to verify that adhesion between the optical fiber and APES could be
achieved with the dripping method. Figure 8a is the 500 times magnified side view of the
APES film after soaking the optical fiber in 1% APES for 1 h, and Figure 8b is the 500 times
magnified side view of the APES film generated by dripping with 3.0 mL 1% APES onto
the optical fiber surface. Compared to the soaking method, the APES film generated by the
dripping method was more uniform and thinner, which was conducive to the detection of
other reagents in the later steps.
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Abstract: This study proposes a multiplexed weak waist-enlarged fiber taper (WWFT) curvature
sensor and its rapid fabrication method. Compared with other types of fiber taper, the proposed
WWFT has no difference in appearance with the single mode fiber and has ultralow insertion
loss. The fabrication of WWFT also does not need the repeated cleaving and splicing process, and
thereby could be rapidly embedded into the inline sensing fiber without splicing point, which greatly
enhances the sensor solidity. Owing to the ultralow insertion loss (as low as 0.15 dB), the WWFT-
based interferometer is further used for multiplexed curvature sensing. The results show that the
different curvatures can be individually detected by the multiplexed interferometers. Furthermore, it
also shows that diverse responses for the curvature changes exist in two orthogonal directions, and
the corresponding sensitivities are determined to be 79.1◦/m−1 and –48.0◦/m−1 respectively. This
feature can be potentially applied for vector curvature sensing.

Keywords: curvature sensor; fiber interferometer; waist-enlarged fiber taper

1. Introduction

Curvature sensing is essential in various fields such as smart robot [1], engineering
structure [2] and medical image [3], etc. When compared with the traditional resistive
curvature sensors, the optical fiber curvature sensor owns the advantages such as flexi-
bility, small size, low cost, immunity to electromagnetic interference and easiness to form
sensing network [4,5]. Nowadays, optical fiber curvature sensors based on intermodal
interferometer have been widely reported [6–8]. Particularly in recent years, the use of the
microstructured fiber as the transducing platform promotes the exploitation of various cur-
vature sensors based on photonic crystal fiber [9], hollow-core fiber [7], few-mode fiber [10],
four-core fiber [11] or Fabry-Perot [12], etc. However, for these intermodal interferometers,
post-processing techniques such as fiber tapering [13], side-polishing [14] and cladding
etching [15] are always used to modify the fiber structure and convert part of fundamental
mode into the high-order mode in order to construct an optical arm. It inevitably results in
a large insertion loss and structure fragileness, which makes the essentially multiplexed
curvature sensing difficult to be achieved with these techniques.

In our previous work [16], a waist-enlarged fiber taper sensor has been proposed
for high-temperature sensing. It has a remarkable and distinguishable fiber structure, a
strongly waist-enlarged taper, to excite high-order fiber modes. This type of fiber taper can
be named as a strong waist-enlarged fiber taper (SWFT) and has been comprehensively used
to construct fiber sensors for the sensing applications such as temperature [16], strain [17],
refractive index [18,19] and humidity [20]. It owns the advantages of robust structure, easy
fabrication and flexible mode excitation, etc. However, it needs repeated cleaving and
splicing during the fabrication process, and the structural health of the sensor still needs
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to be improved due to the embedded splicing points in the fiber. Besides, similar to the
intermodal interferometers mentioned in the previous paragraph, the fabricated SWFT
also faces the problem of large transmission loss, which results in a poor signal-noise ratio,
but in contrast, presents a moderate spectral dynamic range over 10 dB [16].

In this study, a weak waist-enlarged fiber taper (WWFT) and its rapid inline fabrication
method are further proposed, and the application for multiplexed curvature measurement
is studied. The WWFT could be fabricated rapidly with a weak electric arc discharge
released on the inline sensing fiber, and the repeated cleaving-splicing process is no longer
needed. It has no fusion points and no obvious structural deformation in appearance
compared with general single mode fiber (SMF). Therefore, the insertion loss of the WWFT-
based interferometer is greatly reduced, which makes it possible to realize multiplex
curvature sensing with phase-demodulation scheme. Unfortunately, the WWFT device
presents a relatively low spectral dynamic range. Finally, the experimental results of
curvature measurement demonstrate that the proposed sensor has diverse responses for
the curvature changes in two orthogonal directions, showing its great potential applications
in vector curvature sensing.

2. Sensor Fabrication

Figure 1a shows the schematic of WWFT and the constructed intermodal interferome-
ter, which has no difference in appearance with the SMF. Figure 1b shows the specific inline
fabrication process of WWFT. It is fabricated by using the manual splicing mode of the fiber
splicer (Fujikura Ltd., FSM 60S, Tokyo, Japan) in our experiment. Firstly, two segments of
SMFs with polymer coating stripped and end cleaved are prepared, and they are separately
put onto the motor stages of the fiber holder. The motors are impelled and the fiber end
faces are aligned, then the splicing process is temporarily suspended. In this step, the
motors are adjusted to avoid fiber bending during arc discharge. Secondly, an SMF whose
polymer coating has been stripped is used to replace the aligned fibers on the motor stages,
and arc discharge is then released when the two motor stages are pushed forward with
a designed overlap distance, defined as Lvp. In this study, three Lvp values of 10, 20 and
30 µm are selected to fabricate the WWFT in the experiment for comparison. Using this
method, the WWFT is rapidly embedded into the sensing SMF fiber. The arc discharge
intensity and duration time are set as ‘standard mode’ and 200 ms respectively. Note that,
if the motor can be automatically aligned, the aligned process with two cleaved fibers in the
first step is no longer needed and the duration of fabrication process could be shortened
to just a few seconds. Therefore, the WWFT is possible to be massively fabricated by a
specially designed arc releasing electrical and mechanical structure for rapidly arranging
a large-scale sensing network. Figure 1c shows the side views of the WWFT. It can be
seen that, different from the SWFT, it has no difference in appearance with SMF, and no
splicing point is embedded in the sensing fiber, which gives a strong physical structure
and ultralow insertion.
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Figure 1. Schematic of WWFT and its fabrication: (a) Schematic of WWFT and the constructed
intermodal interferometer; (b) Inline fabrication of WWFT; (c) XY side views of the fiber taper with
overlap of 20 µm. The red circle represents the fiber taper location.
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Next, two WWFTs are sequentially embedded into the sensing SMF to construct an
intermodal interferometer, as shown in Figure 2. For the experimental test, the WWFT-
based interferometer is connected with ASE light source (Golight Tech., ASE-C&L-10,
Shenzhen, China) and CCD spectral module (Bayspec Inc., FBGA-1525-1610, Fremont,
CA, America) for transmission spectrum acquisitions. The acquired spectra are then
analyzed by using a LabVIEW program for Fast Fourier Transform (FFT), and the peak
amplitudes/phases of the spectra after FFT are individually discussed. The schematic
diagram of the experimental setup is shown in Figure 2.
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3. Spectral Characterization of WWFT-Based Interferometer

For the following analyses, sensors with different overlap values Lvp (10, 20 and
30 µm) are experimentally fabricated for comparison. Besides, various MZ interferometer
samples with different interferometer lengths of L are also prepared. Figure 3 shows the
transmission spectra of the WWFT-based interferometers with overlaps of 10 µm, 20 µm
and 30 µm, respectively. We can observe that the induced insertion losses could be as
low as 0.15 dB when Lvp = 20 µm. It increases slightly with the overlap distance enlarged
since more high-order modes are excited and experience large transmission loss. From the
figure, it also can be seen that if the overlap distance remains the same, the fringe contrast
decreases as the interferometer length elongates. For example, when Lvp = 20 µm, the
maximum fringe contrasts are 0.68 dB, 0.37 dB, 0.12 dB, respectively, for the interferometer
lengths of 30.8 mm, 48.7 mm and 70.1 mm. Actually, when the interferometer length
increases, the optical power ratio between sensing arm and reference arm of interferometer
gradually decreases since the high-order mode suffers a higher transmission loss. Finally,
it results in the deterioration of fringe contrast.
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Since WWFT is with non-adiabatic characteristics, part of the energy of LP01 is leaked
and coupled into the high-order modes [21]. Next, in order to evaluate the specific mode
order excited by WWFT, the Fast Fourier Transform (FFT) is applied to the transmission
spectra in Figure 3. Herein, Figure 3b is selected, and another two sensors with interfer-
ometer lengths of 41.2 mm and 59.1 mm are supplemented for the following analyses.
The results are shown in Figure 4a. For each interferometer with a certain physical length
L, the optical path difference (OPD) δ could be calculated through the relationship of
δ = cKLm/2∆ν [22], where KLm is the index of peak amplitude location in the FFT spectra,
and ∆ν is the whole frequency range of CCD spectral module. It should be noted that
Klm is a parameter with no dimension, and it varies with the frequency range of CCD
spectral module. Hence, the calculated OPD itself is independent with the CCD module.
Figure 4b illustrates the calculated OPD versus interferometer length L of the WWFT-based
interferometer with different overlap distances of 10, 20 and 30 µm. It is well known that
the optical path difference could be also expressed as δ = ∆nL, where ∆n is the difference
of effective refractive index between LP01 and the excited high-order mode. Therefore,
associating with the two different expressions of δ above, the ∆n could be determined in
experiment, and the value is 2.59 × 10−3, which is very close to the theoretical value of
2.73 × 10−3 between LP01 and LP11 mode using beam propagation method. Hence we can
infer that the excited high-order mode is LP11 mode. The electric field distributions of LP01
and LP11 mode are displayed as the inset of Figure 4a.
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4. Results and Analyses

Owing to the low insertion loss of WWFT, the proposed sensor can be applied for
curvature multiplex sensing. Figure 5a shows the schematic of the curvature measurement
for two cascaded WWFT-based interferometers. The fiber sensor 1# and 2# are with
interference lengths L = 41.7 mm and 69.5 mm, respectively. Besides, the overlap distances
are set as 20 µm and 30 µm, respectively, for the two sensors. For the two cascaded
interferometers, the total insertion loss is measured as approximately 2.5 dB, and it can be
further reduced with a smaller overlap value. Besides, the amount of multiplexed sensors
depends on the measurable spectral range. According to the equation δ = cKL/2∆ν in
the last paragraph, a larger spectral range results in a shorter optical path difference, and
further, a higher resolution in the spectra after FFT, hence more sensors can be multiplexed.
During the test, sensor 1# is placed between two supporting points with a separated
distance of 115 mm, while sensor 2# keeps still. A one-dimensional translation stage with
circular metal head is placed at the center of the sensor 1#. With the micrometer screw
thread pushed forward, a fiber arc shape is formed. The curvature can be calculated by
the expression of ρ = 1/R = 8d/(4d2 + D2) [23], where R is the curvature radius of the fiber
arc induced by pushing the one-dimension fiber translation stage, D is the distance of two
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supporting points, and d is the bending displacement. In our case, d � D, therefore, the
curvature is simplified as ρ = 1/R = 8d/D2.
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Based on the experimental setup in Figure 5a, different external curvatures are applied
on the sensor 1#, and the corresponding transmission spectra at the two orthogonal direc-
tions (0◦ and 90◦, schematic of fiber rotation angle is indicated in the inset of Figure 5a) are
shown in Figure 5b. It should be noted that the axis Y in Figure 5b represents the relative
intensity; it is obtained by normalizing the transmission spectrum amplitude with the
input power, and then the gravity center of the spectral intensity shifts to zero to eliminate
the DC component, hence both positive and negative values are shown. It can be seen that
the wavelength shifts in Figure 5b are insignificant and irregular, which signifies that the
curvature information cannot be directly demodulated. Figure 5c shows the corresponding
spectra after FFT; it can be seen that the peak amplitudes of sensor 2# almost keep still,
while the peak amplitudes of sensor 1# become lower as the curvature increases in both 0◦

and 90◦ directions. This phenomenon is reasonable since the LP11 mode is more sensitive
to the bending effect, which leads to an enlarged transmission loss. Hence, the fringe
contrast at the second WWFT point starts to deteriorate and further results in the reduction
of peak amplitude.
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Next, the continuous data acquisition is conducted, and the dynamic results are
shown in Figure 6. The peak phases of spectra after FFT are continuously acquired as
curvature varies between 0.48~0.94 m−1 (0◦ direction) ◦and 0.48~0.76 m−1 (90◦ direction).
Figure 6a shows the phase shift when the WWFT-based fiber is placed at the initial position
(defined as 0◦ direction). It can be seen that, when the curvature increases, the phase shift
of sensor 1# is enlarged synchronously. Meanwhile, sensor 2# keeps almost unchanged,
indicating that the curvature detections are independent between two sensors. Next,
when the fiber sensor 1# is rotated to 90◦, as shown in Figure 6b, we can see that the
phase of sensor 1# shifts to the negative direction and presents different phase shifts
when compared with those in 0◦ direction. This phenomenon signifies that the proposed
sensor has diverse responses in two orthogonal directions, which can be further potentially
applied for vector curvature sensing. Besides, for the 90◦ direction, we can also observe
the cross-talk for sensor 2#. Theoretically speaking, no phase shift should occur for sensor
2# since no curvature is applied. This experimental phenomenon may be explained by
the resolution ability of spectra after FFT, which is determined by the measurable spectral
range of the CCD spectral module. As shown in Figure 5c, the peak amplitude of sensor
2# is easily affected by that of sensor 1# when the spectrum resolution ability is limited,
and the cross-talk becomes more significant when the sensitivity decreases. Finally, the
sensitivities in both 0◦ and 90◦ directions are shown in Figure 6c. The curvature sensitivities
are determined to be 79.1◦/m−1 and −48.0◦/m−1, respectively. The different curvature
sensitivities are mainly due to the anisotropic distribution of the excited high-order mode
(LP11) in different axes. It should be explained that most of previous works relating to
optical fiber curvature sensors are based on wavelength demodulation in unit of nanometer
(nm) or amplitude demodulation in unit of decibel (dB). While in this study, the curvature
sensing is realized based on phase demodulation in unit of degree (◦). It should be noted
that the wavelength and phase are two independent parameters which are inconvenient
to convert to each other in our demodulation system. Hence, it is difficult to compare the
curvature sensitivity performance presented in this study with the previously reported
studies. Here, the sensitivity performance comparison is not discussed.

Finally, the temperature cross-sensitivity of the presented WWFT-based interferometer
is discussed. The sensor is heated from 22.0 ◦C to 37.5 ◦C. Figure 7a shows the trans-
mission spectra of the sensor with interferometer length of 41.2 mm and overlap value
of 20 µm. We can hardly observe the wavelength shift with wavelength demodulation
scheme. Then, based on phase demodulation scheme, the phase shift versus temperature is
indicated in Figure 7b, and the temperature cross-sensitivity is determined to be 1.37 ◦/m−1.
When compared with the curvature sensitivities mentioned above, the temperature cross-
sensitivity is insignificant. Besides, the phase fluctuation is monitored for 4 min at 22 ◦C,
and the result is shown in Figure 7c. The recorded standard deviation is determined to
be 0.071◦. Here, we use three times the standard deviation as the phase resolution, i.e.,
0.213◦. Hence, the curvature resolutions of the proposed sensor are determined to be
around 0.213/79.1 = 2.69 × 10−3 m−1 at 0◦ direction and 0.213/48.0 = 4.44 × 10−3 m−1 at
90◦ direction.
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5. Conclusions

This study demonstrates a multiplexed WWFT-based curvature sensor and its rapid
inline fabrication. When compared with the other types of fiber taper, the proposed
WWFT has no difference in appearance with the SMF, which greatly reduces the insertion
loss. The WWFTs could be rapidly embedded into the inline sensing fiber without the
repeated cleaving-splicing process and splicing point, which enhances the solidity of sensor.
Owing to the low transmission loss which could be as low as 0.15 dB, the WWFT-based
interferometer can be further multiplexed based on phase-demodulation scheme. The
experimental results verified that curvature variation can be dynamically detected for
two cascaded WWFT-based interferometers. Besides, the proposed sensor shows diverse
responses for the curvature changes in two orthogonal directions, and the sensitivities are
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determined to be 79.1◦/m−1 and −48.0◦/m−1. Correspondingly, the curvature resolutions
in two orthogonal directions are estimated as 2.69 × 10−3 m−1 and 4.44 × 10−3 m−1,
respectively. This result confirms the feasibility for vector curvature sensing applications in
the future.
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Abstract: Stretchable optical fiber sensors (SOFSs), which are promising and ultra-sensitive next-
generation sensors, have achieved prominent success in applications including health monitoring,
robotics, and biological–electronic interfaces. Here, we report an ultra-sensitive multi-functional
optical micro/nanofiber embedded with a flexible polydimethylsiloxane (PDMS) membrane, which
is compatible with wearable optical sensors. Based on the effect of a strong evanescent field, the
as-fabricated SOFS is highly sensitive to strain, achieving high sensitivity with a peak gauge factor
of 450. In addition, considering the large negative thermo-optic coefficient of PDMS, temperature
measurements in the range of 30 to 60 ◦C were realized, resulting in a 0.02 dBm/◦C response. In
addition, wide-range detection of humidity was demonstrated by a peak sensitivity of 0.5 dB/%
RH, with less than 10% variation at each humidity stage. The robust sensing performance, together
with the flexibility, enables the real-time monitoring of pulse, body temperature, and respiration.
This as-fabricated SOFS provides significant potential for the practical application of wearable
healthcare sensors.

Keywords: optical micro/nanofiber; multi-functional; flexible encapsulation; wearable health-
care sensor

1. Introduction

At present, the research and application of flexible wearable electronics are reflected
in various aspects of human life [1–4], such as electronic skin, wearable physiological
monitoring and treatment devices, flexible conductive fabrics, thin-film transistors, and
transparent thin-film flexible gate circuits [5–11]. The term ‘flexible wearable electronics’
generally refers to electronic devices or devices that have mechanical flexibility and can
directly or indirectly adhere closely to the skin, including a group of functional devices that
can respond to external stimuli via capacitive [12,13], resistive [14,15], piezoelectric [16,17],
and triboelectric effects [18,19]. However, the need for higher sensitivity, faster response,
and better anti-interference properties may push the limit of wearable electronic sensors
due to the nature of low-frequency electromagnetic circuits. For example, drawbacks such
as parasitic effects, and the risk of short circuit and electromagnetic disturbances, might
restrict the practical applications of wearable electronics [20,21].

In addition to traditional electrical sensing, combining optical sensing with soft
and stretchable packaging may provide an alternative means of developing cheap but
reliable wearable sensors [22,23]. With respect to optical sensors, there are abundant
attractive merits compared with conventional sensors, including ultra-high sensitivity,
anti-electromagnetic interference, and excellent insulation, resulting in variation in the
monitoring of environmental parameters [24]. For example, Nag et al. presented a new
approach to the development of flexible transparent strain sensors which combined the
use of a transparent fabric with a polydimethylsiloxane (PDMS) polymer using a layer-by-
layer assembly process [25]. Yang et al. demonstrated, for the first time, a flexible optical
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fiber capable of sensing a wide range of body movements using the liquid PDMS-based
tubular mold method [26]. Despite the success of these enlightening optical sensors, the
intricate fabrication procedure of flexible and stretchable sensors makes commercial and
practical usage difficult. As a combination of fiber optics and nanotechnology, optical
micro/nanofibers (MNFs) have attracted increasing research interest due to their excellent
properties, such as strong light field constraints, small bending radius, and high mechanical
strength [27–29]. In particular, their strong evanescent fields ensure that MNFs are highly
sensitive to tiny variations in the surroundings. It is worth noting that the as-fabricated
MNFs, with their high performance and competitive scale, are vulnerable to the severe
disturbances that occur in the application of wearable sensors. In order to employ MNFs
in the development of reliable and robust stretchable optical fiber sensors (SOFSs), the
packaging scheme must be well managed. For instance, Daniel et al. employed the change
in the elastomer refractive index and modes confined within the fiber core when PDMS was
pressed, fabricating a locally pressed etched optical fiber with a PDMS coating for sensing
applications [30]. Additionally, Jesus et al. reported a compact and highly sensitive optical
fiber temperature sensor based on the surface plasmon resonance effect, showing a linear
response and a sensitivity of 2.6 nm/◦C [31]. Despite the high performance of the above-
mentioned sensors, a simple-to-fabricate, compact, hypersensitive, and multi-functional
flexible optical fiber sensor remains a challenge for MNFs to some extent.

To address this issue, we propose a method to fabricate multi-functional stretchable
fiber sensors by using a PDMS membrane embedded with MNFs. Based on the transition
from guided modes to radiation modes of the waveguiding MNFs upon external stimuli,
the as-fabricated MNF sensors are demonstrated to have outstanding sensitivity and
repeatability when used in strain and temperature sensing. Moreover, by taking advantage
of the water-absorbing ability of tin oxide, a wide detection range and highly sensitive
humidity sensing are realized.

2. Materials and Methods
2.1. Fabrication and Manipulation of MNFs

In order to fabricate the MNFs, we used an electricity-heated mechanical stretching
technique to draw a standard silica optical fiber into a biconical tapered fiber. In this method,
a 3 cm-long section of the standard fiber was stripped of its cladding layer and fixed onto
the MNF translation platform. When the fiber was heated to an optimal temperature, it
was drawn into the horizontal plane until the diameter was reduced to the desired value.
The entire MNF fabrication process was controlled by a computer program. To obtain
uniformity among MNFs with different diameters, the temperature distribution in the
drawing region and the speed of the stepper motors could be adjusted.

2.2. Fabrication of an SOFS

To fabricate an SOFS, we developed a sandwich-like structure to encapsulate the
as-fabricated MNFs, which involved a three-step process: (1) 25 um of PDMS was prepared
on a thin polyethylene (PET) flake to support the MNFs, which was firmly held in position
using van der Waals forces and electrostatic interactions between the MNFs and the PDMS
membrane; (2) 1 mL of degassed PDMS (mixing ratio of PDMS resin and curing agent was
10:1, Dow Corning Sylgard184) was slowly poured onto the PDMS/PET substrate, waiting
for several seconds to ensure the substrate was covered with the fluid PDMS and that the
MNFs were enclosed in the liquid; and (3) another thin PDMS/PET flake was placed on
the substrate, followed by curing at 80 ◦C for 30 min, forming a 500 um-thick PDMS thin
film. As for humidity sensing, a humidity-sensitive layer (tin oxide) was deposited using
the magnetron sputtering method on the as-fabricated MNFs; the thickness of the tin oxide
layer was about 20 nm for the sake of optimal sensing performance. According to the
requirement of various sensing applications, the as-fabricated SOFS was peeled from the
PET sheet.
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2.3. Sensing Process of SOFS

Computer-controlled stepper motor translation platforms, which precisely control
different step movements (including single step movement and periodic step movement),
were prepared to measure the strain sensing performance of the SOFS. Before strain sensing,
the as-fabricated SOFS was fastened onto the translation platforms with standard clamps
and coupled with a 1550 nm wavelength fiber laser at one end. The optical output was
detected by a spectrometer at the other end. The sensing process can be divided into
two main parts: the first is a micro-strain measurement which contains several micron
dimension step movements, and the other is an endurance test with hundreds of cycles
of movements. Finally, in order to demonstrate the capability for health monitoring, the
detection of cardiopalmus was conducted.

A constant temperature heating facility was used to test the temperature sensing
performance of the SOFS, which could provide a stable temperature environment (ranging
from 30 to 60 ◦C). During the temperature sensing process, the as-fabricated SOFS was po-
sitioned within the facility at all times and was always in a closed environment. Moreover,
in order to demonstrate the capability of the SOFS for health monitoring, the detection of
body temperature was conducted. A humidity generator and a detector were prepared
to support the measurement of the SOFS’s humidity sensing capability, which provided
a continuous standard humidity atmosphere (ranging from 10 to 90% RH). Furthermore,
for the duration of the humidity sensing process, the as-fabricated SOFS was placed in
an airtight chamber. In order to demonstrate the capability for health monitoring, the
detection of respiration was conducted.

2.4. Characterization Studies

An optical fiber laser (YMPSS-980-750-M-FBG, YM, Suzhou, China) and an optical
fiber spectrometer (AQ6370D, YOKOGAWA, Japan) were used as a light source and a
detector, respectively. A humidity generator (Su Zhou Hua Xiang Star Environmental
Technology Co., Ltd., Suzhou, China) and a humidity detector (HC2A-DP, Rotronic) were
used to generate standard humidity and measure the unknown environmental humidity,
respectively. When a single-mode optical fiber (9/125, Corning, New York, NY, USA) was
coupled with the fiber laser, the input optical power of the MNF was about 16 mW, with a
stability of less than 0.05%. The stepper motors of the optical fiber drawing platform (V-
508.932020, PI, Germany) and the translation stage (Zolix, China) were used to investigate
the strain response of the sensor. A home-made system consisting of multiple channels was
used for monitoring the response of the optical sensor to humidity, maintaining a relatively
long recording period. A constant temperature heating facility (W-KW8-6-180, China) with
a temperature resolution of 0.1 ◦C was provided to maintain a stable temperature in the
range of 30 to 60 ◦C.

3. Results and Discussion
3.1. Concept and Principle of the SOFS

Although the conventional PDMS embedding method has been widely employed [32,33],
demonstrating outstanding quality in the field of wearable sensors, there are still certain
aspects of durability that should be considered in its application. Thus, in order to obtain a
sufficiently robust SOFS, we added a pouring process to ensure that the SOFS was fastened
firmly between the PDMS membranes. In this work, we employed a simple but dependable
procedure to fabricate a sandwich-like SOFS—a schematic illustration is shown in Figure
1a, and detailed descriptions are displayed in the Materials and Methods section. Taking
practical sensing objects into account, there may be little difference in the SOFS in terms
of structure. Moreover, we chose PDMS to embed the MNFs because of its low refractive
index (RI) compared with silica, flexibility, and biocompatibility. The stretchable PDMS
film not only effectively fixes the MNFs and isolates the evanescent field but also maintains
environmental stimuli transduced on MNFs with high sensitivity.

27



Sensors 2021, 21, 7437

Sensors 2021, 21, x FOR PEER REVIEW 4 of 12 
 

 

SOFS in terms of structure. Moreover, we chose PDMS to embed the MNFs because of its 

low refractive index (RI) compared with silica, flexibility, and biocompatibility. The 

stretchable PDMS film not only effectively fixes the MNFs and isolates the evanescent 

field but also maintains environmental stimuli transduced on MNFs with high sensitivity. 

 

  

Figure 1. (a) Schematic illustration of the fabrication process of the sandwich-like SOFS. (b) Photograph of an SOFS at-

tached to the wrist. (c) Photograph of an MNF-embedded PDMS patch pasted onto a glass tube. 

Experimentally, highly uniform MNFs are fabricated through the tapered drawing 

of silica glass optical fibers, which allows for a guiding light at the micrometer scale. How-

ever, the as-fabricated MNFs, with a large proportion of evanescent fields exposed to the 

surroundings [34,35], are highly susceptible to environmental disturbance (e.g., pressure, 

vibration, and RI change) or contamination (e.g., dust and organic conglutination), which 

may lead to unpredictable perturbation of the guided signals. With the protection of the 

stretchable PDMS film, the above problems are able to be effectively suppressed to some 

extent, and an SOFS can be attached to the skin (Figure 1b) or pasted onto a glass cylinder 

with quite a large angle of bending (Figure 1c), exhibiting flexible and reliable character-

istics in terms of wearable optical sensors. 

Figure 1. (a) Schematic illustration of the fabrication process of the sandwich-like SOFS. (b) Photo-
graph of an SOFS attached to the wrist. (c) Photograph of an MNF-embedded PDMS patch pasted
onto a glass tube.

Experimentally, highly uniform MNFs are fabricated through the tapered drawing
of silica glass optical fibers, which allows for a guiding light at the micrometer scale.
However, the as-fabricated MNFs, with a large proportion of evanescent fields exposed
to the surroundings [34,35], are highly susceptible to environmental disturbance (e.g.,
pressure, vibration, and RI change) or contamination (e.g., dust and organic conglutination),
which may lead to unpredictable perturbation of the guided signals. With the protection
of the stretchable PDMS film, the above problems are able to be effectively suppressed to
some extent, and an SOFS can be attached to the skin (Figure 1b) or pasted onto a glass
cylinder with quite a large angle of bending (Figure 1c), exhibiting flexible and reliable
characteristics in terms of wearable optical sensors.

Bending a flexible SOFS embedded with PDMS can lead to a bending-dependent
transmission, which includes large-scale winding and tiny vibrations, enabling strain
sensing. The RI of PDMS is a function of the temperature due to its large negative thermo-
optic coefficient (about −1.0 × 10−4 per ◦C), and thus the guided modes of the MNFs
are sensitive to the surrounding variation of RI owing to the large fractional evanescent
fields outside the MNF, ensuring the SOFS’s responsiveness to the change in temperature.
Moreover, a wider expansion of aspects of sensing media could be compatible with the
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as-fabricated SOFS. Tin oxide, as a humidity-sensitive material, has already been used
in humidity sensing [36–41]. Combining sensitive materials and MNFs embedded with
PDMS could be a potential application in wearable sensors, such as in breathing masks
and pulse monitors. Thus, the stretchable and flexible as-fabricated optical sensor offers
promising capabilities for strain, temperature, and humidity sensing.

3.2. Strain Sensing

To investigate strain sensing, firstly, the SOFS embedded with a 1 um-diameter MNF
was fastened to a computer-controlled stepper motor translation platform for bending
sensing. By taking advantage of the high-precision moving stage, we designed each step
to correspond to a replacement of 1 um, 2 um, and 5 um with 10 times bend and 10 times
recover. As shown in Figure 2a–c, the MNF embedded with PDMS was manipulated using a
micro-shift for strain response, which showed an approximately linear relationship between
the output intensity and the applied strain (various degrees of bending). In order to exclude
the disturbance of the light source and other factors, the displayed curves were detected
using an optical fiber spectrometer at 1550 nm, which is the center of the wavelength of the
light source, and where the lowest optical loss of such a single-mode optical fiber occurs.
As for the 1 um per step test, with 10 times bend and recover movement, the response
curve indicated a good reversibility of the sensor. Moreover, by connecting the points of the
average data from every flat stage, the results present a highly linear relationship between
the output intensity and the applied bending range. The relative intensity change ∆I/I0
(I0 defined as the original output intensity of the SOFS) as a function of strain leads to a
gauge factor (GF), where the gauge factor is defined as GF = (∆I/I0)/strain. Meanwhile,
the detectivity of the SOFS was shown to be highly sensitive, with a gauge factor of 118
and higher compared to conductive core–shell aramid nanofibrils (GF:18.8) [42], and silver
nanowire elastomer nanocomposites (GF:14) [43]. Considering the fact that the limit of
the spectrometer is 0.01 dBm, it is worth noting that nanometer-scale bend or micro-strain
detection could be achieved. Compared with the above test, the 2 um and 5 um per step
tests also manifested similar variation trends with a better response (GF:205 and GF:450,
respectively), though with slightly weaker linearity, which is close to the recorded value
(GF:1000) in cracking-assisted strain sensors [44]. To demonstrate the diameter optimization
of the as-fabricated strain sensor, 3 um and 5 um-diameter SOFSs were used for the strain
measurement, as shown in Figures S1 and S2. With regard to the 3 um-diameter SOFS, the
response to strain (GF:64) was weaker than that of its 1 um counterpart, while the the 5 um-
diameter SOFS was even more insensitive (GF:44), exhibiting no obvious response below a
20 um displacement. Thus, considering the practicability and sensitivity, the 1 um-diameter
SOFS exhibited the best performance, showing potential for further research.

The long-term reversibility and stability of the SOFS were further investigated by au-
tomatically bending and recovering the sensor over 250 cycles using a computer-controlled
moving platform. After the cycles, the sensor maintained a steady baseline intensity with
a slight decrease of 5% (Figure 2d), which might be attributed to the hysteresis effect of
PDMS or an error of the moving platform. In order to carry out a thorough inquiry of
durability, more bending and recovering cycles were performed. The responses from
approximately 1000 cycles are shown in Figure S3: with an increase in repeats, the response
intensity of the SOFS decreases gradually. This attenuation of the intensity might be caused
by the variation in the elastic property and/or a change in the refractive index of the
PDMS membrane. To demonstrate the capability for health monitoring, the SOFS was
attached to the wrist of a volunteer for the detection of cardiopalmus, which is a crucial
aspect of physiological sensing. As shown in Figure 2e, compared with the contrast curve
(maintaining the same bending level as the wrist), the response curve of the heartbeat
exhibits a rapid fluctuation with a calculated 68 beats per minute.
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Figure 2. Characterization of the SOFS for strain sensing. Changes in optical intensity output derived from bend and
recover tests. Each step corresponds to a displacement of (a) 1 µm, (b) 2 µm, and (c) 5 µm. (d) The durability test under a
bend of 100 µm at a frequency of ~0.5 Hz. Inset: a magnifying view of the part of the response curve after 75 bend–recover
cycles. (e) Measurement of the wrist pulse under normal conditions (about 68 beats per minute) and contrast conditions
(maintaining the same bending extent without pulse).

3.3. Temperature Sensing

In addition to strain sensing, the refractive index characteristics of PDMS are promis-
ing for temperature sensing; it has a large negative thermo-optic coefficient, while the
silica MNF shows a negligible change compared with that of PDMS. The SOFS with a
1 um-diameter MNF embedded in a 500 um-thick PDMS film was placed on a computer-
controlled constant temperature heating facility, which provided a stable temperature in
the range of 30 to 60 ◦C. The transmission spectra of the SOFS at different temperatures
were recorded using a spectrometer (Figure 3a). The process of increasing the temper-
ature was manipulated by a computer, which included 12 parts in all (part 1 increased
the temperature from 30 to 35 ◦C, part 2 held the temperature at 35 ◦C for 90 s, part 3
increased the temperature from 35 to 40 ◦C, part 4 held the temperature at 40 ◦C for 90 s,
and the rest were carried out in the same manner). With an increase in the temperature, the
response curve indicated an approximately linear relationship between the output intensity
and the applied temperature range. By defining the temperature sensitivity as S = ∆I/∆T,
where ∆I is the increase in the output intensity, and ∆T is the change in the temperature,
the sensor achieved a sensitivity as high as 0.02 dBm per ◦C, which is similar to that of
wearable temperature sensors based on metal oxides [45]. The decrease in transmission loss
showed a tighter confinement of the guided light caused by the increased refractive index
contrast between the PDMS and the MNF. In order to demonstrate its use as a wearable
temperature sensor, the SOFS was directly pasted onto the back of the hand for temperature
monitoring (the inset of Figure 3b). In order to avoid any disturbance caused by body
motion, the subject tried to keep his hand as still as possible. To rule out changes in the
ambient temperature, the whole process of measurement was conducted under a standard
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hundred-grade clean laboratory, maintaining a temperature of 25 ◦C and 50% RH all year.
Figure 3b presents the typical response of the SOFS to a constant body temperature with
remarkable stability, and no obvious change was observed during the period of detection.
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3.4. Humidity Sensing

Besides the excellent stretchability and temperature response, an ultra-sensitive optical
sensor with a wide range of humidity detection was obtained according to the Materials and
Methods section. Interestingly, when we started to study the effect of different diameters
on the humidity response, SOFSs with diameters that were too small or too large under
the same thickness of the sensitive layer were demonstrated to be unresponsive. The
phenomena of guided light scattering and optical absorption (conversion from light to heat,
as shown in Figure S5) caused by the tin oxide layer are the main possible reasons for this;
thus, balancing the MNF’s parameters and the thickness of the sensitive layer appears to
be of great importance to the humidity response. To investigate the humidity response, the
SOFS embedded with an optimal 2 um-diameter MNF was placed in different humidity
atmospheres, which was tested in an airtight cavity with a humidity generator and an
electronic humidity detector.

Compared to the above sensors, the pattern of encapsulation was discriminating to
some extent, which included a spindly silt (less than 0.5 cm2) close to the most sensitive
area in order to ensure wet air penetrated into the humidity-sensitive material. Tin oxide,
a promising humidity-sensitive material, has not only been widely used in the field of
humidity sensing but also popularized in the field of opto-electronics for decades [46–48].
It is worth noting that the morphology of tin oxide is characterized by its porous structure,
which is beneficial for interacting with vapor and allowing vapor to transfer more smoothly.
After combining with water vapor, the refractive index of tin oxide will change, which
will affect the evanescent wave transmitted outside of the fiber as well. Figure 4a presents
a continuous humidity measurement ranging from 10% to 90% RH using a home-made
monitoring facility. At 10% to 30% RH, the as-fabricated sensor shows an inconspicuous
response, probably due to the lack of enough water reacting with the tin oxide. Moreover,
with the increase in humidity, the SOFS exhibits an excellent humidity sensing capability,
especially at high concentrations of wet air (above 60% RH). Note that the robust sensitivity
of the humidity sensor offers an opportunity for practical applications in daily life. By
defining the humidity sensitivity as S = ∆I/∆H, where ∆I is the increase in the output
intensity, and ∆H is the change in the relative humidity, the as-fabricated sensor exhibits
a peak sensitivity of 0.5 dB/% RH, which is far better than a humidity sensor based
on a hetero-core optical fiber [49] and a no-core optical fiber [50], and an approach to
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humidity sensing based on a core-offset fiber Mach–Zehnder interferometer (S = 0.104
dB/% RH) [51]. Considering the durability of such a sensor, we also proceeded with more
tests to demonstrate its repeatability, as shown in Figure 4b. A moderate fluctuation in
the intensity response at every humidity stage was gauged with less than 10% variation.
In particular, there is a better performance of the response within three times repeated
measurements, which exhibits a flat curve (with less than 3% variation) of the output
intensity except for the high-humidity conditions (90% RH). With the increase in repeated
measurements, because continuous humidity testing from dry to wet might make the
sensitive material saturated to a certain degree, the fluctuation in the intensity response
becomes more or less larger under each of the humidity conditions.
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Figure 4. Characterization of the SOFS for humidity sensing. (a) Continuous humidity test ranging from 10% to 90% RH;
the light blue area is the process of increasing the humidity. (b) Fluctuation in the intensity response at every humidity
stage corresponding to five repeated measurements. (c) Photograph of a home-made breath-monitoring mask. (d) Real-time
measurement of the respiration of a volunteer under deep breath (12 min−1) conditions.

To exclude the disturbance of continuous humidity measurement and demonstrate
the effect of the SOFS under all humidity conditions, the humidity stages from 30% to
90% RH were conducted individually. As shown in Figure S4, in this case, the holistic
response tendency maintains that of its continuous counterpart. Moreover, under high-
humidity conditions (greater than 60% RH), the output response displays an approximately
symmetrical humidity and recovery cycle, while the recovery response at less than 60% RH
shows a slightly weaker cycle, which might be attributed to the residual water penetrating
into the porous tin oxide. To function as a wearable humidity sensor, the SOFS was
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directly integrated with a mask for the detection of respiration (Figure 4c), which is also
a crucial indicator in the field of health monitoring. As shown in Figure 4d, under deep
breath conditions within the breath-monitoring mask (12 min−1), the humidity response
curve presents quite a sharp peak and an excellent reverting capacity. In addition, the
as-fabricated SOFS possesses a better response speed (of a few seconds) compared with
its electronic counterpart (of minutes, especially for the recovery response) under a wide
humidity range.

4. Conclusions

In summary, we have demonstrated an ultra-sensitive multi-functional optical mi-
cro/nanofiber embedded with a flexible encapsulation of PDMS, which possesses great
potential in the field of wearable optical sensors. By taking advantage of the character of
its strong evanescent field, the as-fabricated MNF embedded with a PDMS membrane is
highly sensitive to weak bends, enabling a robust durability within hundreds of measure-
ments and high sensitivity with a peak gauge factor of 450. At the same time, taking the
large negative thermo-optic coefficient of PDMS into account, a temperature response in
the range of 30 to 60 ◦C was realized, resulting in a resolution of 0.02 dBm/◦C. In addition,
a humidity measurement within a broad detection range from 30% to 90% RH was demon-
strated, with a sensitivity of 0.5 dB/% RH, and less than 10% variation at each humidity
stage. Moreover, the as-fabricated highly sensitive sensing performance with flexibility
enables the real-time monitoring of pulse, body temperature, and respiration. The above
results may pave the way towards future wearable optical sensors for health monitoring
including real-time monitoring of pulse, respiration, and other aspects of life signs.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/s21227437/s1. Figure S1: Characterization of 3um parameter SOFS for strain sensing. Changes
of output optical intensity derived from bend and recover a SOFS. Each step corresponding to a
displacement of (a) 1 um, (b) 2 um, (c) 5 um, respectively. Figure S2: Characterization of 5um
parameter SOFS for strain sensing. Changes of output optical intensity derived from bend and
recover a SOFS. Each step corresponding to a displacement of (a) 1 um, (b) 2 um, respectively.
Figure S3: Measurement of the durability test under a bend of 100 um at a frequency of 0.5 Hz
for 1000 cycles in all. Figure S4: Humidity sensing of as-fabricated SOFS in different humidity and
recover cycles, including (a) 30% RH and recover cycle, (b) 40% RH and recover cycle, (c) 50% RH
and recover cycle, (d) 60% RH and recover cycle, (e) 70% RH and recover cycle, (f) 80% RH and
recover cycle and (g) 90% RH and recover cycle, respectively. Figure S5: Infrared photograph of MNF
deposited on tin oxide film, the red cross is the highest temperature area within MNF and the guided
light direction is from left to right
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Abstract: Herein, a broadband ultrasensitive acoustic sensor based on an optical nanofiber coupler
(ONC) attached to a diaphragm is designed and experimentally demonstrated. The ONC is sensitive
to axial strain and works as the core transducing element to monitor the deformation of the diaphragm
driven by acoustic waves. We first theoretically studied the sensing property of the ONC to axial strain
and the deformation of the diaphragm. The results reveal that ONC working at the dispersion turning
point (DTP) shows improved ultra-sensitivity towards axial strain, and the largest deformation of the
circular diaphragm occurs at the center. Guided by the theoretical results, we fabricated an ONC with
a DPT at 1550 nm, and we fixed one end of the ONC to the center of the diaphragm and the other
end to the edge to construct the acoustic sensor. Finally, the experimental results show that the sensor
can achieve accurate measurement in the broadband acoustic wave range of 30~20,000 Hz with good
linearity. Specifically, when the input acoustic wave frequency is 120 Hz, the sensitivity reaches
1923 mV/Pa, the signal-to-noise ratio is 42.45 dB, and the minimum detectable sound pressure is
330 µPa/Hz1/2. The sensor has the merits of simple structure, low cost, and high performance, and it
provides a new method for acoustic wave detection.

Keywords: optical fiber coupler; acoustic sensing; dispersion turning point

1. Introduction

Acoustic wave sensors play a dominant role in medical diagnosis, earthquake pre-
diction, and volcano monitoring. Compared with the traditional magnetoelectric acoustic
sensors, optical fiber acoustic sensors have the advantages of small size, light weight,
high sensitivity, and strong anti-electromagnetic interference ability [1]. In recent years,
researchers have proposed many acoustic sensing technologies based on the principle of
optical fiber sensing. Depending on differences in the sensor configuration and mechanism
of acoustic-to-optical signal conversion, these sensors can be divided into two categories.
One is the fiber-optic Fabry–Pérot cavity, which is constructed of a fiber tip and a reflective
diaphragm that can convert acoustic waves to changes in optical cavity length and, hence,
the shift in the optical interference signal via its mechanical deformation [2–7]. The other
type is based on a strain sensor that is attached to a diaphragm/plate and is responsible for
converting the acoustic vibration to the axial elongation of the fiber optic strain sensor and,
hence, the optical signal [8–11].

In the past decades, a variety of diaphragm materials, such as silicon [2], polymer [3],
graphene [4,5], chitosan [6], and silver [7], have been studied for fiber-optic Fabry–Pérot
cavity acoustic sensors. In addition, reducing the thickness-to-diameter ratio of the di-
aphragm can significantly improve the sensitivity of such acoustic sensors [1]. However, the
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production processes of polymer film, metal film, and micromachined silicon film are com-
plex and expensive, involving mechanical spinning, chemical etching, or micromachining.
Further, the requirements for demodulation are relatively high and costly.

The second type of fiber optic acoustic sensor has also undergone rapid development
in recent years. Sumit Dass et al. designed an acoustic sensor based on a single-mode
tapered fiber and a butyronitrile thin diaphragm, achieving a minimum detectable sound
pressure of 21.11 Pa/Hz1/2 and flat output response at frequencies of 250 Hz~2500 Hz [8].
Shun Wang et al. proposed an optical fiber acoustic sensor based on a nonstandard fused
coupler and aluminum foil, which achieved a sensitivity of up to 2.63 mW/Pa and an
acoustic measurement range of 20 Hz~20 kHz [9]. Wenjun Ni et al. proposed a thin-core
ultra-long-period fiber-grating-based acoustic wave sensor showing an operation range
of 1 Hz–3 kHz and high sensitivity up to 1890 mv/Pa at 5 Hz [10]. However, some of
the above-mentioned acoustic wave sensors cannot achieve wide-band acoustic wave
measurement. Also, the sensitivities are usually relatively low, and preamplifiers are
required to achieve high sensitivity. Therefore, exploiting new optical fiber acoustic sensors
with broad working frequency ranges and high sensitivity still attracts the wide attention
of researchers. Recently, Kaijun Liu et al. demonstrated that the microfiber Mach–Zehnder
interferometer working at the dispersion turning point (DTP) can be employed for vibration
detection, and ultra-high sensitivity was achieved [11].

We recently discovered and demonstrated the dispersion turning point (DTP) in optical
nanofiber couplers (ONCs), which can improve the sensing performance [12,13]. ONCs
working at the DTP show enhancements of nearly two orders of magnitude compared with
conventional fiber coupler sensors for refractive index (RI) sensing [12,14], temperature
sensing [13], biochemical sensing [15], and axial strain sensing [16]. This study further
implements the ONC with a DTP in acoustic sensing. The acoustic sensor was constructed
by fixing the fiber coupler on a specially designed sensing diaphragm. Acoustic waves
drive the sensing diaphragm to vibrate, and the vibration changes the coupling length of
the ONC dynamically and is measured by the ONC, which works as an ultra-sensitive
tensile sensor. We first theoretically calculated and analyzed the strain sensing performance
of the ONC operation at the DTP. Then, we numerically studied the acoustic induced
vibration characteristics of the polyethylene (PE) diaphragm. Finally, we experimentally
realized a sensing device that can achieve acoustic wave measurement of 30–20 kHz and
achieved a high sensitivity of 1929 mV/Pa at 120 Hz. The sensor has a simple structure, low
requirements for demodulation equipment, and low cost, which provides a new method
for acoustic wave detection.

2. Principle of Acoustic Sensing Using the ONC–Diaphragm Configuration

The configuration of the proposed ONC-based acoustic sensor is shown in Figure 1a.
An ONC that operates at the DTP was adopted as the core sensing element, with one
end fixed at the center of a PE diaphragm and the other end fixed on the edge of the
diaphragm. As shown in Figure 1b, the dynamic acoustic wave drives the diaphragm to
vibrate accordingly, and the vibration imposes stress on the ONC dynamically, leading to
variation in the coupling length L. As the ONC sensor working at the DTP is quite sensitive
to changes in length, the acoustic wave of slight sounds can be readily detected by tracing
the optical output signal of the ONC sensor.

2.1. Working Principle of the ONC

As the sensing of acoustic waves is realized by stretching the fiber coupler, we first
analyze the strain sensing performance of the ONC numerically. The configuration of the
ONC is shown in Figure 2. The ONC is formed by fusion splicing two single-mode fibers,
including a coupling section, two input ports, and two output ports. The coupling section
of the two microfibers forms a new waveguide. When light enters the conical transition
region from Port 1, both the even mode and odd mode can be excited simultaneously. The
two modes propagate along the waveguide and gradually accumulate phase difference,
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finally coupling to the two output ends to produce mode interference. When the coupling
section is stretched, the length of the optical path varies and the interference fringes of the
output spectrum shift.
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Assume that the input optical power at Port 1 is P0 at a certain wavelength λN . Thus,
the output energy of output Ports 3 and 4 can be obtained as [13]:

P3 = P0 cos2
(

1
2

φ

)
, (1)

P4 = P0 sin2
(

1
2

φ

)
(2)

The phase difference φ between the two modes satisfies:

φN =
2πL

(
neven

eff − nodd
eff

)

λN
= (2N − 1)π (3)

where neven
eff and nodd

eff are the effective refractive index values (ERIs) of the odd mode and
even mode. L is the length of the uniform coupling section, and N is an integer. In this study,
we only consider the uniform waist region as it is much thinner and much longer than the
tapered region, and the waist region is much more sensitive than the tapered region.

When external stretching is applied to the nanofiber coupler, the waist segment un-
dergoes a prolongation along the axial direction and shrinkage in the radial direction.
Concurrently, the RI of the waist region also undergoes a decrease as a result of the elasto-
optic effect. The shrinkage in diameter and decrease in RI change the ERIs of the two
guided modes, and the prolongation of the waist modifies the coupling length. As a result,
the phase difference φ experiences a variation and finally reflects the change in the output
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light intensity of P3 and P4. The tensile strain of the optical fiber is δ = ∂L/L. Thus, the
sensitivity of the corresponding coupler strain can be deduced as [16]:

Sδ =
∂λN
∂δ

=
λN

neven
g − nodd

g

(
∆neff +

∂∆neff
∂δ

)
(4)

where ∆neff = neven
eff − nodd

eff , ng = ne f f − λN∂ne f f /∂λ represents the group ERI of the
guided mode, and G = neven

g − nodd
g denotes the group ERI difference between the two

modes. It should be noted that the term ∂(∆neff)/∂δ) is dependent on both the elasto-optic
coefficient and the Poisson’s ratio of fused silica. Equation (4) reveals that when G = 0,
the sensitivity of the nanofiber coupler to axial strain can be improved significantly. The
wavelength which satisfies G = 0 is also known as the dispersion turning point, and it can
only be satisfied when the group ERIs of the two modes equal each other.

In order to gain a straightforward understanding of the sensing performance for
the optical nanofiber coupler to axial strain and, hence, acoustic waves, we carried out
numerical simulations. We first calculated the group ERI difference G between the odd
mode and the even mode for a nanofiber coupler with a diameter of 1.6 µm, within the
wavelength range of 1200~1700 nm. As shown in Figure 3a, the group ERI difference
G varies from a negative value to a positive value as the working wavelength gradually
increases from 1200 nm to 1660 nm, and it is equal to 0 at a wavelength of about 1482 nm.
This critical wavelength is the DTP for the nanofiber coupler with a diameter of 1.6 µm.
According to Equation (4), the axial strain sensitivity can reach infinity when λN is divided
by 0.
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Then, we calculated the axial strain sensitivity of the sensor according to Equation (4).
The calculation results in Figure 3b reveal that the sensitivity curve shows a rectangular
hyperbola shape. The axial strain sensitivity is significantly enhanced towards −∞ on the
left side of the DTP and towards +∞ on the right side. This means that when interference
dips/peaks approach the DTP, the wavelength shifts induced by axial strain can be greatly
enhanced. According to our previous research, the DTP for nanofiber couplers in air can
be tuned from 940 to 1670 nm simply by increasing the fiber diameter from 500 to 900 nm.
By utilizing the DTP, ultrahigh sensitivity of nearly 100 nm/µε can be achieved, which is
promising for acoustic wave sensing and vibration measurement applications.

2.2. Working Principle of the Diaphragm

Due to the small diameter of the ONC, it is difficult for sound pressure to act on the
ONC itself. So, a diaphragm is used as the sound-pressure-sensitive element to convert the
acoustic wave to the mechanical vibration of itself. The ONC attached to the diaphragm
can sense the acoustic wave indirectly by monitoring the vibration of the diaphragm. When
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the acoustic wave acts on the sensing diaphragm, the diaphragm will deform. When
the pressure applied to the diaphragm is FP, the bending deformation of the diaphragm
is [17,18]:

d =
3FPR4(1 − µ2)

64Eh3

(
1 − r2

R2

)2

(5)

where µ and E are the Poisson’s ratio and Young’s modulus of the diaphragm material,
respectively. R and h denote the radius and thickness of the diaphragm, respectively, and r
denotes the distance from a point on the diaphragm to the center of the diaphragm.

According to (5), the cross-sectional curve of the deformation for a circular diaphragm
can be obtained, as shown in Figure 4. It can be seen that the maximum deformation occurs
at the center of the diaphragm. This indicates that to obtain a higher acoustic sensitivity, one
end of the ONC should be fixed at the center of the diaphragm, and the other end should
be fixed at the edge. In this way, the optical fiber coupler has the maximum deformation
when the acoustic wave acts on the diaphragm.
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Then, we analyzed the broadband acoustic response characteristics of the diaphragm.
The selected diaphragm is a circular PE diaphragm with a radius of 4 cm and a thickness of
50 µm. The resonance frequency of the diaphragm is [17,18]:

fmn =
k2

mnh
4πhR2

√
E

3ρ(1 − µ2)
(6)

where the kmn value of the one-dimensional circular diaphragm is 3.196; R and h are the
radius and thickness of the diaphragm, respectively. E and ρ are the Young’s modulus and
density of the diaphragm, respectively.

The dynamic deformation of the diaphragm is [17,18]:

∆d =
3
(
1 − µ2)R4P

16Eh3
f 2
mn√

( f 2
mn − f 2

a )
2 + 4 f 2

a β2
(7)

where β is the damping coefficient, fa is the acoustic wave frequency, and P is the sound
pressure. The calculation results are shown in Figure 5, which indicates that the diaphragm
has the largest deformation when the acoustic wave is about 122.4 Hz, and the deformation
is relatively gentle at 500 Hz–20 kHz.
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pressure is 1 Pa.

3. Sensor Fabrication and Acoustic Measurement System

Optical nanofiber couplers were fabricated from standard telecommunication single-
mode optical fibers by the fusion elongation method. Generally speaking, two sections of
bare single-mode fibers were double twisted and fixed by two fiber clamps. Then, the fibers
were heated to the glass transition temperature by an alcohol lamp, and two motorized
translation stages stretched the fibers. The two optical fibers shrank in diameter and
were fused together; finally, the nanofiber coupler was obtained. To ensure that the optical
nanofiber couplers possessed a DTP at the desired wavelength, an online monitoring system
was used to track the output spectrum of the fiber coupler in real time. The tapering process
was terminated once the DTP appeared at the desired wavelength in the output spectrum.
Figure 6 depicts a representative micrograph of a fabricated optical nanofiber coupler.
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Figure 6. Photograph of the nanofiber coupler acoustic sensor.

The pedestal for the PE diaphragm was fabricated by a CNC machining center. The
radius for the central hole was 4 cm. The PE film was fixed to the pedestal using UV glue,
and a circular diaphragm with a radius of 4 cm was formed. Then, we fixed one end of the
fabricated nanofiber coupler at around the center of the diaphragm and the other end at
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the edge with UV glue. A photograph of the fabricated acoustic wave sensor is shown in
Figure 6.

The acoustic wave measurement system for the optical nanofiber coupler sensor is
shown in Figure 7. The system consists of a sensing module and a signal demodulation
module. The sensing part includes a tunable band laser (SANTEC TSL-550, Santec Corpo-
ration, Komaki, Aichi, Japan), the nanofiber coupler acoustic sensor, and two avalanche
photodiodes (APDs, THORLABS PDA20C2, Thorlabs, Newton, NJ, USA). The signal de-
modulation part includes the filtering and amplifying circuits, a data acquisition card
(DAQ, ART usb3133A, ART Technology, Beijing, China), and a computer. The light emitted
by the laser enters one input arm of the nanofiber coupled acoustic wave sensor, and the
optical signals from the two output arms are detected by the APDs. Then, after filtering, the
data are collected by the DAQ, and finally, the signal is displayed, analyzed, and processed
by the computer. Acoustic wave signals with the desired waveform and frequency were
generated by a speaker driven by a function generator. A commercial sound pressure meter
(SMART SENSOR AS824, Walfront LLC., Lewes, DE, USA) was used to measure the sound
pressure of the acoustic wave signal.
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Figure 7. Schematic diagram of the acoustic wave measurement system.

4. Experimental Results and Discussion

The output spectrum from Port 3 of the ONC is displayed in Figure 8. It can be seen
that the light wavelength corresponding to the DTP is about 1573 nm. Therefore, the output
wavelength of the laser was set to 1573 nm, and this wavelength was chosen as the working
wavelength of the ONC-based acoustic sensor. To improve the sensitivity for acoustic wave
measurement, the difference between the output signals from Port 3 and Port 4 was used
to measure acoustic waves. Figure 9 displays the detected signals from Ports 3 and 4 and
their difference for acoustic signals of 40 Hz. It can be seen from the figure that the signal
amplitude increased significantly after the difference operation.
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40 Hz acoustic wave.

4.1. Sensing Performance for Different Sound Pressures

First, we evaluated the performance of the nanofiber coupler acoustic sensor in re-
sponse to different sound pressures. We applied an acoustic wave with a frequency of
160 Hz to the sensor and varied the loudness of the acoustic wave sequentially. The sound
pressure was measured using a sound pressure meter. The output signal from the acoustic
sensor is summarized in Figure 10, proving that the output voltage of the sensor acoustic
signal is linear with the input sound pressure.
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4.2. Broadband Acoustic Detection

Then, we analyzed the broadband acoustic detection capability of the nanofiber cou-
pler acoustic sensor. We loaded acoustic wave signals with frequencies ranging from 30 Hz
to 20 kHz on the sensor diaphragm and obtained the time-domain output signal using the
demodulation system. We performed an FFT transformation on the time-domain signals to
obtain the frequency-domain diagram of the different signals.

The proposed optical-nanofiber-coupler-based acoustic wave sensor shows a good re-
sponse to acoustic waves in the broad frequency range of 30 Hz–20 kHz. The representative
measured time-domain signals and frequency-domain diagrams for acoustic waves with
frequencies of 30 Hz, 600 Hz, 3000 Hz, and 20,000 Hz are shown in Figure 11. The results
reveal that our sensor shows a high signal-to-noise ratio in this wide frequency range.
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The sensitivity of our sensor in this broadband frequency range was calculated based
on the experimental results. As a comparison, we also tested the performance of our sensor
with working wavelengths of 1500 nm and 1600 nm, respectively. One of these two working
wavelengths lies on the left side of the DTP, and the other lies on the right side. According
to the results of our numerical investigation, the optical nanofiber coupler sensor would
show inferior performance working at these two wavelengths as compared to working at
the DTP. The sensing performance in the frequency range of 30 Hz–20 kHz was measured
using the demodulation system, and the sensitivities were also calculated.

All the results are displayed in Figure 12. After comparing and analyzing the respective
sensitivities of the sensor working at 1500 nm, 1573 nm, and 1600 nm, it was found that
the sensor showed higher sensitivities in the measured frequency range when working at
the DTP than when working at the other two wavelengths. These results are consistent
with our numerical results. Also, the sensor showed relatively high sensitivities in the
low-frequency range of 30~500 Hz. The highest sensitivity was discovered at the frequency
of 120 Hz, which agrees well with our numerical simulation result of 112.4 Hz. The small
discrepancy may be induced by the UV glue and the optical nanofiber coupler that is fixed
at the center of the diaphragm. The sensitivity change was relatively stable from 500 Hz to
20 kHz. Currently, the sensitivity is between 8 and 30 mv/Pa without the amplifier circuit.

We further analyzed the sensing performance of the sensor when a 120 Hz acoustic
wave signal was loaded, as the sensor showed the highest sensitivity at this frequency.
The frequency spectrum obtained through FFT transformation is shown in Figure 13. The
prominent peak at 120 Hz corresponds to the frequency of the applied acoustic signal. The
signal-to-noise ratio of the sensor is 38.4 dB, the minimum detectable sound pressure is
330 µPa/Hz1/2, and the sensitivity is 1923 mV/Pa. Harmonic signals also appeared in the
frequency spectrum, which may be caused by the reflection of acoustic waves in the cavity
of the sensor base between the diaphragm and the test bench. These harmonic signals are
negligible compared to the fundamental frequency signal. Our study demonstrates that
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optical nanofiber couplers working at the DTPs are promising candidates for developing
high-sensitivity acoustic wave sensors.
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5. Conclusions

In summary, in this paper, we proposed an ultrasensitive acoustic wave sensor based
on a micro/nanofiber coupler operating at the dispersion turning point and a sensing
diaphragm. The sensor was realized by fixing the fiber coupler on the diaphragm and
converting the vibration of the diaphragm to the stretching of the fiber coupler. Our
theoretical studies showed that the sensing performance can be improved significantly by
utilizing the DTP, and the diaphragm can provide a broadband response to acoustic waves.
Guided by our theoretical findings, we experimentally realized ultra-high sensitivity and
broadband detection of acoustic waves using a nanofiber coupler working at the DTP and a
sensing diaphragm. The sensor shows high sensitivity in low-frequency measurement and
flat response to medium- and high-frequency acoustic signals, with the highest sensitivity
of 1929 mV/Pa achieved at 120 Hz. This sensor has the advantages of being simple in
construction and easy for demodulation, and it may have potential applications in seismic
wave detection.
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Abstract: A high-resolution and high-sensitivity fiber optic sensor based on the quasi-linear distribu-
tion of the core refractive index is designed and fabricated, which enables decouple measurement
of bending and of temperature. First, single-mode fiber doped with Al2O3, Y2O3, and P2O5 was
drawn through a fiber drawing tower. The fiber grating was engraved on the fiber by a femtosecond
laser. Modeling analysis was conducted from quantum theory. Experimental results show that
the bending sensitivity of the grating can reach 21.85 dB/m−1, which is larger than the reported
sensitivity of similar sensors. In the high temperature range from room temperature to 1000 ◦C, the
temperature sensitivity was 14.1 pm/◦C. The doped grating sensor can achieve high temperature
measurement without annealing, and it has a distinguished linear response from low temperature to
high temperature. The bending resolution can reach 0.0004 m−1, and the temperature resolution can
reach 0.007 ◦C. Two-parameter decoupling measurement can be realized according to the distinctive
characteristic trends of the spectrum. What’s more, the sensor exhibits excellent stability and a fast
response time.

Keywords: high resolution; bending sensor; temperature sensor; decoupling measurement

1. Introduction

With corresponding concepts such as the Internet of Things and smart cities, the
sensing of information is an important content of the information age. As the perception
layer of the information age, sensors are the entrance to the reception of massive amounts
of information, and they are an essential foundation for the internet of everything. Sensing
technology is evolving towards miniaturization, intelligence, integration, and passivity.
The scope of physical perception is required to be more extensive, the means of information
collection are more convenient, and the types of data acquisition are more diverse.

The two physical parameters of temperature and curvature need to be evaluated in
many applications, such as aerospace, petroleum energy, smart wearables, and industrial
manufacturing [1]. After years of research, fiber bending and temperature sensors based
on different principles have been reported. For example, the Mach–Zehnder interferom-
eter [2], photonic crystal fiber [PCF] [3], four-core sapphire-derived fiber [4], seven core
fiber [5], optical fiber laser [6], two-core fiber [7], three-core fiber [8], fiber Fabry–Perot
cavity [9], Michelson interferometer [10], Sagnac Interferometer [11], long period fiber
grating (LPFG) [12], fiber Bragg grating (FBG) [13], and capillary hollow-core fiber [14].
These sensors have their own unique advantages, but there are still many shortcomings.
Interferometric sensors need to be fused multiple times, resulting in the reduced mechanical
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strength of the sensor [15,16]. Multi-core fiber and PCF are expensive to use [17]. Although
the LPFG sensor has high sensitivity, it usually analyzes the data through a transmission
spectrum, and it is therefore difficult to reuse the optical fiber sensor network [18]. When
an FBG sensor is used to evaluate bending and temperature, it has low sensitivity and it
cannot distinguish measurement [19]. In terms of temperature measurement, the sapphire
grating sensor can measure very high temperatures. However, the cost is high and the
manufacturing technology is not mature enough [20]. The regenerative grating can measure
high temperature, but it requires a long period of high temperature annealing treatment,
after which the grating area will be very brittle [21].

Therefore, in order to address the above problems, we propose a FBG sensor engraved
by femtosecond laser on a new doped fiber. First, we designed and drew a new type of
fiber doped with Al2O3, Y2O3, and P2O5. The core refractive index of the new optical
fiber is quasi-linear distribution. The FBG is engraved on the fiber by the femtosecond
laser. The grating model is analyzed by quantum optics theory and refractive index
perturbation theory. Bending and temperature experiments were performed on this new
type of grating. Experimental results found that the grating exhibited very high bending
sensitivity. The grating can achieve continuous temperature measurement without long-
term high temperature annealing. The grating spectral energy is sensitive to bending,
and the wavelength is sensitive to temperature. It exhibits unique spectral properties for
two different physical quantities. The sensor measurement system has ultra-high curvature
and temperature resolution.

2. Fabrication and Theoretical Analysis

The purpose of traditional optical fiber doping materials is to obtain the refractive
index difference between the core and the cladding. However, the purpose of doped oxide
materials in this manuscript is to enhance the temperature resistance properties of the
fiber, while modulating the refractive index distribution of the core. The melting point of
Al2O3 is 2054 ◦C. Additionally, Al2O3 has the characteristics of a small specific surface area,
uniform particle size, easy dispersion, high hardness and good insulation performance,
which makes the fabrication of optical fiber preform and the drawing of optical fiber easier
to control. Meanwhile, Al2O3 has the characteristics of high mechanical strength, strong
wear resistance, and heat shock resistance, which makes the sensor more robust. It holds
the characteristics of colorless and transparent, high light transmittance and high refractive
index [22]. The melting point of Y2O3 is 2439 ◦C. Below 2200 ◦C, Y2O3 is a cubic phase
without birefringence [23,24]. It holds the characteristics of corrosion resistance, wide
optical transparency, and good physicochemical properties.

A new type of optical fiber can be obtained by drawing the optical fiber preform
through the optical fiber drawing tower. The high-temperature resistance furnace of the
drawing tower is heated to 2300 ◦C, so that the cone of the optical fiber preform is melted
to form a droplet like material head. After controlling the thinning of the optical fiber
preform, it goes through an annealing device and a cooling system in turn. The dimension
parameters of optical fibers are supervised online in real time. Finally, the bare fiber is
coated and cured by means of a coating device. Figure 1 presents a schematic diagram to
reinforce the description of the novel fiber fabrication.

Table 1 presents the measured dimensional parameters and numerical apertures of the
novel fiber.

The doped optical fiber core was analyzed by electron probe micro analysis (EPMA).
The EPMA enables qualitative and quantitative analysis of chemical composition of mi-
croscopic regions in fiber. The mass percentage of different doping can be achieved by
fully automatic area scanning analysis. Its core contains 4.9 wt.%Y2O3, 3.2 wt.%Al2O3,
and 2.3 wt.% P2O5. It is the most sensitive optical fiber measurement technology available
in the testing wavelength range of 375 nm~2000 nm, which can measure the refractive
index, stress, and geometry of any type of fiber. Table 2 gives the detailed parameters of
FRIMA-IFA-100-IR.
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Figure 1. Schematic diagram of new optical fiber manufacturing.

Table 1. Parameters of novel high temperature resistant doped fiber.

Core Composition Cladding Diameter Core Diameter Coating Diameter Numerical Aperture

SiO2-Al2O3-Y2O3-P2O5 125 µm 10 µm 252 µm 0.2

Table 2. Measured parameters of FRIMA-IFA-100-IR.

Refractive Index
Measurement Accuracy Spatial Resolution Measuring Concentricity Error Measure Core

Out-of-Roundness Error

±0.0001 500 nm ±200 nm ±0.4%

Refractive index measurements of fiber cross-sections are set out in Figure 2. The
maximum refractive index is 1.464, and the cladding refractive index is significantly less
than the core index. The abscissa and the ordinate represent the number of measurement
sampling points in Figure 2a. Locally amplified refractive index profile measurements
were performed on the fiber core region and the results are presented in Figure 2b. The
point of maximum refractive index of the fiber is located in the center of the fiber core. Its
corresponding core refractive index presents a non-uniform distribution of the point spread
function. The refractive index difference in the horizontal direction and in the vertical
direction of the fiber were measured, and the results are depicted in Figure 2c. From the
results, it is found that the refractive index distribution of the fiber cladding is relatively
uniform, but the core refractive index almost implies a linear decrease. In addition to
this, the core has a small amount of jitter in the horizontal and in the vertical refractive
index profiles. When light is transmitted in the new optical fiber structure, the mode of the
light field will change, causing the total reflection angle of light to become smaller when
light is transmitted in the optical fiber. When the optical fiber is bent, it will cause part of
the optical energy to be coupled into the optical fiber cladding. Taking advantage of this
property of the new type of optical fiber, the sensor can be used for bending measurements
by demodulating the energy.

51



Sensors 2022, 22, 3007

Sensors 2022, 22, x FOR PEER REVIEW 4 of 13 
 

 

spread function. The refractive index difference in the horizontal direction and in the ver-
tical direction of the fiber were measured, and the results are depicted in Figure 2c. From 
the results, it is found that the refractive index distribution of the fiber cladding is rela-
tively uniform, but the core refractive index almost implies a linear decrease. In addition 
to this, the core has a small amount of jitter in the horizontal and in the vertical refractive 
index profiles. When light is transmitted in the new optical fiber structure, the mode of 
the light field will change, causing the total reflection angle of light to become smaller 
when light is transmitted in the optical fiber. When the optical fiber is bent, it will cause 
part of the optical energy to be coupled into the optical fiber cladding. Taking advantage 
of this property of the new type of optical fiber, the sensor can be used for bending meas-
urements by demodulating the energy.  

 
Figure 2. New fiber parameters, (a) Optical fiber cross-section refractive index profile; (b) Fiber Core 
Refractive Index Profile; (c) Refractive index difference in horizontal direction and in vertical direc-
tion of optical fiber. 

Fiber gratings were engraved by direct writing using the femtosecond laser microm-
achining system. Femtosecond lasers are characterized by ultra-short pulse widths and 
ultra-high peak powers. When the femtosecond laser interacts with the fiber material, 
nonlinear ionization phenomena such as nonlinear photoionization and avalanche ioni-
zation are mainly generated. The high-energy femtosecond laser acts on the fiber to cause 
the formation of internal defects or local shrinkage of the material. It densifies the material 
and causes localized melting of the fiber core, resulting in refractive index modulation for 
permanent material damage. What’s more, the avalanche ionization effect is generated 
and the fiber material continuously absorbs the laser irradiation energy. Eventually, the 
electron plasma in the laser focus area will increase to a certain concentration value, and 
more intense light absorption will occur, resulting in permanent refractive index modula-
tion in the irradiated area. 

The center wavelength of the femtosecond laser was 800 nm. The repetition rate was 
200 kHz. The pulse width was 200 fs, and the energy range was tunable from 0 to 3 W. A 
laser energy attenuation system was used to adjust the laser output energy, and finally 

Figure 2. New fiber parameters, (a) Optical fiber cross-section refractive index profile; (b) Fiber Core
Refractive Index Profile; (c) Refractive index difference in horizontal direction and in vertical direction
of optical fiber.

Fiber gratings were engraved by direct writing using the femtosecond laser micro-
machining system. Femtosecond lasers are characterized by ultra-short pulse widths and
ultra-high peak powers. When the femtosecond laser interacts with the fiber material, non-
linear ionization phenomena such as nonlinear photoionization and avalanche ionization
are mainly generated. The high-energy femtosecond laser acts on the fiber to cause the
formation of internal defects or local shrinkage of the material. It densifies the material
and causes localized melting of the fiber core, resulting in refractive index modulation for
permanent material damage. What’s more, the avalanche ionization effect is generated and
the fiber material continuously absorbs the laser irradiation energy. Eventually, the electron
plasma in the laser focus area will increase to a certain concentration value, and more
intense light absorption will occur, resulting in permanent refractive index modulation in
the irradiated area.

The center wavelength of the femtosecond laser was 800 nm. The repetition rate was
200 kHz. The pulse width was 200 fs, and the energy range was tunable from 0 to 3 W. A
laser energy attenuation system was used to adjust the laser output energy, and finally the
refractive index was modulated on the new optical fiber by focusing on a high-magnification
microscope objective. The processing position and the modulation effect of the front end of
the laser imaged and observed by CCD. In the process of preparing the grating, the optical
fiber was fixed on the three-dimensional displacement stage through the adsorption clamp
platform. The computer terminal controlled the three-dimensional stage to make the fiber
move at a specific speed and in a specific direction. The reflection spectrum appeared in
real time through the demodulator. Figure 3 is the grating spectrum engraved under the
above femtosecond laser parameters. It can be seen from Figure 2 that the grating reflection
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spectrum had a higher contrast and a lower noise. The center wavelength of the sample A
grating was 1533.58 nm. The grating period was 1.2 µm. The number of lines engraved by
the laser was 5000, and the corresponding grating length was 6 mm. The center wavelength
of the sample B grating was 1533.58 nm. The grating period was 1.2 µm. The number of
lines engraved by the laser was 3000, and the corresponding grating length was 3.6 mm.
Figure 3a,b show the reflection spectra of two different grating samples with lengths of
6 mm and 3.6 mm, respectively. The length of the sample A grating was greater than that
of the sample B grating. The period of the sample grating was the same. The difference
was that the length of engraving was different under the same period.
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Figure 3. Reflection spectra of samples with different gratings. (a) Sample A; (b) Sample B. 
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Figure 3. Reflection spectra of samples with different gratings. (a) Sample A; (b) Sample B.

This manuscript presents an analogous approach to theoretical analysis in which the
micromachining of optical fibers by femtosecond lasers is considered as a perturbation of
the refractive index of the fiber core. It is proposed to deduce the theory of grating coupled
mode by establishing the perturbation theory applicable to Maxwell’s equations. The main
idea of modeling is as following: introduce the state vector

|ψ〉 =
( →

E

j
→
H

)
(1)

and assume that the electromagnetic field changes with time in a relationship of ejωt. So,
Maxwell’s equation can be expressed as:

L̂t|ψ〉+ L̂z|ψ〉 −
ω

c
Ŵ|ψ〉= 0 (2)

where

L̂t =

(
0 ∇t×
∇t× 0

)
, L̂z =

(
0 ∂

∂z
→
e z×

∂
∂z
→
e z× 0

)
, Ŵ =

( ↔
ε 0
0

↔
µ

)
(3)

For an unperturbed fiber, the state vector corresponding to the propagation constant
analysis βk is |ψ〉k = ejβkz|ψk(x, y)〉. |ψk(x, y)〉 is the transverse eigenfunction of the state
vector, which satisfies the eigen equation

(
−L̂t +

ω

c
Ŵ0

)
|ψk〉 = βkΓ̂z|ψk〉 (4)

Γ̂z = j

(
0

→
e z×

→
e z× 0

)
, Ŵ0 =

(
εu 0
0 1

)
(5)
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when the optical fiber core is perturbed by the femtosecond laser, the perturbation form is
set as

Ŵδ = Ŵ − Ŵ0 (6)

the electromagnetic field propagating in the fiber is the superposition state of the eigen-
modes in the undisturbed fiber, namely

|ψ〉 = ∑
k

ak(z)ejβkz|ψk〉 (7)

According to the time-dependent perturbation theory of quantum mechanics, the
superposition state |ψ〉 can evolve according to the following equation

L̂z|ψ〉 =
(
−L̂t +

ω

c
Ŵ0

)
|ψ〉+ ω

c
Ŵδ|ψ〉 (8)

Using the orthonormalization condition, the coupled mode equation for the mode
amplitude can be obtained as follows

∂

∂z
aj(z) = j∑

k
ak(z)e

j(βk−β j)z
〈
ψj
∣∣Ŵδ|ψk〉 (9)

where Ŵδ is related to the perturbation of the dielectric constant. If the perturbation
form of the dielectric constant caused by the refractive index modulation is found, the
corresponding perturbation coupled mode equation can be obtained.

3. Experiment and Discussion

Figure 4 is a curvature experiment measurement device system. One end of the grating
was connected to a high-precision demodulator (FAZT), and its wavelength resolution
was 0.1 pm. The demodulator is connected to the computer, and the reflection spectrum
information of the grating can be presented in real time on the computer’s software.
The grating bending region is encapsulated in elastic capillaries to prevent the grating
from breaking due to stress concentration. The elastic capillary is fixed on the two three-
dimensional translation stages (TDSs) by the fiber holder, and the curvature of the sensor
can be modified by changing the distance between the two translation stages. The grating
area is always centered on both stages while preventing twisting of the sensor. When the
fiber grating region is bent, its curvature function can be expressed as

sin
L

2R
=

D
R

(10)

where R is the radius of curvature of the fiber grating; L represents the initial distance
between the two TDSs; and D is the absolute value of the travel distance between the TDSs.
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Figure 4. Bending experiment test device system.

Bending experiments were carried out on the novel grating sample A, and the results
are shown in Figure 5a. The center wavelength of the sample A grating was 1533.58 nm.
The grating period was 1.2 µm. The number of lines engraved by the laser was 5000, and
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the corresponding grating length was 6 mm. Ambient temperature remained constant
when measuring curvature. The reflection spectra under different curvature values were
recorded. The experimental results clearly reveal that the reflection spectral response of the
grating was very sensitive with the change of curvature. Further analysis according to the
changing characteristics of the spectrum shows that the energy of the resonant spectrum
changes very rapidly to bending, but the wavelength is hardly affected. Through the
experimental consequences, the potential trend of central spectral energy with curvature
is analyzed again. The energy of the reflected spectrum drops sharply with increasing
curvature. This is attributed to the fact that most of the light transmitted in the grating
region are coupled into the fiber cladding with increasing curvature. The energy of the
sensor changed by 27.5 dB when the curvature range increased from 0 to 1.2 m−1. A linear
fit was performed on a large number of data points, and the fitting results are shown in
Figure 5b. The bending sensitivity of the grating was −21.85 dB/m−1 and the linearity
amounted to 0.994, which is very convenient for signal demodulation. Since the energy
resolution of the sensor signal demodulator was 0.01 dB, the bending resolution of the
sensor can be obtained by calculation to be 0.0004 m−1. A large number of experimental
measurements were carried out, all exhibiting similar sensing properties. Therefore, in the
following figures we give the specific experimental results of sample A to represent the
sensing characteristics of this type of sensor.
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The stability of the sensor was checked for ten hours when the curvature was 0.4 m−1

and 1.0 m−1, respectively. The experimental results are shown in Figure 6. The sensor
demonstrates exceptional long-term stability. In the long-time measurement process, the
maximum fluctuation of reflected spectral energy was 0.3 dB. Considering bending sensi-
tivity of the grating, the curvature fluctuation of the bending was 0.014 m−1.

The temperature characteristics of fiber gratings doped with high temperature re-
sistant materials were checked. The heating furnace adopted high-quality high alumina
polycrystalline ceramic fiber, which holds the characteristics of rapid heating resistance,
stability, and uniform heating in the heating area. The maximum working temperature
of the tubular furnace was 1100 ◦C, and the temperature control accuracy was 1 ◦C. The
length of the heating zone was 300 mm. The temperature measurement area was calibrated
by a soaring temperature thermocouple contact probe. Then, place the grating area in a free
straightening state in a heating furnace and raise the temperature from room temperature
to 1000 ◦C, and the room temperature is 20 ◦C; record the spectral data every 100 ◦C, and
stabilize the temperature at the recording point for half an hour to heat it evenly. Figure 7
records the spectrum of grating at different temperatures. In Figure 6, we still give the
experimental measurement results of sample A. The sensing properties of this novel sensor
are represented by sample A.
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With the increase of temperature, the wavelength of the grating drifts in the long
wave direction. The effect of temperature on the wavelength of fiber grating includes three
aspects. The thermal expansion effect of the fiber causes the grating grid spacing to change.
The optical fiber thermo-optic effect changes the refractive index of the fiber grating. The
elastic-optic effect caused by the thermal stress inside the fiber makes the core diameter of
the fiber change. The total effect of temperature on FBG wavelength drift is:

∆λB
λB

= (α + ζ)∆T (11)

where λB is the center wavelength of the grating; α is the thermal expansion coefficient of
the fiber material, and its value is greater than zero; and ζ is the thermo-optic coefficient of
the fiber material, and its value is greater than zero. So, ∆λB will be a value greater than
zero when ∆T is greater than zero. From this, it can be known that the grating wavelength
will drift to the long wave direction as the temperature increases.

The energy of the reflection spectrum hardly changed in the temperature range before
850 ◦C. When the ambient temperature exceeds 850 ◦C, the internal stress of the fiber will be
unevenly distributed, causing changes in the effective period and in the effective refractive
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index of the grating. Finally, the original refractive index modulation of the fiber grating is
changed. Refractive index modulation recombines and weakens resulting in a reduction in
reflected spectral energy. The grating reflectance spectra showed very high extinction ratios
even without prolonged annealing during the heating process. At present, the reported
grating sensors that can measure high temperature need a long regeneration process [21].
The resonant wavelength is linearly fitted, as shown in Figure 8. The sensitivity of the
sensor was as high as 14.1 pm/◦C in the range from room temperature to 1000 ◦C, and the
linearity could reach 0.994. The wavelength resolution of the demodulator was 0.1 pm. The
temperature resolution of the sensor could be obtained by calculation to be 0.007 ◦C.
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The temperature stability of the FBG was continuously monitored for a long time.
The output spectrum of the sensor was monitored for 10 h when the temperature was
600 ◦C and 1000 ◦C, respectively. The implementation results are shown in Figure 9.
The maximum wavelength fluctuation of the reflection spectrum was 18 pm, and the
corresponding temperature fluctuation did not exceed 1.2 ◦C. This fluctuation had little
effect compared with the absolute value of the measured temperature.

Sensors 2022, 22, x FOR PEER REVIEW 10 of 13 
 

 

 
Figure 9. Temperature stability experiment. 

There have been reports about the high sensitivity of fiber grating temperature sen-
sors, but there are few reports about its response time characteristics. The response time 
of the sensor to temperature is an important parameter of the sensor’s sensing index. 
Therefore, a response time test experiment was conducted: instantly switch the sensor 
from 25 °C to 980 °C high temperature environments; the wavelength signal of the sensor 
is perceived by the demodulation system, and its sampling frequency is 1 kHz; as shown 
in Figure 10, the response time of the sensor is 0.6 s for the temperature jump of 955 °C. 
Since manual switching will cause a specified delay when the sensor switches between 
two different temperature environments, the actual response speed of the temperature 
sensor should be faster. The influence of sensor measurement error caused by inconsistent 
sensor response is eliminated. The response of the traditional platinum resistance temper-
ature sensor is more than 10 s. Although the response time of the thermistor can be very 
short, the current is difficult to control during the test, and it is often very large, which 
will cause substantial measurement errors. The extra fiber sensor shows an extremely fast 
measurement response.  

 
Figure 10. Temperature response time. 

Table 3 summarizes the comparison of sensing characteristics of different types of 
sensors. It can be found from the table that the sensor designed in this paper exhibits ex-
cellent sensing characteristics. 

  

Figure 9. Temperature stability experiment.

There have been reports about the high sensitivity of fiber grating temperature sensors,
but there are few reports about its response time characteristics. The response time of the
sensor to temperature is an important parameter of the sensor’s sensing index. Therefore, a
response time test experiment was conducted: instantly switch the sensor from 25 ◦C to
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980 ◦C high temperature environments; the wavelength signal of the sensor is perceived
by the demodulation system, and its sampling frequency is 1 kHz; as shown in Figure 10,
the response time of the sensor is 0.6 s for the temperature jump of 955 ◦C. Since manual
switching will cause a specified delay when the sensor switches between two different
temperature environments, the actual response speed of the temperature sensor should be
faster. The influence of sensor measurement error caused by inconsistent sensor response
is eliminated. The response of the traditional platinum resistance temperature sensor is
more than 10 s. Although the response time of the thermistor can be very short, the current
is difficult to control during the test, and it is often very large, which will cause substantial
measurement errors. The extra fiber sensor shows an extremely fast measurement response.
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Table 3 summarizes the comparison of sensing characteristics of different types of
sensors. It can be found from the table that the sensor designed in this paper exhibits
excellent sensing characteristics.

The resolution comparison between the sensor in the paper and the same type of fiber
optic sensor is given in Table 4. It is obvious from the table that the sensor designed in this
paper exhibits a very high measurement resolution.

Table 3. Comparison of sensing characteristics of different types of sensors.

Sensors Structure Bending
Sensitivity Range Temperature

Sensitivity Range Distinguishing
Measurement Reference

Four-Core
Sapphire-Derived Fiber 4.5 dB/m−1 0.4-2.5 m−1 / / No [4]

Seven-core FBG 7.2 dB/m−1 0–1.0 m−1 12 pm/◦C 35–215 ◦C No [5]
Optical fiber laser 1.04 nm/m−1 0.8–2.0 m−1 / / No [6]

Two-core MZI −6.18 nm/m−1 0–0.98 m−1 31 pm/◦C 30–70 ◦C No [7]
Three core LPFG 3.23 nm/m−1 0–0.58 m−1 54 pm/◦C 30–80 ◦C No [8]

Concave-lens-like LPFG 32.78 nm/m−1 0–2.08 m−1 54 pm/◦C 30–90 ◦C No [12]
SMF-FCF-SMF −18.75 nm/m−1 0.042–0.163 m−1 74 pm/◦C 30–80 ◦C Yes [15]

Off-axis written FBG −1.25 dB/m−1 0–1.1 m−1 10.8 pm/◦C 23.5–60 ◦C No [19]
This work 21.85 dB/m−1 0–1.2 m−1 14.1 pm/◦C 20–1000 ◦C Yes
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Table 4. Resolution comparison between different types of sensors.

Sensor Structure Bending Resolution Temperature
Resolution Reference

Four-Core Sapphire-Derived Fiber 0.008 m−1 \ [4]
Seven-core FBG 0.001 m−1 0.08 ◦C [5]

Optical fiber laser 0.004 m−1 \ [6]
Two-core fiber taper 0.003 m−1 0.3 ◦C [7]

Three-core LPFG 0.006 m−1 0.35 ◦C [8]
Concave-lens-like LPFG 0.0006 m−1 0.32 ◦C [12]

graded index multimode fiber \ 0.11 ◦C [18]
Off-axis 0.039 m−1 \ [19]

This work 0.0004 m−1 0.007 ◦C

4. Conclusions

In this paper, a new type of optical fiber based on different doping materials is de-
signed first, and the refractive index of the core of the optical fiber exhibits a quasi-linear
distribution. The ratio and the effective refractive index of different doping materials for
the new optical fiber are analyzed. Fiber gratings were engraved on the new fiber by fem-
tosecond laser. The grating model was analyzed by quantum optics theory and refractive
index perturbation theory. Bending and temperature experiments were performed on the
sensor. The bending experiment results show that the sensitivity of the sensor is as high
as 21.85 dB/m−1 in the curvature range of 0 to 1.2 m−1, and its linearity is 0.994. Stability
experiments show that the long-term experimental bending fluctuation measurement error
is 0.014 m−1. The temperature experiment results show that the grating sensitivity is
14.1 pm/◦C in the temperature range from 20 ◦C to 1000 ◦C, and its linearity is 0.994. At
the same time, the sensor shows excellent stability. The sensing system has extremely high
bending and temperature measurement resolution. The grating does not require long-term
annealing to enable high temperature measurements. The temperature response time of
the sensor is 0.6 s for the temperature jump of 955 ◦C. Due to excellent sensing properties,
it has important potential applications in extreme conditions.
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Abstract: Dual-energy X-ray absorptiometry (DXA) machines based on bone mineral density (BMD)
represent the gold standard for osteoporosis diagnosis and assessment of fracture risk, but bone
strength and toughness are strongly correlated with bone collagen content (CC). Early detection
of osteoporosis combined with BMD and CC will provide improved predictability for avoiding
fracture risk. The backscattering resonance (BR) phenomenon is present in both ultrasound (US) and
photoacoustic (PA) signal transmissions through bone, and the peak frequencies of BR can be changed
with BM and CC. This phenomenon can be explained by the formation of standing waves within the
pores. Simulations were then conducted for the same bone µCT images and the resulting resonance
frequencies were found to match those predicted using the standing wave hypothesis. Experiments
were performed on the same bone sample using an 808 nm wavelength laser as the PA source and
3.5 MHz ultrasonic transducer as the US source. The backscattering resonance effect was observed
in the transmitted waves. These results verify our hypothesis that the backscattering resonance
phenomenon is present in both US and PA signal transmissions and can be explained using the
standing waves model, which will provide a suitable method for the early detection of osteoporosis.

Keywords: backscattering resonance; photoacoustic signal; osteoporosis diagnosis; fracture risk

1. Introduction

Osteoporosis is a metabolic bone disease that worsens as the individual ages. Affected
individuals have a high risk of fractures due to increased bone fragility and increased
bone porosity. The World Health Organization (WHO) defines osteoporosis as a bone
mineral density (BMD) of 2.5 standard deviations (SDs) or less below the young adult
mean. However, most osteoporosis cases are undiagnosed until a fracture occurs, which
is costly to treat and is associated with high morbidity. X-ray-based BMD measurement
represents the gold standard for osteoporosis diagnosis and fracture risk assessment. Dual-
energy X-ray absorptiometry (DXA) is widely used to diagnose osteoporosis [1]. It can
expose 60% to 80% of the variability in bone strength and assist in the decision making
and monitoring of treatment progression. However, other mechanical factors cannot be
detected, such as microstructure, collagen, etc., which are also important in determining
the fracture risk of bone. The accuracy of DEXA, especially related to fracture risk, has
major limitations [2,3]. Twenty-five percent of people with normal bone density also have
a fracture risk, but these people cannot be detected with DXA [4], which leads to doubts
regarding the accuracy of DXA. DXA, with bone density as the measurement target, is
insensitive to changes in bone collagen and bone microstructure. Simultaneously, there are
doubts regarding its potential safety because DXA may destroy the cross-linked structure
of bone collagen during the measurement process. In recent years, Wang [5] and Carrin [6]
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confirmed that bone collagen is an important factor affecting bone structure and elastic
modulus. French Sophie [7] attempted to use BMD in combination with trabecular bone
score (TBS) to improve DXA’s accuracy in osteoporosis detection. Diane et al. [8] found
that the combination of TBS and DXA could find 66% to 70% of patients with a fracture
risk who were missed by DXA alone. The above cases indicate that it is difficult for DXA to
identify patients with early fracture risk, and nearly 30% to 50% of patients are neglected
owing to the standard leak point [9]. Some researchers found that the bone density of
antlers is very low but that antlers have high toughness [10], and that collagen degradation
causes a sharp increase in bone brittleness under the same bone density [11,12]. Willett [13]
reported that the cross-linking of collagen is positively correlated with strain toughness,
and confirmed that the mechanical properties of bone are related to the characteristics of
collagen. New evidence reveals that in addition to BMD, which is a major parameter of
bone strength [14,15], other mechanical factors, including micro-architecture, post-yield
mechanical properties, and bone collagenous matrix, are also important in determining
the fracture risk of bone [9]. The relationship between the organic matrix and the mineral
content is important for early fracture prediction, but it cannot be explicitly modeled.

Since osteoporosis is preventable if at-risk populations are detected early, diagnostic
techniques are of utmost importance. As osteoporosis is a slowly progressing disease, early
detection is critical. Compared with DXA, quantitative ultrasound is a cheap, convenient,
and non-radiation-based approach to detecting osteoporosis. Noale [4] investigated 8681
subjects and found that calcaneal Quantitative ultrasound (QUS) was similar to DXA
in predicting the risk of fracture caused by osteoporosis. Qin [16] used QUS to detect
ultrasound speed and bone machinery and found the correlation between Young’s modulus
and bone density, respectively. Janne [17] analyzed the direct relationship between several
variables of ultrasound signals in the frequency domain and pointed out that bone intensity
and ultrasound parameters has a strong correlation at 3.5 MHz. At present, the main
reason why QUS cannot be used to define fracture risk levels is that QUS results require
new WHO standards. However, due to the damage of DXA to bone, QUS is often used in
the investigation of low-risk osteoporosis and evaluation of fracture treatment results [18].
Traditional techniques measure the BMD as an index of bone porosity, whereas more
current technologies analyze the bone’s microstructure [19,20].

Recently, combined backscatter ultrasound (US) and backpropagation (BR) pho-
toacoustic (PA) measurements have enabled advances in assessing bone integrity [21].
Lashkari [22] reported that a combined photoacoustic and ultrasonic dual mode can be
used in the early stage. In comparison to PA, US was capable of generating detectable
signals from deeper bone sublayers. However, while US signal variations with changes in
the cortical layer were insignificant, PA proved to be sensitive even to minor variations
of the cortical bone density [23,24]. A problem that needs to be solved from PA/US dual
mode in vitro to in vivo testing is how to remove the influence of the skin and soft tissue
on the bone surface on the signal. The key goal of this study was to verify that the BR
phenomenon is present in both US and PA signal transmissions through bone, and the
peak frequencies of BR can change with BMD and CC, which has the potential to be used
to determine which part is from the bone tissue instead of the collagen of the skin in
early detection.

2. Materials and Methods
2.1. Experimental Setup

The experiment was set up is shown in Figure 1. It allowed for US and PA tests to
be conducted on the same sampling point on the bone. The PA excitation was generated
by a CW 808 nm diode laser (Jenopotik AG, Jena, Germany), and the laser intensity was
modulated by a software function. The laser fluence on the target surface was about
40 mJ/cm2 for 5 ms per measurement, which is far below the ANSI safety standard of
1425 mJ/cm2 for 808 nm laser exposure of the skin. A collimator was used to ensure parallel
rays that would spread minimally when propagating toward the sample. The collimated
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laser beam was 2 mm in diameter on the sample. For generating US waves, a 3.5 MHz
focused ultrasonic transducer was used (V382, Olympus NDT Inc., Waltham, MA, USA).
The backscattered waves were then detected by a 2.25 MHz focused transducer (V305,
Olympus NDT Inc., Waltham, MA, USA). Both transducers and the bone sample were
submerged under water for acoustic coupling. The laser beam was set perpendicular to the
sample, and its point of incidence was used to adjust the focal point of both transducers to
the same point on the sample. The angle between the laser beam and each transducer’s
center axis was 27◦ according to a method previously used [22].

Figure 1. Schematic of the experimental setup.

2.2. Bone Specimens

Bone samples were harvested from the femur and ischium of the same cattle and cut
into six rectangular-like samples of similar size. The samples were stored in a refrigerator
before processing or measurement, and thermally equilibrated at room temperature before
the experiment or measurement. These specimens were randomly divided into two groups
and treated with different agents to reduce their mineral or collagen contents [25,26].
Landmarks (two mark points on the sample) were artificially created to distinguish the
measurement points before treatment, and then the three samples were treated with 50%
ethylenediaminetetraacetic acid (EDTA) buffer solution (pH = 7.7) on the same side of
the sample to demineralize the bones, simulating osteoporosis, as shown in Figure 2a.
The other three samples were treated with a 5% liquid sodium hypochlorite solution to
reduce the CC, as shown in Figure 2b. Landmarks indicated the position of the immersion
solution, as shown in Figure 2c, and each measuring point was used as the coordinates
(relative position) to indicate the specific position on the sample, as shown in Figure 2d.
After preparation, these samples were immersed in phosphate-buffered saline, stored in a
refrigerator (−20 ◦C), and thawed before measurements. The signal of each specimen was
detected at the same point before and after sample treatments. The treatment procedures
of demineralization and decollagenization were described in detail in the literature [25,26].
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Figure 2. (a) Landmarks (two points indicated on the sample) were artificially created to distinguish the measurement
points and mark the horizontal line below which the sample was immersed in the solution agent. (b) Landmarks (two
points indicated on the sample) were artificially marked on the decollagenized sample. (c) The indicated line coincides with
the surface of the solution. (d) The relative position of the 16 measured points landmarked on one sample. (e) DICOM
image of a bone sample scanned using µCT; the extra void spaces were cropped out. (f) Simulations were conducted using
a commercial standalone software package for computational ultrasonics (Wave3000®).

64



Sensors 2021, 21, 8243

2.3. µCT Scanning

On the basis of magnetic resonance imaging (MRI), FE-based estimation of skeletal
mechanical capacity involves a number of image-processing and calculation steps [27–29].
The bone sample was first analyzed using micro-computed tomography (µCT) scanning
where cross-sectional slices of bone were captured as Digital Imaging and Communications
in Medicine (DICOM)images. Each slice was 15 µm thick, and the entire sample yielded
300 images.

The inter distance between the trabeculae of a bone sample along the axis of the source
wave was measured by analyzing µCT images using MATLAB (R2020a). The images
were then used in Wave3000 (CyberLogic, inc., 2020), which is numerical software for
simulating acoustic wave propagation through trabecular bone samples in the defined
media and boundaries. This helped to simulate the propagation of ultrasound waves
in trabecular bone structure, thereby providing a better understanding of the coherent
backscattering effect, enabling analysis of the relationship between resonance frequencies
and trabecular bone microstructure [30]. Trabecular bone is considered to consist of two
materials: (1) trabeculae: cortical bone (density 1.85 g·cm−3, bulk velocity 2900 m·s−1, and
shear velocity 1300 m·s−1); (2) inner and outer coupling medium: water (25 ◦C, density
1.00 g·cm−3, bulk velocity 1497 m·s−1, and shear velocity 3.54 m·s−1). The values of
the acoustic properties for cortical bone and water were obtained from the Wave 3000®

material library. Simulation geometry was matched with the experimental measurement
geometry. The distance between the transducers was 10 cm and the diameter of the
transducers was 2.54 cm. The acoustic source was configured to be identical with the actual
transducers (center frequency of 2.25 MHz) used in the experimental measurements [31].
The results of the simulation were then verified experimentally. The purpose of the
experiment was to show that the resonance phenomenon [32] is present in bone US and PA
signals, thereby justifying the simulation efforts. Further simulations in Wave3000® were
conducted by artificially enlarging the µCT images to examine the relationship between
peaks in the resonance frequency spectrum and the inter-trabecular distance spectrum, as
shown in Figure 2e,f.

2.4. Photoacoustic Backscattering

PA refers to the emission of sound waves from a material after absorbing light waves.
Studies showed that a coherent backscattering effect similar to that of US in trabeculae
bone can be detected as frequencies higher than 1MHz [25]. Due to the complex nature of
bone media, many parameters have been defined for the prediction of the backscattering
coefficient (BSC) in the trabeculae. The BSC is a measure of the attenuation of signal caused
by scattering at angles from 90◦ to 180◦. Coherent backscattering occurs when the waves
propagate through a medium with scattering points of size comparable to the wavelength.
This creates the effect termed coherent backscattering because it usually creates a sharp
peak in the amplitude vs. frequency graph of the reflected wave in the direction of the
backscatter. The frequency of the source wave that generates this coherent backscattering
is called the resonance frequency. Some phenomena can explain this sharp peak where
standing waves are formed between the inter-trabeculae walls when these waves are
scattered multiple times within the trabeculae.

For the formation of standing waves, the resonance frequency can be predicted using
the equation for finding standing wave harmonic frequencies:

fn = n(
v
2l
) (1)

Where fn is the harmonic frequency, n is the harmonic number, v is the speed of sound
in a medium, and l is the length between the nodes, which is the inter-trabecular length.

Equation (1) was used to find the expected resonance frequencies, which were then
compared to the resonance frequencies of the simulations and experiments.
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2.5. Quantitative Ultrasound (QUS) and Photoacoustic (PA) Measurements

An artificial horizontal landmark line in each sample was used to distinguish the
measurement points. The points below this landmark of the sample were immersed in
the liquid solution. The points above this landmark were not affected by the solution
(Figure 2a,b), so were not demineralized or decollagenized. The points above the land-
mark were used as a reference to reveal the changes in the US/PA signal due to factors
before and after demineralization/decollagenization. The frequency spectra of PA and
US signals were normalized by those spectra. In this study, we used the apparent inte-
grated backscatter/back-propagating (AIB) [17,23,31] parameter, which is determined by
frequency averaging (integrating) the ratio of the power spectrum of the signal (Pb) over
the power spectrum of a reference signal (Pr) over the chirp frequency range:

US or PA AIB =
1

∆ f

∫

∆ f

10 log10

(
Pb( f )
Pr( f )

)
d f (2)

The apparent US or PA integrated backpropagating signal was calculated using
Equation (2), where Pb is the power spectrum of the signal and Pr is the power spectrum
of a reference US or PA signal. To eliminate the transfer function effect of the transducer
and other instruments, the spectra of the US and PA signals were normalized with their
respective reference spectra.

3. Results
3.1. BoneSamples and µCT Scanning

The consolidated inter-trabeculae distances of the 25 slices of bone used in the simula-
tions are shown in Figure 3a. The shape of the distribution is similar to that of a skewed
Gaussian distribution centered around 0.6 mm, which was the most frequent value. Note
that since this is a histogram, 0.6 mm is the bin value and not the actual value of the
inter-trabeculae. The actual values would fall in the range 0.56–0.65 mm. Using 0.6 mm
as the value for length in Equation (1) and using 1540 m/s as the speed of 3.5 MHz US in
water, the theoretical expected resonance frequencies are f1 = 1.28 MHz and f2 = 2.56 MHz.
Only the first two harmonics were considered, since the amplitude decreases exponentially
as the harmonic number increases, as shown in Figure 3b.

3.2. Simulation Results

The simulation was completed according to the setup with 1× inter-trabeculae dis-
tance bone samples. For each run of the simulation, i.e., for each frequency, the maximum
amplitude from each of the nine receivers was identified and averaged across the receivers.
The averaged maximum was plotted against the frequency of the source US waves, as
shown in Figure 3b.

The original bone sample size showed three peak frequencies, located at 1.3, 1.7,
and 1.9 MHz. The first peak at 1.3 MHz is close to the expected resonance frequency of
1.28 MHz calculated previously. If the resonance frequency values of 1.7 and 1.9 MHz
are used in Equation (1), the inter-trabeculae distances that could have generated these
resonances would be 0.45 and 0.4 mm in length, respectively. This showed that a small
peak occurred in the bin value of 0.4 mm, as shown in the histogram in Figure 3b. This
could explain why 1.7 and 1.9MHz are also resonance frequencies in this simulation.
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Figure 3. (a) Histogram of inter-trabeculae distances (mm) in the 25 slices of bone used for simulation;
(b) maximum amplitude vs. source frequency for the original bone sample.

3.3. Photoacoustic and Ultrasound AIB Comparison

Figure 4 shows that both PA and US AIB values significantly reduced in the deminer-
alized part of the bone.PA signals decreased significantly in the decollagenized part of the
bone, whereas US parameters increased slightly in the decollagenized part. Several points
of each sample (demineralized or decollagenized) were tested, and the average changes in
the US and PA AIB values of each group of samples are shown in Table 1. The averaged
correlation coefficients are weak to moderate for the intact parts of all samples with r values
ranging from 0.468 to 0.632, which are relatively small compared with those between the
US AIB and µCT. Additionally, the PA AIB showed weak correlation with µCT before and
after either treatment, as previously reported [22,31].
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Figure 4. PA and US AIB value variation histogram before and aftertreatment for intact and treated
parts of the bone samples.

Table 1. The correlation coefficient between US or PA AIB and microcomputed tomography (µCT) in
the treated and intact parts of the samples.

Samples
Intact Part Treated Part

US/µCT PA/µCT US/µCT PA/µCT

Demineralized
1# 0.632 0.327 0.375 0.052
2# 0.579 0.213 0.252 −0.323
3# 0.536 −0.107 0.113 −0.357

Average 0.582 0.144 0.247 −0.209

Decollagenized
1# 0.511 0.233 0.394 −0.078
2# 0.529 0.324 0.287 −0.116
3# 0.468 0.156 −0.132 −0.096

Average 0.503 0.238 0.183 −0.097

3.4. Actual Experiment Results

Compared with the PA spectrum in the simulation, the PA peak frequencies from the
experimental results differed from the peaks in the simulation results both in position and
in number. There are only three peaks, at 1.3, 1.7, and 1.9 MHz, in Figure 3b, whereas the
PA spectra in Figure 5 have six peaks. This seems to justify the findings of a previous study
that showed PA to be more sensitive than US to bone characteristics [31]. Notably, even
though the simulated resonance frequency values match the theoretical values used in
both simulations, the shape of the frequency spectra differed considerably between the
two simulations.
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Figure 5. Normalized spectra for US and PA signals vs. source frequency with 1× inter-trabeculae
distance bone samples.

Comparing the US spectrum in Figure 5 to that in Figure 3b, a shift in the spectrum
can be observed. The three peaks in the simulation results occurred at 1.3, 1.7, and 1.9 MHz,
whereas the peaks in the experimental results occurred at 1.1, 1.5, and 2.1 MHz. The
differences for all three peaks are ± 0.2 MHz. Arrows in Figures 3b and 5 refer to the
positions of the peaks.

By increasing the number of measurement points to 63 on the same sample, we
normalized the average of the 63 detected signals to generate the US and PA spectra in
Figure 6, where some similar resonances on both PA and US can be observed.

Figure 6. Normalized spectra for US and PA signals vs. source frequency with 63 measurement points.

69



Sensors 2021, 21, 8243

In Figures 5 and 6, several peaks occur in both the US and PA spectra. This shows that
the resonance phenomenon is present in both PA and US signals.

Another experiment was conducted using the treated and intact parts of the same
samples, and the results are shown in Figure 7. There are several peaks in both the US
and PA spectra in Figure 7a. We found that the PA has a resonance peak similar to that
of the ultrasound resonance after demineralization and decollagenization; there is a little
difference in the resonance peaks. Conversely, the resonance peaks after demineralization
show obvious changes in both the PA and US spectra in Figure 7b, and the resonance peaks
after decollagenization have obvious changes in the PA spectra in Figure 7c, indicating that
the PA resonance peaks have better sensitivity, especially to changes in collagen. There are
important underlying laws that need to be further studied. This seems to justify previous
studies that showed PA to be more sensitive to bone characteristics than US.

Figure 7. Normalized spectra for US and PA signals vs. source frequency. (a) PA and US resonance frequency. (b) PA and
US resonance frequency change after deminieralization. (c) PA and US resonance frequency change after decollagenization.

4. Discussion

Local resonance characteristics occur in PA and US in cancellous bone. The laser is not
only absorbed by the collagen in the bone tissue cells, but also by the inorganic calcium
bone tissue. The light energy is absorbed by different bone tissues and converted into
ultrasonic waves that propagate in the multilayer bone structure.

When sound waves propagate in a composite material with a periodic or quasi-
periodic structure, due to the large gap between the acoustic characteristics of two or
more materials forming the composite material, the phenomenon of local resonance of the
acoustic signal occurs in the deep layer.

This study shows that the PA spectrum exhibits more resonance frequencies or con-
structive interferences, and there are similar resonance frequencies in PA and US spectra
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(Figures 5 and 6). PA is not only sensitive to mineral density variation but also to colla-
gen content. On the other hand, US backscattering is mainly sensitive to BMD variation
(Figure 7).

Since simulations are based on solving a single viscoelastic wave equation given some
fixed material properties, the aim is to find a solution in an idealized situation where
everything happens according to the equation. However, because the trabeculae is such a
complex structure, in actual experiments, the US waves may interact in a different manner
than dictated by the equation. Variations that could not be accounted for in the simulation,
such as inhomogeneous material properties due to varying amounts of mineralization,
could be why the experimental results do not match those of the simulation, which needs
a better bone mathematical model based on µCT or MRI data to judge the influence of
collagen on the signal.

The PA and US dual-mode osteoporosis detection method not only detects the changes
in bone density, but also the characteristics of osteoporosis such as the loss of collagen and
microstructure trauma, which will provide a suitable method for detecting the early stages
of osteoporosis. However, a large amount of collagen exists on the surface of the skin. A
problem that needs to be solved from PA/US dual mode in vitro to in vivo testing is how
to remove the influence of the skin soft tissue on the bone surface on the signal. If PA and
US signals are to detect the information from the collagen in the bone tissue, it is necessary
to exclude the influence of the collagen on the skin surface. Local resonance is formed in
cancellous bone tissue, but this phenomenon does not occur in surface skin, fat, and other
tissues. This article reports, for the first time, the BR phenomenon in both US and PA signal
transmissions through the bone, which will provide a more sensitive method for real-time
bone diagnostic techniques in vivo.

5. Conclusions

The results from the preceding simulations showed a close correlation between the
US resonance frequencies and the first harmonic frequencies of standing waves formed in
the most frequently occurring inter-trabeculae distances. The results from the experiments
showed the presence of the BR phenomenon in both US and PA signal transmissions
through the bone. These results validated our hypothesis that the resonance effect can
be observed in both US and PA signal transmissions through the bone, which could be
explained by the formation of standing waves. A comparison of the simulation results to
experimental results however showed a ±0.2 MHz difference in the resonance frequencies.
Therefore, the simulation was not an accurate predictor of the actual experiment. We were
able to correctly predict the number of resonance peaks present but the positions of these
peaks were inaccurate. Further studies should be conducted in the future to identify more
accurate simulation models and to ensure that the resonance effect is dependent only on
bone microstructure.

These results verify our hypothesis that the resonance effect can detect the character-
istics of osteoporosis, such as the loss of collagen and microstructure trauma, which will
provide a suitable method for the early detection of osteoporosis.
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Abstract: Micro-surface crack detection is important for the health monitoring of civil structures.
The present literature review shows that micro-surface cracks can be detected by the Brillouin
scattering process in optical fibers. However, the existing reports focus on experiment research. The
comparison between theory and experiment for Brillouin-scattering-based optical sensors is rarely
reported. In this paper, a distributed optical fiber sensor for monitoring micro-surface cracks is
presented and demonstrated. In the simulation, by using finite element methods, an assemblage of a
three-dimensional beam model for Brillouin optical time domain analysis (BOTDA) was built. The
change in Brillouin frequency (distributed strain) as a function of different cracks was numerically
investigated. Simulation results indicate that the amplitudes of the Brillouin peak increase from
27 µε to 140 µε when the crack opening displacement (COD) is enlarged from 0.002 mm to 0.009 mm.
The experiment program was designed to evaluate the cracks in a beam with the length of 15 m.
Experimental results indicate that it is possible to detect the COD in the length of 0.002~0.009 mm,
which is consistent with the simulation data. The limitations of the proposed sensing method are
discussed, and the future research direction is prospected.

Keywords: distributed optical fiber sensor; micro-cracks; Brillouin frequency

1. Introduction

Optical fiber sensors have been widely used in structural health monitoring for judging
the growth process of cracks in buildings, bridges and other forms of civil infrastructure [1–6].
Compared with a traditional electrical sensor, the optical fiber sensor has a lot of advantages,
such as anti-corrosion resistance, anti-electromagnetic interference, and high sensitivity.
Based on these advantages, optical fiber sensors have been attaining a lot of interest from
researchers and engineers in the past few years [7–11].

At present, there are three main optical fiber sensors for structural health monitoring:
the local optical fiber sensor, the quasi-distributed optical fiber sensor, and the distributed
optical fiber sensor [12–16]. In the aspect of the local optical fiber sensor, Chen H presented
an extrinsic Fabry–Perot interferometric (EFPI) with dual cavities to measure the pressure
(0.1–3 MPa) and temperature (20–350 ◦C) [17]. Ghildiyal, S designed an FPI pressure sensor
with a copper–beryllium alloy (CBA) diaphragm [18]. A sensitivity of more than 1 µm/bar
was obtained. In the aspect of the quasi-distributed optical fiber sensor, Liu, M prepared a
fiber Bragg grating (FBG) pressure sensor and encapsulated it in polymer. A sensitivity
of 51.296 pm/MPa was experimentally demonstrated in the range of 0~ 15.5 MPa [19].
Guo, G proposed a multiplexed FBG to detect the strain at discrete locations in the fabric.
The average lower error rate of 5.9% can be achieved [20]. In the aspect of the distributed
optical fiber sensor, Scarella, A presented an optical fiber sensor based on stimulated
Brillouin scattering to measure the strain in the bridge model, where the strain increased
monotonously with the crack length [21]. Oskoui, E detected five locations of cracks by
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using Brillouin scattering [22]. Generally speaking, local optical fiber sensors have been
limited to a short distance. Quasi-distributed sensors rely on the prior knowledge of crack
location. Distributed optical fiber sensors have the advantages of low cost, long distance
and, independence from the prior knowledge of crack position. Among them, the use of
the distributed optical fiber sensor is a common method for detecting strain caused by
crack-growth damages. The method is based on Brillouin scattering, which provides the
local strain information in each spatial resolution along the optical fiber. The interaction
between light and phones results in Brillouin frequency, which is linearly dependent on
strain. This strain will increase as the crack grows. By measuring the Brillouin frequency
shift in the optical fiber, the strain data can be acquired, and the crack growth can be
identified. In recent years, some significant progress has been made with the development
of measurement technology of Brillouin frequency. Yang, D studied a plastic optical fiber
sensing technology combining a signal processing method to detect cracks [23]. The results
show that the remarkable resemblance in terms of cracks can be identified. Cheng, L
designed a high-precision fiber macro-bending loss crack sensor [24]. The macro-bend loss
is linearly related to the crack length. Song, Q analyzed a deep learning method and used it
for micro-crack detection [25]. The result shows that the crack width of nearly 23 µm can be
accurately monitored. Bassil, A presented a multilayer optical fiber to monitor the opening
crack in concrete structures [26], with which a relative error as low as 2% can be obtained.
This research contributes some novel methods to structural health monitoring. However,
most reports are only based on experimental analysis. Less reports focus on the comparison
of theory and experiment. Even in the existing theory of crack detection, only the strain
exponential model is discussed [26], and it cannot accurately describe the relationship
between strain and crack growth. The finite element method of optical fiber can improve
the accuracy of analysis, but the analyses of crack detection by use of three-dimensional
optical fiber models are fewer. In addition, the tolerance of optical fiber is worth studying.

In this paper, a three-dimensional beam finite element analysis model is proposed, and
the strain as a function of crack opening displacement (COD) is analyzed. An experiment
program with two CODs, including Brillouin optical time domain analysis (BOTDA) for
distributed detection of strain and cracks, is established to evaluate the feasibility. The
COD detection range is studied by analyzing the non-linearity of optical fiber.

2. Model Analysis

Accordingly, the present study proposed an optical fiber sensor adhered on a crack
substrate (steel beam). Figure 1 shows the distribution optical fiber sensor with two cracks.
The theoretical model contains two cracks (COD = 2δ1 and COD = 2δ2) along the optical
fiber at Z = Z1 = 4.4 m and Z = Z2 = 10.6 m. The fiber core diameter is 9 µm, the fiber
cladding is 125 µm, and the fiber coating is 250 µm.
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The system based on Brillouin scattering is achieved by scanning the frequency shift in
the optical fiber. External strain applied to the optical fiber can lead to Brillouin frequency
shift, and the Brillouin frequency shift ΩB(Z) as a function of strain is expressed by [27]

ΩB(Z) = Cε∆ε(Z) + CT∆T(Z) (1)

where ∆ε(Z) and ∆T(Z) refer to the change in strain and temperature, and Cε = 0.05 MHz/µε
and CT = 1 MHz/◦C are Brillouin factors for strain and temperature, respectively.

The strain with the crack in the distributed optical fiber is expressed by [28]

ε(z) =





δ1β exp[β(Z − Z1)] + δ2β exp[β(Z − Z2)] Z < Z1 < Z2
δ1β exp[−β(Z − Z1)] + δ2β exp[β(Z − Z2)] Z1 < Z < Z2

δ1β exp[−β(Z − Z1)] + δ2β exp[−β(Z − Z2)] Z1 < Z2 < Z
(2)

where β is the shear lag factor, which was 25/m consulted in the reference [29]. Figure 2
shows the finite element model in which the SMF28 optical fiber was used. The region may
have to be divided into 23,546 mesh elements. The steel beam is a rigid body, so it was not
used in the model. The cracks were applied to the bottom surface of the glue layer. Since
the crack is axisymmetric, the middle section was built in the COMSOL software. The size
parameter is Hg = 6 mm, Wg = 10 mm, and Lg = 106 mm. The mechanical properties of the
materials can be consulted in the reference [28].
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In order to evaluate the feasibility of the presented BOTDA sensor in the long beam
with cracks, an experimental program was designed. Figure 3 shows a test bed, which was
fabricated to apply the bending test in a 15 m length of beam. The beam was comprised
of three sections at the length of 4.4 m, 6.2 m, and 4.4 m, and had two spliced points. The
three sections of the beam were connected by bolts and plates. The beam was supported
at two points with the span, and the force was applied at the ends. The damage could be
fabricated in each splice joint through tightening or loosening the bolts at the plates. In
order to monitor the crack opening displacements caused by loosening the bolts, an arch
FBG displacement sensor was used. The detailed fabrication method can be consulted in the
reference [30]. A single-mode optical fiber (SMF-28) was used as the sensing optical fiber
over the beam. In order to maintain stability, the optical fiber was adhered by glue (epoxy
resin) onto the top surface of the beam. An available BOTDA measuring system (Neubrex
NBX-6055) was used for measuring the strain of the optical fiber. The BOTDA measuring
system employs two light sources, including a pump light and a probe light. They transmit
in two opposite directions via the separated optical fiber. The sampling interval and spatial
resolution were set as SI = 5 cm and SR = 10 cm. The dynamic measurement was conducted
at 26 Hz speed (26 measurements/s).
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Table 1 shows the material parameters of the single-mode optical fiber (single-mode
transmission) which is considered a distributed sensor.

Table 1. Mechanical parameters of distributed optical fiber.

Material Young’s Modulus (MPa) Poisson’s Ratio

Fiber core and cladding (silicon dioxide) 72,000 0.2
Fiber coating (acrylate) 4.17 0.48

Glue (epoxy resin) 4000 0.34

3. Results and Discussion

The theoretical and experimental results were studied and compared. For the simula-
tion model, the strain distribution in the optical fiber with two cracks was studied. The
distributed optical fiber sensor were assumed to undergo 49 N, 98 N, 196 N, and 392 N,
and the crack opening displacements (CODs) were set as 0.002 mm, 0.006 mm, 0.009 mm,
and 0.011 mm. Figure 4a shows the Brillouin frequency shift by numerical integration. It
can be seen that when the applied force was increased from 49 N to 392 N, the strain in the
middle section increased from 10.3 µε to 60 µε. Two distinct peaks appeared in the Brillouin
frequency spectrum due to the two cracks. The amplitudes of the Brillouin peaks increased
from 27 µε to 140 µεwhen the CODs at the crack’s location rose from 0.002 mm to 0.011 mm.
In order to verify the theoretical analysis, distributions of strain were measured for the four
CODs ranging from 0.002 mm to 0.011 mm. Figure 4b shows the distributions of strain
along the length of the optical fiber from the experiments after filtering out the noise.

It seems that the theoretical results from Figure 4a and the experimental results from
Figure 4b are in line with the location of the crack. However, the difference between
amplitudes of strain in no-crack and crack regions can be observed when the simulation
results are compared with the experimental results. Compared with the actual measurement
value, the theoretical simulations underestimate the amplitudes of strain. Figure 5a,b show
the difference, respectively. One of the reasons for this difference can be attributed to
the crack displacement of the optical fiber. When the crack occurs, the displacement was
detected by FBG. However, the actual displacement of the optical fiber was larger than
that detected by FBG. Because the optical fiber was not completely attached to the beam
surface, there was still a gap above the beam surface. Therefore, the strain was larger than
that in the experiment due to the longer crack opening displacement. The other reason
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is attributed to the fluctuation of the Brillouin scattering gain spectrum. Sometimes, the
inconsistencies associated with the probe light and pump light may occur due to the noise
level in many measurements.
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In order to ensure that the optical fiber can be re-used, the experiment was conducted
for a second time. Figure 6 shows the comparison of the peaks in the crack strain region
for the first time and second time. It was seen that the strain decreases at first and then
increases along the crack region. This is attributed to the non-linearity of Young’s modulus
of the optical fiber [31]. The strain response of optical fiber under continuous loading
can be divided into two phases. In the first phase, the optical fiber can exhibit full strain
recovery. In the second phase, residual strain occurs in the optical fiber and increases when
the strain exceeds a certain threshold value. Figure 7 shows the relation between stress σ
and strain ε for distributed optical fiber adhered to the beam surface. When the optical
fiber performs in the red region (OA line), the stress and strain exhibits a linear trend.
When the strain is larger than the yield stress, the optical fiber performs under a non-linear
condition (AB line). In the two ranges of OA and AB, the optical fiber can return to its
original memory shape once the stress is released. When the stress exerted upon the optical
fiber reaches up to the value of spot B, the optical fiber is physically damaged and cannot
return to its original shape, even in the no-stress condition. There will be plastic strain (OC
line). In the experiment, due to the excess deformation of the optical fiber, the optical fiber
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was stretched again, and the stress in the central position decreased. Therefore, the crack
below 0.009 mm can be used for the distributed optical fiber through testing the optical
fiber characteristic.
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4. Conclusions

This paper reports a method for COD determination based on calculating the Brillouin
frequency peak. The work involved a theoretical simulation as well as an experimental
investigation. In the theoretical perspective, FEM was used for determining the distributed
strain along the optical fiber. The simulation results indicate that the Brillouin peak fre-
quency increases from 27 µε to 140 µεwith an increase in COD from 0.002 mm to 0.009 mm.
In the experimental perspective, a 15 m length of steel beam was designed to realize the
distributed strain measurement and simulate crack detection. The experimental results
are very consistent with the simulation data. In addition, the nonlinear tolerance of the
proposed optical fiber was analyzed.

In summary, the proposed Brillouin distributed optical fiber sensor is applicable for
detection and monitoring of crack damage in steel beams, with the advantages of long-
distance monitoring, low cost, and simple structure. However, this work is in its initial
stage, and studies some basic problems in theoretical and experimental aspects. In the
future, some research directions require more attention. For example, firstly, optimizing
characteristics and practical application. Secondly, the stress–strain non-linearity of the
optical fiber core needs to be studied deeply. Thirdly, the influence of the protective coating
and glue on strain transferring to the core is a factor worth considering. Fourthly, the range
extension of crack detection needs to be further investigated. Finally, it is necessary to
consider the error of the optical fiber due to environmental disturbances.
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Abstract: Silicon Photomultiplier (SiPM) is a sensor that can detect low-light signals lower than the
single-photon level. In order to study the properties of neutrinos at a low detection threshold and low
radioactivity experimental background, a low-temperature CsI neutrino coherent scattering detector
is designed to be read by the SiPM sensor. Less thermal noise of SiPM and more light yield of CsI
crystals can be obtained at the working temperature of liquid nitrogen. The breakdown voltage
(Vbd) and dark count rate (DCR) of SiPM at liquid nitrogen temperature are two key parameters
for coherent scattering detection. In this paper, a low-temperature test is conducted on the mass-
produced ON Semiconductor J-Series SiPM. We design a cryogenic system for cooling SiPM at liquid
nitrogen temperature and the changes of operating voltage and dark noise from room to liquid
nitrogen temperature are measured in detail. The results show that SiPM works at the liquid nitrogen
temperature, and the dark count rate drops by six orders of magnitude from room temperature
(120 kHz/mm2) to liquid nitrogen temperature (0.1 Hz/mm2).

Keywords: SiPM; breakdown voltage; dark count rate; liquid nitrogen temperature

1. Introduction

Silicon photo-multipliers (SiPM) have been developed rapidly in recent years as an
effective alternative for conventional Photo-multiplier Tubes (PMT). The SiPM sensor has
many excellent characteristics [1], such as: compact size, easy to develop into detector
arrays, works under the low bias voltage (Vbias) and a strong ability to resist external
magnetic and the electric field [2]. The key parameters, including the working voltage,
dark count, quantum efficiency and gain for PMT and SiPM, are shown in Table 1 [3]. In
addition, SiPM has high photon detection efficiency (PDE) and performs with an excellent
single photon resolving ability. Due to these advantages, SiPM arrays are used for long-
range high-speed light detection and the ranging (LiDAR) technique to achieve automotive,
machine vision and spacecraft navigation [4,5]. The SiPM was used as read-out unit
in the Circular Electron Positron Collider (CEPC) experiment for developing accurate
measurements of the Higgs Boson [6], and the SiPM arrays were used to detect dark matter
at liquid argon temperature [7]. The photon emission of SiPM from the avalanche pulses
that were generated has been investigated in dark conditions [8].
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Table 1. Key parameters of PMT and SiPM.

Parameter PMT SiPM

Working Voltage >1000 V 30 V~80 V
Dark Count 4000~800,000 105~106

Photon Detection Efficiency 20%~25% 25%~70%
Gain 105~106 >106

The coherent elastic neutrino-nucleus scattering (CEνNS) method was first theorized
by Freedman in 1974 [9,10] and was the dominated interaction for neutrinos in the energy
range below 100 MeV. The COHERENT collaboration firstly detected the phenomenon
of CEνNS by using CsI(Na) crystal detector to detect the neutrinos from the spallation
neutron source at the Oak Ridge National Laboratory (ORNL) in 2017 [11,12]. The neu-
trinos produced from different neutrino sources presented different energy spectra, and
as such the energy of the corresponding recoil nucleus from coherent scattering and the
requirements for detection threshold and background are different [13]. The energy of
neutrinos from the reactor source is in a low energy range, usually below 10 MeV, and the
energy of the corresponding recoil nucleus is about a few keV. In addition, the count rate
decreases exponentially as the detection threshold increases. Therefore, the threshold of
the detector needs to be lower than 10 keV or less.

In order to achieve the low threshold detector, we propose a low temperature de-
tector scheme using CsI crystals and SiPMs readout. CsI crystals have the highest light
yield among mass produced crystals at low temperatures and can reach around 100 pho-
tons/keV [14]. However, the output signals of SiPM can effectively suppress its dark noise
by controlling SiPM at low temperature, which can help to lower the detection threshold
and obtain a high signal-to-noise ratio. The combination of CsI and SiPM can significantly
reduce the detector threshold. Low temperatures can effectively suppress the shortcomings
of the high dark count rate (DCR) of SiPMs. In older to reach the requirement of a low
threshold detector, DCR should be lower than 0.1 Hz/mm2 at the liquid nitrogen temper-
ature [15]. Selecting a SiPM that can work normally at the liquid nitrogen temperature
is a key step in the detector scheme. It is best to be a mass-produced product for easy
procurement. ON Semiconductor’s J-Series SiPM is a product widely used in the industry,
and we have successfully applied it to the GECAM project [15].

In this study, we design a cryogenic system that can cool the SiPM measurement
system to liquid nitrogen temperature and keep the SiPM working environment within a
certain temperature range. In this research, we investigate this mass-produced SiPMs at
liquid nitrogen temperature to determine whether it can be used in a coherent scattering
experiment to detect neutrinos at low threshold.

2. Experiment Setup

A set of self-made automatic temperature feedback control cryogenic systems is
designed for cooling SiPM in an ease speed, because it will become brittle when the
temperature of SiPM changes too fast, as shown in Figure 1a. It consists of a stainless-steel
chamber, liquid nitrogen Dewar, temperature controller (AI-808P), temperature sensor,
liquid nitrogen tank, solenoid valve and liquid nitrogen pipeline. We use three temperature
sensors in this cryogenic system. One sensor (PT100) is placed at the outside bottom of the
chamber to serve as the feedback of the temperature controller, and the other two (Probe
C1 and C2, with distance of 5 cm) are put inside the chamber nearby SiPM to monitor
the temperature in real time. The temperature controller, which adopts the proportional-
integral-derivative (PID) control, controls the amount of liquid nitrogen entering the Dewar
through the solenoid valve according to the set cooling rate. The photo of the stainless-
steel chamber is shown in Figure 1b, with cable penetration and nitrogen replacement
ports on the top. Before cooling down, the inside is replaced with nitrogen and sealed to
avoid frost. The stable temperature keeping ability of the cryogenic system is important
for the measurement accuracy. We measured the temperature retention ability of this
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system at the setting temperature 0 ◦C, and recorded the real-time change of temperature
within 8000 s. The result indicates that the temperature is stable at 0 ◦C with a variation
range from −0.3 ◦C to 0.3 ◦C. The temperature control and cooling curve of the system
is shown in Figure 2 and the black solid curve is the setting temperature, with the dash
line and dash-dot line showing the value of two temperature probes at different moments.
The temperature changes at Probe C1 and C2 are gentle, about 0.5 degrees per minute,
and finally reaching a stable plateau with temperature of C1 is −193 degrees, and C2 is
−196 degrees. The temperature of C2 is close to the surface temperature of the SiPM circuit
board, which represents the temperature of SiPM. The SiPM is J-60035, size 6 × 6 mm2 [16].

Figure 1. (a) Scheme of the cryogenic system; (b) photo of the stainless-steel chamber.

Figure 2. The temperature control and cooling curve of the system.

A Pico-ammeter (Keithley 2450) is used to measure the current versus voltage (I-V)
curve of SiPM. In particular, at the liquid nitrogen temperature, an LED (500 nm) light
source inside the top of the chamber is turned on; otherwise the breakdown voltage (Vbd)
of SiPM cannot be measured.

The dark noise measurement scheme is shown in Figure 3. The SiPM signal enters the
FIFO (fin in and fin out) (N625) [17] after preamplification, and one fan-out signal enters
the low-threshold discriminator (N841) [18] for triggering of the data acquisition system
(DT5751) [19], and another fan-out signal is directly connected to the data acquisition
system. DT5751 has a counting mode and a waveform acquisition mode, which are used for
DCR measurement and single photon spectrum measurement, respectively. The threshold
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for dark noise measurement is set to 0.5 single photoelectron. The over voltage of SiPM is
kept unchanged when comparing noise measurements at different temperatures. The over
voltage can be calculated as following:

Vover = Vbias −Vbd (1)

where Vover is the over voltage, Vbias is the working voltage and Vbd is the breakdown voltage.

Figure 3. The dark noise measurement scheme.

3. Measurements and Analysis
3.1. I-V Curve

The breakdown voltage (Vbd) is the bias point at which the electric field strength in
the depletion region is large enough to induce a Geiger discharge. The Vbd point is clearly
identified on a current versus voltage plot by the sudden increase in current. The I-V curve
measured by the Pico-ammeter is shown in Figure 4a, where the typical curves at room
temperature are shown. The Pico-ammeter shows the bias of the SiPM, and meanwhile
records the currents of SiPM in the working voltage range. We set the step of working
voltage change as 0.5 V, and the Pico-ammeter can display the current value varying with
the voltage increasing. It can be seen that the Vbd of SiPM is around 25 V. Since the step size
setting cannot be infinitesimally small, the accurate Vbd still needs to be obtained through
data processing. The accurate Vbd is determined as the value of the voltage intercept of a
straight line fit to a plot of

√
I versus V [20] as shown in Figure 4b, and the fitting result

at room temperature is 24.49 V which is very close to the report data (24.7 V) from ON
Semiconductor’s J-Series SiPM product sheet [17]. It shows that the experimental process
and data processing method are reliable and effective. The Vbd at different temperatures
measured in this way are shown in Figure 5. We can see that the Vbd decreases with the
decrease of temperature. This change is almost linear when the temperature is higher than
−120 ◦C, and the change rate is approximately 0.022 V/◦C. When the temperature becomes
lower, the rate of Vbd decrease becomes slower.

The thermal vibration of the semiconductor lattice weakens with the decrease of
temperature, which results in the widening of the barrier layer in the P-N junction. As
such, the mean free path of the carrier movement increases and the energy obtained by
the acceleration of the external electric field before colliding with the atom increases [21].
This leads to the enhancement of the chance of collision and ionization, and the probability
of avalanche collision increases. Due to this condition, avalanche breakdown is more
likely to occur. This is the reason that the Vbd becomes lower. Therefore, the Vbd of SiPM
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decreases when the environmental temperature becomes lower. This is consistent with the
experimental results.

Figure 4. (a) Current vs. bias voltage plot at room temperature; (b)
√

I/
√

A vs. bias voltage plot at
room temperature.

Figure 5. Vbd at different temperature, from 20 ◦C to −196 ◦C.

3.2. Dark Noise

SiPM has the ability to discern a single photon. Within the scope of certain intensity,
the output of SiPM charge is proportional to the photon number and SiPM possess the
function of the photon counter. SiPM with better performance can see clear single-photon
peaks and multi-photon peaks in the spectrum of dark noise. As shown in Figure 6a, the
energy spectra at room temperature and at liquid nitrogen temperature are indicated. In
both cases, single-photon peaks can be seen. Since SiPM has lower dark noise at liquid
nitrogen temperature, the resolution of single photon peaks is better than that at room
temperature. This change shows in the peak-to-valley ratio. The resolution of single photon
peak increases with increase of the peak-to-valley ratio. It can be seen from Figure 6 that
the peak-to-valley ratio at room temperature is about 6 and this parameter is 12 at liquid
nitrogen temperature. The single photoelectron and double photoelectron peaks can be
seen clearly in the energy spectrum of SiPM. This indicates that SiPM works perfectly at
liquid nitrogen temperature.
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Figure 6. (a) Dark noise spectrum of SiPM at room temperature, Vover = 2.5 V; (b) dark noise spectrum
of SiPM at liquid nitrogen temperature, Vover = 2.5 V.

Dark noise mainly refers to the dark current. That is, the internal current when the
device works in a dark environment. DCR refers to the number of pulses output per unit of
time under darkness condition. It directly influences the signal-to-noise ratio of the output
signal from SiPM and heavily affects the energy resolution of the crystal scintillator detector.
The dark current of SiPM is mainly composed of three parts, which are the surface leakage
current, the thermal current caused by the lattice defects in the depletion zone, and the
tunneling current caused by the tunnel effect. Dark counting is mainly caused by thermal
effects and tunneling effects. It is unavoidable.

Thermal current refers to the current generated by triggering an avalanche during the
transition from the valence band to the conduction band of electrons. These electrons are
generated by thermal excitation in the depletion zone under the action of an electric field.
The calculation formula of the thermal current is as follows:

Ithermal−current = AT2 exp(−E/kBT) (2)

where A is a constant, T is the temperature, E is the energy range between conduction
band and valence band, and kB is Boltzmann constant. It can be seen from the formula that
the thermal current is related to the temperature and the current increases with the rise of
temperature, and this means a higher DCR. The measured DCR versus temperature curve
is shown in Figure 7. DCR dropped by six orders of magnitude from room temperature
(120 kHz/mm2) to liquid nitrogen temperature (0.1 Hz/mm2). The DCR decreases rapidly
with the decrease of temperature from normal temperature to −100 ◦C, and the decrease
gradually becomes slower after −100 ◦C.

Tunneling current means that the electrons act in a strong electric field to free them-
selves from the valence band and tunnel to the conduction band, causing an avalanche.
The tunneling current is mainly affected by the electric field. The dark current caused by
the tunneling effect becomes greater with a higher applied voltage of SiPM, as well as DCR.
As shown in Figure 7, when at the same temperature, DCR at Vover = 6 V is higher than it
at Vover = 2.5 V.

The change curve of DCR versus the threshold with 6 V over voltage at liquid nitrogen
temperature is shown in Figure 8, and the obvious step structure can be seen, which
corresponds to the separation structure of the dark noise spectrum. From the curves shown
in Figure 8, the DCR reduces in a step-wise manner with the increase of the threshold. At
the stage of low threshold, referring to the threshold of single photoelectron, DCR decreases
rapidly. When the threshold range is in the two-photon to three-photon stage, DCR falls
into a slower rate. The reason for this phenomenon is that, in the absence of light, most
of the collected signals are single photoelectron signals. When the threshold is between
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single photoelectron and double photoelectrons, the single photoelectron signals get stuck,
leaving only a small proportion of multi-photoelectron signals.

Figure 7. DCR vs. temperature, Vover = 2.5 V and Vover = 6 V.

Figure 8. DCR vs. threshold with 6 V over voltage at liquid nitrogen temperature.

4. Conclusions

Knowing the parameters of SiPM, like the Vbd, is a prerequisite for using SiPM at
different temperatures. The Vbd provides a suitable operating voltage range for the use of
SiPM. Dark noise will directly affect the signal-to-noise ratio, which is very important in
the detection and discrimination of single-photon weak signals using SiPM.

In order to measure the performance of SiPM at liquid nitrogen temperature, we
design a cooling system that can maintain the experiment environment at the setting
temperature, and achieve a smooth cooling process of SiPM. The experimental results
denote that the system can achieve stable control of the setting temperature ranging from
the room temperature to liquid nitrogen temperature. The measured result shows that when
the setting temperature is 0 ◦C, the temperature of the control system can fluctuate within
the temperature band of −0.3 ◦C to 0.3 ◦C. Compared with the conventional temperature,
we prefer the ultra-low temperature range. After fitting the experimental result, the rate of
decline is less than 0.5 ◦C/min, which will not cause mechanical damage to the SiPM. We
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measure the changes of temperature near SiPM when the system temperature decreases, the
experimental results show that the mass-produced J series SiPM works properly at liquid
nitrogen temperature. The changes of Vbd and DCR with temperature are measured in
detail; both of them decrease with the decrease of temperature, and the change is relatively
fast at the beginning, and gradually slows down after −100 ◦C. DCR drops by six orders
of magnitude at liquid nitrogen temperature to about 0.1 Hz/mm2 and this meets the
requirement of a low threshold detector designing scheme. Preliminary results indicate
that the J series SiPMs is one of the candidate devices for neutrino coherent detectors.
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Abstract: A tomographic microscopy system can achieve instantaneous three-dimensional imaging,
and this type of microscopy system has been widely used in the study of biological samples; however,
existing chromatographic microscopes based on off-axis Fresnel zone plates have degraded image
quality due to geometric aberrations such as spherical aberration, coma aberration, and image
scattering. This issue hinders the further development of chromatographic microscopy systems. In
this paper, we propose a method for the design of an off-axis Fresnel zone plate with the elimination
of aberrations based on double exposure point holographic surface interference. The aberration
coefficient model of the optical path function was used to solve the optimal recording parameters,
and the principle of the aberration elimination tomography microscopic optical path was verified.
The simulation and experimental verification were carried out utilizing a Seidel coefficient, average
gradient, and signal-to-noise ratio. First, the aberration coefficient model of the optical path function
was used to solve the optimal recording parameters. Then, the laminar mi-coroscopy optical system
was constructed for the verification of the principle. Finally, the simulation calculation results and
the experimental results were verified by comparing the Seidel coefficient, average gradient, and
signal-to-noise ratio of the microscopic optical system before and after the aberration elimination.
The results show that for the diffractive light at the orders 0 and ±1, the spherical aberration W040
decreases by 62–70%, the coma aberration W131 decreases by 96–98%, the image dispersion W222
decreases by 71–82%, and the field curvature W220 decreases by 96–96%, the average gradient
increases by 2.8%, and the signal-to-noise ratio increases by 18%.

Keywords: microtomography; off-axis Fresnel zone plate; eliminating aberration; Seidel coefficient

1. Introduction

The fast and sensitive acquisition of 3D data is one of the main challenges in modern
biological microscopy. Most imaging methods, such as laser scanning confocal techniques,
achieve optical laminarization by changing the planes of confocalization, which cannot
be imaged at the same time because the focal planes are not recorded simultaneously [1].
In 1999, Blanchard et al. first proposed a new type of variable spacing conic diffractive
element-off-axis Fresnel zone plate [2] that could be widely used in multiplanar imaging,
fluid velocity measurement, particle tracking, and other fields [3]. In 2010, Dalgamo
et al. first introduced off-axis Fresnel zone plates into a microscopic imaging system for
the multiplanar imaging of cells [4]. The off-axis Fresnel zone plate-based tomographic
microscopic imaging system reduced the problems of sample light bleaching and light
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damage caused by strong incident light, and it was suitable for live-cell imaging because
of its real-time image capture, which avoided the problem of error image acquisition at
different times caused by excessive cell swimming.

In 2011, Feng Y et al. observed two swimming sperms using a tomographic microscopy
system based on off-axis Fresnel zone plates, but there were chromatic aberrations and
geometric aberrations in the system that affected the imaging quality of the tomographic
microscopy system [5]. To solve the chromatic aberration problem in the system, scholars
around the world have carried out a series of studies. Feng Y et al. used a pre-dispersion
element to correct chromatic aberration and applied it to a tomographic microscopic
imaging system to solve the problem of chromatic aberration affecting imaging quality
in 2013 [6]. In 2016, S. Abrahamsson et al. used multiple shining gratings and a multi-
faceted prism to compensate for dispersion from the shaft Fresnel [7]. In 2018, Kuan
He et al. used an automatic algorithm for three-dimensional reconstruction and then
corrected the color difference generated in the system [8]. The analysis of the other aspects
of a microscopic system has also achieved significant progress. Yuan Xiangzheng et al.
combined polarization multiplexing with the deposition of Fresnel wave tabs, achieving
unequal spacing micro-imaging in 2019 [9]. In 2020, Lauren W et al. expanded the imaging
field of a tomographic microstructure and the cells that could not enter the field of view by
designing the diffraction level [10]. The above research work created a more advantageous
microscopic system based on a chromatographic microbial microstructure.

Despite recent progress, there are still aberrations in microscopic tomographic systems
that affect their imaging quality. In 2012, S. Abrahamsson et al. reduced the spherical
aberration in a system by correcting the out-of-focus phase error in the object plane corre-
sponding to the non-zero diffraction orders; however, other geometric aberrations still exist
in this type of system [11]. In 2014, H. Liu et al. extracted the background of the original
image obtained using a binary mask and fit it using the least-squares method. The final
corrected image was obtained by subtracting this aberration polynomial from the original
image [12]. This method corrected the aberration with post image processing. To reduce
the influence of aberration in a chromatographic microscopy system, the design of the
off-axis Fresnel zone plate, the core element of the chromatographic microscopy system, is
proposed in this paper based on the calculation of the aberration coefficient of the optical
path function according to the Fermat principle. This design allows for both chromato-
graphic microscopy and systematic aberration reduction. The aberrated off-axis Fresnel
zone plates are fabricated with wet etching. After the performance test, the tomographic
microscopic optical path is set up for cell image acquisition, and the image indexes such as
the signal-to-noise ratio and average gradient are used for quantitative analysis.

2. Design of Fresnel Zone Plate for Aberration Correction

The ability of off-axis Fresnel zone plates to correct for aberrations is achieved by
varying the grating inscription distribution. Fresnel zone plates with different inscription
densities have different abilities to correct phase aberrations; therefore, in this research, a
laminar microscopy system based on an off-axis Fresnel zone plate was first simulated in
ZEMAX software to determine the types of aberrations. The results of the ZEMAX simula-
tion show that when the incident light is 530 nm and the chromatography depth is 1.5 µm,
there is spherical aberration, coma aberration, astigmatism, field curvature, and distortion
in each diffraction order of the chromatography microscope, and the ±1 diffractive light
forms a diffuse spot with a radius of 80 µm on the detector.

2.1. Grid Distribution Design and Simulation Verification

In this research, the optical path difference at any point on the substrate was calculated
based on the theory of spherical wave geometry by applying Fermat’s principle to the
optical range function and performing a series expansion on the function. The final
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inscribed density function of the aberrated off-axis Fresnel zone plate was obtained [13].
The principle is shown in Figure 1, and the specific mathematical equations are:
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The coefficients n20, n30, and n40 are functions of the spherical wave recording parame-
ters (γ, rC, δ, rD), n20 is the defocus of the system, n30 is the coma of the system, and n40
is the spherical aberration. The central period of the aberrated off-axis Fresnel zone plate
determines the diffraction angle of each order, which further determines the spacing of each
diffraction order [4]. According to the size of the existing CCD (charge-coupled device) and
the grating equation, the calculation results show that the center period is d0 = 56 µm and
δ = 1.47 rad.

According to the mathematical model of Itou [14], the aberration Fij can be expressed as:

F20 =
cos2 α

rA
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cos2 β

rB
+ m

λ
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Based on the above analysis, the aberration Fij is determined by both the usage
parameters and the recording parameters. To use a specific wavelength and the deter-
mined usage parameters, the recording parameters can be chosen reasonably so that a
specific Fij = 0 [15]. Based on the entry arm length of 50 mm, n10 = 18, λ = 530 nm, etc., as
well as making F20 = 0, the comet correction equation F30 = 0 and the spherical aberration
correction F40 = 0, the calculation results show that:

n10 = 18, (7)

n20 = 0.214, (8)

n30 = 0.008327, (9)

n40 = 0.0002499, (10)
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The recording parameters are obtained by substituting in Equations (1)–(3), as shown
in Table 1; however, due to the existence of other geometric aberrations in the system,
the equations cannot be satisfied simultaneously; therefore, the damped least-squares
optimization algorithm is used to optimize the image scattering and field curvature in the
region near the calculated results of the recording parameters.

Table 1. Recording parameters of the aberrated off-axis Fresnel zone plate.

Spherical Aberration, Coma Aberration Correction System All Aberrations

γ −1.509 rad −1.55 rad
δ 1.47 rad 1.47 rad

rC 59.093 mm 133.9396 mm
rD 59.996 mm 133.3251 mm

The premise of the damped least-squares optimization algorithm is to take successive
values of the parameters. The value of the evaluation function is made smaller and smaller
until the best evaluation function is found. The specific algorithm workflow is:

1. The evaluation function is established. The evaluation function of the laminar mi-
croscopy system is the root mean square error of the wavefront. Additionally, in
order to avoid the optimization process, the central period is too large, leading to
the imaging distance exceeding the CCD size. The central period of 56 µm of the
aberrated off-axis Fresnel zone plate is considered to be a nonlinear constraint.

2. The range of values of the angle recording parameter γ is calculated based on the
central inscribed density and grating equation of the aberrated off-axis Fresnel zone
plate. The optical path displacement range (rCmin, rCmax, rDmin, rDmax) is limited
according to the optical stage dimensions being set as the boundary constraints.

3. After inputting the calculated record parameters and starting the operation, the
optimal solution of the record parameters is solved by finding the minimum value of
the evaluation function at the next point step-by-step around the initial value.

The actual recording parameters are finally obtained, as shown in Table 1. Table 2
shows the parameters of the aberrated off-axis Fresnel zone plate. The number of grid
lines n at any point on the aberrated off-axis Fresnel zone plate with the center of the
aberrated off-axis Fresnel zone plate as the origin point is shown in Equation (7). Figure 2
represents the overall grid line distribution of the aberrated off-axis Fresnel zone plate.
This distribution can be used for the simulation of the laminar microscopy system based on
the aberration off-axis Fresnel zone plate in the following, as well as for the subsequent
fabrication of the aberration off-axis Fresnel zone plate.

np =
(DP− CP)− (DO− CO)

λ
, (11)

Table 2. The parameters of the aberrated off-axis Fresnel zone plate.

Center Period d0 Radius R Thickness b

56 µm 15 mm 2 mm

The simulated optical system of the aberrated off-axis Fresnel zone plate chromatog-
raphy microscopy system is shown in Figure 3. In the optical microscopy system, the
off-axis Fresnel zone plate is replaced by a holographic surface. By inputting the recording
parameters calculated in the previous section, the simulation results show that a diffuse
spot with a radius of 5 µm is formed at the image plane when the incident light is 530 nm
and the lamination depth is 1.5 µm.
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Figure 3. Simulation light path diagram of 3D microscopic imaging system.

From Figure 3, it can be clearly observed that the rays pass through the double-glued
lens and grating in turn, and finally, imaging is performed at the image plane; however,
the 3D profile does not objectively represent the imaging performance of the system, so it
is necessary to analyze the imaging quality of the system with the help of other graphics.
The general image quality judgment indexes of optical systems include point column
diagrams, light sector diagrams, and Seidel coefficients. The comparison of the aberrations
corresponding to different diffraction levels of the unimproved and aberrated optical
systems is shown in Figure 4, and the point column diagram corresponding to the two
optical systems is shown in Figure 5.

In Figure 4, the two plots in the light sector of each diffraction order represent the
aberration in the tangential plane and the sagittal plane. The horizontal coordinates
represent the normalized incident pupil, and the vertical coordinate is the value of the ray’s
deviation from the main ray in the image plane. In the diagram, the larger the vertical
coordinate of the peak is, the larger the spherical aberration of the system is. The larger the
slope of the aberration curve passing through the origin is, the larger the field curvature
in the system is. The longitudinal coordinate of the light sector of the laminar microscope
after the system improvement decreases from ±500 µm to ±25 µm. This indicates that the
spherical aberration is improved due to the counterbalancing of the defocus and spherical
aberration. The slope of the aberration curve at the origin is reduced from 0.95 to 0.7, which
indicates that the field curvature is also corrected. Furthermore, the position of the image is
closer to the ideal image plane with the improved system.
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Figure 5. Point column diagram in three orders for the 3D chromatography microscope system before
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levels of unmodified chromatography microscopy system. (d–f) Point column diagram corresponding
to different diffraction levels of aberrated chromatography microscopy system (compare RMS at the
bottom of the diagram).
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The system imaging quality is generally judged by comparing the radius of the diffuse
spot in the point column diagram. The smaller the radius is, the better the imaging
performance is. In Figure 5, the improved chromatography microscopy system shows a
significant improvement in the diffusion range compared to the unimproved system. The
diffuse spot radius of the improved laminar microscopy system is reduced by 80 µm for
the ±1st diffraction order and by 0.2 µm for the 0th diffraction order. Thus, the improved
off-axis Fresnel zone plate has the best performance of aberration correction.

The Seidel coefficients are an important tool for evaluating the imaging quality of a
system. Each of the coefficients represents a different aberration in the imaging system. The
smaller the absolute value of the coefficients is, the smaller the corresponding aberrations
are. The Seidel coefficients and aberrations of the original 3D microscopy system based
on the off-axis Fresnel zone plate and the improved system are shown in Figure 6. The
results show that the aberrations in the chromatographic microscopy system are reduced
after the optimization of the off-axis Fresnel zone plate according to the design proposed
in this paper. The spherical aberration W040, coma aberration W131, astigmatism W222,
and field curvature W220 are reduced by 62–70%, 96–98%, 71–82%, and 96–96% for the 0th
and the ±1st diffraction light levels. This proves that the grid line distribution satisfies the
expected results.
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2.2. The Groove Structure Design of the Aberrated Off-Axis Fresnel Zone Plate

The etching depth of the off-axis Fresnel zone plate determines the energy of each
diffraction order. A 2nd level off-axis Fresnel zone plate is used, and its actual duty cycle is
1:1. In order to make the improved off-axis Fresnel zone plate satisfy the same diffraction
efficiency for each order, the diffraction efficiency of the Fresnel zone plate is analyzed as a
function of the etching depth using the software PCGrate. The intersection of the efficiency
etching depth curves of 0th and ±1st diffraction order is the required etching depth, as
shown in Figure 7. The energy of the first three diffraction levels is all 27.67% of the total
incident light energy when n = 1.46 and the etching depth is 374 nm.
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Figure 7. Diffraction efficiency variation curve with etching depth for 0 and ±1 diffraction levels of
aberrated Fresnel zone plate (red represents level 0, black represents level ±1).

In this paper, the slot type of aberrated off-axis Fresnel zone plate used is a rectangular
slot with a variable period; therefore, the effect of etching depth on its diffraction efficiency
at different periods is discussed in this paper. It shows that the difference between the
diffraction efficiency of 0th order and ±1st order is 0, and the diffraction efficiency does
not vary with the period for a certain duty cycle with an etching depth of 374 ± 3 nm in
Figure 8. The rectangular slot may not be achieved due to errors in the fabrication process.
The difference between the diffraction efficiency of 0th order and ±1st order is 0 and the
diffraction efficiency does not vary with the bottom angle of the slot type when the etching
depth is 374 ± 3 nm at a certain period, as shown in Figure 8.
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3. Fabrication, Performance Test, and Simulation of Aberrated Off-Axis Fresnel Zone Plate

In this research, the wet etching process of amorphous material was used for the
fabrication of an aberrated off-axis Fresnel zone plate. The main fabrication process includes
substrate cleaning, homogenization, exposition, development, and wet etching [16]. First,
the quartz substrate was cleaned. The quartz substrate is composed of quartz material
(model 7980-0AA made by Corning, Corning, NY, USA), with a diameter of 76.2 mm
and a thickness of 1.5 mm. The organic impurities and metal ions on the surface of the
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quartz substrate were cleaned using SC-1 liquid (H2O: H2O2: NH4OH = 5:1:1) and SC-2
liquid (H2O:H2O2: HCl = 6:1:1), respectively. Then, the quartz substrate was cleaned in the
order of toluene→acetone→alcohol→water. After cleaning, the substrate was pre-baked
at 120 ◦C for 30 min, and then the quartz substrate was coated with a photoresist using
the spin coating method. The photoresist model is BP212-7P, the spin coating speed was
3000 rpm, the coating time was 30 s, and the thickness of the photoresist was 500 nm. After
the coating of the photoresist, the quartz substrate was placed in an oven for film hardening
at 90 ◦C for 20 min. Next, the coated photoresist was exposed using UV mask contact
exposure with an illumination level of 45 lux and an exposure time of 25 s. Immediately
after the exposure, the photoresist was developed with a 3‰ NaOH solution and post-
dried. Finally, the quartz was etched with a BHF solution (40% HF:49% NH3F = 1:8). To
achieve 374 ± 3 nm grating slot fabrication, the etching time was 374 s because the BHF
solution used in the experiment etches the quartz substrate at a rate of 1 nm/s.

After the fabrication of the aberrated off-axis Fresnel zone plate, the system was
built after the performance test. The performance parameters of the aberrated off-axis
Fresnel zone plate include the center period, slot shape, and diffraction efficiency. The
central period and the slot pattern were measured using a Dimension Icon atomic force
microscope with a probe placed at the center of the aberrated off-axis Fresnel zone plate to
obtain the microstructure and parameters. The diffraction efficiency test of the aberrated
off-axis Fresnel zone plate was carried out in two ways. First, the diffraction efficiency was
calculated in the software program PCGrate based on the structural parameters acquired
with the Dimension Icon microscope. Next, a single-wavelength off-axis Fresnel zone plate
diffraction efficiency test optical system was built using a 516.5 nm laser source. The optical
system mainly consists of a laser, an aberrated off-axis Fresnel zone plate, and a detector.
Nine points (3 × 3) are measured uniformly on the Fresnel zone plate [17]. The ratio of the
energy of each diffraction order to the laser energy was calculated.

After passing the performance test of the aberrated off-axis Fresnel zone plate, the
laminar microscopy system was built; however, since the 3D profile of the geometrical optics
does not visually show the imaging performance of the system, the optical system described
above was simulated based on the physical optics of the VirtualLab Fusion software [18].
The simulation based on physical optics was performed by solving Maxwell’s equations
during the imaging process of the whole optical system to achieve field tracing; therefore,
the simulation can be used to provide a more intuitive imaging result.

Finally, the optical components are selected to construct an adjustable cage system
according to the optical system simulation in the software program ZEMAX, as shown
in Figure 4. The microscope light source was white light, and a bandpass filter of 20 nm
was taken. At the same time, the aberrated off-axis Fresnel zone plate was placed after
two achromatic lenses with a focal length of 100 mm. The off-axis Fresnel zone plate and
aberrated off-axis Fresnel zone plate were used for image acquisition experiments of the
same specimen without adjustment of the instrument operating parameters or the distances
of each optical element.

4. Result and Discussion
4.1. Performance Parameter Tests of Aberrated Off-Axis Fresnel Zone Plate

After the fabrication, the microscopic slot measurement was carried out on the aber-
rated off-axis Fresnel zone plate using an atomic force microscope. The results of the
measurement are shown in Figure 9. The center period was 58 µm, the left edge period was
55 µm, and the right edge period was 40 µm, with a duty cycle of 0.5. The test results were
in accordance with the expectation.
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In this paper, the diffraction efficiencies of 0th order and ±1st order in the central
region of the aberrated off-axis Fresnel zone plate can be calculated using the software
PCGrate with the parameters measured in the slot test. The diffraction efficiency result
of the fabricated aberrated off-axis Fresnel zone plate is shown in Figure 10. The total
diffraction efficiency of the three diffraction orders reaches 80%. It is 82.97% when the
wavelength is 516.5 nm.
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Figure 10. Inversion results of aberrated off-axis Fresnel wave with slice slot type test.

The diffraction efficiency test optical system of the single wavelength (516.5 nm)
aberrated off-axis Fresnel zone plate is shown in Figure 11. The test was carried out by
taking points on the aberrated off-axis Fresnel zone plate, as shown in Figure 11, and the
test results are shown in Table 3. The average diffraction efficiency of the nine points on the
aberrated off-axis Fresnel zone plate is 82.03%, which is in accordance with the expectation.
A comparison between the measured and actual values of the diffraction efficiency for
different diffraction orders is shown in Figure 12. The results from PCGrate are calculated
with the ideal conditions of an aberrated off-axis Fresnel zone plate, which in practice
causes errors with the theoretical values due to the influence of the surface roughness.
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Table 3. Test results (diffraction efficiency).

No. 0 Level +1 Level −1 Level Total

1 27.38% 27.30% 27.28% 81.96%
2 27.41% 27.35% 27.32% 82.08%
3 27.39% 27.33% 27.31% 82.03%
4 27.50% 27.25% 27.28% 82.03%
5 27.38% 27.31% 27.29% 81.98%
6 27.40% 27.38% 27.35% 82.13%
7 27.39% 27.34% 27.35% 82.08%
8 27.40% 27.33% 27.31% 82.04%
9 27.38% 27.31% 27.29% 81.98%
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4.2. Imaging Experimental Analysis

The simulation results of the imaging in VirtualLab Fusion are shown in Figure 13.
As shown in Figure 13, the images acquired after the improvement based on this method
are significantly improved in terms of the accuracy of imaging and uniformity of intensity
compared with the three objects.
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In terms of the image metrics, the signal-to-noise ratio and the average gradient were
used to quantitatively evaluate the images, as shown in Table 4. The signal-to-noise ratio
represents the ratio of the image signal to the noise. The average gradient represents the
clarity of the image. The larger the average gradient is, the clearer the image is. Compared
with the images with the unimproved chromatography microscope, the signal-to-noise
ratio of the images acquired by the improved laminar microscope increases by 18%, and
the average gradient increases by 3%.

Table 4. Laminar microscopy optical path image index.

Image Index SNR [dB] Average Gradient

Off-axis Fresnel zone plate 7.8143 6.0893
Aberrated off-axis Fresnel zone plate 9.3562 6.2719

The laminar microscopy optical system was built, as shown in Figure 14. With no
adjustment of the instrument operating parameters and the distances of each optical
element, the biological cell sections were subjected to image acquisition using the chro-
matographic microscopic light path and the achromatic chromatographic microscopic
light path, respectively. When the magnification of the microscope objective was 5× and
10×, respectively, the acquired biological cell images are shown in Figures 15 and 16.
Figures 15a,b and 16a,b show the images acquired by the unmodified chromatographic
microscopy system. Figures 15c,d and 16c,d show the images acquired by the achromatic
chromatography microscopy system. As can be seen from Figures 15 and 16, the images
acquired by the unimproved chromatography microscopy system are blurred and have
distortions at the edges. In contrast, the images obtained by the achromatic chromatogra-
phy microscopy system were clearer and were able to obtain detailed information about
the biological cells. Each image index is shown in Table 5. The quantitative analysis
was performed using the same image metrics, such as signal-to-noise ratio and average
gradient. From Table 5, it can be seen that the signal-to-noise ratio of the aberrated chro-
matography microscope system was improved by 18.28% on average compared with the
off-axis Fresnel zone plate chromatography microscope system. The average gradient is
improved by 2.85% on average; therefore, the results show that the imaging performance
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of the chromatography microscopy system has been improved by the design method of the
off-axis Fresnel zone plate proposed in this paper. The feasibility of this method is fully
verified by the experiments. Further, the deviation of the actual imaging results from the
physical simulation results is mainly due to the fact that the three-layer object information
is digital image information (400× 400-pixel points) and single wavelength imaging during
the simulation.
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Figure 16. Results of experiment using chromatography microscopy with 10× objective lens with:
(a,b) Off-axis Fresnel zone plate; (c,d) aberrated off-axis Fresnel zone plate.

Table 5. Laminar microscopy optical path image index.

Image Index Off-Axis Fresnel
Zone Plate

Aberrated Fresnel
Zone Plate

SNR (5×) group 1 17.5556 20.8156
SNR (5×) group 2 21.5643 25.4458
SNR (10×) group 3 21.8550 25.8981
SNR (10×) group 4 21.7625 25.7106
Average gradient (5×) group 1 2.7128 2.7889
Average gradient (5×) group 2 2.7145 2.7905
Average gradient (10×) group 3 3.5359 3.6419
Average gradient (10×) group 4 2.7323 2.8096

5. Conclusions

This research is based on a holographic plane with interference fringes formed by
two exposure points that can reduce the aberration of the system. The aberration coeffi-
cient calculation method based on the optical range function theory is used to design the
aberration-eliminating off-axis Fresnel zone plate. The feasibility of the above method is
verified by comparing a software simulation and an experiment. The simulated results
show the reductions in the spherical aberration W040 by 62–70%, coma W131 by 96–98%,
image dispersion W222 by 71–82%, and field curvature W220 by 96–96% after replacing
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the off-axis Fresnel zone plate with the aberration eliminating off-axis Fresnel zone plate.
This is theoretically feasible. In the experimental aspect, the microscopic optical path was
constructed, the cell images were acquired, and the image indexes were evaluated. The
comparison of the image metrics shows that the average gradient increases by 2.8% and
the signal-to-noise ratio increases by 18%.

In summary, the improved design of the off-axis Fresnel zone plate, which is the core
element of the laminar microscope system, improves all types of geometric aberrations.
Additionally, no post-processing of the images is required; therefore, the imaging quality of
the chromatographic microscopy system is improved using this method.
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Abstract: Research on carbon dioxide (CO2) geological and biogeochemical cycles in the ocean is
important to support the geoscience study. Continuous in-situ measurement of dissolved CO2 is
critically needed. However, the time and spatial resolution are being restricted due to the challenges
of very high submarine pressure and quite low efficiency in water-gas separation, which, therefore,
are emerging the main barriers to deep sea investigation. We develop a fiber-integrated sensor based
on cavity ring-down spectroscopy for in-situ CO2 measurement. Furthermore, a fast concentration
retrieval model using exponential fit is proposed at non-equilibrium condition. The in-situ dissolved
CO2 measurement achieves 10 times faster than conventional methods, where an equilibrium con-
dition is needed. As a proof of principle, near-coast in-situ CO2 measurement was implemented
in Sanya City, Haina, China, obtaining an effective dissolved CO2 concentration of ~950 ppm. The
experimental results prove the feasibly for fast dissolved gas measurement, which would benefit the
ocean investigation with more detailed scientific data.

Keywords: seawater dissolved gas; carbon dioxide; optical cavity ring-down spectroscopy;
in-situ measurement

1. Introduction

Marine carbon cycling is the result of a series of physical, geological and biological
processes on a spatiotemporal scale [1,2]. The ocean absorbs one-third of the anthropogenic
carbon emission, about 2 billion tons per year. As such, the ocean becomes one important
place for carbon sequestration [3]. Furthermore, CO2 is the main greenhouse gas, the main
dissolved gas of seawater and the main fluid component of the deep-sea extreme window
of cold spring and hydrothermal solution. Precise measurement on its spatiotemporal
distribution is significant to investigate the biogeochemical material cycle and global
climate change [4,5]. However, common methods based on sampling-laboratory analysis
are not enough to support modern marine science. In-situ CO2 sensors with high sensitivity,
high fidelity, large dynamic range and fast response are highly needed in many cutting-edge
research topics, such as the sea-air exchange flux of CO2 [6], CO2 concentration of deep-sea
cold spring and hydrothermal fluid components [7–9], and isotope measurement [7,8,10,11].

Currently, optical technology, semiconductor gas sensing and mass spectrome-
try [8,9,11–13] are common methods in in-situ measurement of dissolved gas in seawa-
ter. Among them, laser-based in-situ optical spectrometer is suitable for greenhouse gas
sensing in seawater due to its unique selectivity and sensitivity [12,14,15]. Using infrared
spectroscopy technology, the German Hydro C company demonstrated dissolved CH4
measurement in seawater [16]. Using the off-axis integrated cavity output spectroscopy
(OA-ICOS), the LGR Company in the United States measured the dissolved CH4/CO2 and
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its isotope δ13CH4 in seawater [11]. Using mid-infrared absorption spectroscopy technol-
ogy, Zheng Chuantao et al. achieved the measurement of dissolved CO2 and its isotope
δ13CO2 [12]. In addition, cavity ring-down spectroscopy (CRDS), proposed by O, Keefe
and Deacon in 1988 [17], has ultra-high detection sensitivity, light intensity jitter immunity
and free instrument calibration, making CRDS one of the best candidates for gas detection.
The past years have witnessed its remarkable progresses in precision spectroscopy [18–20]
and important applications in atmospheric trace gas measurement [21–23]. However, the
application of this technology in the marine field for in-situ measurement remains unre-
solved due to the challenges of high stability resonant cavity, high precision/low power
circuit and time-consuming dissolved gas concentration retrieval.

In this paper, we report the development of an in-situ CRDS based dissolved CO2
sensor. A fast exponential regression model is proposed to retrieve the concentration of dis-
solved gas in seawater. In the implementation, we design high-pressure assembling and use
polydimethylsiloxane (PDMS) membrane for water/gas separation and enrichment [24,25].
A long-time in-situ observation near the coast is carried out to prove the feasibility of
in-situ separation, enrichment and measurement of dissolved CO2 in seawater.

2. Principle of CRDS-Based Seawater Dissolved Gas Measurement
2.1. Water/Gas Separation and Enrichment, and Dissolved Gas Retrieval

A PDMS membrane is one common tool, as the gas-liquid interface with a thickness
of l, to separate and enrich seawater dissolved gases [26,27]. The concentration difference
between both sides enables the dissolved gas pass through the membrane and blocks liquid
water molecule (H2O)n. Thus, small gas molecules, such as CH4, CO2 and O2 can be sepa-
rated from seawater. The water/gas separation of PDMS membrane is typically described
by the “dissolution-diffusion” model [24,26]. When concentration difference between both
sides exists, gas molecules diffuse into the membrane and realize gas exchange.

In the case of a stable situation, the dissolved gas concentration remains stable along
the direction of film thickness. The diffusion flux on the side of the gas chamber can be
expressed by Fick’s first law [24,26,27]:

FG =
DGSG A(PG1 − PG2)

l
, (1)

where FG (cm3·cm2(cm2polymer)−1·s−1) is the diffusion flux of gas component G per
unit time, DG (cm2·s−1) is the diffusion coefficient of gas component G in the membrane,
SG (cm3·(cm2polymer)−1·Pa−1) is the solubility coefficient of gas component G in the
membrane, PG1 (Pa) is the partial pressure of seawater dissolved gas G, PG2 (Pa) is the
partial pressure of gas component G in the gas chamber, A (cm2) is the film area, l (cm) is
the film thickness. While gas diffusion flux can be expressed by Fick’s second law in the
case of unstable situation [25,26]:

FG,t = FG,ss

(
1 + 2 ∑∞

n=1(−1)n exp
{−n2π2DGt

l2

})
, (2)

where, FG,t is the gas flux at time t, FG,ss is the gas flux in the stable situation.
The diffusion coefficient of CO2 in PDMS membrane is about 1.5 × 10−5 cm2/s,

l� 1 cm, t = 1 s, then exp
{
−n2π2DGt

l2

}
is almost zero and FG,t ≈ FG,ss. Thus, the diffusion

flux in this case can also be described by Fick’s first law. Therefore, the concentration
change of the gas component G is as follows:

PG2 ∗V =
∫ DGSG A(PG1 − PG2)

l
dt, (3)
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where V is the volume of the gas chamber. From Equation (3), we can obtain:

dPG2

dt
∗V =

DGSG A(PG1 − PG2)

l
, (4)

With the boundary condition, t→ ∞, PG2 = PG1 , it will be extrapolated that:

PG2 = K ∗ exp
(
−DGSG A

lV
t
)
+ PG1, (5)

where K is related to the initial pressure. For non-condensable gases, such as CO2 and CH4,
the value of −DGSG A

lV is independent from partial pressure.
After measuring the value of PG2 over time in an unbalanced situation, the exponential

regression is used to retrieve PG1. PG1 equals to PG2 in balanced situation.

2.2. Optical Measurement Using CRDS

When laser with an intensity of Iin passes through uniform gas substance, the laser
decays to Iout due to gas absorption, which can be described by the Beer-Lamber law [10,17]:

Iout = Iin ∗ exp(−α ∗ L), (6)

where, α (cm−1) is the spectral absorption coefficient, L (cm) is the interaction distance.
In the configuration of CRDS, a couple of high reflectivity mirrors, usually higher than

99.99%, enable a significant interaction length extension inside a limited physical space [28],
and become capable of detecting minor absorption of trace gas concentration. Its working
principle is shown in Figure 1. When laser beam resonates with one resonant cavity mode,
the laser power inside the cavity will be rapidly built up. With a trigger that the inside laser
power reaches a certain threshold, the incident laser is quickly cut off to generate a free
intracavity ring down. The leaked laser intensity Iν(t) after each ring down is successively
recorded at the exit to obtain optical intensity that decays with time as follows,

Iν(t) = I0ν ∗ exp
(
− tc

Lmirrors
(1− R + ανLmirrors)

)
, (7)

where, c is the speed of light, t (µs) is the time, Lmirrors (cm) is the physical distance between
the two mirrors, R is the reflectivity of the optical cavity mirror, αν (cm−1) is the spectral
absorption coefficient of the specific wavelength; I0ν is the initial laser intensity when the
laser is cut off.
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The time for the initial laser intensity reduces to 1/e in the measurement is defined as
the ring-down time [17]. According to Equation (7), in the case of no gas absorption, the
empty cavity ring-down time τ0 is:

τ0 =
Lmirrors

C(1− R)
, (8)

In the presence of gas absorption, the ring-down time τν is:

τν =
Lmirrors

C(1− R + ανLmirrors)
, (9)

Combining (8) and (9), we obtain the intracavity spectral absorption coefficient as:

αν =
1

Cτν
− 1

Cτ0
, (10)

In the absorption spectrum [29], the absorption coefficient can be expressed as:

αν = S(T) ∗ Ptotal ∗ X ∗ ψ(ν), (11)

where S(T) (cm−2·atm−1) is the intensity of the absorption line, Ptotal (atm) is the total
pressure of the gas, X is the molecular concentration, ψ(ν) (cm) is the absorption line shape
function.

Since integral of ψ(ν) over ν is equals 1, i.e.,
∫ +∞
−∞ ψ(ν)dν = 1, S(T) relates to the

temperature for a specific absorption line, and Ptotal can be measured using a commercial
pressure sensor. Therefore, after fitting the absorption coefficient curve to obtain the
integrated area A, the partial pressure of the gas can be calculated by:

P = XPtotal =
A

S(T)
, (12)

Thus, the partial pressure of dissolved gas (PG1) can be retrieved by measuring the
partial pressure of gas (PG2) in the cavity and fitting formula (5).

3. In-Situ Dissolved CO2 Sensor Configuration

Figure 2 depicts the schematic diagram of the optical dissolved-CO2 sensor, which
comprises three parts, one pressured chamber, one water/gas separation and enrichment
unit and one gas measurement unit. The first part, i.e., the pressure chamber, is a dry
titanium alloy chamber with an inner diameter of 128 mm, a length of 750 mm and
a wall thickness of 10 mm. It can withstand a pressure as high as 57 MPa, which is
suitable for experiments at about 4500 m under water. The second part, i.e., the water gas
separation and enrichment unit consists of a water pump (SEA-BIRD SBE-5T), a PDMS
membrane module (membrane thickness 50 µm, diameter 5 cm, gas separation efficiency
0.034 mL/min at 296 K and 1 atm pressure difference), a drying box, an air pump (KNF
NMP05), a filter (Swagelok, SS-2F-05), two needle valves (Swagelok, SS-ORS2) and the
gas chamber (optical resonant cavity). With the water pump, the seawater continuously
flows through the surface of PDMS membrane at a flow rate of 0.8 L/min, forming a
stable dissolved gas concentration field on the surface of the membrane. The dissolved gas
permeates into the PDMS membrane. On the other side of the membrane, the permeated
gas is desiccated by the drying box, then enters the gas chamber through the needle valve
1 and the filter, and finally returns to the PDMS membrane module through the filter, the
needle valve 2 and the gas pump. Thus, water/gas separation and enrichment can be
completed. The needle valve permits a flow rate of approximately 50 mL/min.

The third part, i.e., the gas detection unit, includes a control circuit (DSP, TMS320C6748,
Texas Instruments, Dallas, TX, USA), a DFB laser (NLK1L5GAAA, NEL, Yokohama, Japan),
a semiconductor optical amplifier (SOA, BOA1080P, Throlabs, USA), an isolator (PIISO-
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1600-D-L-05-FA, Qinghe Photonics, Shenzhen, China), an optical resonator and a photo-
electric detector (GPD, GAP1000FC, GPD Optoelectronics, Salem, MA, USA). Sawtooth
signal and step signal generated by the control circuit are combined to drive the laser
to achieve laser beam resonance enhancement inside the optical resonator. When the
enhanced intracavity laser power, monitored by the detector, exceeds a certain threshold,
the incident laser is rapidly cut off using the TTL driven SOA to generate ring-down
signal. With the ring down signal recorded, a fast single exponential fitting is performed
to calculate the ring down time. After 20 recordings of ring-down time for a single longi-
tudinal mode, the step voltage is reset to match the laser to next longitudinal mode until
the whole absorption line of CO2 is covered. With the averaged absorption spectra, the
CO2 absorbance and concentration are calculated by spectral fitting algorithm. Finally, the
concentration of the seawater side gas is retrieved according to the exponential fitting in
the unbalanced situation.
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3.1. Absorption Line Selection

Appropriate absorption line with high absorption intensity and less background
interference can benefit the dissolved CO2 measurement with high signal-to-noise ratio.
Considering the application condition in seawater dissolved gas measurement, absorption
spectra of CO2, 13CO2, H2O and CH4 within 1599.4–1599.7 nm is simulated based on the
HITRAN database [30] (temperature: 296 K, gas pressure: 1.01 × 105 Pa, CO2 = 400 ppm,
13CO2 =, H2O = 2% and CH4 = 2 ppm). The simulation results, shown in Figure 3, illustrate
that CO2 absorption coefficient is 2.5 ×10−7 cm−1 with negligible interference. Thus
absorption transition R(36) at 6251.761 cm−1 is selected for the following CO2 measurement.

3.2. Optical Resonator Design

The optical resonator is shown in Figure 4. Two identical cavity mirrors M1 and M2
(Layertec) have a diameter of 12.7 mm, a radius of curvature of 1000 mm and a reflectivity
of higher than 99.99% (@1500~1700 nm). Lens1 and Lens2 are adjustable focus aspherical
collimators (CFC-8X-C, Throlabs, Newton, NJ, USA). To suppress the high-order modes,
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the laser beam is spatially filtered using a single-mode fiber before illuminating on the
photodetector, achieving a high-order modes suppression ratio of better than 100:1. It
should be noted that, most of the optical and mechanical components of the optical cavity
are fixed with structural adhesive to adapt to the extreme marine environment and improve
the system stability.
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lens for coupling light into fiber.

3.3. Longitudinal Mode Matching and Spectral Scanning

The physical distance between the two cavity mirrors is 420 mm, corresponding to a
free spectral range (FSR) of 0.0119 cm−1. For each measurement using the continuous-wave
CRDS system, the laser frequency is adjusted to resonate with one cavity mode. Since the
cavity length remains stable during the measurement, the longitudinal cavity modes are
used as the frequency reference to depict spectral absorption curve. To avoid potential spec-
tral distortion from the longitudinal mode leakage during the spectral scanning process, we
propose a strategy of longitudinal mode matching in a stepwise manner shown in Figure 5,
and the step size is set as 1/5 FSR. Ideally, when the laser resonates with the longitudinal
cavity mode q, 5 steps can rematch laser and the resonant cavity. However, it can be
hardly realized due to the laser wavelength drift and cavity vibration. Differently, a high
frequency sawtooth modulation (amplitude, 1/4FSR ≤M ≤ 2/5FSR) is simultaneously
superimposed on the step signal to ensure the resonance of each cavity mode with the
laser. In the implementation of this strategy, each longitudinal mode resonates at least once
in 5-step scanning, and at least one step does not resonate. The discrete spectrum can be
obtained by taking the non-resonant step as a marker.
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4. Experimental Results
4.1. Sensor Performance

After assembling the sensor, calibrated CO2 sample with a certain concentration of
885 ppm (uncertainty, 1%) was sealed inside the gas chamber. The absorption spectrum
of CO2 is obtained using the method described in Section 3.3. Voigt spectrum fitting was
performed using a Python LMFIT-based program. Figure 6 presents a direct comparison
between raw spectrum data of and the fitting curve, and a residual error of 1.5 × 10−9 cm−1.
The SNR is calculated to be 500, corresponding to a detection limit of 1.8 ppm.
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Figure 6. Comparison of the measured CO2 spectral data and Voigt fitting curve.

CO2 samples with different concentration of 2000 ppm, 1600 ppm, 1000 ppm, 500 ppm
and 250 ppm were generated by diluting the calibrated 10000 ppm CO2 with pure N2.
The uncertainty for above samples is 1%, mainly introduced by the dilution system. The
mass flow meter was used to control the inlet flow rate at 50 mL/min. A continuous
measurement of each CO2 sample was performed over 45 min and the experimental results
are shown in Figure 7a.
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Figure 7. (a) Measured results of CO2 samples ranging from 250 ppm to 2000 ppm and (b) a linear fit
to the measured data.

A linear fit, shown in Figure 7b, was thus performed to the measured data and the
R-square value was calculated to be 0.9999, illustrating a good linear response to the CO2
concentration from 250 ppm to 2000 ppm. The relative error of the measured values of the
five groups of standard gases is less than 2.66%, which is consistent with the uncertainty of
the standard gases.

To prove the feasibility, a long-term (8 h) comparison experiment was carried out
between this sensor and one commercial land-based instrument CRDS instrument (G2201-i,
Picarro). The gas pipelines of G2201-i and this sensor were connected together to guarantee
the same the analyte was simultaneously and separately measured. The comparison result,
shown in Figure 8, demonstrates that the measured CO2 concentration and its variation
trend are consistent with each other and the maximum relative difference is within 1.3%.
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4.2. Verification of Exponential Fit Retrieval Method for Dissolved CO2 Concentration

Sample solutions are prepared by mixing 2000 ppm CO2 and pure N2 (purity: 99.99%)
using two mass flow meters (AST10-DLCMX-100C-025-A2B2-4VE, Asert, Franklin, MA,
USA), as shown in Figure 9a. A submersible pump (SBE-5T, SEA-BIRD, Bellevue, WA,
USA) is used to continuously cycle the solution through the PDMS module to separate
dissolved CO2 to be measured. PDMS module is connected to the chamber of in-situ
measurement system via a stainless tube. After 12-h measurement, the exponential model
combined with Levenberg Marquardt (LM) algorithm is performed on the measured data.
Figure 9b depicts the results with a R-square of 99.84%, when gas-phase CO2 concentration
in the chamber is lower than the dissolved CO2. Figure 9c depicts the results with a
R-square of 98.71% when gas-phase CO2 concentration in the chamber is higher than the
dissolved CO2. The coefficient DGSG A

lV , independent from the gas concentration, inside and
outside the membrane are 0.1389 and 0.1444, respectively. The coefficients of two different
situations are consistent with each other with a small difference of 3.8%. Thus, the method
of exponential fit for dissolved gas concentration proves to be validated.
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4.3. In-Situ Detection of Dissolved CO2 in Seawater

From 6 to 7 March 2021, an in-situ observation was carried out near the coast of Sanya
Institute of Deep Sea, Chinese Academy of Sciences, Sanya, Hainan Province. Figure 10
shows the observation location.

At the beginning of measurement, about 1100 ppm CO2 was filled in the cavity to
quickly balance the concentration inside and outside the membrane. Figure 11 shows the
observation result, the whole measurement is divided into two unstable parts and one stable
part. In the first unstable part (3 h), the measured concentration was higher than that of
seawater dissolved CO2 due to the presence of 1100 ppm CO2 in the measurement chamber,
and the CO2 diffused from the measurement chamber into seawater. The concentration of
seawater dissolved CO2 is calculated to be 850 ppm. In the second stable part (9 h), the
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gas concentration inside and outside the membrane remained equal, and the dissolved
gas concentration fluctuated between 950 ppm to 980 ppm. In the third unstable part
(8 h), the concentration of dissolved CO2 decreased and the CO2 in the cavity continued
to diffuse into seawater. The concentration of dissolved CO2 in the water is calculated to
be 808 ppm. Interestingly, these measured dissolved CO2 concentrations are much higher
than the atmospheric CO2 concentration, about 400 ppm, mainly because of a number of
yachts cruising near the coast and the tide phenomenon.
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5. Conclusions

We develop a fiber-integrated in-situ dissolved CO2 sensor using CRDS, in which a
PDMS membrane is employed for water/gas separation and enrichment, and an exponen-
tial regression model is proposed for fast dissolve CO2 retrieval. The model feasibility is
verified by performing a comparison test under two different situations, i.e., measurement
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chamber CO2 concentration is higher and lower than the dissolved CO2 concentration.
Both their R-square of fitting are better than 98.5% and the difference of the two individ-
ually measured PDMS membrane coefficient DGSG A

lV is only 3.8%. The whole absorption
spectrum of CO2 can be obtained within 90 s and a detection sensitivity of 1.8 ppm has been
achieved. A near coast in-situ measurement has been implemented over 24 h and provided
regular fluctuation of dissolved CO2 concentrations, which is due to the tide phenomenon.
Future efforts will be made to improve the corrosion resistance ability by using titanium
alloy stainless steel as the pressured chamber material and to improve the gas separation
efficiency by increasing the membrane surface area. Therefore, the developed senor could
act as a promising tool to achieve high-precision detection of dissolved gas in seawater and
then support the investigation on the ocean, such as vertical dissolved CO2 profile as deep
as 4500 m and long-term dissolved CO2 monitoring under deep-sea extreme environment
window, e.g., hydrothermal and cold spring.
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Abstract: The impact of airborne molecular contaminants (AMCs) on the lifetime of fused silica UV
optics in high power lasers (HPLs) is a critical issue. In this work, we demonstrated the on-line moni-
toring method of AMCs concentration based on the Sagnac microfiber structure. In the experiment, a
Sagnac microfiber loop with mesoporous silica coating was fabricated by the microheater brushing
technique and dip coating. The physical absorption of AMCs in the mesoporous coating results in
modification of the surrounding refractive index (RI). By monitoring the spectral shift in the wave-
length domain, the proposed structure can operate as an AMCs concentration sensor. The sensitivity
of the AMCs sensor can achieve 0.11 nm (mg/m3). By evaluating the gas discharge characteristic
of four different low volatilization greases in a coarse vacuum environment, we demonstrated the
feasibility of the proposed sensors. The use of these sensors was shown to be very promising for
meeting the requirements of detecting trace amounts of contaminants.

Keywords: airborne molecular contaminants (AMCs); Sagnac microfiber loop; high power lasers (HPLs)

1. Introduction

Airborne molecular contaminants (AMCs) from material outgassing and shedding
continue to be a challenging problem for optics components in high power lasers (HPLs).
In order to avoid breakdown of air near the focal region on propagation of intense laser
radiation, the optics components used as spatial filters/optical replays were mounted on in
a vacuum environment. Compared to the atmosphere, AMCs are more easily produced
by slow outgassing of material present in a vacuum environment, such as vacuum pump
oil, cables, residual organic compounds of optics and mechanical component sub-surface.
The AMCs result in the reduction in the laser-induced damage threshold (LIDT) of optics
components [1–4] and the increase in reflectivity of the sol-gel porous silica antireflection
coating [5]. Thus, online monitoring of the concentration of AMCs in a vacuum environ-
ment is a critical issue for maintaining the function of the optics components under “Safety
Red line”. Based on our research findings, the measured AMCs concentration ranged
from 0.253 mg/m3 to 46.228 mg/m3 by using the gas chromatograph-mass spectrometer
(GC-MS) technique during the operation of HPLs. On the other hand, other detection
methods for AMCs are limited in harsh scenarios, especially in a vacuum or intense laser
radiation environment [6,7]. Therefore, it is different to provide a more appropriate way
for in-situ measurement of trace amounts of AMC in HPLs.

From the viewpoint of the optical fiber sensors structural design, sensors with thinner
diameter structure have successfully achieved higher sensitivity [8]. Compared with the
standard optical fiber for optical communication systems, optical microfibers (OMFs) have
diameters ranging from hundreds of nanometers to tens of micrometers. Light guided
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along such OMFs leaves a large fraction of guided field outside the OMFs as evanescent
waves to penetrate the environment, which allows the direct interaction between light and
its surroundings [9–11]. Due to its thin diameter, the OMFs provide other commendable
features, such as outstanding mechanical flexibility, tight optical confinement and low
optical loss [12]. There are several major types of OMFs sensors that have been devel-
oped recently, which include Mach–Zehnder OMFs interferometric sensors [13–17], OMFs
Bragg/long period grating (FBG)-based sensors [18–20], OMFs coupler sensors [21–24],
Sagnac OMFs interferometric sensors [25–29], and OMFs multimode interferometric sen-
sors [30–32]. The various types of sensors, depending on their unique structures, possess
different sensing performances, in terms of sensitivity and temperature stability. Due to
its truly path-matched interference mode, the Sagnac interferometric sensor has shown its
superior temperature stability and high sensitivity, which renders it suitable, particularly
for AMCs sensing.

In this paper, we proposed and investigated a novel AMCs sensor structure consisting
of a Sagnac OMFs loop and a mesoporous silica coating on the OMFs surface. The exper-
imental verification based on the proposed configuration was provided, along with the
theoretical analysis. The AMCs sensors based on the Sagnac OMFs loop were fabricated by
the heating brushing technique and by dip coating after synthesizing the sol-gel solutions.
Verifying the proposed AMCs sensors indicated that they would have high sensitivity. In
addition, to achieve the in-situ monitoring of typical AMCs, such as dibutyl phthalate
(DBP), a gas discharge characteristic qualitative evaluation of various greases in a vacuum
environment was done to verify the technical feasibility of the AMCs sensors. Further-
more, the sensors provided supporting measures of optics components operation, which
is suitable for potential application in biological and chemical detection. Compared with
our previous work [33], this work has made progress on novel structure and theoretical
analysis, as well as the measurement method and technical feasibility verification. Firstly,
taking the advantage of energy transfer in the coupling region, we reused the region as the
effective sensing region; the device with the Sagnac OMFs loop possesses a more compact
structure than a system containing an OMFs coupler. Secondly, the Sagnac OMFs loop
acted as a reflector that reflects two beams from the OMFs coupler and that enhances
interaction between the evanescent field and the external environment when the two beams
re-enter OMFs and interfere. The sensors based on the Sagnac OMFs loop can achieve
higher sensitivity. Therefore, we have carried out theoretical analysis and formular deriva-
tion for the OMFs sensor based on Sagnac interference. Finally, during the experiment,
we optimized the experiment setup to further eliminate the measurement errors and to
enhance the accuracy of the sensor performance measurement. Simultaneously, owing to
its unique structure, the Sagnac OMFs loop is characterized by more symbolic wavelength
dips, better recognizability in the measurement process, and better usability. In addition,
its technical feasibility has been carried out in this work.

2. Sensor Configuration and Principle

Figure 1 shows the schematic configuration of the proposed AMCs sensor. It consisted
of a Sagnac OMFs loop and mesoporous silica coating on the OMFs surface; the Sagnac
OMFs loop contained an OMFs coupler and a Sagnac loop. The method of fabricating the
Sagnac OMFs loop has already been studied in a previous report [33]. As shown in Figure 1,
light injected into port P0 could be coupled and split into clockwise and counterclockwise
beams by the OMFs coupler, which propagates along the Sagnac loop; the interference
was given by the recombination of the counter-propagating beams at the coupler. The
principle of the sensor is that the beating between the lowest order even supermode and
odd supermode provides energy transfer between two OMFs; wavelength dips in spectral
region can be obtained as a result of the optical path difference between the two supermodes
accumulated along the coupling region [34].
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Figure 1. Schematic diagram of the AMCs sensor that was fabricated by employing the microheater
brushing technique and dip coating.

In contrast, weakly fused OMFs couplers own a stronger dependency on ambient
RIs than the strongly fused ones and are more suitable to work as sensing units [35].
Therefore, only weakly fused OMFs couplers were studied and fabricated in this thesis.
Both OMFs roughly maintained original cross-section geometry throughout the entire
fabrication process due to the larger aspect ratio, defined as the ratio between the total
width and the height of the cross section in the uniform region (generally, larger than
1.8) [36]. Thus, it is reasonable as an acceptable simplification that two identical OMFs
with a uniform shape and RI profile are fused together. Due to weakly fused OMFs in the
uniform region, weak coupling theory was employed for the Sagnac OMFs loop sensing
structure. The coupling coefficient C of the whole coupling region can be approximately
denoted as [37]:

C(λ) =
π
√

n2
1 − n2

2

2an1
e−2.3026(A+Bτ+Cτ2) (1)

A = a1 + a2V + a3V2 a1 = 2.2926 a2 = −1.591 a3 = −0.1668
B = b1 + b2V + b3V2 b1 = −0.3374 b2 = 0.5321 b3 = −0.0066
C = c1 + c2V + c3V2 c1 = −0.0076 c2 = −0.0028 c3 = 0.0004

where λ is the wavelength of the incident light, n1 and n2 refer to the RIs of Sagnac OMFs
loop and the surrounding medium, a is the radius of OMF in the waist region, τ = d/a is the
aspect ratio of the cross section of the OMFs coupler, d is the distance between the axis of the
fused OMFs and V is the normalized frequency where V = [(2πa)/λ]·(n1

2 − n2
2)1/2. The co-

efficients a1, a2 . . . c are functions of the shape of the OMFs couplers. One can approximate
the modal field distribution of the fundamental mode by the Gaussian-exponential-Hankel
function, whose parameters are determined by using a variable technique and the coupled-
mode theory [37]. Based on these, we have found that, even for a step-index OMFs coupler,
an empirical relation between the coupling coefficient C and V can again be described; the
values of the coefficients for the OMFs coupler are given. When incident light of power
enters the P0 input port, the power at the P1 output port can be expressed as [38]:

P1 =
1
2

[
1 + cos2(2CL)

]
(2)

where L is the coupling length of the Sagnac OMFs loop. According to Equation (1),
the coupling coefficient C is related to the RI of the surrounding medium, the incident
wavelength λ and the coupler radial size 2a. Considering effective RI modification of
mesoporous coating after the physical absorption of AMCs, the wavelength of the dip and
intensity in the output interference spectrum varied as AMCs concentration in external
environments changed when the silica mesoporous coating was used as the surrounding
medium of the Sagnac OMFs loop. Therefore, the measurement of AMCs concentration
could be realized by detecting the wavelength shift of the dip and variation in the spectral
domain. According to Equations (1) and (2), the sensitivity of the wavelength shift of the
dip to the RI change of the surrounding medium can be derived as
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∂λ

∂n2
= −∂(2CL)/∂n2

∂(2CL)/∂λ
=

4π2a2n2

V2

(
1

DVλ
− 1
)

(3)

D = a2 + 2a3V + b2 + 2b3V + c2 + 2c3V

Here, V is the normalized frequency, a is the radius of OMF in the waist region,
and there is a linear relationship between D and V. For the Sagnac OMFs loop structure,
V > 1. Therefore, it is easy to obtain ∂λ

∂n2
< 0, which indicates that the wavelength of the

dips blueshifts as the RI of the surrounding medium n2 increases. Besides, according to the
results of numerical simulation for single mode fiber [12], there are various modes existing
in the coupling region when V > 1 and the diameter of OMFs is greater than 800 nm,
even appearing in several high-order modes (e.g., HE31). After preliminary calculation,
when the diameter of the waist region of Sagnac OMFs loop was 3.0 µm and the incident
wavelength was 1550 nm, there were more than 10 modes in the coupling region.

3. Experiment
3.1. Silica Sensitive Coating Solution Preparation

Here, we employed a facile one-step solution-based synthetic route to produce silica
sensitive coating material using controlled hydrolysis of tetraethyl orthosilicate (TEOS)
via the Stober method. Firstly, base-catalyzed silica solution was fabricated by stirring
the mixture consisting of EtOH, TEOS, H2O and NH3·H2O for 2 h at 30◦ and aged at 25◦

for 7 days; the molar ratio of EtOH, TEOS, H2O and NH3·H2O was 1:3.25:37.6:0.17. After
refluxing for 24 h to remove ammonia and filtering through a 0.22 µm PVDF filter, the final
concentration of SiO2 in the solution was 3% by weight.

Figure 2 illustrates an SEM image of fabricated SiO2 nanoparticles utilizing the Stober
method. As shown in the SEM image, the shapes of silica nanoparticles with a diameter
of 20.0 nm were not very regular, and the mesoporous coating formed on the glass slide
substrate by dense packing and or a van der Waals attraction. In addition, porosity increased
due to abundant voids of coatings [39].
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Figure 2. SEM image of fabricated SiO2 nano-particles utilizing Stober method.

3.2. Fabrication of Sagnac OMFs Loop Sensing Unit and Experimental Setup

To fabricate the Sagnac OMFs loop, a piece of standard telecom single-mode fibers
(SMF28, Corning) was firstly bent, and the two free ends were twisted together carefully to
form a Sagnac loop. In order to ensure that the fibers remained in contact commendably
and to prevent fibers fracturing during fabrication, the distance between two adjacent fiber
knots should be kept from 4 mm to 6 mm. The twisted region was entirely fused and
tapered using the microheater brushing technology. The tapering process was executed on
the homemade taper drawing system, which consists of three translation stages driven by
linear motors with 150 nm of positioning accuracy. In order to obtain the Sagnac OMFs
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loop with the required shape and diameter in the waist region, the fabrication process of a
low-loss Sagnac OMFs loop was accurately controlled by a computer program.

Considering their outstanding compatibility and stability, aluminum alloy and poly-
dimethylsiloxane (PDMS) were employed to package the proposed Sagnac OMFs loop in
the aluminum alloy holder. Based on the dip coating method, the packaged Sagnac OMFs
loop was dipped into prepared SiO2 solution mentioned above for at least 1 min, and per-
meated totally. The silica solution concentration and pulling rate can control the thickness
of the SiO2 coating on the surface of the Sagnac OMFs loop. In the coating fabrication
process, the fabrication setup moved upwards at the pulling speed of 200 mm/min; in
order to enhance the mechanical properties of the coating, the proposed Sagnac OMFs loop
with mesoporous coating was exposed in hexamethyldisilazane (HDMS) vapor in a clean
room (ISO 5) by converting the remaining hydroxyl groups to trimetrylsiloxy groups. The
geometry and surface morphology of the proposed sensing unit was examined under a
scanning electron microscope (SEM). The SEM image of a short section of the sensing unit
was shown in Figure 3a. Both fused OMFs that roughly maintained their original geometry
further confirmed the weakly fused status of the fabricated Sagnac loop. Each OMFs
possessed a diameter of ~2.87 µm and showed very outstanding diameter uniformity in the
coupling region. The length of the waist was about 7 mm. Due to the partial overlapping
of two OMFs, it could not see the complete shape of the other OMFs. Figure 3b shows a
mesoporous silica coating on the surface of the fiber. An SEM image of the cross section of
the proposed Sagnac OMFs loop sensing unit is illustrated in Figure 3c. Figure 3c shows the
fabricated mesoporous silica coating on the surface of the Sagnac OMFs loop; the thickness
of the coating was ~88.2 nm.
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Figure 3. (a) shows a typical SEM image of uniform region of OMFs coupler; (b) shows microtopog-
raphy of silica mesoporous coating on OMFs coupler; (c) shows a typical SEM image of the cross
section of the fabricated sensing unit; (d) the schematic of detection equipment; (e) transmission
spectra of the proposed sensor at different Ts; (f) response of the wavelength and intensity of the dip
under different Ts.
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Due to poor mechanical stability, aluminum alloy holders with a micro-channel for
washing the sensing unit were machined to fix the sensing unit. The holders did not
produce any contaminants to eliminate measurement error, especially after ultrasonic
cleaning. The experimental setup for the characterization of the AMCs sensor is described
in Figure 3d. Incident light emitted from a semiconductor laser diode (SLD, Thorlabs Inc.,
Newton, NJ, USA, S5FC1550P-A2) with a center wavelength of 1550 nm was injected into
the input port P0; the output light from P1 was detected by an optical spectrum analyzer
with a resolution of 0.02 nm (AQ6370, Yokogawa Co. Ltd., Tokyo, Japan). The sensing
units were intentionally contaminated by outgassing DBP; the aim of this experiment was
to simulate an optics contamination phenomenon in order to determine contamination
kinetics and the proposed AMCs sensors sensitivity. DBP was used as a model AMC
for the present experiments. Owing to extensive use as plasticizers, DBP and its less
volatile homologue dioctalphthalate (DOP) are very common during the building of HPLs.
Moreover, DBP was also used in this experiment because of its convenient transport
properties and easy diffusion in a common environment. The material was outgassed at
a heating temperature that ranged from 30 ◦C to 70 ◦C; the clean compressed air (ISO 3)
charged with contaminants was directed towards the proposed sensors at a flow rate of
2 L/min in order to help condensation of organics. A weighing bottle filled with DBP
was heated by a magnetic stirrer with precise control of temperature (IKA RET/T). The
magnetic stirrer and the proposed sensors were put in two chambers with a gas inlet and a
gas outlet, respectively. We delivered the clean compressed air into the heating chamber;
the mixture of the clean air and AMCs led into the measurement chamber further affected
the properties of the sensors. In the measurement process, at a heating temperature, we
found that the volatilization rate of DBP was basically constant (except for the first two
minutes). Thus, it is reasonable to believe that the concentration of AMCs in the mixture
was basically constant at the heating temperature. When a certain concentration of mixed
gas gradually filled the measurement chamber, the excess gas would also be discharged
through the outlet. Finally, at the heating temperature, a constant AMCs concentration
would be found in the measurement chamber. Therefore, it can be seen that the heating
temperature corresponded to a specific AMCs concentration.

It is important to investigate temperature characteristics of the proposed sensor in
its application environment, in which they exhibit inaccuracies under special conditions,
such as high-humidity and an environment with strong electromagnetic interference. The
proposed sensor was placed in a thermostat with precise control of temperature and
a commercial temperature sensor (Rotronic HC2A-S). As shown in Figure 3e, as the T
increased from 30 ◦C to 65 ◦C, the wavelength dip exhibited a redshift and a decrease in
intensity due to the combined effects of the thermo-optics and the thermal expansion in
the tapered waist region. Here, since the diameter of OMFs is very thin, the fiber core can
be neglected [40]. The change of fiber cladding owing to thermo-optic effect in the waist
region plays a key role. Thus, an increase in T mainly results in an increase in the RI of the
fiber cladding [41]. Figure 3f illustrates the response of the wavelength and intensity of the
dip as ambient temperature T increased. It suggests polynomial fitting with an R-square of
0.9975 and 0.95745 for wavelength and intensity of the dip, respectively. Simultaneously,
the fitting coefficients of wavelength and intensity of the dip were 0.03077, −0.00119 and
−0.09215, −0.00332, respectively. When the ambient temperature increased from 30 ◦C to
65 ◦C, the wavelength dip blueshifted by 2.79 nm. Moreover, the transmission loss of the
dip increased by 13.02 dB. The wavelength shift and intensity of the dip possess a complex
polynomial relationship with T change; T sensitivities of approximately −79.7 pm/◦C
and −0.372 dB/◦C, respectively, were achieved. When ambient temperature varied, the
change of the phase difference induced by the combined effects of the thermo-optics and
the thermal expansion in the tapered waist region was dominant in the process. In addition,
the phase difference depended on birefringent coefficient B and the length of the twist area
L. The free spectral range (FSR) of the transmission spectrum would become narrower and
narrower, as the number of twist turns increased. In this situation, considering that the

126



Sensors 2022, 22, 1520

birefringence coefficient B mainly depends on the shape of the twist area’s cross-section and
the temperature almost has no influence on B, ∂B/∂T could be regarded as zero. As a result,
we were able to eliminate or solve the cross-sensitivity between AMCs and temperature by
adjusting the number of twist turns in the proposed sensors preparation; theory derivation
and experimental demonstration can be seen in detail in Reference [42].

3.3. Results and Discussion

In order to accurately obtain the concentration of DBP at different heating temperature,
weight difference before and after heating was measured with micro-analytical balance
(Mettler Toledo XP56) five times, to obtain the average value of weight difference. Con-
sidering the flow rate of the loading gas, the concentration of AMCs could be obtained.
In order to verify the response time of the proposed sensors, the duration time of heating
DBP was set to 20 min, and then the gas path and chambers were flushed by the clean
air to avoid the impact of the condensation of AMCs on experimental results. The stabil-
ity/repeatability of the proposed sensor mainly depended on the profile of OMFs and the
influence of the background environmental cleanliness. In the fabrication process of Sagnac
Loop OMFs, the evolution of the transmission spectrum of the tapered samples has been
adopted to obtain required samples accurately. Meanwhile, we carried out high-spraying
and ultrasonic cleaning of the chamber and its affiliated pipelines to avoid the influence
of the background environmental contaminants, as mentioned above. Figure 4 illustrates
transmission spectra evolution of the proposed sensors with 3.0 µm diameter at 30 ◦C,
50 ◦C and 70 ◦C. At heating temperatures of 30 ◦C, 50 ◦C and 70 ◦C, the wavelength dips
shift approached shorter wavelength as the AMCs concentration increased. Simultaneously,
it is noted that the higher the heating temperature, the larger the wavelength dip shift.
Figure 4 also shows that the theoretical analysis has a good match with the experimental
results. The experimental results shown in Figure 4 can be explained by RI variation of the
silica sensitive coating and the polarization state of the input light in the waist region. The
adsorption number of AMCs in the mesoporous coating increased with the increase in the
concentration of DBP inside the measurement chamber, which resulted in the variation of
coupling coefficients of the Sagnac loop. This caused the wavelength of the dip blueshifts
on transmission spectrum. One factor that must be accounted for is that the polarization
state of the input light changed as the adsorption number of AMCs increased in the sensing
process. This would affect the spectral response; the overall spectrum was modified such
that some peaks were considerably attenuated, even when distorted at 70 ◦C.
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Figure 4. Transmission spectra evolution of the proposed sensor with 3.0 µm diameter at (a) 30 ◦C,
(b) 50 ◦C and (c) 70 ◦C, the duration time of heating was 20 min in the experiment. The red arrows in
the spectral responses represent corresponding dip wavelength shifts as elapsed time increases.
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Figure 5a shows the wavelength dips shift throughout the experiment. The wave-
length dip shifts of 5.4 nm, 17.9 nm and 24.8 nm correspond to the heating temperature
of 30 ◦C, 50 ◦C and 70 ◦C, respectively. When the AMCs concentration was increasing, it
appeared as a sharp decline and then became steady quickly, revealing good stability. As
shown in Figure 5a, we could observe that the proposed sensors showed almost the same
response time (about 14 min) at different heating temperatures, due to the same thickness
of the mesoporous silica coating of the sensors. At the same concentration of AMCs, for
the sensitive coating with the same thickness, it reached equilibrium between adsorption
and desorption of AMCs in the same amount of time. In order to further demonstrate the
experimental results, we prepared the AMCs sensors with 2.5 µm diameter at the same
pulling speed. The results indicated that the response time of the proposed sensors with
2.5 µm diameter was reduced to 7.5 min. The thinner sensitive coating of the proposed sen-
sors with 2.5 µm diameter is a major reason why the sensors own the shorter response time;
compared with the thicker coating, the thinner coating more easily reached equilibrium
between adsorption and desorption of AMCs under the same condition.
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Figure 5. (a) The wavelength dips shift for the proposed sensors with 3.0 µm diameter as measure-
ment time elapsed at 30 ◦C, 50 ◦C and 70 ◦C; (b) the relationship between wavelength shift and
AMCs concentration for the as-fabrication sensors with 3.0 µm diameter.

Figure 5b plots the measured wavelength dip change as a function of the concentration
of AMCs at different heating temperatures. In the experiment, the heating temperature
varied from 30 ◦C to 70 ◦C at intervals of 10 ◦C. In order to achieve equilibrium between
adsorption and desorption of AMCs, the duration time of heating was set at 20 min and
the spectral response at each temperature was recorded. It showed a polynomial fitting
with an R-square of 0.95052; the fitting coefficients were 0.18558 and −2.7657 × 10−4. The
wavelength dip shifted from 5.4 nm to 24.8 nm as the concentration increased from 0 to
213 mg/m3. The average sensitivity was ~0.11 nm/(mg/m3). Compared with the previ-
ous microfiber structure, the mesoporous silica coating allows for a stronger evanescent-
field interaction between AMCs and the sensing waveguide, due to its high porosity and
limited thickness.

3.4. The Technical Characteristic of the Proposed Sensors

The technical characteristics of the proposed sensors are closely interrelated to adsorp-
tion of the mesoporous sensitive coating, whose porosity directly determines the number
of AMCs adsorbed in the sensing process. Consequently, it is reasonable to assume that a
single OMF sensor with the same parameters possesses the same technical characteristics as
the Sagnac loop sensor discussed here. In order to obtain characteristics of the Sagnac loop
sensor, we prepared the single OMFs sensors with the same parameters. In the experiment,
a piece of standard telecom single-mode fibers (SMF, Corning) was fixed on the homemade
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taper drawing system and tapered into OMF with a 3.0 µm diameter. Although we could
accurately control the diameter and shape of OMFs through the taper drawing system,
the prepared samples were be placed under the optical microscope to check whether its
diameter met the requirement, so as to reduce the error induced by different diameters. The
coating preparation method and parameters of single OMFs were completely consistent
with those of Sagnac Loop sensors.

The physical adsorption of AMCs in the mesoporous coating of OMFs resulted in
modification of the surrounding of RI; the additional loss was produced due to the absorp-
tion of the evanescent field. In the experiment, the additional loss caused by the adherence
of AMCs was recorded in real time. A DFB laser at 1310 nm center wavelength was divided
into two beams by a light coupler, one of which was used as the signal light and the other
as the reference light to eliminate the error caused by laser power fluctuation. Furthermore,
in order to improve measurement accuracy, lock-in amplification technology was adopted
in the process of optical signal detection and processing. The photodetector, A/D converter
and DSP mode-locked amplifier were integrated into a complete measurement system
with a dynamic measurement range of about 25 dB; our own software was developed to
process and store the monitoring data. We employed the experimental setup shown in
Figure 3d to evaluate technical characteristics of the OMFs sensors. The heating temper-
ature was gradually increased to reach the maximum measurement concentration of the
OMFs sensors. When the heating temperature of AMCs was 98 ◦C, the response of the
OMFs sensor was shown in Figure 6. Once the additional loss achieved the maximum value
of the measurement system, heating stopped immediately and the AMCs concentration of
438 mg/m3 was obtained through the weighing method mentioned above. One can see
that the sensor possessed a maximum concentration of 438 mg/m3 and a response time of
17 min, which was slightly larger than the experimental results of the Sagnac Loop sensors
discussed above. Thus, it can be considered that the fabricated Sagnac Loop sensors also
possessed a maximum concentration of 438 mg/m3. However, we employed the heating
method to realize the volatilization of AMCs; the minimum concentration of the proposed
sensors could not be achieved due to control accuracy and condensation of AMCs in the
gas path. We could obtain the sensing system resolution of 0.18 mg/m3, resulting from an
average sensitivity of 0.11 nm/(mg/m3) and the OSA with the resolution of 0.02 nm used
in the experiment.
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Figure 6. Response of the OMFs sensors at heating temperature of 98 ◦C, the inset shows the SEM
image of the OMFs sensor with ~3.0 µm diameter.

As mentioned above, compared with other types of sensors, the Sagnac Loop sensor
possesses more symbolic wavelength dips and better recognizability, especially for the
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sensor with a diameter of 3.0 µm. According to [43], the interval between the two adjacent
characteristic wavelength dips was 70 nm, which was larger than the shift of wavelength
dips induced by the maximum concentration of AMCs (about 48 nm). Therefore, based
on our actual detection requirements, the concentration of AMCs in HPLs was less than
200 mg/m3; the dynamic range of the sensing system in the spectrum domain could fully
meet the detection requirements of maximum concentration.

3.5. The Feasibility of the Proposed Sensors

In order to validate the feasibility of the proposed sensors, the proposed sensor with
3.0 µm diameter was employed to qualitatively evaluate the gas discharge characteristic of
four different low volatilization greases in a coarse vacuum environment. In the experiment,
the measured grease samples were put into a vacuum chamber, connected to a dry vacuum
pump (Agilent TriScroll 300) with high pumping speed. Before the experiment, in order
to avoid the influence of the background environmental cleanliness, we carried out high-
spraying and ultrasonic cleaning of the chamber and its affiliated pipelines. First, we
utilized the vacuum pump to suction out the air; the negative pressure in the vacuum
chamber was maintained at ~20 Pa. The negative gauge pressure was measured using
a vacuum gauge (Televac CC-10) in the vacuum chamber. Then, via a switch air hole,
air was let into the vacuum chamber to achieve the fine-tuning of vacuum degree; the
spectra were recorded simultaneously. The duration time of the pumping process was
20 min. Transmission spectra comparison of grease samples 00#, 02#, 82# and 83# before
and after evaluation are shown in Figure 7. We found different wavelength dip shifts for
grease samples 00#, 02#, 82# and 83#, as well as a certain degree of spectra distortion due to
transmission fiber deformation in the vacuum environment.
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Figure 7. Transmission spectra evolution of grease sample 00#, 02#, 82# and 83# at coarse vacuum of
~20 Pa, and the diameter of the sensors used in the measurement process is 3.0 µm.

Figure 8 illustrates the wavelength dips shift of grease samples 00#, 02#, 82# and 83#
at a coarse vacuum of ~20 Pa. For grease sample 00#, the wavelength dip shift was about
4 nm, less than the dip shift of other grease samples. The wavelength dip shift of sample
82# was the largest, about 12 nm. The dips shift of samples 02# and 83# were 5.4 nm and
7.5 nm, respectively, between the dips shift of samples 00# and 82#. From the experimental
results, it can be clearly seen that grease sample 00#, with less volatilization, was more
suitable for the vacuum environment of HPLs, while grease sample 82# was the opposite.
Moreover, the results demonstrate the feasibility of the proposed sensors.
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An AMCs sensor based on the Sagnac microfiber structure for molecular contaminants
concentration on-line measurement is presented. The device is fabricated by the microheater
brushing technique and dip coating. For the DBP measurement as a model AMCs, the
average sensitivity of the sensors was 0.11 nm/(mg/m3). Gas discharge characteristic
qualitative evaluation of several greases in the vacuum environment was done to verify
the technical feasibility of the AMCs sensors. The sensing performance of the proposed
sensor can be further improved through the parameter optimization of the structure. The
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