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Preface to ”Applications of Crystal Plasticity in

Forming Technologies”

Materials science advancements have led to the development of complex materials for targeted

applications and have pushed manufacturing boundaries. However, because the microstructural

characteristics are responsible for its bulk deformation behavior and life after failure, it is critical

to acquire the appropriate material properties required for safe performance during service life when

engineering the microstructural attributes. Recently, the development of microstructurally informed

detailed models to investigate the global and local deformation behavior of single- and multi-phase

materials has been facilitated by crystal plasticity-based numerical simulation models. They have

helped to study the effect of the microstructural features on deformation and damage behavior

under multiaxial loading conditions. Furthermore, these models can be used with machine learning

techniques to optimize microstructural features for materials application or in a process route.

In this Special Issue, we have gathered work on simulations of polycrystalline metals and alloys

at various length scales to model multiscale localization phenomena such as slip bands, cracks,

and twins. This collection of articles discusses cutting-edge methods that integrate simulation and

experiments to capture the creation of materials and use materials informatics to analyze sizable

datasets and direct the development of continuum or microstructural theories.

Ulrich Prahl, Sergey Guk, and Faisal Qayyum
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Applications of Crystal Plasticity in Forming Technologies

Faisal Qayyum *, Sergey Guk * and Ulrich Prahl *

Institut für Metallformung, Techniche Universität Bergakademie Freiberg, Bernhard-von-Cotta-Str. 4,
09599 Freiberg, Germany
* Correspondence: faisal.qayyum@imf.tu-freiberg.de (F.Q.); sergey.guk@imf.tu-freiberg.de (S.G.);

ulrich.prahl@imf.tu-freiberg.de (U.P.); Tel.: +49-3731-393698 (F.Q.); Fax: +49-3731-393656 (F.Q.)

The Special Issue on ‘Crystal Plasticity in Forming Technologies’ is a collection of
11 original articles dedicated to theoretical and experimental research that provides new
insights and practical findings in topics related to crystal plasticity.

Advancements in materials science have led to the development of complex materials
for targeted applications and have pushed manufacturing boundaries. As the microstruc-
tural attributes of any material are responsible for the bulk deformation behavior and life
after failure, it is important to engineer them to obtain the desired material properties
necessary for their safe functionality during their service life. Furthermore, the formability
limits of such materials play a huge role in dictating bulk deformation process limits during
manufacturing and hence can significantly affect the cost of production. In the recent past,
crystal plasticity-based numerical simulation models have paved the way for developing
microstructurally informed detailed models to analyze the global and local deformation
behavior of a wide variety of single- and multi-phase metallic and non-metallic materials.
Such models can be used to study the effect of microstructural artifacts on the deformation
and damage behavior of materials under multiaxial loading conditions. In conjunction with
advanced computer algorithms, these models can be applied to optimize microstructural
attributes for the desired material application or a process route.

With the advent of electromobility and the requirement for lightweight structures,
magnesium alloys are becoming an attractive choice for industries. However, the manu-
facturing process and loading conditions can drastically affect the deformation behavior
of these alloys during service. Crystal-plasticity-based phenomenological or physical
numerical simulation models can help in this case. Yaghoobi et al. [1] reviewed recent
advances in the crystal plasticity modeling of magnesium and its alloys. They highlighted
the benefits and limitations of different models that capture detwinning in such simulations
and the advances of several experimental techniques that complement the development
and validation of such detailed models. Continuing with experimental techniques, Sun
et al. [2] investigated the effect of grain-boundary misorientation on slip transfer in Mg–Gd–
Y magnesium alloy. They proposed that the ductility of such materials can be significantly
improved by the initial yielding of the components to increase the local misorientation
index in medium strain regimes. In high-strain regimes of the same material class, Liu
et al. [3] investigated the local strain heterogeneity using electron backscattered diffraction
(EBSD) measurement and digital image correlation (DIC) analysis of miniature tensile test
samples. They showed that damage initiation occurs at triple points of the grains with
highly contrasting Schmidt factors. Such experimental trials on the mesoscale are necessary
to identify simulation model parameters and validate the results.

Multiphase steels are extensively used because of their high strength and improved
stability at higher temperatures. Qayyum et al. [4] worked on analyzing the influence
of non-metallic inclusions on the local deformation and damage behavior of Modified
16MnCrS5 Steel. They carried out full-phase crystal plasticity simulations on plain strain
2D periodic RVEs constructed using EBSD data from differently processed samples. These
simulations investigated the effect of different processing routes on the local microstructure

Crystals 2022, 12, 1466. https://doi.org/10.3390/cryst12101466 https://www.mdpi.com/journal/crystals1
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and the distribution of inclusions, resulting in local heterogeneity during deformation.
Qayyum et al. [4] argued that the local results might be affected by the assumption of 2D
RVEs. To fill this gap, Tseng et al. [5] worked on understanding the difference in the local
difference between simulations of crystal plasticity of 2D and 3D RVE. They then provided
a methodology to transform local stress and strain distributions from 2D to 3D observations
in full-phase crystal plasticity simulations of dual-phase steels.

A comparison of structural, microstructural, elastic, and microplastic properties of
all-aluminum alloy conductor (A50) and aluminum conductor steel-reinforced (AC50)
cables after various operation periods in power transmission lines was presented in [6].
They used outer clippings of actual transmission wires that were in operation for 0–20
years in the Volgograd region of Russia. Appropriate samples were manufactured and
analyzed for microstructural, crystallographic, or density changes. They found that the
AC50-reinforced wires performed slightly better than the A50 wires in microstructural
integrity over the years. Furthermore, they pointed out that recrystallization in the wire
strains exposed to long aging times under external load is a very important consideration
for structures with long expected service lives. Continuing with this estimation, Trusov
et al. [7] tried to describe dynamic recrystallization by employing an advanced statistical
multilevel model. In this article, they propose an original method of statistical modeling
to form and reconstruct the grain structure by applying the Laguerre polyhedral. The
proposed model has high computational efficiency and can describe the peculiarities of
physical mechanisms, where the decisive factor is the interaction between contacting grains.

Zhang et al. [8] developed a multiscale model that connects discrete dislocation dy-
namics to the finite element method to study the plastic behavior of materials on small
scales. This is a user-subroutine-based model with a complicated boundary problem for
discrete dislocation dynamics (DDD) simulation. The model was solved using the finite
element method (FEM). The plastic strain was calculated in discrete dislocation dynam-
ics (DDD) and transferred to the FEM to participate in the constitutive law computation.
Uniaxial compression tests on single-crystal micropillars were carried out to validate the
generated model. The yield stress was shown to depend on sample size and underlying
deformation mechanisms.

In addition to the works mentioned above, some cross-discipline work has been
published in this Special Issue related to scale bridging simulations for other cases and
materials. These articles provide a comprehensive understanding of how crystal-plasticity-
based models can be used in other branches of materials science to improve understanding
of material deformation and damage behavior.

Solder joints in electronic systems comprise only a few crystals and have significantly
anisotropic thermo-mechanical behavior. Therefore, it is important to understand their
reliability under varying loading conditions to ensure the robust functionality of the
electronic systems that now power our lives. The reliability of SAC305 Individual Solder
Joints during stress–fatigue conditions at room temperature was investigated by Abueed
et al. [9]. They used a specially designed fixture with an Instron 5948 micromechanical
tester and analyzed the stress–strain loops from different loading conditions to distinguish
damage from fatigue from damage from creep. Their findings show that using higher stress
levels or longer dwell times greatly reduces fatigue while significantly improving plastic
work and strain.

Skakunova and Rychkov [10], in their article, used Raman spectroscopy and optical
microscopy to analyze L-leucinium hydrogen maleate (LLHM). This first molecular crystal
retains its unusual plasticity at freezing temperatures. LLHM was cooled to 11 K without
undergoing a phase transition, while high-pressure impact caused noticeable changes in
crystal structure between 0.0 and 1.35 GPa. Surprisingly, the pressure transmission medium
(PTM) significantly impacted how the LLHM system behaved under difficult circumstances.
High pressures have been associated with LLHM phase transitions into an amorphous
form or solid–solid phase transitions that cause crystal fracture. The researchers showed
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that the low-temperature stability of LLHM raises the intriguing hypothesis that LLHM
maintains flexibility below 77 K.

Lastly, Jiandong and Lianhe [11] investigated the Griffith crack problem and the
relationship between a screw dislocation and semi-infinite fracture in cubic quasicrystal
piezoelectric materials using a complex variable function approach. They provided an
in-depth discussion regarding the linear force and coupling elastic coefficient that affect
the stress intensity factor of phonon and phason fields. They pointed out that numerical
examples that the linear force and the coupling elastic constant significantly influence the
stress intensity factor.

We hope this collection of papers will meet the expectations of readers looking for new
advances in applications of crystal plasticity in forming technologies and bring inspiration
for further research work.
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Abstract: Slip and extension twinning are the dominant deformation mechanisms in Magnesium
(Mg) and its alloys. Crystal plasticity is a powerful tool to study these deformation mechanisms.
Different schemes have incorporated crystal plasticity models to capture different properties, which
vary from the simple homogenization Taylor model to the full-scale crystal plasticity finite element
model. In the current study, a review of works available in the literature that addresses different
properties of Mg and its alloys using crystal plasticity modes is presented. In addition to slip and
twinning, detwinning is another deformation mechanism that is activated in Mg and its alloys. The
different models that capture detwinning will also be addressed here. Finally, the recent experimental
frameworks, such as in-situ neutron diffraction, 3D high energy synchrotron X-ray techniques, and
digital image correlation under scanning electron microscopy (SEM-DIC), which are incorporated
along crystal plasticity models to investigate the properties of Mg and its alloys, are addressed. Future
research directions towards improving the deformation response of Mg and its alloys are identified,
which can lead to increased deployment of the lightest structural metal in engineering applications.

Keywords: crystal plasticity; twinning; detwinning; dislocation; X-ray diffraction; SEM-DIC; Magnesium

1. Introduction

Mg alloys can significantly impact many industrial applications such as automobile,
aerospace, and transportation, not to mention the energy sector, by effectively reducing
the weight of the designed system. This can lead to a significant improvement in fuel
economy and reducing emissions [1]. However, the current understanding of commercial
Mg alloys and their physical metallurgy is less developed compared to other established
structural metals and alloys. To overcome many of the challenges in using Mg alloys in
these applications, different aspects of these alloys, including strength, formability, and
fatigue resistance, should be enhanced. To fulfil any of these objectives, the underlying
deformation mechanisms of Mg alloys should be thoroughly understood.

Two important deformation mechanisms of Mg alloys are plastic slip and exten-
sion twinning. Mg alloys have Hexagonal Closest Packed (HCP) crystal structure. In the
case of slip, different modes can be activated, including basal 〈a〉({0001}〈1120

〉)
, prismatic

〈a〉({1010
}〈

1120
〉)

, pyramidal 〈a〉({1011
}〈

1120
〉)

, and pyramidal 〈c + a〉({1122
}〈

1123
〉)

.
In the case of unalloyed Mg polycrystals, the basal mode 〈a〉 has a very low critical resolved
shear stress (CRSS) and becomes the dominant plasticity deformation mechanism in most
of the loading conditions. In the case of Mg alloys, although the basal mode CRSS increases,
it still becomes the lowest among the slip modes. Although the basal mode CRSS is very
low, its corresponding resolved shear stress disappears during the tensile deformation
along the c-axis. The extension twinning

{
1012

}〈
1011

〉
becomes an important deformation

mechanism of Mg alloys in this loading condition [2–9]. Similarly, the extension twinning
is the controlling deformation mechanism during the compression loading parallel to the

Crystals 2021, 11, 435. https://doi.org/10.3390/cryst11040435 https://www.mdpi.com/journal/crystals5
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basal plane. The highly asymmetric response of Mg alloys for some special orientations
can be attributed to the activation of extension twinning, which has a complex morphology
and micromechanics [3,10–16]. Although consideration of slip and twinning mechanisms
is enough to describe the response of Mg alloys in most of the loading types, which are
monotonic, this is not the case for the loading types, which involve unloading, such as
cyclic loading. These loadings are especially important in many applications, such as
fatigue. In the case of cyclic loading parallel to the basal plane, twinning occurs during
compression loading, which results in the 86.3◦ reorientation of the basal pole. During
subsequent reversed cyclic loading, i.e., tensile loading parallel to the basal plane, the size
of the twinned regions shrinks, and in some cases, the twin fully disappears, a phenomenon
that is commonly known as detwinning [7,17–22]. This twinning and detwinning occur
alternately during the cyclic loading of Mg alloys.

In-situ experiments have a key role in unraveling the underlying deformation mecha-
nisms of Mg alloys. Three in-situ experimental schemes, that were used to investigate the
Mg alloy response were Digital Image Correlation (DIC), Synchrotron X-ray techniques,
and neutron diffraction. In-situ DIC is another experimental technique that is used to
address the deformation mechanisms of Mg alloys. Different aspects of Mg alloys have
been studied by in-situ DIC, including the effect of twin nucleation on strain field [23],
twin morphology [24], and the effect of aging on the accumulation of microscale plastic-
ity [25]. Two common in-situ Synchrotron X-ray techniques of three-dimensional X-ray
diffraction (3DXRD) and high-energy diffraction microscopy (HEDM) were incorporated
in the investigation of Mg alloy behavior. Aydıner et al. [26] investigated the response of
the AZ31 Mg alloy using the 3DXRD technique and analyzed the evolution of stress during
deformation. It was observed that the stress state inside the twinned region was different
from the untwinned grain. Other studies of Mg alloys have incorporated the in-situ 3DXRD
and HEDM to analyze the micromechanics of twinning [27], the effect of age hardening
on the deformation behavior [28], evaluate the CRSS for deformation modes [29,30], twin
growth [31], and detwinning [7,22,32]. Using in-situ neutron diffraction, it was shown that
the twinning in extruded Mg-7.7 at.% Al alloy was manifested as the change in the intensity
of diffraction peaks during loading [33]. The in-situ neutron diffraction experiment on the
Mg alloy showed that the stress relaxation occurred in the twinned region compared to
the untwinned region of grain [34]. In-situ neutron experiments were also used to address
the deformation detwinning in Mg alloys [35–39]. Although these in-situ experiments
can provide invaluable information regarding the underlying deformation mechanisms
of Mg alloys, they are very expensive, time-consuming, and complex. Potential simu-
lation frameworks benefit the research community to complement these experimental
observations.

Namakian and Voyiadjis [40] incorporated atomistic simulations and proposed a
new mechanism for

{
1012

}〈
1011

〉
twinning in which it was postulated that partial stack-

ing faults (PSFs) play a key role in the formation of
{

1012
}

twins. A detailed crystallo-
graphic study was conducted for different HCP metals. Accordingly, PSFs were created by
13
〈
1010

〉
displacement vectors on every other basal plane and created a faulting plane

on
{

1012
}

plane. Figure 1 shows the geometrical properties associated with the trans-
formation of the untwinned parent into the twinned child unit cell. The model defines
the properties of HCP crystals in a way that atoms can undergo spontaneous cooperative
movements within these crystals. Accordingly, considerable stress relaxation occurs due to
twin formation. This can be described using a deformation gradient, which shows that the
macroscopic effect of the current mechanism is a simple shear process. Namakian et al. [41]
incorporated atomistic simulations to model both deformation mechanisms of slip and
twinning in single crystal Mg along with the interrelationships on the loose π_1L and dense
π_1D first-order crystallographic planes. The generalized stacking fault energy (GSFE)
analysis was used to investigate the slip mechanisms to study the 〈c + a〉 dislocation’s core
structure, dissociation mechanism, and mobility. Namakian et al. [41] stated that the screw
component of a dissociated pyramidal-I 〈a〉 dislocation had a key role in compression twin-
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ning (CTW) nucleation. They also showed that CTW can grow by activating pyramidal-I
〈a〉 slip on the preexisting twin boundaries. Figure 2 shows the minimum energy path
(MEP) of four deformation mechanisms associated with π_1 plane, including homogeneous
CTW nucleation, heterogeneous nucleation mechanism of pyramidal-I 〈c + a〉 slip, i.e.,
1/3
[
1123

](
1011

)
slip to CTW

[
1012

](
1011

)
(or zonal twinning mechanism), heterogeneous

nucleation mechanism of pyramidal- I 〈a〉 slip 1/3
[
1210

](
1011

)
to CTW

[
1012

](
1011

)
π1_D,

and pyramidal-I 〈c + a〉 slip 1/3
[
1123

](
1011

)
using Liu et al. [42] embedded-atom method

(EAM) and Wu et al. [43] modified embedded-atom method (MEAM) interatomic poten-
tials. Namakian et al. [41] showed the importance of the interrelationships of non-basal
slips and CTW on π_1 plane. They concluded that these interrelationships should be incor-
porated in simulation frameworks with larger length scales, including crystal plasticity, to
accurately capture the mechanical response of Mg.

Figure 1. The schematics of the transformation of the untwinned parent unit cell (blue segments and
red and blue atoms) into the twinned children unit cell (cyan segments and magenta and cyan atoms
for the first two layers close to the twin boundary) during

(
1012

)[
1011

]
twinning (After Namakian

and Voyiadjis [40]).

The deformation mechanisms and response of metallic systems and alloys have been
studied using frameworks at different length scales spanning from density functional
theory (DFT) [44,45], atomistic simulations [11,40,41,46–56], discrete dislocation dynam-
ics [57,58], and continuum mechanics [59]. However, all these schemes except continuum
mechanics suffer from length and time scale gaps to model a real-size sample or experiment.
Crystal plasticity (CP) is a very powerful continuum mechanics framework to model the
response of Mg alloys with both slip and twinning deformations. Various CP models have
been developed to simulate slip and deformation in HCP polycrystals [60–69]. A combi-
nation of CP and finite elements, which is commonly known as CP finite element (CPFE),
benefits the advantages of both frameworks. Two main categories of CPFE frameworks
were developed to capture both slip and twinning deformations, which were developed
by Staroselsky and Anand [63] using rate-independent formulation and Kalidindi [62]
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using rate-dependent formulation. In the case of Mg and its alloys, the rate-independent
framework developed by Staroselsky and Anand [63] was used to model the slip along with
twinning [66,68,69]. Kalidindi [62] introduced a modified plastic velocity gradient tensor
by incorporating twinning. Various researchers have included twinning into their CPFE
framework following the formulations introduced by Kalidindi [62], such as Abdolvand
and his coworkers [65,70–72] and Zhang and Joshi [67]. Qiao et al. [73] included the stress
relaxation due to twinning into the CPFE formulation, a CPFE framework that can capture
the stress relaxation effect for twinning. Hama et al. [74] incorporated twinning into the
CPFE framework to model the anisotropy of Mg alloy sheets subjected to a two-step load-
ing. Prasad et al. [75] simulated the ductile fracture in pure Mg by adding the twinning to
plane strain CPFE.

Figure 2. Minimum energy paths of four deformation mechanisms associated with π_1 plane, i.e.,
homogeneous CTW nucleation, heterogeneous nucleation mechanism of pyramidal-I 〈c + a〉 slip, i.e.,
1/3
[
1123

](
1011

)
slip to CTW

[
1012

](
1011

)
, heterogeneous nucleation mechanism of pyramidal-I

〈a〉 slip 1/3
[
1210

](
1011

)
to CTW

[
1012

]
_(π1_D), and pyramidal-I 〈c + a〉 slip 1/3

[
1123

](
1011

)
(a) Liu et al. [42] EAM potential (b)Wu et al. [43] MEAM potential (After Namakian et al. [41]).

The CP models were used in combination with other schemes to model twinning.
One of these candidates was a viscoplastic self-consistent (VPSC), which was first used
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by Lebensohn and Tomé [76] to model the twinning that occurred in zirconium alloys.
Agnew et al. [77] used the VPSC to model the slip and twinning in Mg alloys. Beyerlein
and Tomé [12] simulated the twinning in pure zirconium using VPSC by introducing
a probabilistic model for the twin nucleation. Kumar et al. [78] used a full-field elasto-
viscoplastic model based on fast Fourier transformation (FFT), which included twinning to
model the response of Mg. Lévesque et al. [79] introduced twinning into a Taylor-type CP
model to simulate the response of AM30 and AZ31B Mg alloys. The multiscale framework
of VPSC-FE was incorporated to simulate the slip and twinning deformations [80–82].
Accordingly, the response of each FE material point was defined using an RVE, which was
modeled by VPSC. A similar multiscale scheme has been used by Ardeljan et al. [83] and
Feather et al. [84] to simulate the response of Mg alloys in which an RVE modeled by a
Taylor-type CP defines the constitutive model of an FE material point. A CP model has
also been coupled with a phase field method to better describe the twin morphology in
HCP metals [85,86].

Most of the studies have focused on the response of the Mg alloys during monotonic
loading, which only requires the deformation slip and twinning. In the case of more
complex strain paths such as cyclic loading, however, detwinning should also be defined
in the CP model. A meso-scale composite grain (CG) model was the first detwinning
model, which was included in the VPSC framework [87,88]. An empirical model defines
the twin nucleation and propagation in the CG model. Guillemer et al. [89] used a simple
phenomenological detwinning model along a self-consistent model to capture the cyclic be-
havior of extruded Mg. The first physically-based model, which includes both mechanisms,
was the Twinning-Detwinning (TDT) model developed by Wang and his coworkers [90–92],
which was used along the EVPSC framework. Qiao et al. [93] modeled the cyclic response
of the ZK60A Mg alloy using the TDT/EVPSC scheme. The twinning and detwinning can
be effectively handled by EVPSC framework by introducing new grains as twin nucleation
and removing that twinned grain for complete detwinning, while the change in the volume
of the twinned grain manifests the twin growth or shrinkage. However, in the case of
studying the local variable information in a polycrystal, one cannot use the EVPSC model.
One way to obtain the local information is using the CPFE framework to capture twinning
and detwinning mechanisms. However, most of the CPFE models introduced to capture
the twinning and detwinning mechanisms are phenomenological and neglect some of the
main elements of the deformation twinning and detwinning. The biggest challenge in
CPFE is that the introduction of twin nucleation, growth, shrinkage, and detwinning is not
as straightforward as EVPSC. In the case of Mg and its alloys, the CPFE method has been
used recently to model the cyclic behavior, including twinning and detwinning [22,94–97].
A material point is treated in these models as two states of twinned or not twinned, and
the reorientation criteria are commonly based on the most active twinning system, which is
called the predominant twinning reorientation (PTR) scheme [61]. Before the reorientation,
the stress inside the twinned region does not contribute to the stress state of the material
point, while after reorientation, the stress state inside the parent grain is neglected. How-
ever, the stress state of the twinned region and untwinned region are not similar, which
was shown using in-situ experiments [26,34]. Yaghoobi et al. [9] introduced a multiscale
CPFE framework in which the deformation twinning and detwinning were captured using
a physically-based TDT model proposed by Wang and his coworkers [90–92]. They used
a Taylor-type homogenization scheme to model both twinned and untwinned regions,
coexisting at a material point.

Traditional crystal plasticity models were developed largely without a connection
to grain size and shape effects. In Magnesium alloys, it has been observed that the grain
size strengthening follows the Hall–Petch effect [98]. The incorporation of grain size effect
into constitutive models for single slip began in 1962 with Armstrong et al. [99], who
modified the Hall–Petch equation to correspond to the flow stress on a slip system (the
“micro-Hall–Petch relation”). The interrelationship between grain size and texture was
not considered until 1983, when Weng [100] employed the mean grain size in the equation
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for slip system resistance through the micro-Hall–Petch relation. Sun and Sundararagha-
van [101] presented a crystal plasticity model for grain size and shape effects where the
slip length of each slip system at a material point was considered in a micro-Hall–Petch
strengthening term for each slip system. Recent HREBSD experiments [102] in Mg-4Al
alloy have revealed the interaction of slip systems and grain boundaries is dependent on
not only the slip length but also strongly on the angle between the incoming and emerging
slip planes at a grain boundary. In the future, there is a need to better incorporate such
insights in crystal plasticity.

In the current work, a review of works available in the literature, which addresses
different properties of Mg and its alloys using crystal plasticity models, is presented. In
addition to slip and twinning, detwinning is another deformation mechanism, which
is activated in Mg and its alloys. The different models that capture detwinning will
also be addressed here. Finally, the recent experimental frameworks, such as in-situ
neutron diffraction, 3D high energy synchrotron X-ray techniques, and digital image
correlation under scanning electron microscopy (SEM-DIC), are incorporated along crystal
plasticity models to investigate the properties of Mg and its alloys are addressed. Future
research directions towards improving the deformation response of Mg and its alloys
are identified, which can lead to increased deployment of the lightest structural metal in
engineering applications.

2. Crystal Plasticity Models

2.1. Overview

The CP theory is developed according to the assumption that the plasticity in metals
and alloys occurs as a result of slip-on prescribed slip systems. The finite deformation
continuum mechanics is usually incorporated to describe the formulation. The deformation
gradient tensor F is decomposed as below:

F = FeFp (1)

where Fe and Fp are the elastic and plastic deformation gradients, respectively. Figure 3
shows the deformation described in Equation (1). Elastic distortion of the crystal lattice
and plastic slip are two deformation mechanisms, which sustain the applied deformation
in this formulation. Accordingly, the macroscopic velocity gradient L can be decomposed
as below:

L = Le + Lp (2)

where Le and Lp are the elastic and plastic velocity gradients, respectively. The novel
relation of CP is to link the macroscopic velocity gradient Lp to micro deformation

.
γ
α

as below:

Lp =
Ns

∑
α=1

.
γ

α
Sα (3)

where
.
γ

α is the shearing rate on slip system α, Ns is the number of slip systems, and Sα is
the Schmid tensor for the slip system α, which can be defined as follows:

Sα = mα
⊗

nα (4)

where unit vectors mα and nα denote the slip direction and slip plane normal, respectively,
in the deformed configuration.
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Figure 3. Different configurations of the body in finite strain framework (After Yaghoobi et al. [103]).

The resolved shear stress on the slip system α can be obtained as follows:

τα = σ · Sα (5)

where σ is the Cauchy stress tensor and · operator denotes the standard inner product of
tensors. The shearing rate on the αth slip system γα can be calculated depending on if the
CP formulation is rate-independent or rate-dependent. In the case of a rate-independent
model, the yield surface is defined for each system, i.e., f α, as follows:

f α = |τα| − sα (6)

where sα is the slip resistance for slip system α. The values of
.
γ

α is then obtained using
the yield surface and considering the hardening model, which describes the evolution of
slip resistance.

In the case of rate-dependent formulation, the evolution of shearing rate on the αth

slip system γα can be defined as follows:

.
γ

α
=

.
γ0

∣∣∣∣τα

sα

∣∣∣∣
1/m

sign[τα] (7)

where
.
γ0 and m are the material parameters denoting the reference shearing rate and rate

sensitivity of the material. One should note that the kinematic hardening is neglected in
both Equations (6) and (7).

2.2. Twinning

In the case of Mg and its alloys, extension twinning
{

1012
}〈

1011
〉

is very important,
along with the plastic slip (Figure 4). The simplest modification to include twinning into the
CP formulation is to consider twinning as pseudo-slip systems (See, e.g., Staroselsky and
Anand [64]), and their contribution to the plastic velocity gradient tensor can be described
as follows:

Lp =
Ns+Nt

∑
α=1

.
γ

α
Sα (8)
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where Nt is the number of twinning systems. Figure 5 shows the kinetics of slip and
twinning defined in Equation (8). The relation between the plastic slip of twinning systems
and their corresponding twin volume fraction can be described as follows:

.
f

β
=

.
γ

β

S
(9)

where
.
f

β
is the rate of change in twin volume fraction of twin pseudo-slip system β and S

is the characteristic twin shear strain, which defines the amount of shear associated with
twinning. The value of S depends on the c/a ratio, which can be defined as follows [104]:

S =

√
3

c/a
− c/a√

3
(10)

where a and c are depicted in Figure 4. In the case of Mg and its alloys, the S = 0.129.

Figure 4. (a) The crystallography of the extension twinning
{

1012
}〈1011〉 in Mg and its alloys.

(b) Description of deformation systems in the orthonormal system
{

ec
i
∣∣i = 1, 2, 3

}
(After Staroselsky

and Anand [64]).

Figure 5. The deformation modes kinematics in finite strain framework (After Yaghoobi et al. [103]).

12



Crystals 2021, 11, 435

Although the twin pseudo-slip system’s contribution to plastic velocity gradient tensor
is similar to that of the slip systems, they are not precisely treated similarly due to the polar
nature of twinning. In other words, only the tensile component of stress along the c-axis
can trigger the extension twinning. This is reflected in the CP formulation for the twinning
pseudo-slip systems as follows:

{
i f σ : Sβ ≤ 0 → τβ = 0

i f σ : Sβ > 0 → τβ = σ : Sβ (11)

Kalidindi [62] further enhanced the effect of twinning on crystal plasticity formulation.
The work considers the contribution of stress in both untwinned and twinned region
as follows:

σ =

(
1 −

Nt

∑
β=1

f β

)
σmt +

Nt

∑
β=1

f βσtw,β (12)

where f β is the reoriented volume fraction of grain according to the twin system β. Ka-
lidindi [62] then presented the modified macroscopic plastic velocity gradient tensor Lp,
which includes the contribution of multiple twinned systems as below:

Lp =

(
1 −

Nt

∑
β=1

f β

)
Ns

∑
α=1

.
γ

α
Sα

sl +
Nt

∑
α=1

S
.
f

β
S

β
tw +

Nt

∑
β=1

f β

(
Ns−tw

∑
α=1

.
γ

α
Sα

sl−tw

)
(13)

where Sα
sl, S

β
tw, and Sα

sl−tw denote the Schmid tensors for the slip systems in parent grain,
twin systems in parent grain, and slip systems in twinned children, respectively. Ns−tw
denotes the number of slip systems in the twinned region. Equation (10) describes three
mechanisms contributing to the plastic velocity gradient Lp. The first term defines the
contribution of slip inside the parent grain, the second term defines the contribution of
twin systems in parent grain, and the third term is the summation of the contributions of
slip systems in all twinned children.

In the twinning models, there is a key part that should be defined as the reorientation.
Figure 6 shows the crystallography of the deformation twinning, which includes the
untwinned region (parent grain) and twinned region (child). While Equation (9) defines
the amount of twin volume required for a certain amount of shear strain, it does not define
the reorientation in the model. Different criteria have been introduced for the reorientation.
Van Houtte [60] was the first researcher to propose a method for reorientation. In this
method, reorientation of the grain is decided depending on the volume fractions calculated
at every incremental step along with using a random criterion. Tomé et al. [61] modified
the model presented by Van Houtte [60] using the predominant twin reorientation scheme
(PTR) in which the grain is reoriented according to its predominant twin variant as the
integration of twin volume throughout the time satisfy specific criteria.

Figure 6. The crystallographic description of extension twinning (After Yaghoobi et al. [103]).
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2.3. Stress Relaxation

The in-situ neutron diffraction experiment on the Mg alloy showed that the stress
relaxation occurs in the twinned region compared to the untwinned region of grain [34].
Different crystal plasticity models were incorporated to capture the stress relaxation dur-
ing twinning. The simplest model is to consider larger CRSSs for twin nucleation than
growth [12,93]. Wu et al. [105] presented a comprehensive physically-based twin model
implemented in the EVPSC framework. They presented this twin model, which was
called ‘TNPG,’ to capture twin nucleation, propagation, and growth for magnesium alloys
(Figure 7). In Figure 7a, the twinning process initiates with twin nucleation. It is assumed
that the grain boundary is the preferred nucleation site. As the twin propagates according
to Figure 7b, stress relaxation occurs. Different notation is used throughout the current
review for twinning resistance as sα compared to the one used by Wu et al. [105], which
used τ̂α (Figure 7). The twinning resistance sα decreases during the propagation phase
until it reaches its minimum value of sα

g when the twin volume is f α = f α
g . Afterward, the

twinning resistance increases due to the hardening occurring in the twin thickening process.
Wu et al. [105] captured the stress relaxation by modifying the twin systems resistances sα

as follows:

sα =

⎧⎪⎨
⎪⎩

sα
0 −

sα
0−sα

g
f α
g

f α
(

if f α ≤ f α
g

)
sα

g +
(
sα

1 + hα
1Γα
)(

1 − exp
(
− hα

0
sα

1
Γα
)) (

if f α > f α
g

) (14)

where Γα is the accumulated shear of αth twinning system, which is calculated after its
corresponding twin volume f α surpass f α

g (see Figure 7). They used this model to capture
the stress-strain response of AZ31B Mg alloy obtained by Lou et al. [106]. They also
compared the predicted twin volume versus the experimental results. Figure 8 shows
that the model developed by Wu et al. [105] can successfully capture both the stress-strain
and twin volume during uniaxial compression and tension. Qiao et al. [73] reviewed the
available scheme to model stress relaxation in the CPFE framework. They used the model
developed by Wu et al. [105] for EVPSC and incorporated it in the CPFE model to capture
the stress relaxation in Mg single crystal during twinning.

Figure 7. Extension twinning in Mg and its alloys. (a) The schematics of extension twin nucleation,
propagation, and growth, (b) variation of slip resistance for extension twinning system α at different
stages of deformation twinning (After Wu et al. [105]).
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Figure 8. Comparison of the experimental and simulated response of the AZ31B Mg alloy during uni-
axial loadings along the rolling direction. (a) Stress-strain curves of uniaxial tension and compression,
(b) twin volume fraction of uniaxial compression (After Wu et al. [105]).

2.4. Detwinning

In the case of more complex strain paths, the detwinning mechanism should also be
included in addition to twinning and slip modes. Various models address the detwinning
along twinning and slip modes using crystal plasticity [22,87–89,94–97]. Here, a physically-
based Twinning-Detwinning (TDT) model is elaborated, which was developed by Wang
and his coworkers [90–92] for the EVPSC framework and extended later on for the CPFE
framework [9]. In this model, the twinning and detwinning mechanisms can be divided
into 4 major operations as follows (Figure 9):

• Operations A: Twin nucleation and growth due to parent grain reduction.
• Operations B: Twin growth due to the twinned child propagation.
• Operations C: Twin shrinkage due to the parent propagation.
• Operations D: Detwinning in the twinned child.

Figure 9. Deformation twinning and detwinning operations: (a) Initial twin-free parent grain (b) Operation A: As soon as
the twin volume reaches a threshold of f0, twin nucleation occurs. This nucleated twin can grow according to the reduction
in the volume of parent grain. (c) Operation B: The growth of the twin region can occur according to the child propagation.
(d) Operation C: As the parent region grows, the twin volume reduces. (e) Operation D: Detwinning inside the twinned child
leads to the twin volume reduction (After Yaghoobi et al. [9]).

The polarity of simple twinning model should be modified for these operations. In
the parent grain, the crystallographic systems include Ns slip systems, Nt twin systems
for Operation A, and Nt twin systems for Operation C. In the case of the twin child, the
crystallographic systems include Ns−tw slip systems, one twin system for Operation D, and
one twin system for Operation B. Operation A can get activated in parent grain for when
the resolved shear in the twin system k is larger than the corresponding slip resistance, i.e.,
τNs+k > sNs+k. Operation B is activated in the twin child, which is nucleated by the activa-
tion of βth twin variant, when τ

Ns −tw+2
β < 0 and |τNs−tw+2

β | >sNs−tw+2
β . Operation C initiates

in the parent grain for the kth twin variant when τNs+Nt +k< 0 and
∣∣∣τNs+Nt+k

∣∣∣ >sNs+Nt+k.

15



Crystals 2021, 11, 435

Operation D initiates inside the twin child, which is nucleated by the activation of βth twin
variant, when τ

Ns−tw+1
β > sNs−tw+1

β .
In the TDT/EVPSC model developed by Wang and his coworkers [90–92], the twinned

child is manifested as a new grain, and the Operations A-D is reflected by the change in
the volume of the parent and twin grains. Wang et al. [90] used the developed TDT model
to capture the cyclic response of AZ31B Mg alloy for complex loading paths. They com-
pared the model prediction versus the experimental data provided by Lou et al. [106]
(Figure 10). They also showed the variation of twin volume and how the deformation twin-
ning and detwinning governs the twin volume and stress-strain curve shape. Furthermore,
they compared the prediction of TDT/EVPSC model versus the CG results reported by
Proust et al. [88] for the experimental results of AZ31B Mg alloy subjected to the case of
in-plane compression followed by through-thickness compression (Figure 11). Although
the CG model was able to capture some features of twinning-detwinning mechanisms, the
TDT/EVPSC model considerably enhances the accuracy of the simulation results.

Figure 10. Comparison of predicted cyclic response of AZ31B Mg alloy versus the experimental data subjected to different
loading paths of: (a) Uniaxial compression-tension-compression, (b) uniaxial tension-compression- tension. The twin
volume is predicted by simulation and demonstrated at different strains (After H. Wang et al. [90]).

Figure 11. Comparison of predicted stress versus the absolute value of the accumulated strain
in AZ31B Mg alloy versus the experimental data subjected to in-plane compression followed by
compression loading through the thickness along the RD. The twin volume is predicted by simulation
and demonstrated at different strains (After H. Wang et al. [90]).
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Unlike the EVPSC framework, the TDT operations are not trivial to apply to a material
point in the case of CPFE framework. Yaghoobi et al. [9] used a multiscale framework in
which the untwinned and twinned regions were considered within a sub-scale model at
a material point and the stresses homogenized using a Taylor-type scheme (Figure 12).
This allows multiple variants to coexist at a material point, which avoids the need for the
selection of predominant variants as in the PTR models. They implemented the model in
an open-source CPFE software PRISMS-Plasticity [103]. The twin volume evolution of a
material point for the βth twin variant is obtained as below:

.
f

β
=

[
1 −

Nt

∑
β=1

f β

]( .
γ

Ns+β − .
γ

Ns+Nt+β
)

S
− f β

(
.
γ

Ns−tw+1
β − .

γ
Ns−tw+2
β

)
S

(15)

where
.
γ

Ns+β and
.
γ

Ns+Nt+β are the shear rate inside the parent corresponds to operations

A and C, and
.
γ

N s−tw+1
β and

.
γ

Ns−tw+2
β are the shear rates within the child nucleated due to

the activation of the βth twin system.

Figure 12. A partially twinned material point in the CPFE framework (After Yaghoobi et al. [9]).

Yaghoobi et al. [9] calibrated the model using the uniaxial experimental data of
extruded ZK60A Mg alloy presented by Wu [107] (Figure 13). The predictions of the
modeled cyclic response of the ZK60A alloy along the extrusion direction were compared
with the experimental data by Wu et al. [17] and Wu [107]. Yaghoobi et al. [9] further
studied the cyclic response of ZK60A by comparing the predicted twin variation versus
the normalized intensity of the {0002} diffraction peak along the longitudinal direction
measured by Wu et al. [35] and Wu [107]. The result showed that not only can the multiscale
TDT CPFE framework successfully capture the cyclic stress-strain response of the ZK60A
(Figure 14), it can also capture the deformation twinning and detwinning during the cyclic
loading (Figure 15). Furthermore, Yaghoobi et al. [9] showed the evolution of predicted
basal (0001) pole figures at strains of ε = ±1.2% (Figure 16). It was shown that the
deformation twinning resulted in the reorientation of the basal pole, which intensifies in
the basal {0002} peak in the loading direction at max compressive strains of ε = −1.2%
(Figure 16b,d). On the other hand, the detwinning mechanism removed the increased basal
{0002} peak intensity at a max tensile strain of ε = 1.2% (Figure 16c,e).
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Figure 13. The comparison of the simulated stress-strain response responses of ZK60A Mg alloy
subjected to the uniaxial loading along the extrusion direction versus the experimental data of
Wu [107] (Yaghoobi et al. [9]).

Figure 14. Comparison of the predicted stress-strain curve versus the experimental results of
Wu et al. [17] and Wu [107] during the cyclic loading along the extrusion direction in ZK60A Mg
alloy (After Yaghoobi et al. [9]).

Figure 15. The variation of predicted twin volume versus the strain compared to the experimentally
measured change in the normalized intensity of the {0002} diffraction peak along the longitudinal
direction obtained by Wu et al. [35] and Wu [107] in ZK60A Mg alloy during the cyclic loading along
the extrusion direction (After Yaghoobi et al. [9]).
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Figure 16. The evolution of basal (0001) pole figures predicted by CPFE simulation at different
strains: (a) Initial texture, (b) first maximum compression (ε = −1.2%) in cycle 1, (c) first maximum
tension (ε = 1.2%) in cycle 1, (d) second maximum compression (ε = −1.2%) in cycle 2, (e) second
maximum tension (ε = 1.2%) in cycle 2 (After Yaghoobi et al. [9]).

3. In-situ Experiments

3.1. In-Situ DIC Experiments
3.1.1. Microscale Deformation Mechanisms

Githens et al. [25] used the in-situ DIC under scanning electron microscopy (SEM-
DIC) to study the deformation mechanisms of WE43-T5 Mg alloy with weak basal texture
subjected to uniaxial tension and compression along the rolling direction. The SEM-DIC
technique provided the full-field strain maps. They first investigated the response of the
WE43 alloy during uniaxial tension (Figure 17). They showed that the heterogeneous
pattern of strain does not vary after the yield point. They also studied the strain probability
distribution, which confirms that the strain map does not vary after yielding (ε = 2.91%
and 4.86%). However, this pattern is different from the one before yielding (ε = 1.23%).
They simulated the sample using CPFE simulation open-source software of PRISMS-
Plasticity [103] and compared the predicted strain map with the experimental observations,
which agrees well (Figure 18).

Figure 17. Using SEM-DIC technique to investigate the underlying deformation mechanisms in
WE43-T5 Mg alloy during tensile loading along the rolling direction: (a) The map of normalized
maximum principal strain maps at ε = 1.23%, (b) the map of normalized maximum principal strain
maps at ε = 4.86%, (c) the inverse pole figure map, (d) a probability distribution of the strain at
different applied tensile strains of ε = 1.23%, 2.91%, and 4.86% (After Githens et al. [25]).
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Figure 18. Identification of active deformation mode using SEM-DIC experiment and CPFE simula-
tion at a tensile strain of ε = 2.91% (a) SEM-DIC strain map, (b) slip traces for different deformation
mode along with the basal Schmid factor map, (c) CPFE simulation strain map, (d) the activity of
basal slip system obtained from CPFE simulation (After Githens et al. [25]).

They not only verified the CPFE framework using the SEM-DIC results, but they also
resolved and categorized the strain from individual slip traces for the first time in any
Mg alloy, as shown in Figure 18a. They used this information to categorize the active
slip/twinning modes with respect to their nominal Schmid factors in both SEM-DIC and
CPFE results (Figure 19). The results show that the basal modes sustain the most plastic
deformation during uniaxial tension. The non-basal slip modes are less active. The least
active is the extension twinning, which is because of the tested sample texture and loading
direction. Githens et al. [25] also studied the distribution of active slip/twin modes during
the compression loading (Figure 20). The activity of extension twinning is considerably
increased during compression compared to the tensile loading (Figure 19). In addition, the
non-basal slip modes contribution to the deformation is very limited during compression
(Figure 20).

Figure 19. Comparison of active deformation modes versus corresponding Schmid factor at a
uniaxial tensile strain of ε = 4.86% (a) SEM-DIC experimental data, (b) CPFE simulation results
(After Githens et al. [25]).
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Figure 20. Active deformation modes versus corresponding Schmid factor at uniaxial compression
strain of ε = −4.2% obtained using the SEM-DIC experiment (After Githens et al. [25]).

3.1.2. Effects of Heat Treatment

Ganesan et al. [8] incorporated the in-situ DIC along the SEM technique to investi-
gate the effect of heat treatment on the response of WE43 Mg alloy with the weak basal
texture. They started with the WE43-T5 sample and applied different heat treatment
conditions of the solution treated (ST) and aging times of 15 min, 2 h, 4 h, and 16 h (T6 con-
dition). They investigated the effect of heat treatment on the macro responses of WE43 Mg
(Figure 21). The results showed that the T5 condition had the highest yield stress, which
can be attributed to its finer grain size. Within the heat-treated samples, the T6 condition
had the maximum yield strength, which was due to the role of precipitates. Each of the sam-
ples was then subjected to the in-situ uniaxial tension loading along the rolling direction,
where the SEM-DIC technique was used to gather the deformation maps. Figure 22 shows
the normalized maximum principal strain maps at ε =3.23% in samples with different
aging times. They showed that the strain map of the sample with T6 condition had fewer
localized strains. In order to quantitatively investigate their observation, Ganesan et al. [8]
studied the strain probability distribution of the tested samples (Figure 23). They showed
that it is ∼ 3.84 more probable to find a localized strain of 4 × (Average applied strain) in
underaged samples compared to the T6 condition.

Figure 21. The stress-strain response of Mg alloy WE43 with different heat treatment conditions
during uniaxial tension along the rolling direction (After Ganesan et al. [8]).
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(a) Solution treated (b) 15 min aged

(c) 2 h aged (d) 4 h aged

(e) 16 h aged (T6 condition)

Figure 22. The effect of heat treatment condition on normalized maximum principal strain map
subjected to a uniaxial tension along the rolling direction at a strain of ε = −3.23% for different heat
treatment conditions of: (a) Solution treated, (b) 15 min aged, (c) 2 h aged, (d) 4 h aged, (e) 16 h aged
(T6 condition) (After Ganesan et al. [8]).
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Figure 23. The probability distribution of normalized maximum principal strain ε1/〈ε1〉 for WE43
Mg alloy subjected to different heat treatment conditions after solution treatment at the uniaxial
tensile strain of ε = −3.23% along the rolling direction (After Ganesan et al. [8]).

They further investigated the effect of heat treatment using the CPFE simulation.
They validated the CPFE framework and showed that the simulation can capture the
stress-strain response of samples with different heat treatment conditions (Figure 24). They
further validated the simulation by predicting the strain map of WE43-T6 at different
tensile strains (Figure 25). The results showed that not only can the CPFE capture the
macro responses, but it can also accurately model the local field maps. After validation
of the CPFE framework, Ganesan et al. [8] used the CPFE simulation to investigate the
deformation mechanisms involved in the response of T5 and T6 conditions. Accordingly,
they compared the contribution of each deformation mode for each of these heat treatment
conditions of T5 and T6 during uniaxial tension and compression (Figure 26). They showed
that the heat treatment condition alters the contribution of different deformation modes. A
sample with a T5 condition has finer grains, which alter the CRSS of deformation modes.
For instance, they obtained the ratio of CRSSprismatic/CRSSpyramidal〈a〉 = 1.02 in the T5
condition, while this ratio was 0.88 for the T6 condition. They stated that this was the
underlying mechanism for more active pyramidal 〈a〉 in the T5 condition compared to the
activity of prismatic, while pyramidal 〈a〉 slip mode was nearly inactive in the T6 condition.
Finally, Ganesan et al. [8] used the CPFE simulation results to capture the Hall–Petch
constant for different deformation modes in WE43 Mg alloy, which were 4.53, 11.33, 8.9,
11.18, 5.1 MPa × mm1/2 for different deformation modes of basal, prismatic, pyramidal
〈a〉, pyramidal 〈c + a〉, and extension twinning, respectively.
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Figure 24. Comparison of the stress-strain curves of WE43 with different heat treatment conditions
of ST, T5, and T6 subjected to uniaxial tension along the rolling direction: CPFE simulation versus
the experimental results (After Ganesan et al. [8]).

Figure 25. The strain maps obtained by the SEM-DIC experiment compared to the CPFE prediction
in WE-43 T6 sample during uniaxial tension at different strain values: (a) ε = 0.76% (SEM-DIC),
(b) ε = 0.76% (Simulation), (c) ε = 4.83% (SEM-DIC), (d) ε = 4.83% (Simulation), (e) ε = 8.15%
(SEM-DIC), (f) ε = 8.15% (Simulation) (After Ganesan et al. [8]).
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Figure 26. The comparison of deformation modes relative activity in T5 and T6 heat treatment
conditions of WE43 Mg alloy during uniaxial loadings along the rolling direction obtained by the
CPFE simulation: (a) Uniaxial tension, (b) uniaxial compression (After Ganesan et al. [8]).

3.2. In-Situ Synchrotron X-ray Techniques
3.2.1. Micromechanics of Twinning

Abdolvand et al. [27] used a combination of CPFE and in-situ 3DXRD experiments
to investigate deformation twinning in the AZ31B Mg alloy. They applied the uniaxial
tension on the sample with the texture favored for twinning during the loading and used
the in-situ 3DXRD to study the microstructural evolution. They calibrated the CPFE model
to capture the stress-strain response, as shown in Figure 27. They also studied the effect of
twinning on texture. Accordingly, they measured the {0002} pole figures at a tensile strain
of ε = 0% and ε = 0.4%. In the case of ε = 0%, as shown in Figure 28a, basal poles were
observed to be aligned almost parallel to the normal direction. However, in the case of
ε = 0.4%, as shown in Figure 28b, the deformation twinning reorients the {0002} poles,
which were observed towards the rolling direction and transverse direction on the outer
edges of the pole figure.

25



Crystals 2021, 11, 435

Figure 27. Stress-strain curves for AZ31B Mg alloy during uniaxial tension along normal direction
obtained by continuous deformation, in-situ 3DXRD experiment, and CPFE simulation. The steps of
1 to 4 correspond to the strain values of ε = 0%, 0.2%, 0.4%, and 1.4% at which the measurements
of diffraction were performed. (b) is a magnified version of (a) in the strain range of ε = 0% − 2%
(After Abdolvand et al. [27]).

(a) (b)

(c) (d)

Figure 28. Effect of twinning on texture: (a) The {0002} pole figures at a tensile strain of ε = 0% (Step-
1), (b) the {0002} pole figures at a tensile strain of ε = 0.4% (Step-3), (c) twin volume computed by
CPFE versus the measured twin fraction, (d) variation of predicted twin volume versus misorientation
between normal to the basal plane of the grain and loading direction predicted by CPFE at a tensile
strain of ε = 0.4% (After Abdolvand et al. [27]).

Abdolvand et al. [27] also predicted the twin volume fraction using the CPFE sim-
ulation, which agrees well with the measured twin volume fraction (Figure 28c). They
further investigated the CPFE simulation results by studying the variation of predicted
twin volume versus misorientation angle (θ) between normal to the basal plane of the grain
and the loading direction predicted by CPFE at a tensile strain of ε = 0.4% (Figure 28d).
In the case of grains with θ > 40

◦
, no twinning was predicted by CPFE. Furthermore, the

scatter of twin volume for grains with similar θ showed that global θ was not the only
governing factor of twinning volume as the effect of the local neighborhood and load
sharing considerably varied the predicted twin volume fraction.

Another important subject Abdolvand et al. [27] addressed was the stress inside the
twinned children and parent grains using the in-situ 3DXRD results (Figure 29). They
selected 15 parent grains along 20 twinned children nucleated within those parent grains.
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Figure 29i shows different components of the stress presented in the results summary.
Different stress components were the normal stress σ33, stress along the c-axis of the
untwinned parent σcp, and normal and shear stress according to the twinned child plane,
i.e., σn and τrs, respectively. The mean value of each stress was represented by a line.
Abdolvand et al. [27] observed that the mean normal stress σ33 and σcp almost followed
the applied stress trend. Because of the texture (c-axis is almost aligned with the loading
direction), the values of σ33 and σcp were close. The values of σn in untwinned parents and
twinned children grains were close, which were in the region of 23−30 MPa, which did not
vary considerably during the loading. Interestingly, Abdolvand et al. [27] observed that the
shear stress, which was resolved on the twinning plane, i.e., τrs, was considerably different
in untwinned parent and twinned children grains. They reported that the average value
of τrs in untwinned parent grains was 22 MPa higher than that of the twinned children
grains. To further analyze the experimental results, Abdolvand et al. [27] focused on an
untwinned parent grain with its two twinned children grains, as shown in Figure 29e–h,
which were nucleated due to the activation of the twin variants 1 and 6. The twin variant 1
was nucleated at the normal stress of σn ∼20 MPa, which was close to that of the parent,
as shown in Figure 29a–d. The twin variant 6 appeared at the strain value of 0.4%, in
which the shear stress τrs is ∼19 MPa in the untwinned parent grain and ∼ −10 MPa for
the twinned grain. The results showed that the shear stress, which was resolved on the
twinning plane, i.e., τrs, was smaller for both twin variants compared to the parent grains,
which was in line with the results shown in Figure 29a–d.

Figure 29. Stress evolution inside the untwinned parent and twinned children grains: The results
for 15 parent grains and 20 twinned children nucleated within those parent grains (a) σ33, (b) σcp,
(c) σn, (d) τrs. The results for a single untwinned parent grain and two twin variants nucleated from
that grain (e) σ33, (f) σcp, (g) σn, (h) τrs. (i) The schematics of the stress components presented in
(a–h) (After Abdolvand et al. [27]).
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3.2.2. Detwinning

The deformation slip and twinning mechanisms were enough to define the response
of the Mg alloys during simple monotonic loadings. However, in the case of complex
loading paths, such as cyclic loadings, this was not the case. One should also define the
detwinning mechanisms in these cases, as described in Section 2.3. In-situ Synchrotron
X-ray techniques have contributed to investigate the detwinning mechanisms. In the case
of Mg and its alloys, Murphy-Leonard et al. [7] incorporated the HEDM technique to
investigate the twinning-detwinning in pure Mg. They applied cyclic loading with three
different applied strains of 0.4%, 0.52%, and 0.75%. The sample was extruded, and loading
was applied along the extrusion direction. The c-axis was mostly perpendicular to the
extrusion direction. Accordingly, extension twinning was a favored mechanism during
compression loading. To monitor the twin volume, Murphy-Leonard et al. [7] measured
the X-Ray diffraction peaks of the basal {0 0 0 2} planes. In other words, initially, there
was no basal {0 0 0 2} peak intensity along the loading direction. As a twinned child is
nucleated and grows, a 86.3◦ reorientation of the basal pole occurs within a parent grain,
and the peak intensity starts increasing. Accordingly, Murphy-Leonard et al. [7] introduced
the formulation for the twin volume fraction φ based on the HEDM data as follows:

φ =
ILD

I0
ND

(16)

where ILD is the basal {0 0 0 2} peak intensity along the loading direction, and I0
ND is the

initial basal {0 0 0 2} peak intensity along the normal direction.
Figure 30 shows the cyclic response of the sample at different loading cycles, including

the stress-strain loops, basal {0 0 0 2} peak intensity along the loading direction, and basal
{0 0 0 2} peak intensity along the normal direction. In cycle 1, Figure 30b shows that
the basal {0 0 0 2} peak intensity along the loading direction remained zero during the
tensile part of the loading, which means there no twin nucleation during the initial tensile
loading. The basal {0 0 0 2} peak intensity along the loading direction started increasing at
the C-1 point in compression and kept increasing until point B, which was the maximum
compression loading. At the same time, at point C-1, Figure 30c shows that the basal
{0 0 0 2} peak intensity along the normal direction started dropping. This was in fact, the
reorientation of the c-axis along the normal direction towards the loading direction due
to twinning.

As soon as unloading starts, the basal {0 0 0 2} peak intensity along the loading direc-
tion starts decreasing, while the basal {0 0 0 2} peak intensity along the normal direction
starts increasing. In other words, the previously twinned children during compression
loading were reoriented back to the parent grains. The twin exhaustion occurred at the
point T-2 during the second loading cycle, as shown in Figure 30d–f. The variation of basal
{0 0 0 2} peak intensity in the second cycle followed the same trend similar to the first
cycle. However, the twinning initiates at smaller compressive strains C-2 compared to C-1
in the first cycle. In both cycles 1 and 2, the twin was fully exhausted in the tensile loading.
However, as shown in Figure 30g–i, all the twinned children were not fully detwinned as
the minimum twin volume fraction can be observed at the maximum tension strain A. This
twin volume content was named residual twins. Murphy-Leonard et al. [7] showed that
the residual twins increased by the number of cycles. One can compare the residual twins
in loading cycle 500 at maximum tensile strain (point A) to that of loading cycle 200 to
observe the increase in the residual twin content as the number of loading cycle increases.
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Figure 30. The cyclic response of pure Mg samples during the cyclic loading with a strain amplitude of
0.75% along the extrusion direction, including the stress-strain loops and variations of basal {0 0 0 2}
peak intensity along with loading and normal directions during the cyclic loading (a–c) Cycle 1
(d–f) Cycle 2, (g–i) Cycle 200 (j–l) Cycle 500 (After Murphy-Leonard et al. [7]).

Murphy-Leonard et al. [7] also investigated the variation of twin initiation stress and
detwinning exhaustion stress versus the number of cycles, as shown in Figure 31, in the case
of cyclic loadings with the strain amplitude of 0.75% and 0.52%. The results showed that
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as the number of cycles increased, the magnitude of twinning initiation stress decreased
while the magnitude of the twin exhaustion stress increased. They further investigated the
results and analyzed the variation of twin intensity at maximum tensile strain, which can
be inferred as the twin residuals, versus the number of cycles in the case of cyclic loadings
with the strain amplitude of 0.75% and 0.52%, as shown in Figure 32. The results showed
that before the loading cycle 100, there was no twinning intensity at maximum tensile
strain independent of the strain amplitude, i.e., there were no residual twins. In the cases
of loading cycles higher than 100, the residual twin content increased as the number of
cycles increased. Furthermore, the residual twin content of samples subjected to the strain
amplitude of 0.75% was larger than those subjected to the strain amplitude of 0.52%. In
other words, the residual twin content increased by the strain amplitude. An open-source
CPFE software PRISMS-Plasticity [103] was later used to capture the cyclic response of
the sample, as shown in Figure 33. The results showed that the CPFE simulation can
successfully capture the experimental cyclic stress-strain response.

Figure 31. The variation of (a) twin initiation stress and (b) detwinning exhaustion stress versus the
number of cycles in the case of cyclic loadings with the strain amplitude of 0.75% and 0.52% (After
Murphy-Leonard et al. [7]).

Figure 32. The variation of twin intensity at maximum tensile strain versus the number of cycles in the
case of cyclic loadings with the strain amplitude of 0.75% and 0.52% (After Murphy-Leonard et al. [7]).

Figure 33. The stress-strain response of pure Mg sample during cyclic loading along the extrusion
direction: CPFE simulation results for cycle 2 (Δ symbol) are compared versus the experimental
results (After Aagesen et al. [108]).
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3.3. In-Situ Neutron Diffraction
Micromechanics of Twinning

Brown et al. [34] incorporated the in-situ neutron diffraction to investigate the evo-
lution of internal strain and texture during extension twinning in the AZ31B Mg alloy.
They applied different loading paths that include in-plane compression (IPC), in-plane
tension (IPT), and through-thickness compression (TTC), where the c-axis of most of the
grains were perpendicular to the loading direction. Among these three loading paths, the
extension twinning was the governing deformation mechanism in the IPC, which was the
main focus of their study [34]. They used the VPSC framework to simulate the sample
response during in-plane compression. Figure 34 presents the stress-strain responses of
AZ31B Mg alloy during TTC and IPC. The circles on the IPC curve represent the strains
at which the in-situ neutron diffraction measurements were conducted. The VPSC results
were also presented as the dashed line for the IPC loading. The stress-strain response
of IPC loading yields at the stress value of ∼60 MPa, which was followed by a plateau
with a small hardening rate. This plateau is commonly attributed to the role of extension
twinning [34]. The hardening rate starts increasing at the inflection point that occurs at the
strain of ∼5%. For strain values larger than ∼8%, the stress during IPC becomes equal or
larger than that of the TTC loading, and the rate of work hardening decreases again.

Figure 34. The stress-strain responses of AZ31B Mg alloy during thorough-thickness compression
(TTC) and in-plane compression (IPC). The circles on IPC curve represent the strains at which the
in-situ neutron diffraction measurements were conducted. The VPSC results are also presented as
the dashed line for the IPC loading (After Brown et al. [34]).

Brown et al. [34] investigated the diffraction pattern of the AZ31B Mg alloy subjected
to the IPC loading path in parallel and perpendicular detector banks at different stress
values, as shown in Figure 35. Initially, the parallel detector banker does not detect any
diffraction peaks from {0 0 0 2}, while the transverse detector bank shows very strong
diffraction peaks from {0 0 0 2}. As the applied compression increases, the diffraction
peaks intensity detected by the parallel detector banker increases, while the one detected
by the transverse detector bank decreases. Brown et al. [34] stated that the increase in the
diffraction peaks intensity of {0 0 0 2} detected by the parallel detector banker manifests
the development of twinned grains. Accordingly, they measured the twinning variation
and showed that the twinning initiates at the strain ∼1%. It was observed that the twinning
volume linearly increases with the applied strain up to a strain ∼6%. The twinning is then
saturated at the strain ∼8%, with the maximum twinning volume fraction of 80%. Brown
et al. [34] mentioned that the variation of twin volume fraction is almost proportional to
the increase in the diffraction peaks intensity of {0 0 0 2} detected by the parallel detector
banker, with the slope of 0.145 per unit plastic strain. The VPSC predicted faster twin
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formation, which saturates at the strain ∼4%. The increased hardening rate at larger strain
observed in Figure 34 can be attributed to the twin saturation and initiation of pyramidal
slip in the twinned regions [34].

Figure 35. The diffraction pattern of the AZ31B Mg alloy subjected to in-plane compression loading
in parallel and perpendicular detector banks at different stress values (After Brown et al. [34]).

Figure 36 shows the variation of lattice strain parallel and perpendicular to the loading
axis in untwinned parent grains and daughter twinned grains versus the applied load [34].
Brown et al. [34] obtained the lattice strain for a grain orientation contributing to a given
(h k l) diffraction peak as follows:

ε =
dhkl − dhkl

0

dhkl
0

(17)

where d0 denotes the unstrained interatomic spacing, which can be approximated by the
initial interplanar spacing. Figure 36a shows the internal strain in the untwinned parent
grain parallel and normal to the loading axis versus the applied load. The theoretical linear
elastic relation is shown as dashed lines. Prior to the applied compressive stress of 70 MPa,
the untwinned parent grains behave according to the linear elasticity. Afterward, the lattice
strain becomes less than the elastic prediction as other grains with different orientations,
including the daughter grains, which sustain stresses larger than average applied stress.

Figure 36. The variation of lattice strain parallel and perpendicular to the loading axis versus the
applied load: (a) Untwinned Parent grains, (b) daughter twinned grains (After Brown et al. [34]). The
dashed line represents the theoretical linear elastic relation. Closed markers denote the loading path,
while the open markers represent the unloading path.
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Figure 36b shows the internal strain in the daughter twinned grains parallel and
normal to the loading axis versus the applied load. The lattice strain in daughter grains can
be first identified at the compressive applied stress of 70 MPa, where twin reorientation
occurs. Brown et al. [34] reported an interesting observation in which the lattice strain of
newly twinned daughters was −700 με, which was considerably less than the untwinned
parent and the surrounding grains. In other words, the daughter twinned grains were in a
relaxed state compared to the surrounding grains. In the region of applied compressive
loading of 70 MPa − 220 MPa, the increase in lattice strain was much larger than the elastic
prediction. The stress/lattice strain slope was reported as 32 GPa, which was smaller than
the elastic slope of 48 GPa calculated for grains with basal pole parallel to the loading axis.
This can be attributed to the fact that the daughter twinned grains were hard orientations
and sustain more elastic strain compared to the untwinned parent and surrounding grains,
which have soft orientations and deform inelastically [34]. For applied stress greater
than 220 MPa, one can see an inflection point in the variation of lattice strain versus the
applied loading as the variation of strain sustained by the daughter grain is less than the
elastic prediction.

Brown et al. [34] calculated the CRSS required for twin formation using the in-situ
neutron diffraction experimental data. They observed that the twin formation occurs at the
stress in the region of 50 MPa − 70 MPa. In the case of the tested sample, the maximum
Schmid factor is 0.499, which leads to the twinning CRSS of 25 to 35 MPa for AZ31B Mg
alloy. In the last step, Brown et al. [34] tried to derive how much strain is sustained by
twinning. They derived the contribution of twin to the total plastic strain as follows:

Δεtwin

Δεplastic
= 0.32S

Δυ

Δεplastic
(18)

where the coefficient 0.32 is obtained based on the texture of tested AZ31B Mg alloy, S is the
characteristic twin shear strain defined in Equation (10), and υ is the twin volume fraction.
They estimated that 61% of the plastic deformation is sustained by twinning mechanisms
at the strain of 5%. Afterward, the twinning rate versus the strain decreases in which it
saturates at the strain of 8%. At this strain, 42% of the plastic deformation is sustained by
the twinning mechanism.

4. Conclusions and Future Works

In the present study, the crystal plasticity models, which have been incorporated for
Mg and its alloys, are reviewed. These models include different deformation mechanisms
such as plastic slip, twinning, and detwinning. The recent experimental frameworks, such
as in-situ neutron diffraction, 3D high energy synchrotron X-ray techniques, and digital
image correlation under scanning electron microscopy, which have been incorporated
along crystal plasticity models to investigate the properties of Mg and its alloys, are also
reviewed. Although many studies have tried to model the behavior of Mg and its alloys
using crystal plasticity, which was often coupled by the advanced in-situ techniques, there
are still some critical challenges that need to be addressed. A summary is presented for the
future challenges as below:

• Real-time crystal plasticity simulation coupled to in-situ experiments to guide identifi-
cation of outliers that can in-turn improve crystal plasticity theories.

• A general map to include the effect of alloying for a variety of Mg alloys using crystal
plasticity models along with synchrotron X-ray techniques in a consistent framework.

• Using machine learning techniques to learn the crystal plasticity models and generate
surrogate models which can be used to design specific Mg alloy loading paths to
achieve target properties.

• Developing a crystal plasticity model with a physically based twinning and detwin-
ning model, which include the correct isotropic and kinematic hardenings to capture
the appropriate cyclic response of Mg alloy. This is extremely important in the predic-
tion of fatigue simulation using crystal plasticity simulation.
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• Developing an integrated framework of crystal plasticity models and phase field
simulation to better capture the twin morphology in Mg alloys.

• The interaction of slip modes and twinning and detwinning mechanisms, which is
typically reflected as latent hardening in crystal plasticity models.

• Improved modeling of slip/twin and grain boundary interactions: Effects of grain
size in different Mg alloys using crystal plasticity models, specifically via micro-Hall
Petch models whose parameters can be inferred through experiments [98,102] and
including the effect of grain boundary on twin nucleation and growth in crystal
plasticity models.

• Integrating the crystal plasticity models of Mg and its alloys with the PRISMS-Fatigue
framework [109] to investigate the effects of texture, grain morphology, sample size,
multiaxial strain, and strain amplitude on their fatigue response.

• Coupling the crystal plasticity models with phase-field simulations to address the
effect of deformation mechanisms such as plastic slip and twinning on the dynamic
recrystallization of Mg alloys.
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Abstract: This work investigates a ferrite matrix with multiple non-metallic inclusions to evaluate
their influence on the global and local deformation and damage behavior of modified 16MnCrS5 steel.
For this purpose, appropriate specimens are prepared and polished. The EBSD technique is used
to record local phase and orientation data, then analyze and identify the size and type of inclusions
present in the material. The EBSD data are then used to run full phase crystal plasticity simulations
using DAMASK-calibrated material model parameters. The qualitative and quantitative analysis
of these full phase simulations provides a detailed insight into how the distribution of non-metallic
inclusions within the ferrite matrix affects the local stress, strain, and damage behavior. In situ
tensile tests are carried out on specially prepared miniature dog-bone-shaped notched specimens
in ZEISS Gemini 450 scanning electron microscope with a Kammrath and Weiss tensile test stage.
By adopting an optimized scheme, tensile tests are carried out, and local images around one large
and several small MnS inclusions are taken at incremental strain values. These images are then
processed using VEDDAC, a digital image correlation-based microstrain measurement tool. The
damage initiation around several inclusions is recorded during the in situ tensile tests, and damage
initiation, propagation, and strain localization are analyzed. The experimental results validate the
simulation outcomes, providing deeper insight into the experimentally observed trends.

Keywords: damage mechanics; crystal plasticity; numerical simulation; local deformation behavior;
in situ tensile test; VEDDAC; DAMASK; digital image correlation; non-metallic inclusions

1. Introduction

The steel industry is playing an important role in providing about 45% of the raw
material to the automotive sector [1]. The advancement in the steel parts used in an
automobile is inevitable to competitively improve the strength to weight ratio, fuel economy,
and crash safety of cars. Researchers have studied various multi-phase steels to increase
the ultimate tensile strength (UTS) and percentage elongation of steels using different
thermo-mechanical methods and phase combinations [2,3].

The ever-increasing demand for lightweight materials for the mobility sector has pro-
moted the utilization of the multi-phase phenomenon in steel [4]. For instance, quenched and
partitioned (Q&P) steels have shown a UTS up to 1.4 GPa with a uniform elongation of up
to 20% [5]. This remarkable combination is desirable during steel formation into sheets and
during individual component making with application-based mechanical strength capabilities.
Small-sized hard phase inclusions added into the soft ferrite matrix during steel making act as
reinforcement participants [6–8]. The common inclusions in the ferrite matrix—i.e., alumina
(Al2O3), cementite (Fe3C), manganese sulfide (MnS), and pyrite (Fe2S)—are very small in size,
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in the micron range [9–11]. Alloy steel thus formed with this microstructure, called gear steel,
has good machinability and improved hardenability [12,13]. Post-carburizing-quenching case-
hardened parts are used in an automobile where a core tensile strength of 800–1100 MPa is
needed. Their good wear resistance and low-temperature impact toughness make them
usable for piston bolts, camshaft levers, gears, worms, seals, and other sleeve parts [14].

The particle size, distribution, and morphology have a great effect on the overall
mechanical properties of these steels [15,16]. MnS with better plasticity and major inclusions
in desulphurized alloy steels affects the mechanical anisotropy after being rolled into
elongated strips [6]. The deoxidation of the molten steel produces Al2O3; being hard, it
can act to initiate microcracks and as a propagation source during the application of a load
on the component [17]. Moreover, Al2O3 can also cause excessive wear of the tool during
the machining of the component. Therefore, understanding, controlling, and utilizing the
limiting effects of these two inclusions can assist in the material forming processes and
producing application-based materials [18–20].

A crystal plasticity-based microstructural approach for investigating material behavior
is comparatively more accurate than empirical and phenomenological studies [21–23]. The
large-scale crystal plasticity finite element method (CPFEM), with multiple calculation
points in a single orientation, can evaluate the average mechanical response of a poly-
crystalline material. An added advantage of this type of modeling and simulation is the
analysis of the local stress and strain behavior to mitigate the concentrations and prolong
the global elongation process [24,25].

Although large-scale CPFEM methods are considered important for the true behavior
recognition of multi-phase materials, the literature has limited results that can be applied
satisfactorily to the mass production of parts [26–31]. Recently, DP steel (martensite in
a ferrite matrix) has been studied using the relaxed grain cluster homogenization tech-
nique using the Düsseldorf Advanced Material Simulation Kit (DAMASK) [32–34]. The
results gave an interesting insight into microstructural evolution during the deformation
of heterogeneous multi-phase materials. However, there is still a need for extensive study
based on individual phase constituents in the steel matrix to reach a point where industri-
ally required process maps can be generated and utilized for microstructurally informed
material production.

This study is a unique combination of various techniques to evaluate the microme-
chanical response of polycrystalline multi-phase material. Industrially produced modified
16MnCrS5 with alumina, pyrite, and cementite as precipitate phase particles spread all over
the ferrite matrix has been used as a starting material. An EBSD map has been generated,
and in situ tensile deformation has been performed while recording the local material state
at various global stress values. A crystal plasticity-based numerical simulation model built
on finite strain theory has been used to study slip-based plastic deformation in a ferrite
matrix. The correlation of simulation results with the experimental obtained local material
behavior is studied and presented.

The manuscript has been categorized so that Section 1 presents the introduction and
background of the study. Section 2 has very brief information about the experimental
procedures. The modeling technique with the current numerical simulation procedure
with boundary conditions is mentioned in Section 3, while the results are detailed in
Section 4. Finally, Section 5 gives a complete discussion of the results compared to the
already published literature, while the study’s conclusions are presented in Section 6.

2. Methodology

In this work, in situ tensile tests were carried out on specially prepared specimens
inside the SEM chamber in a deformation stage. The local EBSD data from the same
specimen were used to run a full phase crystal, plasticity-based numerical simulation
model. The material’s local deformation and damage behavior, especially around an MnS
inclusion, was analyzed and compared with the numerical simulation results. This section
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contains a complete methodology of the in situ tensile tests, EBSD data collection, and data
processing that was carried out.

2.1. In Situ Test Setup and Data Collection

For in situ investigations, a specialized method was adopted based on previously
published work by other researchers [35–39]. For in situ testing, tensile specimens according
to DIN EN ISO 6892-1 with a length of 50 mm and a thickness of 0.6 mm with notches
for strain concentration were prepared as shown in Figure 1c. The samples were cut from
the discs using a water jet cutting machine to avoid material wastage and residual stress
accumulation on the surfaces during conventional machining. The prepared samples
were finely milled to obtain a better edge finish and produce small u-shaped notches in
the middle of the neck, as shown in Figure 1c. They were prepared by metallographic
polishing. Since the specimens were very thin, a special embedding compound was used
during the polishing process that could be dissolved in acetone when heated to 30 ◦C after
the polishing process was complete. As the test specimens’ deformed surface was later to
be analyzed with digital image correlation software, the test specimens were etched for
5 s in a 3% Nital solution to achieve the required surface contrast. The visual inspection
of specimens before testing revealed that only non-deformed inclusions were found on
the surface of the specimens, and a few MnS inclusions with an elongated shape were
present in the middle of the specimen. Further details about specimen preparation and the
achievement of the correct contrast of micrographs using image processing techniques are
provided in Appendix A for interested readers.

Figure 1. (a) ZEISS Gemini SEM 450 scanning electron microscope used (b) and the in situ tensile
model. (c) Geometry of the in situ specimens with notches for the stress concentration, where all the
dimensions are in mm.

The overall chemical composition of the current material is shown in Table 1 in
comparison with the standard chemical composition of the alloy. It is modified 16MnCrS5
with 50% lower carbon content and 20% more sulfur. Therefore, the strength of this modified
material is slightly lower; due to higher sulfur content and less carbon, it contains more
MnS inclusions, with some being predominantly large (as discussed later in Sections 2.3
and 2.4).

41



Crystals 2022, 12, 281

Table 1. Chemical composition of the investigated modified 16MnCrS5 steel in weight percentage in
comparison with standard non-modified 16MnCrS5 steel.

Element C Si Mn P S Cr Al Cu

% Wt.
non-modified 0.16 0.25 1.15 <0.01 0.035 1.00 <0.01 0.03

modified 0.081 0.038 1.07 <0.01 0.131 1.06 <0.01 0.03

The in situ tensile tests were carried out with a ZEISS Gemini SEM 450 scanning
electron microscope using a Kammrath and Weiss tensile test stage, as shown in Figure 1a,b.
This module allows in situ data collection during tensile or compressive loading using SE,
EBSD, and EDS in the Gemini SEM450 of Carl Zeiss AG. For the experiments, different
points on the tensile stress–strain curve were targeted at a forming speed of 8 μm/s, and
the specimen was held at various values of stress and strain. At the same time, analyses of
the microstructure and chemistry were performed. A series of images was taken during
tensile testing. All images were taken with a resolution of 2048 × 1536 pixels. In addition,
all photos in the area of interest were taken with a magnification of 11k and WD (working
distance) of 16.6 mm with the “InLens” module.

2.2. Selection of Area for Full Phase Simulations

For the crystal structure analysis, the specimens were placed in the Gemini SEM450
from Carl Zeiss AG. The EBSD analysis was performed with an accelerating voltage
of 20 kV, a working distance of 11 mm, and a specimen holder pre-tilted by 70◦. The
magnification was 10,000×. For the EBSD analysis, the Symmetry S2 detector from Oxford
Instruments PLC was used. The analysis area was 95.4 μm × 71.8 μm, with a step size
of 0.2 μm. The advanced Symmetry S2 EBSD detector utilizes a unique combination of
speed (4500 pixels/second), sensitivity (CMOS technology sensor), and diffraction pattern
details (1244 × 1024 pixel resolution) to efficiently produce high-quality EBSD data for the
selected area, which can then be post-processed to obtain information in the desired format.
Modified 16MnCrS5 steel contains inclusions that are quantitatively analyzed and recoded
using EDS Ultim MaxX from Oxford Instruments PLC.

The multi-phase steel material Representative Volume Element (RVE) was obtained
after EBSD analysis. The data were initially raw and required cleaning for unindexed
points due to crystallographic noise at the grain boundaries. This noise was reduced
using an intelligent algorithm implemented on the MTEX toolbox with MATLAB [40]. The
procedural details of the EBSD data cleaning and the developed algorithm are published
elsewhere [41]. Therefore, readers are encouraged to refer to that work for further details.

The ferrite matrix distribution is shown in Figure 2a, and the distributions of alumina
(Al2O3), cementite (Fe3C), and manganese sulfide (MnS) concerning the grain boundaries
are displayed in Figure 2b. Most of the inclusions detected in this area of the specimens
are present on the grain boundaries. This kind of microstructure with appropriately large
second phase particles distributed homogeneously on the grain boundaries of adequately
large ferrite grains appears to be due to the adopted manufacturing strategy.

2.3. Statistical Analysis of the EBSD Data

A quantitative comparison of the grain shape (aspect ratio) and particle size of the
ferrite matrix and inclusions is presented in Figures 3 and 4, respectively. In Figure 3,
the aspect ratio of 1 corresponds to almost perfectly round shapes, whereas the higher
aspect ratio corresponds to the adequately elongated grain or inclusion. Considering
this criterion, the aspect ratio of ferrite grains in Figure 3a predominantly lies between
1–2, except for some grains with a high degree of elongation of >4, which is the normal
ferrite microstructure reported in previous literature [42,43]. On the other hand, the
inclusions in Figure 3b–d are largely round (aspect ratio = 1), with some particles slightly
elongated. There can be two reasons why the manufacturing process yields such inclusion
shapes, as reported previously [44], or it can be due to the limitations of the measurement
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and magnification chosen in this work. During EBSD analysis, only these slightly large
inclusions with round profiles were detected due to the chosen magnification and the set
step size. In contrast, very thin and long inclusions were missed.

 

Figure 2. Multi-phase steel specimen. (a) IPF for ferrite matrix with BCC crystal structure, with
different colors showing different crystallographic orientations. (b) Three types of inclusions spread
all over the ferrite matrix and (c) the mesh resolution showing the grid size for calculation points.
(d) IPF figure showing orientations of ferrite grain orientations with reference directions.

Figure 3. Distribution of aspect ratios of (a) ferrite grains, which are relatively larger and have a
wider spread; (b) cementite inclusions, which are close to 1, with few inclusions at 1.3 and 1.7; (c) MnS
inclusions are also usually round, with a few with a spread of 2.8; (d) Al2O3 inclusions are also
usually round with an aspect ratio of 1, with some inclusions reaching up to 2.3.
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Figure 4. Distribution of grain size in terms of equivalent radius (ER) for (a) ferrite, which is biased
towards small grains but being widespread reaches up to 8 μm; (b) cementite inclusions, which are
generally small with sizes close to 0.1 μm, with a few inclusions up to 0.18 μm ER; (c) MnS inclusions,
which although usually small are in a large number with 0.16 μm ER and a few as large as 0.23 μm.
(d) The Al2O3 inclusions have a large spread with many having sizes close to 0.1 μm and then having
a downslope spread up to 0.25 μm ER.

The grain size in Figure 4 is measured in terms of the mean sphere diameter. A significant
number of ferrite grains in the selected area for EBSD analysis are below 4 μm, as observed in
Figure 4a, and some grains are larger than 6 μm. As shown in Figure 4b–d, the inclusions are
comparatively very small. Most inclusions are around 0.1 μm in size, whereas very few are
larger than 0.2 μm. Even smaller inclusions may be present within the microstructure but
were not detected due to the selected magnification and EBSD measurement step size. This
lack of smaller inclusions negligibly alters the material chemistry or local phase distribution
and hence is assumed to have almost no effect on the simulation results.

Second phase inclusions have been talked about a great deal in this section. The
elemental analysis of an MnS inclusion using EDS analysis is presented in Figure 5 for
reference. All the other inclusions—i.e., Al2O3 and Fe3C—have also been identified using
the same process.

2.4. Selection of Area, Tools Used, and Methodology Adopted for In Situ Strain Measurement

During the in situ tensile tests, a large, elongated sulfide inclusion (MnS) was analyzed.
The inclusion, along with the chemical analysis confirming it to be MnS, is shown in Table 2.
The length of the inclusion together with the cavity is about 42.5 μm. The elongated
inclusion aligned with the tensile loading axis (horizontal to the shown micrograph) was
expected to be prone to severe fracture and was therefore of great interest.
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Figure 5. Elemental analysis of the modified 16MnCrS5 steel specimen using EDS to identify the
inclusions (the red dotted line represents the line of measurement). The inclusion shows a major
concentration of Mn and S; therefore, it is classified as an MnS inclusion.

Table 2. Chemical analysis of inclusion at different points, confirming MnS. The units of the measure-
ment are in mass, %.

 
Element Spectrum 1112 Spectrum 1113 Spectrum 1114 Spectrum 1115

S 10.50 6.46 10.34 14.65
Cr 1.19 1.70 0.95 0.95
Mn 17.06 11.61 17.24 23.48
Fe 69.56 75.98 70.66 60.16

Others 1.69 4.25 0.81 0.76
Total 100.00 100.00 100.00 100.00

The in situ tests come with their own challenge of image acquisition [35–37]. The
images taken during the test should have a specific contrast and clear feature identification
possibility [45]. To ensure that the images taken during the current tests are of acceptable
quality and grayscale distribution, an analysis was performed that has not been included
in the main part of the body but is presented in Appendix A. The effect of different settings
and attributes is discussed and can be interesting for readers interested in performing such
tests themselves. Appendix A also contains detailed information about the local and global
strain measurement during experimentation.
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The digital image correlation software VEDDAC from Chemnitzer Werkstoffmechanik
GmbH was used to process the captured image series. When processing the images, images
with strong contrast or sharpness fluctuations were removed from the calculations, and
the final set contained images. Two calculation areas were selected during DIC. The first
calculation area is shown in Figure 6a, which consists of the matrix around the inclusions
and the cavities. The second calculation is the inclusion area and cavities around it, as
shown in Figure 6b. The optimal grid sizes for a particular series of images were 9 × 9 pixels
(coarse) for the matrix and 5 × 5 pixels for the inclusion (fine). More information about the
local strain measurement methodology is provided in Appendix B.

  

(a) (b) 

Figure 6. Calculation network for digital image correlation (a) around non-metallic inclusions (b) in
non-metallic inclusions and cavity area. In this work, a grid of 9 × 9 pixels (coarse) for the matrix
and 5 × 5 pixels for the inclusion (fine) was chosen to get accurate and fully resolved results.

3. Numerical Simulation Model Setup

The EBSD data and the information of each phase’s chemical and crystallographic
structure were used to model and run a full phase crystal plasticity-based numerical
model with calibrated material models. These simulations were used to provide detailed
information about the local deformation and damage behavior of this material and how
different inclusions, morphologies, and distributions affect the local deformation and
damage behaviors. This insight is useful to understand the data from limited in situ tests.

First developed by Hutchinson [46] and later extended by Kalidindi [47], the phe-
nomenological model implemented in the DAMASK framework [33] calculates the plastic
deformation by slip planes based on the initial and saturated slip resistance—S0, Ss, respec-
tively (refer to Table 3). This resistance value for slip systems = 1,2,3 . . . Nslip increases
from the initial to saturation value depending on the crystal structure specifications and
the critical shear value on the slip plane during deformation.

This model uses a mathematical description to correlate the initial deformation gradi-
ent (F) with the resulting first Piola–Kirchoff stress tensor (P), as shown in Equations (1)
and (2). The elastic part is simplified in the form of the generalized Hook’s law, and for the
plastic part, it is given with the help of the plastic velocity gradient given in Equation (3).

.
Fij =

⎡
⎣ 1 0 0

0 ∗ 0
0 0 ∗

⎤
⎦× 10−3s−1

Pij =

⎡
⎣ ∗ ∗ ∗

∗ 0 ∗
∗ ∗ 0

⎤
⎦Pa

(1)

S = CEe (2)

where
S = second Piola–Kirchoff stress tensor;
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C = fourth-order elastic stiffness Tensor;
Ee = second-order Langrangian strain tensor.

Lp =
Nslip

∑
α=1

.
γ
α
(mα ⊗ nα) (3)

The value of the velocity plasticity gradient Lp is dependent on the shear strain γ

(Equation (4)), which is a function of the resolved shear stress τα and slip-resistance on the
α slip plane Sα.

.
γ
α
=

.
γ0

∣∣∣∣ταSα

∣∣∣∣
n
sgn(τα) (4)

and
α = 1, 2, 3 · · · , Nslip (For BCC Ferrite Nslip = 24)
A non-conserved damage field ϕ is governed by the continuous release of the stored

mechanical energy density from undamaged to fully damaged conditions in a region; i.e.,
ϕ = 1 to ϕ = 0. In the ductile damage criterion implemented in DAMASK, plastic energy
dissipation at a material point is the driving force here for damage flux fϕ. Therefore, plastic
energy dissipation in the form of the following equation is used:

wplastic =
1
2

ϕ2
∫

Mp.Lpdt. (5)

Consequently, the minimization of the total free energy density is responsible for force
to drive damage, and it is given as follows:

fϕ = −
[

∂wplastic

∂ϕ
+

∂wsur f ace

∂ϕ

]
=

G
lc
− ϕ

∫
Mp.Lpdt. (6)

where
G = surface tension of the newly generated damage surface;
lc = length scale of the diffused surface;
Lp = plastic velocity gradient.
The plastic governing law changes to the following when damage evolution is coupled

with dissipated plastic energy:

Lp = f
(

Mp

ϕ2

)
(7)

Readers are encouraged to read the pioneering work by the developers of DAMASK
for further details and understanding of the model [33,34,48,49]. For instance, a strategy
was published recently by Qayyum et al. [50] by choosing an optimal RVE that behaves
isotopically yet is small enough to produce fast results for the calibration of the material
model parameters of single-phase materials. The strategy comprises a 10 × 10 × 10 size
RVE containing 1000 grains, where each point represents a different grain. The RVE adopted
from that published methodology is shown in Figure 7a. This RVE was used to calibrate
the fitting parameters in the material model by comparing simulation outcomes with the
experimental observations, and the results are shown in Figure 7b.

It is observed that the simulation results match well with the experimental observations
globally. The dips in the experimental data are positions where the test was stopped and
pictorial data were recorded. The adopted and calibrated material model parameters used
in this study are shown in Table 3. This set of parameters was used to run full phase
simulations and then analyze the local material deformation and damage behavior.

The DAMASK framework is designed to get all the inputs in the form of specifically
structured text files with a complete microstructural description of RVE with geometrical
details, material behavior attributes, and boundary values. Elastic and plastic phase
parameters for ferrite and only elastic parameters of all the inclusions are defined to observe
the micromechanical deformation of ferrite caused by stiffness degradation. Ductile damage
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criteria have been incorporated in the ferrite matrix as well. The RVE generated by using
the EBSD data shown in Figure 2 was subjected to quasi-static tensile load with a strain
rate of 10−3 s−1 in the x-direction.

Figure 7. (a) 10 × 10 × 10 size RVE containing 1000 individual grain orientations, (b) comparison of
experimental and simulation flow curves, showing a good match of results.

Table 3. Elastic parameters of second phase inclusions obtained from the literature [10,20,23,26,28,41,51,
52] and calibrated parameters of ferrite adopted from the literature [23,26,28,41,52] and adjusted by
comparing with the flow curve from in situ tests. The ductile damage parameters were calibrated by
comparing them with the in situ test results.

Elastic Parameters of All the Phases

Parameter Value Unit

Ferrite-C11,C12,C44 233.3, 235.5, 128.0 GPa
Fe3C-C11,C12,C44 [17] 375.0, 161.0, 130.0 GPa
MnS-C11,C12,C44 [6] 177.3, 117.0, 25.2 GPa

Al2O3-C11,C12,C44 [10] 496, 109, 206 [18] GPa

Plastic Parameters of Ferrite Phase
.
γ0 5.6 × 10−4 ms−1

S0, [111] 95 MPa
Ss, [111] 222 MPa
S0, [112] 96 MPa
Ss, [112] 412 MPa

ho 1 GPa
hαβ 1.0 GPa
n, w 3, 2.0 -
Nslip 12, 12 -
Ntwin 0 -

Ductile Damage Parameters

Parameter Description Value for Ferrite Unit

Interface energy (g0) 1.0 Jm−2

Damage mobility coefficient (M) 0.001 s−1

Critical plastic strain (Ecrit) 0.5 -
Damage rate sensitivity

coefficient (P) 10 -

Damage diffusion (D) 1.0 -
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4. Results

4.1. Global Results of Numerical Simulation

The global results of the simulation in comparison with experimental observations
are shown in Figure 8. The global results are calculated by taking an average of the results
at each solution point for each increment. The data are combined in a meaningful way to
produce observable trends. The stress and damage evolution with respect to the true global
strain in the selected RVE is shown here in Figure 8.

 

Figure 8. (a) RVE chosen to run full phase simulations in IPF colors; yellow box represents one of
the crack initiation zones. (b) Outcome of the simulation flow curve in comparison with the in situ
experimental test results, showing a good match; the dips in the experimental results are the points
where the test was stopped to take local pictures of the inclusions for later DIC. E1–E4 show the
damage evolution around an MnS inclusion, S1–S5 inset figures show the damage evolution around
a comparable MnS inclusion during numerical simulation.

A good correlation between global experimental and numerical simulation results
is observed with less than 3% difference of predictions. The inset figures in Figure 8
from S1–S5 show damage evolution around an MnS inclusion. Inset figures E1–E4 show
damage evolution around a similar-sized MnS inclusion captured during in situ testing.
Interestingly, not only do the global results match well, but the local damage evolution
is also comparable. These local deformation and damage trends are discussed later in
this article.

4.2. Local Results of Numerical Simulation

The local distributions of strains, stress, triaxiality, and damage at 3%, 9%, and 15.5% of
global strain are shown in Figure 9. Due to the heterogeneous distribution of non-metallic
inclusions and different Schmidt factors of each ferrite grain, the local distributions of each
attribute are largely heterogeneous. Therefore, the grain boundaries have been overlaid in
contrasting colors to clarify the distributions of attributes within individual grains.

It is observed that at 3% global strain, the local strain distribution is relatively homo-
geneous within the selected RVE. As the global strain increases and reaches a maximum
of 15.5%, an extreme heterogeneous distribution of strain along the grain boundaries in
thick channels aligned at 45 degrees to the loading axis is observed with intermediate
areas of very low local strain. On the other hand, the stress distribution is high from the
beginning in the ferrite grains with a high Schmidt factor and increases significantly within
those grains. The value remains similar as the global strain reaches the maximum value.
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Of course, the local stress and strain distribution is largely affected by the presence and
distribution of non-metallic inclusions. The behavior is discussed in more detail in the
next section.

Figure 9. Evolution of local strain, local stress, stress triaxiality, and local damage in the selected RVE
at 3%, 9%, and 15.5% global true strains, where the loading axis is horizontal to the micrographs.

Stress triaxiality is the relative degree of hydrostatic stress in each stress state, which
is usually used to estimate the type of fracture that might take place in the material. In
the current RVE, it is observed that the triaxiality measure in most of the grains is close
to 0.1, which means that the stress (no matter how high) is predominantly hydrostatic.
Therefore, the deviatoric component of stress in these grains is low and will not contribute
significantly towards material flow and eventual damage. In addition, it is interesting to
note that the triaxial stress remains consistent with the increase in strain and only slightly
shifts to neighboring grains after the damage initiation and propagation.

Generally, it is observed that the damage initiates at the interface of the non-metallic
inclusions, especially in the narrow zones locked between the cluster of inclusions. After
initiations, the damage propagates at an oblique angle to the applied external load. As a
result, the local voids coalesce and form larger cracks that grow faster, and material damage
accelerates. It is important to mention here that the continuum mechanics simulations are
intrinsically unstable due to the loss of stiffness at several solution points. Furthermore,
it takes immense computing power to calculate the corresponding equilibrium for each
increment after damage initiates in the RVE. Therefore, the simulations were only computed
up to 15.5% of the global strain, and the results are shown in Figure 9.

Although the local results generally for the ferrite matrix are shown in Figure 9, one
of the main objectives of this article is to investigate the effect of non-metallic inclusions
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on the material’s local deformation and damage behavior. In Figure 10, the focus has
specifically been shifted towards three different zones in the RVE of comparable size with
different inclusion compositions and distributions. Zone-I comprises a single grain with a
large MnS inclusion in the middle. Zone-II comprises several small ferrite grains with a
clustered distribution of non-metallic inclusions primarily on the grain boundaries. Zone-
III comprises relatively larger ferrite grains with a diffused distribution of non-metallic
inclusions within the grains and on the grain boundaries. The distribution of local attributes
in the three zones is selectively identified in the corresponding subplots Figure 10b–e. There
is a relatively low stress concentration in zone-I and less strain due to almost nonexistent
stress triaxiality, and therefore, no damage takes place in this zone. This can be due to
the high Schmidt factor of this specific grain and the central position of a large hard MnS
inclusion which restricts the slip planes from moving in this grain freely.

Figure 10. A construction figure with (a) showing the selected RVE with the identification of three
zones. All non-metallic inclusions are displayed by white points. In other subplots, (b) true Mises
stress, (c) true Mises strain, (d) stress triaxiality, and (e) damage propagation withing the ferrite
matrix are shown. Zone-I has a ferrite grain with a large MnS inclusion in the middle, zone-II is a
region of small ferrite grains with clustered non-metallic inclusions present on the grain boundaries,
and zone-III has relatively large ferrite grains with a dispersed distribution of non-metallic inclusions
within grains and on the grain boundaries. The loading axis is horizontal to the micrographs.
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Small non-metallic inclusions distributed on the grain boundaries of small ferrite
grains act as high-stress concentration sites with the large plastic flow in zone-II. Conse-
quently, the stress triaxiality in this zone is relatively high, indicating a large plastic flow
and evolution of ductile damage. This damage evolution due to the coalescence of small
voids that form on the inclusion/matrix interface is visible in Figure 10e. It is observed that
local damage incidents join together to form microcracks that propagate at maximum shear
plane oriented 45 degrees to the loading axis. This can be due to two reasons: first, due to
the 2D nature of the RVE, as has been pointed out in the previous work [52]; and second,
due to the high amount of slip system activation in grains and areas with maximum critical
resolved shear.

Zone-III comprises relatively larger ferrite grains with a relatively broader distribution
of non-metallic inclusions within the grain and grain boundaries. In zone-III, although
the triaxiality is comparable with zone-II, due to the lack of clustering on non-metallic
inclusions, the stress distribution and strain distribution are lower. Hence, no damage
occurs in the zone.

In Figure 10, a qualitative comparison of local attributes in three different zones
shows how the distribution of non-metallic inclusions plays a role in affecting the local
stress, strain, and damage. To quantitively compare three zones, a statistical normalized
probability distribution was adopted to systematically compare the distribution of stress
and strain within zone-I, zone-II, and zone-III, as shown in Figure 11.

Figure 11. The normalized frequency of (a) strain and (b) stress for each zone identified in Figure 10.
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To quantitatively compare the stress and strain distribution in zones I to III, a statistical
distribution tool is used, and the results are presented in Figure 11. It is observed that
the strain distribution in all three zones, as shown in Figure 11a, is very similar. It peaks
around 0.15–0.18 and then linearly drops to a strain of 0.45. The strain in zone-I is slightly
higher and that in zone-II is slightly lower due to the local orientation distribution. The
stress distributions in these zones reach up to 1100 MPa.

The statistical stress distribution in the three zones is presented in Figure 11b and
proves the already stated hypothesis. It is observed that the stress in zone-I and zone-III
peaks around 750 MPa, with a slight bias towards the lower stress side. On the other
hand, the stress distribution in zone-II, due to the close clustering of several non-metallic
inclusions on the grain boundaries of small ferrite grains, peaks at 850 MPa (11% higher
than the other zones), and its distribution is biased towards the higher-stress side. The
distribution reaches 1250 MPa (12% higher than the other zones). This high local attribute
distribution in zone-II makes it more prone to local damage initiation and propagation in
high deformation regimes.

4.3. Local Results of the In Situ Tensile Test

The local results of the in situ tensile tests at 3%, 5%, and 8% of global strain are shown
in Figure 12 The methodology and procedure of local strain measurement is provided in
Appendix B. The complete set of results, due to its extensiveness, is provided in Appendix C
of this article. Readers can refer to Appendix B and C for further details about collection
and frame by frame evolution of local strain measurements.

% Local strain distribution in the matrix Local strain distribution in the inclusion 

3 

  

5 

  

8 

  

Figure 12. Local strain distribution in ferrite matrix and MnS inclusion at 3%, 5.5%, and 8%
global strains.
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In Figure 12, at a subsequent global strain of 3% and 400 MPa global stress, it can be
observed that in the zones with increased elongation, the strain rate is much higher than
in the zones where the strain rate has not increased much from the beginning of the test.
The effect of the increase in elongation at the ferrite grain boundaries near the non-metallic
inclusion is preserved. At this stress, two zones with a significant increase in strain can be
seen in the middle of the inclusion. When comparing the entire image series, at a load of
450 MPa and global strain of 5%, the sulfide inclusion is cracked in the area of thinning.
The inclusion in the left part of the crack is brighter due to its change in position, which
significantly affects the strain values in this inclusion area, as the digital image correction
software requires areas with contrast for accurate calculation. The breaking point itself is
hidden at this point due to the topography.

The maximum values in the range of increased load are above 8.9%. It is observed
that the two sulfide inclusions move further away from each other. The strain in the region
increases, reaching a value of over 13–64%. Around the formed cavity of a small inclusion
located on the upper right side of the elongated inclusion, the elongation near the pearlitic
zone is greater than on the other side of the same grain. On the side of the ferrite grain
around this cavity is a zone of increased deformation with a value of about 7–11%. There is
a significant difference in elongation within and around the small cavities. In the middle
cavity, the deformation is minimal and is between 2% and 3.5%, while in the left cavity, the
deformation around and within the cavity is between 6.4% and 9.8%.

Due to further load increase and subsequent high strain values, the DIC program
loses previously captured pixels for the calculation. By enlarging the gaps created, some
pixels can significantly change their gray tone, causing the program to find a similar range
of pixels elsewhere and greatly distorting the calculation values. At a maximum global
strain of 8% (450 MPa), a large loss of pixels is observed (in areas beyond the specified
deformation limit of dark red) because the topography changes too much, and the color
range continues to change in many areas. In addition, the distance between the halves
of the sulfide inclusion become significantly large. In the lower deformation zone in the
matrix around the sulfide grain inclusion, the values are 43.6%. In contrast, the zone-I
around the inclusion next to the perlite grain remains below the total deformation.

4.4. Damage Evolution around Non-Metallic Inclusions

The MnS inclusion tracked to analyze local deformation and damage behavior in
Figure 12 is an exception. Usually, the inclusion size in the material user consideration is
between 1–4 μm; please refer to Figure 4 for reference. Unfortunately, such small inclusions
are hard to track and record local strain around due to high magnification, resulting in fast
drifting during testing in the SEM chamber [53]. Despite this paradox, in the current work,
during in situ testing, a few MnS inclusions of small size were tracked and recorded at
different strains. The results are shown in Figures 13 and 14.

In Figures 13 and 14, several inclusions classified as MnS inclusions based on the EDS
analysis were tracked at different external strains that were applied. The results shown
here were at the beginning of the test when the inclusions were identified, at external load
when the damage was initiated, and an external load when the damage started to evolve.

In Figure 13, it is observed that the damage initiates perpendicular to the line of action
of the load at about 525 MPa global stress and propagates in that same direction. It is
important to keep in mind that the inclusion is embedded in the matrix, and here only the
surface is being observed. The surface matrix seems to be extremely deformed due to the
internal propagation of the damage around the inclusion. It is also interesting to note that
the damage initiates at the inclusion/matrix interface. In contrast, the inclusion remains
free of any cracking, unlike the case of large inclusion, which was shown and discussed
earlier in Figures 5 and 12. This is because the damage of the inclusion is a function of the
size and distribution in the matrix, where small inclusions with an aspect ratio of less than
2.5 are generally not highly prone to damage.
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Figure 13. (a) Localized single inclusion identification, (b) represents a round inclusion at 525 MPa
and 550 MPa, respectively. (c) represents an elliptical inclusion at 525 MPa and 550 MPa, respectively.
EDS show the maximum concentration of manganese and sulfur along the measured length verifying
both to be an MnS inclusions. The white arrows point to the local damage initiation and growth.

In Figure 14, two other inclusions are tracked, again identified as MnS based on the
EDS analysis shown in the same figure. Both inclusions are completely embedded in small
ferrite grains and resemble the case of zone-I in Figure 10.

In Figure 14, it is observed that the damage starts to initiate at 550 MPa of external
load, which is slightly higher than the damage initiation load for other inclusions but is in a
similar range. At 575 MPa of external load, damage on the inclusion matrix interface grows
so extensive that it is easily identifiable and is marked with the help of white arrows. In this
case, it is observed that voids initiate at an oblique angle to the applied external load and
not perpendicular to the load as observed earlier. This position of the damage initiation
depends on several factors: i.e., orientation, size, shape, and sharpness of the inclusion
edges and the place of the inclusion (inside a large grain or on the grain boundary). It would
also largely depend on the orientation of the surrounding matrix grains. As mentioned
earlier, all these inclusions have 3D geometry, and the third dimension would also affect
the results observed on the surface of the specimen.

55



Crystals 2022, 12, 281

 

Figure 14. (a) Localized single inclusion identification, (b) represents an elliptical inclusion parallel
to the applied load at 550 MPa and 575 MPa, respectively. (c) represents an elliptical inclusion
placed 30 degree to the applied load at 550 MPa and 575 MPa, respectively. EDS show the maximum
concentration of manganese and sulfur along the measured length verifying both to be an MnS
inclusions. The white arrows point to the local damage initiation and growth.

5. Discussion

The global and local deformation and damage behavior of modified 16MnCrS5 steel
(composition in Table 1) is analyzed. Before the in situ testing, the specimens were prepared
using a special grinding and polishing technique (presented in detail in Appendix A), and
detailed EBSD data were collected to understand the morphology of the matrix and the
second phase inclusions. The outcome of the statistical analysis of the collected microstruc-
tural data is presented in Figures 3 and 4. It is evident that, generally, the non-metallic
inclusions are quite small, and the MnS inclusions are slightly larger and more visible at
the set magnification. Although the MnS inclusions were the focus of this work, other
inclusions are also expected to behave similarly.

The parameters of the crystal plasticity model were calibrated and then incorporated
in the full phase model employing the recorded and cleaned EBSD data. It is observed
that the global results of the simulation match well with the experimental observations.
Therefore, researchers can successfully use the identified parameters to model this material
using DAMASK in the future. However, one can argue that this match of global results is
because a similar data set was used to calibrate these parameters. To answer that critique,
the damage pattern around a comparable inclusion in experiments and simulations was
made at different strains, and a remarkable similarity in the trends was observed.
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Apart from the global results, the local simulation results provide great insight into
how the inclusion size, position within the matrix, and their distribution affect the local
stress, strain, damage, and triaxiality. The trends of local strain distribution match well
with the previously published data [28,54]. A qualitative and quantitative comparison
of the three different zones was presented in Section 4.2. All three zones are intrinsically
different based on the composition, inclusion size, and distribution. In addition, there is
a clear difference in the damage behavior in these zones, and local stress distribution is
observed. These local attributes account for the different local material behavior observed
in the experimental part of this work.

Since the previous works have shown that the second phase inclusions are major
players in defining the formability of the material [15,41,55], a special focus was given to
them in this work. Previous work [51–56] shows that the morphology and distribution
of the second phase inclusions dictate the formability limit and damage degradation in a
material. In this work, in situ tests were carried out focusing on the strain evolution and
damage evolution around and within these second phase inclusions. The second phase
inclusion size distribution is observed to be close to 1 μm with a few larger inclusions in
the specimen. The local strain around and within one of these exceptionally large MnS
inclusions is studied in detail. MnS inclusions, due to their larger size, are easily identifiable
at the magnification range selected in this study, and therefore they appear predominantly
in this work. However, it is assumed that other inclusions behave similarly. This is also
verified by the simulation results presented in Section 4.2, where all the inclusions behave
almost indifferently under applied external load.

The results of the local strain measurement from the in situ tests are presented in
Section 4.3. It is observed that the strain in the matrix is higher at some points and lower at
some points, depending on the orientation of the corresponding ferrite grain. The inclusion
is observed to have a low strain distribution until a brittle fracture appears, which damages
the whole microstructure, and it becomes hard to track the local strain in the material
further. Small MnS inclusions were also tracked in this work at increasing external loads.
For these smaller inclusions, it is observed that matrix/inclusion interface decohesion starts
to take place and grow at high strain regimes of >550 MPa. These findings match well with
the previously published work of other researchers [4,6,19,44,56].

Although similar research with in situ tests and crystal plasticity simulations has
been previously carried out by some researchers before [21,27,28,57,58], it was either
pure simulation or pure experimental work. No correlation using both methods has
been presented before concerning how the inclusion distribution, size, and morphology
affect the material deformation and degradation. However, in this work, the findings of
the developed crystal plasticity-based numerical simulation model have been validated.
Researchers and industry can now use this tool to analyze and optimize the non-metallic
inclusion size, distribution, and morphology to attain the desired material formability.

6. Conclusions

The global and local deformation and damage behavior of modified 16MnCrS5 steel
using in situ experimental and crystal plasticity-based numerical simulation model is ana-
lyzed. Recorded EBSD data were used to evaluate the local microstructure of the material.
The data were then adopted to run full phase crystal plasticity simulations in DAMASK
with calibrated material model parameters. In situ tensile tests were carried out on specially
prepared specimens with incremental data collection for different inclusions distributed
within the ferrite matrix. A images were processed using digital image correlation-based
tool to obtain microstrain measurements. The damage initiation, propagation, and strain
localization around a large MnS inclusion were analyzed in detail. Other smaller inclusions
tracked in this study helped in understanding the local material behavior. The conclusions
of this extensive study are as follows:

1. The non-metallic inclusions are heterogeneously sized and heterogeneously dis-
tributed within the ferrite matrix. The inclusions are usually small (size ~2 μm)
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and elliptical (aspect ratio < ~2), with the exceptions of some extremely large (>10 μm
up to 50 μm) and elongated (aspect ratio > 5) inclusions that are also present in the
matrix. These large and elongated inclusions play a critical role in defining the limiting
formability of the steel under consideration.

2. The 2D full phase simulation model developed in the current work provides accu-
rate information about the material’s local damage initiation and propagation under
consideration. Although the same areas were not compared quantitatively, the sim-
ulation results match the experimental observations of global stress–strain response
and the local damage initiation around the inclusions. Hence, the model can be
used by engineers and researchers for further material engineering and optimization
with confidence.

3. The local stress and strain largely depend on the local composition and distribution of
non-metallic inclusions and the size and orientation of the neighboring ferrite grains.
The local stress in highly clustered zones is ~12% higher than the other material zones
where the inclusions are more dispersed within the matrix.

4. The damage initiation and propagation also depend on the inclusion size and position.
If the inclusion is very large, brittle fracture occurs at relatively lower applied external
stress (~450 MPa), which results in the fast damage initiation and propagation in
the matrix. For most small and relatively elliptical inclusions, the damage initiates
on the matrix/inclusion interface at relatively high-stress regimes (~550 MPa). It
propagates at an oblique angle to the applied load. These smaller and relatively
elliptical inclusions are also less prone to brittle cracking and strengthen the matrix
during deformation.

5. An adequate material manufacturing methodology should be employed for the mate-
rial class under consideration, resulting in small, elliptical, homogeneously distributed
inclusions within the ferrite matrix. This would result in a material with better forma-
bility and higher damage resistance.

Author Contributions: Conceptualization, F.Q. and M.U.; methodology, F.Q. and M.U.; software, F.Q.
and M.U.; validation, F.Q., V.E., M.K. and S.G.; formal analysis, F.Q., M.U., V.E. and F.H.; investigation,
V.E., M.K., F.H. and S.G.; resources, F.Q., V.E., M.K. and S.G.; data curation, F.Q. and M.U.; writing—
original draft preparation, F.Q., M.U. and S.G.; writing—review and editing, F.Q., M.U., S.G. and
U.P.; visualization, F.Q., M.U., S.G. and U.P.; supervision, U.P. and S.G.; project administration, S.G.
and U.P.; funding acquisition, F.Q., S.G. and U.P. All authors have read and agreed to the published
version of the manuscript.

Funding: This research was funded by Industrielle Gemeinschafts-Forschung (IGF) under project
number 20429 BG, titled “Nichtmetallische Einschlüsse”.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data are not publicly available but can be shared with interested
researchers privately upon request.

Acknowledgments: The authors acknowledge the DAAD Faculty Development for Candidates
(Balochistan), 2016 (57245990)-HRDI-UESTP’s/UET’s funding scheme in cooperation with the Higher
Education Commission of Pakistan (HEC) for sponsoring the stay of Faisal Qayyum at IMF TU
Freiberg. This work is conducted within the DFG-funded collaborative research group TRIP Matrix
Composites (SFB 799). The authors gratefully acknowledge the German Research Foundation (DFG)
for the financial support of the SFB 799. The authors also acknowledge the support of Martin Diehl
and Franz Roters (MPIE, Düsseldorf) for their help regarding the functionality of DAMASK.

Conflicts of Interest: The authors declare no conflict of interest.

58



Crystals 2022, 12, 281

Nomenclature

Acronyms

Symbol Description
SEM Scanning electron microscope
SE Secondary electron (detector)
BSE Back scatter electron (detector)
EDS Eenergy dispersive spectorscope
EBSD Electron back scatter diffraction
DAMASK Düsseldorf advanced material simulation kit
RVE Representative volume element
NME Non-metallic inclusions

Appendix A. Limitations and Challenges Associated with the In Situ Tensile

Test Methodology

Before the in situ tensile tests, the specimens were metallographically polished (OPS).
Since the deformed surface of the test specimens was later to be analyzed with digital image
correlation software, the test specimens were etched for 5 s in a 3% Nital solution to achieve
the required surface contrast. The experiment revealed that only non-deformed inclusions
were found on the surface of the specimens, while non-metallic sulfide inclusions with
an elongated shape were in the middle of the specimens examined. For further tests, the
specimens were ground to a thickness of 0.6 mm and then polished and etched. Since the
specimens were very thin, manual grinding was not possible because it was not possible
to avoid deviations in the thickness of the specimens. A conventional embedding mass
was not suitable for specimen preparation because there was a high risk of damaging
the specimens when detached from the embedding mass therefore It was decided to use
the embedding mass Technovit-5071 as shown in Figure A1. A special feature of this
embedding mass was that the specimens could be dissolved after processing by dissolving
the embedding mass in acetone when heated to 30 ◦C.

 

Figure A1. Specimens after polishing in Technovit-5071.

Within the scope of this work, an attempt was made to generate a special pattern [7] on
the specimen surface for the digital image correlation program with the help of polystyrene
latex beads with a diameter of 0.095 μm. However, due to the previous etching, it was
difficult to achieve an even distribution on the surface, as all the beads accumulated in the
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resulting depressions (Figure A2). The available DIC systems, such as VEDDAC, GOM,
and VIC-2D, have therefore not made a flat closed evaluation possible. Therefore, the
procedure with balls was not pursued in further investigations. The focus was placed on a
special etching of the specimen surface with the application of the “InLens” module.

The method for the deposition of SiO2 nanoparticles on the specimen surface was
as follows:

1. The surface of the specimen was metallographically prepared for colloidal silicon
dioxide (OPS);

2. On a clean polished dip plate, 10–20 drops of OPS were placed along the diameters;
3. The specimen was pressed onto the cloth with 1–2 MPa pressure and turned for 1 s at

2 rpm;
4. With water flushing and 100 RPS plate speed, the specimen was rotated on the cloth at

1–2 MPa pressure at 2 RPS for 3 s;
5. The specimen surface was rinsed with ethanol and dried with a blower.

 
Figure A2. Example of the accumulation of polystyrene latex beads in the deep spots created
by etching.

As part of this work, various tests were also carried out to create contrasts on the
surface of the specimens. To achieve the desired contrast, different etching times of 2 to
15 s were used (Figure A3).

60



Crystals 2022, 12, 281

 
(a) 

 
(b) 

 
(c) 

Figure A3. Example of a microstructure surface with different etching times: (a) 2 s, (b) 5 s, (c) 15 s.

Various scanning electron microscope modules such as SE (Figure A4a) and “InLens”
(Figure A4b) were used.

 
(a)                                 (b) 

Figure A4. Example of a microstructure surface using different modules: (a) SE, (b) “InLens”.

Different contrast values were used in the settings of the electron beam microscope
(Figure A5a contrast = 49%, Figure A5b contrast = 52%).
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(a) 

 
(b) 

Figure A5. Example of a microstructure surface at different contrasts of SEM: (a) contrast = 49%,
(b) contrast = 52%.

Appendix B. Local Mises Strain Measurement

The von Mises strain at the meso plane was calculated using a scale in the areas studied
(Figure A6). On each surface of the undeformed specimen, three points were selected so
that one point was common; they formed two identical straights, and there was an angle of
90◦ between these straights.

 
Figure A6. Account length of the selected area used to calculate mesoscale plane-strain for the tensile
specimen (11K).

The strain was calculated using the following formula:
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As a result of the tests, the meso deformation in the long inclusion in the tensile
specimen was calculated. The results of meso-scale deformation are presented in Table A1.

Table A1. Change in the length of the account of the selected area and angle at the meso plane for the
tensile specimen.

MPa A [μm] B [μm] Angle of Axis A [Degrees] Angle of Axis B [Degrees]
Angle

[Degree]

0 50 50 0 90 90
300 50.63 49.87 0.5 90 89.5
375 50.8 49.96 0.1 90.1 90
400 51.1 49.83 −0.19 90.4 90.59
425 51.52 49.66 −0.28 90.24 90.52
437 51.94 49.66 −0.37 90.19 90.56
450 52.41 49.62 −0.42 90.44 90.86
462 53.46 49.54 −0.54 90.73 91.27

450_2 57.01 49.89 −0.72 91.5 92.22

The tests yielded the stress–strain diagram shown in Figure A7. The diagram shows
that the range of plastic deformation started at 300 MPa. The maximum tensile strength
achieved was 462 Mpa, and the breakage of the specimen began at a stretch of 7.9%

Figure A7. Stress–strain diagram of the tensile specimen.

Based on the data obtained, diagrams were created to compare the meso deforma-
tion and micro deformation in different areas of the study with the names of the se-
lected areas (Figure A8). A diagram has also been created to compare macro and micro
deformation (Figure A9).
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(a) (b) 

Figure A8. Marking and numbering of measuring points (a) around non-metallic inclusions; (b)
within non-metallic inclusions.

The diagram in Figure A9 shows that the intensity of micro deformation is significantly
higher compared to macro deformation at the points far from the pearlite grains.

Figure A9. Comparison of meso deformation and micro deformation.

Appendix C. Local Strain Measurement Overlaid on SEM Micrographs

The frame by frame evolution of local strain distribution around (left) and within
(right) the MnS inclusion is presented in Figure A10 from 1.6% to 7.75% global true strain.
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Figure A10. Cont.
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5.5 

  

6.78 

  

7.75 

Figure A10. Local strain measurement overlaid on SEM micrographs.
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Abstract: Crystal plasticity-based numerical simulations help understand the local deformation
behavior of multiphase materials. It is known that in full phase simulations, the local 2-dimensional
(2D) representative volume elements (RVEs) results are distinctly different from 3-dimensional (3D)
RVEs. In this work, the difference in the results of 2D and 3D RVEs is investigated systematically, and
the effect of magnification, total strain and composition are analyzed. The 3D RVEs of dual-phase
(DP)-steel are generated using DREAM-3D. The 2D RVEs are the sliced surfaces of corresponding
3D RVEs for a direct pixel-to-pixel comparison of results. It is shown that the corresponding 3D
distribution can be rapidly derived from the 2D result based on the alternative error and least square
method. The interactive parameters for these processes are identified and analyzed for the ferrite
phase, which provides information about the convergence. Examined by qualitative and quantitative
statistical analysis, it is shown that the corresponding 2D distribution by the fourth iteration has a
prominent similarity with the exact 3D distribution. The work presented here contributes toward
solving the paradox of comparing local strain from 2D crystal plasticity (CP) simulations with the
effective 3D specimen used for tests.

Keywords: crystal plasticity; DAMASK; representative volume element; least square method;
alternative error method; dual-phase steel

1. Introduction

Multiple-phase composites possess admirable mechanical properties and service life.
Combining softer matrix with harder islands [1], multiple-phase materials demonstrate
the strong structure and ductility, such as in dual-phase steel (DP steel) [2], metal matrix
composites, and other advanced steel [3]. The material properties of the multiphase mate-
rials depend on the microstructural attributes, such as the size, shape, composition, and
distribution of the second phase within the matrix [4]. The effect of these attributes is
interdependent and plays a key role in defining the deformation and damage behavior
under varying loading conditions [5,6], i.e., strain rate, temperature, and loading direction.
Numerical simulation models provide an interesting outlook for targeted material develop-
ment by avoiding the expensive and time-consuming experimentation of every iterative
modification in the material microstructure [7–9].

There are different numerical simulation models, i.e., empirical, analytical, data-
driven, and hybrid [10,11]. Although they are useful in the general modeling of material
deformation and damage behavior, they lack the fundamental dependence on the local
microstructural attributes [12,13]. Fast Fourier transformation-based crystal plasticity
models provide a comprehensive and accurate solution for modeling the multiphase

Crystals 2022, 12, 955. https://doi.org/10.3390/cryst12070955 https://www.mdpi.com/journal/crystals69



Crystals 2022, 12, 955

material’s dependence on the microstructural attributes [14,15]. The RVEs in such models
comprise all the necessary phase compositions, size, orientation, and distribution that
represent the actual material [16]. Therefore, the model’s accuracy and applicability largely
depend on the constructed RVE for such simulations.

Different simple and sophisticated models for accurate RVE development have been
proposed previously, i.e., single-step Voronoi tessellation, multi-step Voronoi tessellation,
and artificial neural networks yielding accurate results that are usually 3D. According to the
RVE [17] method, both 2D (2-dimension) [18] and 3D (3-dimension) [19] microstructures
have been constructed by random grain size, orientation, phase, and texture or measured
from electron backscatter diffraction (EBSD) data [20]. Based on EBSD patterns from the
serial-sectioning experiments, 3D polycrystalline microstructures were constructed by
Groeber et al. [21,22]. Recently, DREAM-3D [23] was used to construct realistic RVEs from
virtual or real statistical grain size, orientation, and texture data. Applying DREAM-3D
and DAMASK [24], the performance of multilayer composites can be evaluated under
mechanical loading by the crystal plasticity material model.

Compared to the simulation and experimental data for DP steels, Ramazani et al. [25]
discovered that the 2D model displayed underestimated behavior, while the 3D result
demonstrated a quantitative description of the flow curve in comparison to the experimen-
tal data. Qayyum et al. [26,27] studied the local deformation and transformation behavior
of transformation-induced plasticity (TRIP) steel. In these articles, the simulation results of
global stress and strain behavior were compared to the experimental result. Nevertheless,
the validation of local distribution in 3D has a challenge to discuss, owing to the inconsis-
tency between experiment and simulation results. Diehl et al. [28] analyzed the effect of
“columnarity” and studied the influence of the nearby environment on stress and strain
in DP microstructures. It was discovered that the local stress and strain distributions are
strongly influenced by both the nearby grain shape and grain orientation. Due to this effect,
the 2D simulations of heterogeneous microstructures could be definitely misleading for the
damage prediction [29] of crack initiation and propagation.

The CP models are also largely dependent on several physical and a few fitting
parameters. These parameters are obtained by comparing averaged numerical simulation
results with experimental stress and strain curves [26,30]. Although a certain set of fitted
parameters seems to accurately represent the overall deformation behavior, a slightly
different set of fitted parameters is also expected to yield similar global results with a
significant change in local results. This reliability of such models on the globally calibrated
parameters can lead to incorrect local results. In the recent past, researchers have developed
algorithms for automated sensitivity analyses and parametric identifications from global
stress and strain curves [31,32]. A more reliable way of calibrating and validating the
CP model parameters can be through direct local comparison of experimental in situ and
simulation results.

The local strain measurement is experimentally possible now due to the advancement
of in situ measurement and data processing tools, which can accurately capture local strain
distribution and local microstructural attributes [33–35]. However, constructing an accurate
3D RVE of the same specimen is a paradox as 3D EBSD requires polishing, slicing, and
measurement throughout the specimen. Moreover, different phases frequently cause false
detection at the measurement surfaces and the grain boundaries [36].

Therefore, to carry out such a comparison, the 2D RVE results from CP simulation
should be reliably transformed to keep the global results the same while transforming
the local stress and strain distributions for comparison with the results of the 3D material
surface. It is a mathematical challenge that can yield a model for transforming 2D RVE
simulation results of local strain distribution for comparison with strain measurements
on the surface of a 3D specimen. Recently, Qayyum et al. [37,38] investigated the stress
and strain distribution between 2D and 3D RVEs with different total grain numbers. It
was shown that the global distribution of the flow curve is similar across different RVEs.
However, the local distribution showed obvious variation. The numerical finding of
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Qayyum et al. [37,38] underlines the different stress and strain distribution in 2D and 3D
via random distribution of grain size and orientation. In the current article, the previous
study is carried one step further, and a corresponding local 3D stress and strain distribution
on the RVE surface is achieved by transforming 2D stress and strain. The work is based on
the alternative error and least square method. The transformation of the ferrite phase stress
and strain from the 2D result is iteratively achieved. The iterative constants for different
cases of magnification, strain levels, and volume fractions are presented and compared.
The proposed new numerical approach is helpful in iteratively transforming the 2D stress
and strain if the 3D outcome is known. To analyze and compare the derived 3D distribution
with actual results, a statistical analysis of the obtained data is carried out.

The following Section 2 presents the detail of the numerical simulation model, includ-
ing grain size, boundary condition, and material parameter of crystal plasticity. Then, the
proposed iterative method, which is adopted in the current work, is explained in Section 3.
Next, the derived 3D local stress and strain distribution calculated using the proposed
method are displayed. Meanwhile, similarities between derived and exact 3D distribution
are provided by statistical analysis in Section 4. Finally, the discussion and conclusion are
presented in Sections 5 and 6.

2. Numerical Simulation Model

The material adopted in the current investigation is DP steel, which comprises two
distinct phases, i.e., soft ferrite matrix and hard martensite island. This large local mi-
crostructural heterogeneity yields significant local strain contrast during deformation.
The microstructural distribution, grain size, material properties, and grain orientation
are adopted from previously published work [39–41]. This article investigates different
parameters for varying the overall number of grains, strain levels, and volume fractions.
Table 1 demonstrates the grain size distribution of ferrite and martensite, number of total
grains, volume fractions, and strain levels for each model. For cases 1 to 3, the varying
parameter is the total number of grains; for cases 4 to 6, the varying parameter is strain
level; For cases 7 to 9, the varying parameter is volume fraction. Note that the unit of grains
size is μm and total grain is a dimensionless value. Based on experimental observation [42],
the smaller average grain sizes of ferrite and martensite were assigned as 6.35 and 4.6 in
RVE-A, whereas the larger average grain sizes were 14.0 and 12.8 in RVE-C during the
crystal plasticity simulation. Hence, the total grains of RVE-A are more than RVE-C.

Table 1. Grain size distribution, number of total grain, volume fraction, and strain level for the
microstructure [37].

Case RVE
Ferrite Grains Martensite Grains Total

Grain

Strain
Level [%]

Volume
FractionMin. Max. Avg. Min. Max. Avg.

1 A 5.1 7.6 6.35 3.5 5.7 4.6 8400 25 0.1
2 B 8.5 12.7 10.6 5.4 8.8 7.1 1900 25 0.1
3 C 11.2 16.8 14.0 9.8 15.8 12.8 700 25 0.1
4 D 8.5 12.7 10.6 5.4 8.8 7.1 1900 5 0.1
5 D 8.5 12.7 10.6 5.4 8.8 7.1 1900 15 0.1
6 D 8.5 12.7 10.6 5.4 8.8 7.1 1900 25 0.1
7 D 8.5 12.7 10.6 5.4 8.8 7.1 1900 15 0.1
8 E 8.5 12.7 10.6 5.4 8.8 7.1 1900 15 0.15
9 F 8.5 12.7 10.6 5.4 8.8 7.1 1900 15 0.2

A cubic equiaxed crystal structure and ellipsoid grain shape are assigned to both
ferrite and martensite phases. 100 × 100 × 100 voxels RVEs are systematically constructed
using DREAM-3D for the sizes as shown in Table 1. Figure 1 shows a schematic diagram
and flow chart in this article. The blue arrows indicate the steps involved in carrying out
this work. In the beginning, 2D and 3D simulations for different RVEs are carried out. Both
ferrite (F) and martensite (M) phases are then individually analyzed. Combined with the
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least square and alternative error method, the iterative constants (a1, b1, a2, and b2, . . . ) of
the linear equation are calculated while transforming the 2D results into 3D.

 

Figure 1. The schematic diagram represents the flow chart of the current work. The upper half (yellow
background) indicates the flow chart of crystal simulation, and the bottom half (blue background)
represents numerical analysis. The blue arrow indicates the flow of data. The red arrow represents
tensile loading, and the yellow arrow separates the ferrite (F) and martensite (M) phases.

The principal aim of this ongoing study is to develop a robust methodology for
deriving the 3D surface stress and strain distribution from the 2D RVE result for ferrite and
martensite phases. This work brings us one step closer to that aim. As a representation,
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RVE-C in inverse pole figure (IPF) colors is shown in Figure 2a (h = 1), where h indicates the
length of z-direction normalized total length of z-direction. Following Qayyum et al. [37],
50- (h = 0.5) and 1-layer (h = 0.01) RVE were sliced from the initial microstructure and
regarded as 3D and 2D RVE, respectively. The simulation results for 1- and 50-layers have
been selected and defined as 2D and 3D results of the local stress and strain distribution.
There are 10,000 Gaussian mesh elements in one layer, meaning 2D and 3D possess 10,000
and 500,000 elements, respectively. All the constructed RVEs were sliced into similar
geometries with 1-layer (h = 0.01) RVE and shown in terms of texture style in Figure 2b.

Figure 2. (a) The resulting RVE-C initial microstructure colored according to the inverse pole figure
(IPF). (b) All RVE models (RVE-A to RVE-F) were sliced into geometries with 1-layer (h = 0.01) RVE
in terms of texture style.

The ferrite and martensite are defined as elastic–viscoplastic deformable phases. The
elastic stiffness, shear resistance, hardening behavior, and curve fitting parameter are
adapted from previously published work [38] and presented in Table 2.
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Table 2. Mechanical properties of multiphase (ferrite and martensite) were adopted from [37] for
simulation modeling.

Parameter Symbol Ferrite Martensite Unit

First elastic stiffness constant with
normal strain C11 233.3 417.4 GPa

Second elastic stiffness constant
with normal strain C12 135.5 242.4 GPa

First elastic stiffness constant with
shear strain C44 128.0 211.1 GPa

Initial shear resistance on [111] S0 [111] 95 406 MPa
Saturation shear resistance on [111] S∞ [111] 222 873 MPa
Initial shear resistance on [112] S0 [112] 96 457 MPa
Saturation shear resistance on [112] S∞ [112] 412 971 MPa
Slip hardening parameter h0 1.0 563 GPa
Interaction hardening parameter hα,β 1.0 1.0 -
Stress exponent n 20 20 -
Curve fitting parameter w 2.0 2.0 -

The crystallographic orientation, mechanical properties, and phase of ferrite and
martensite are included in the RVE geometry definition. A uniaxial load along the
x-direction is defined using mixed boundary conditions as follows:

.
Fij =

⎡
⎣1 0 0

0 ∗ 0
0 0 ∗

⎤
⎦× 10−3·s−1 (1)

Pij =

⎡
⎣∗ ∗ ∗
∗ 0 ∗
∗ ∗ 0

⎤
⎦Pa (2)

where
.
Fij is the coefficients of the macroscopic rate of the deformation gradient, Pij is

the first Piola–Kirchhoff stress.
.
F11 = 1/s indicates tensile condition, 0 is represented as

restricted, and * is an arbitrary value during the simulation. It should be noted that the
strain rate of all simulations is assumed to be 1 × 10−3/s in conjunction with periodic
boundary conditions in all three directions. The simulations are performed in plain strain
mode, where 2D RVE is interpreted as a columnar grain structure.

The spectral method via fast Fourier transform [43] is used to solve the continuum
mechanics formulation mentioned above. After completing simulations, the 2D and 3D data
are statistically analyzed. The 3D numerical results are used as a reference for iteratively
modifying the 2D results by combining the least square and alternative error methods via
Matlab programs (2019b, The MathWorks Inc., Natick, MA, USA).

3. Method

In the beginning, both the 50- and 1-layers were regarded as geometry models for
crystal simulation and considered as 3D and 2D RVE models, as shown in Figure 2a. Note
that stress/strain throughout this article means either stress or strain conditions. The results
from the 2D RVE are compared with the surface of the corresponding 3D RVE to analyze
the difference in stress/strain values. First, the stress/strain on the 2D layer result with
respect to the difference in stress/strain between the 3D and 2D layer results is considered.
Based on the least square method, the linear equation for this can be written as follows:

y1i = a1x1i + b1, i = 1, 2, 3 . . . . . . 10, 000 (3)

a1 =
∑10,000

i=1 ( f1i − f1)( fer0i − fer0)

∑10,000
i=1 ( f1i − f1)

2 , b1 = fer0 − a1 f1, i = 1, 2, 3 . . . . . . 10, 000 (4)
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where i is the number of elements on the top surface, and there are 100 × 100 voxels
on both 2D and 3D layers. Where f1i is stress/strain for 2D layer result; f1 is average
stress/strain for 2D layer result; f50i is stress/strain for 3D layer result; fer0i is the difference
in stress/strain between 3D and 2D layer results ( fer0i = f50i − f1i), which indicates the
difference of non-revised (original 2D) stress/strain; and fer0 is the average difference in
stress/strain between 3D and 2D layer results.

Through this method, the corresponding y1i, a1, and b1 can be obtained. Hence,
the first revised stress/strain ( fr1i) and the different first revised stress/strain ( fer1i) can
be derived:

fr1i = f1i + y1i, i = 1, 2, 3 . . . . . . 10, 000 (5)

fer1i = f50i − fr1i, i = 1, 2, 3 . . . . . . 10, 000 (6)

where fer1i can be calculated by the difference in stress/strain between the 3D layer and
the first revised 2D layer result. However, if the error of the first revision is not convergent,
the second iteration will be carried out.

Next, the difference in stress/strain between the 3D and 2D layer results is considered
with respect to the different first revised stress/strain. Based on the least square method,
the linear equation can be obtained as follows:

y2i = a2x2i + b2, i = 1, 2, 3 . . . . . . 10, 000 (7)

a2 =
∑10,000

i=1 ( fer0i − fer0)( fer1i − fer1)

∑10,000
i=1 ( fer0i − fer0)

2 , b2 = fer1 − a2 fer0, i = 1, 2, 3 . . . . . . 10, 000 (8)

Through this method, the corresponding y2i and x2i can be obtained. Hence, the
second revised stress/strain ( fr2i) and the different second revised stress/strain ( fer2i) can
be derived:

fr2i = fr1i + y2i, i = 1, 2, 3 . . . . . . 10, 000 (9)

fer2i = f50i − fr2i, i = 1, 2, 3 . . . . . . 10, 000 (10)

fer2i can be calculated by the difference in stress/strain between the 3D layer and the
second revised stress/strain. Finally, based on the least square method, a general linear
equation can be obtained in the series form of m-iteration. The difference in the m-2
revised stress/strain (x-axis) is considered with respect to the different m-1 (y-axis) revised
stress/strain. This equation can be written as follows:

ymi = amxmi + bm, i = 1, 2, 3 . . . . . . 10, 000, m = 2, 3, 4, . . . (11)

am =
∑10,000

i=1 ( fer(m−2)i− fer(m−2))( fer(m−1)− fer(m−1))

∑10,000
i=1 ( fer(m−2)i− fer(m−2))

2 , bm = fer(m−1) − am fer(m−2)

, i = 1, 2, 3 . . . . . . 10, 000, m = 2, 3, 4, . . .
(12)

Through this method, the corresponding ymi and xmi can be obtained. Hence, the m
revised stress/strain ( frmi) and the different m revised stress/strain ( fermi) can be derived as:

frmi = fr(m−1)i + ymi, i = 1, 2, 3 . . . . . . 10, 000, m = 2, 3, 4, . . . (13)

fermi = f50i − frmi, i = 1, 2, 3 . . . . . . 10, 000, m = 2, 3, 4, . . . (14)

fermi can be calculated by the difference in stress/strain between the 3D layer and the m
revised stress/strain.

4. Results

Although results for both the ferrite and martensite phase were processed and ana-
lyzed in this work, in this section, the results for the ferrite phase are presented. Similar
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numerical results (Tables A1 and A2) of the martensite phase are provided in Appendix A
of this article for interested readers.

4.1. Local Stress/Strain Distribution in 2D and 3D

Initially, local stress/strain distributions for case 1 to case 9 are shown in Figure 3
to address how the local results vary between 2D and 3D separately sourced from 1-
and 50-layers only for ferrite matrix. Note that case 1 to case 3 indicates different total
grain numbers; case 4 to case 6 indicate different strain levels; case 7 to case 9 indicates
different volume fractions. The detailed microstructure information is demonstrated in
Table 1. To point out the difference between 2D and 3D-RVEs, the local stress and strains
are arithmetically subtracted (3D−2D) as fer0i = f50i − f1i, and the difference map with the
true stress or strain scales −700 to 700 MPa −60 to 60%, respectively, is shown in Figure 3.

Figure 3. Local von Mises stress and strain distribution for ferrite phase from case 1 to case 9. Note
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that case 1 to case 3 indicate different total grain numbers; case 4 to case 6 indicate different strain
levels; case 7 to case 9 indicate different volume fractions. The extreme left and right column indicates
the 2D and 3D local stress and strain distribution differences, respectively.

For 2D conditions, high contrast in the stress/strain concentration is observed. It can
be noted that there is a significant difference between the 3D and 2D-RVEs local attribute
distribution. In the 3D RVE case, the stress and strain are relatively homogeneously
distributed and display lower contrast. Meanwhile, the higher stress/strain transfer to the
martensite/ferrite interface. It can be concluded that the local stress/strain distribution
is different from 3D and 2D-RVEs, regardless of the total grain numbers, strain levels,
and volume fractions. Therefore, a straightforward transformation method can hardly be
adapted to modify 2D results to 3D distribution for a specific element. The results from the
proposed numerical statistical analysis are given in the next section.

4.2. Step by Step for Transformation from 2D to 3D

In Section 2, the proposed iterative method was derived for this specific problem.
Figure 4 shows a scatter diagram of the ferrite phase with two extreme “total grain number”
cases (case 1 (a, c) and case 3 (b, d)) via different iterative steps both for stress (a, b) and
strain (c, d) value. Since all the cases are similar, this article only presents cases 1 and
case 3 for discussion. Regarding the x-axis, the repaired stress/stain is indicative of the
corresponding different revised stress/strain of 2D. It assumes 2D stress/strain ( f1i) for
the zero iteration, but for the first iteration and onwards, it is derived to fer0i and Equation
(6) for the first and second iteration, respectively. For the y-axis, the different stress/strain
comes from the general form in Equation (14), where the 2D revised stress/strain compared
with 3D stress/strain is computed for each solution point. This term is now clearly used
and mentioned in the explanation of fer0i for the zero iteration. Then, Equations (6) and
(10) indicate the first and second iteration, respectively.

Figure 4. Scatter diagram showing the numerical tendency of stress in (a) case 1 (b) case 3 and strain
in (c) case 1 (d) case 3 by the proposed iterative method for ferrite phase at 25% global true strain and
0.1 volume fraction.
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For the same iterative step, the numerical distribution reveals a similar tendency
regardless of different total grain numbers for stress cases, as shown in Figure 4a,b, or for
strain cases, as shown in Figure 4c,d, respectively. For the initial condition, the stress/strain
on the 2D layer result ( f1i) with respect to the difference of non-revised stress/strain
between 2D and 3D layer results ( fer0i) are defined as black scatter, as shown in Figure 4. It
can be observed that the stress/strain results in 2D have inverse behavior to the difference
in stress/strain between the 3D and 2D layer results. Due to inverse behavior, it can be
speculated that the larger value of stress/strain is overestimated, and the lower value of
stress/strain is underestimated for the 2D layer result. Transferring the local stress/strain
of a 2D layer to match the 3D layer better, a larger value of stress/strain should be forcibly
applied to a negative value of stress/strain, and a positive value of stress/strain should be
forcibly applied to a smaller one.

Based on the least square method, the linear equation for the original condition can be
calculated in Equations (3) and (4). Tables 3 and 4 demonstrate the constants am,bm and
R2

m (m = 1, 2, 3, 4) of the linear equation by the proposed iterative method for stress/strain
conditions during different iterative steps. Using a1 and b1, the value of stress/strain in
2D layer result will be forcibly modified by a corresponding value and become the first
revised stress/strain in Equation (5). Meanwhile, the different first revised stress/strain
can be calculated by Equation (6).

After applying the approach mentioned above, the first repaired stress/strain ( fer0i)
concerning different first revised stress/strain ( fer1i) are shown in purple scatters in Figure 4.
It can be observed that different first revised stress/strain results have proportional behavior
to the result of the first repaired stress/strain.

Repeatedly, through the least square method, the linear equation for the second it-
eration condition can be calculated by Equations (7) and (8). Through a2 and b2, the
first revised stress/strain result ( fr1i) will forcibly be modified with a corresponding
value of a linear equation and become the second revised stress/strain result ( fr2i) in
Equation (9). Additionally, the different second revised stress/strain ( fer2i) can be calcu-
lated by Equation (10). Followed by a similar iterative procedure, the second repaired stress
strain ( fer1i) concerning the different second revised stress/strain ( fer2i) is defined as blue
scatters, as shown in Figure 4. Similarly, third repaired stress/strain ( fer2i) concerning the
different third revised stress/strain ( fer3i) is defined as green scatters.

Table 3. Constants am, bm, and R2
m (m = 1, 2, 3, 4) for the ferrite phase of linear equation with stress

condition by the proposed iterative method.

Stress

Analysis
Parameter

Total Grain Stress/Strain Level, % Volume Fraction, %
8400 1900 770 5 15 25 0.1 0.15 0.2

Case 1 2 3 4 5 6 7 8 9
RVE

Iterative
Const.

A B C D D D D E F

a1 −0.76 −0.81 −0.75 −0.63 −0.74 −0.78 −0.74 −0.66 −0.66
b1 543.73 572.10 572.15 357.41 470.71 579.71 470.71 444.5 435.8
R2

1 0.35 0.37 0.34 0.31 0.38 0.41 0.38 0.33 0.31
a2 0.64 0.62 0.65 0.68 0.61 0.59 0.61 0.64 0.66
b2 −8.62 −10.73 −5.70 −11.48 −9.46 −7.43 −9.46 −13.85 −12.25
R2

2 0.64 0.64 0.68 0.69 0.62 0.60 0.62 0.69 0.72
a3 0.35 0.36 0.32 0.31 0.37 0.40 0.37 0.30 0.27
b3 −1.41 −2.97 −3.13 −1.38 -2.44 −3.03 −2.44 −4.95 −4.28
R2

3 0.35 0.36 0.32 0.31 0.37 0.40 0.37 0.30 0.27
a4 0.65 0.64 0.68 0.69 0.62 0.60 0.62 0.70 0.72
b4 −0.18 −0.54 −1.03 −0.253 −0.36 −0.42 −0.36 −2.2 −2.4
R2

4 0.65 0.64 0.68 0.69 0.62 0.59 0.62 0.70 0.72
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Table 4. Constants am, bm, and R2
m (m = 1, 2, 3, 4) for the ferrite phase of linear equation with strain

condition by the proposed iterative method.

Strain

Analysis
Parameter

Total Grain Strain Level, % Volume Fraction, %
8400 1900 770 5 15 25 0.1 0.15 0.2

Case 1 2 3 4 5 6 7 8 9
RVE

Iterative
Const.

A B C D D D D E F

a1 −0.78 −0.85 −0.82 -0.72 −0.73 −0.75 −0.73 −0.74 −0.73
b1 22.09 25.30 25.16 4.57 13.95 23.85 13.95 14.91 14.94
R2

1 0.50 0.57 0.49 0.49 0.49 0.49 0.49 0.51 0.48
a2 0.50 0.44 0.50 0.5 0.50 0.49 0.50 0.48 0.51
b2 0.01 0.51 −0.31 −0.05 −1.87 −0.38 −1.87 0.21 0.16
R2

2 0.50 0.44 0.51 0.50 0.50 0.49 0.50 0.49 0.53
a3 0.50 0.56 0.49 0.49 0.49 0.50 0.49 0.50 0.47
b3 −0.06 −0.11 −0.30 −0.02 −0.08 −0.16 −0.08 −0.21 −0.21
R2

3 0.50 0.56 0.48 0.49 0.49 0.50 0.49 0.50 0.47
a4 0.50 0.43 0.51 0.50 0.50 0.49 0.50 0.49 0.53
b4 −0.005 −0.01 −0.04 −0.02 −0.007 −0.01 −0.007 −0.04 −0.04
R2

4 0.50 0.43 0.51 0.50 0.50 0.49 0.50 0.49 0.52

4.3. Convergence and Statistical Analysis

A quantitative analysis method determines the convergent behavior and confirms the
error analysis via different iterative steps. The function of average difference is defined
as follows:

eravg.(x) =
n

∑
i=1

| fermi|
n

m = 0, 1, 2 . . ., n = 10, 000 (15)

where fermi is the difference in stress/strain between 3D and revised 2D layer results as
derived in Equation (14), which can also be obtained by the magnitude of the y-axis in
Figure 4, “m” is an iterative step from 0 to 5, and n is element number in 100 × 100 voxels
RVEs. Figure 5 shows the average difference in stress/strain with different iterative steps.
To avoid confusion, only case 1 to case 3 are shown in the convergence analysis. As can be
seen, the convergent behavior with a small error is observed in the fourth iterative step.
Therefore, it can be concluded that the fourth iterative step can reach the desired 3D local
stress/strain distribution after almost 70% average difference in stress/strain conditions.

Figure 5. Convergence analysis for the ferrite phase at 25% global true strain. (a) Stress and (b) strain
by the proposed iterative method with different iterative steps.
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Previously presented qualitative comparisons of transformation are mainly based on
individual visual perceptions. An appropriate statistical quantitative analysis is carried out
here to compare the transformation results more accurately. For the statistical method, the
probability distribution function is adopted. The probability distribution function can be
derived in terms of μ and σ as follows:

p(x) =
1

σ
√

2π
exp(− (x − μ)2

2σ2 ), −∞ < x < ∞ (16)

where μ is mean value of the probability distribution function σ is the standard deviation
value. The standard normal distribution-based probability distribution function of the
difference in stress/strain distribution for case 1 with different iterative steps is shown in
Figure 6. Note that five different stress/strains from zero to the fourth iterative step have
been considered in the probability distribution function. Again, the different stress/strain
comes from the general form in Equation (14), where the 2D revised stress/strain compared
with 3D stress/strain is computed for each solution point. It can be seen that the peak
considerably protrudes with the increase in iterative steps in the probability diagram.
Therefore, it can be concluded that the error is convergent as iterative steps increases, which
represents the derived 3D stress and strain distribution, as effectively calculated by the
proposed iterative method.

Figure 6. Probability distribution function of different (a) stress and (b) strain distributions between
3D result and iteratively revised 2D result for the ferrite phase of case 1 with different iterative steps.

4.4. Derivation of 3D Stress and Strain Distribution from the 2D Result

The graphic of derived 3D local stress and strain distribution with different iterative
steps using the identified iterative constants will be demonstrated in this section. Due to
the convergence and statistical analysis in Figures 5 and 6, the transformation is carried
out up to the fourth iterative step. Local stress/strain distribution for the revised 2D layer
result, 3D layer result, and differences between 2D and 3D layer results for the ferrite phase
of case 1 with different iterative steps is as displayed in Figure 7. In the first iteration,
the stress/strain distribution displays the virtually perfectly averaged arrangement when
forcibly applying a negative value on a larger stress/strain value and a positive value on a
smaller stress/strain value by modification from corresponding a1 and b1 in Tables 3 and 4.
The high stress/strain zones disappear from the actual results. However, the difference
in stress/strain between the first revised 2D and 3D layers can still be easily identified.
The second revised stress/strain is obtained for the second iteration after modifying the
first revised result by corresponding a2 and b2 in Tables 3 and 4. It can be observed that
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the stress/strain concentration is generated along with the ferrite/martensite interfaces.
The second iteration result displays a dramatic difference compared with the first iteration
result. Subsequently, the third and fourth revised stress/strain are obtained during the
modification of the second and third results revised by the corresponding a3 and b3 as well
as a4 and b4 in Tables 3 and 4. It can be seen that stress/strain concentration along the
interface of the fourth revised result is more enhanced than the second revised result. It can
be concluded that the derived 3D stress/strain distribution closely resembles the 3D result
at the fourth iterative step.

Figure 7. Local von Mises stress and strain distribution for the ferrite phase of case 1 with different
iterative steps. The extreme left and right column indicate the 2D and 3D local stress and strain
distribution differences, respectively.

5. Discussion

Due to the significantly higher stiffness of the martensite phase and strong “elastic
mismatch” in the DP steels, higher interfacial stresses are induced due to applied mechani-
cal or thermal loading [44,45]. Therefore, when comparing the stress and strain fields of the
martensite and ferrite phases, extremely higher stress (≈2500 MPa) and lower strain are
achieved in the martensite phase. On the contrary, smaller stress (≈800 MPa) and larger
strain can be identified in the ferrite phase.

From the current and previous studies [28,37,38,46,47], in 2D crystal plasticity simula-
tion, the obvious stress and strain concentrations exist in the ferrite phase due to the absence
of the third dimension. As depth increases, the stress and strain are more distributed, and
the concentration generally transfers to the matrix/particle interfaces and triple points
of grains with a low Schmidt factor. As the thickness increases, the matrix’s stress field
is phenomenally influenced by the adjacent inclusion. Chao et al. [48] indicated that the
distance between two circular inclusions strongly provoked the stress field of the matrix
and then interfered with the stress intensity factor of the crack.
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Additionally, Diehl et al. [28] investigated the interaction between stress/strain condi-
tions, the phase distribution of neighboring grain, and their crystallographic orientation. It
was concluded that there is a drastic difference in local stress/strain distribution between
2D and 3D-RVEs results, which means it is difficult to validate simulation results with
similar experiments. If 3D geometry is measured by slicing the surface, there is no same
specimen available for the in situ tests. On the contrary, if the specimen is tested by de-
formation loading, 2D EBSD only can be obtained, and the corresponding 2D simulation
result differs from the 3D distributions [28].

In the database of parameters from the proposed iterative method, as displayed in
Tables 3 and 4, it can be examined that the R2

m is practically similar in the same iterative
step for ferrite phases regardless of total grain numbers, strain levels, and volume fractions.
Additionally, the constants am and bm nearly have a consistency tendency regardless of total
grain numbers and volume fractions. There is a difference in the case of strain levels. That
is, the constant am and R2

m display a similar value for different strain levels. Conversely,
the constants bm demonstrates larger value at larger strain levels. It is exhilarating that the
3D distribution can be straightforwardly responded to by 2D result by the same iterative
constant owing to the similar am, bm and statistical analysis, which means that the 3D
distribution can be derived by the proposed iterative method regardless of total grain
numbers and volume fractions.

The methodology of deriving 3D local distribution from 2D results has been thoroughly
introduced. In the future, the constants am and bm can provide a helpful suggestion to
predict the 3D local stress/strain from 2D local stress/strain. Henceforward, the derived
3D local stress and strain distribution can be an excellent validation of the experiment and
further recommends the optimal design of the multiple phase steel with different grain
orientation, total grain numbers, composition, and loading conditions by the proposed
iterative method.

6. Conclusions

In this article, the derived crystal plasticity simulation of 3D local stress and strain
has been successfully obtained from the 2D simulation result. The difference in the local
stress and strain distributions in 2D and 3D simulations of the same surface is significant.
There are three different parameter series, including total grain numbers, strain levels, and
volume fractions. After identifying the difference in the local distributions, the alternative
error and least square methods are used to transform the 2D results to match with 3D
observations. It is shown that using the presented proposed iterative technique, the 3D
distribution can be quickly derived from the 2D result in a ferrite matrix of DP steel. It
can be concluded that the desired transformation can be achieved in the fourth iterative
step by using the identified iterative constants for each phase. For the iterative constants,
almost similar values regardless of total grain numbers and volume fractions are displayed.
The accuracy of the developed method is demonstrated by visual and statistical analysis,
and the proposed numerical approach can be regarded as effective and efficient. In the
future, this method can be applied to forecast 3D distributions of stress and strain in other
multiphase materials, such as spheroidized steels and particle-based metal composites.
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Appendix A

Based on the proposed iterative method, the iterative constants for the martensite
phase with stress and strain conditions are displayed in Tables A1 and A2, respectively.

Table A1. Constants am, bm, and R2
m (m = 1, 2, 3, 4) for the martensite phase of linear equation with

stress condition by the proposed iterative method.

Stress

Analysis
Parameter

Total Grain Strain Level Volume Fraction
8400 1900 770 5% 15% 25% 0.1 0.15 0.2

Case 1 2 3 4 5 6 7 8 9
RVE

Iterative
Const.

A B C D D D D E F

a1 −0.86 −0.78 −0.88 −0.7375 −0.7938 −0.82 −0.7938 −0.725 −0.766
b1 1875 1614 1746 1526 2002 2222 2002 2092 1956
R2

1 0.31 0.23 0.36 0.14 0.24 0.34 0.24 0.21 0.17
a2 0.67 0.76 0.63 0.84 0.74 0.64 0.74 0.77 0.81
b2 6.02 2.87 −1.003 28.96 14.86 6.64 14.86 20.6 −25.19
R2

2 0.67 0.76 0.63 0.84 0.74 0.64 0.74 0.79 0.81
a3 0.32 0.23 0.36 0.15 0.25 0.35 0.25 0.23 0.18
b3 4.67 1.05 −1.00 5.69 6.49 6.37 6.49 6.55 −5.52
R2

3 0.31 0.23 0.36 0.14 0.25 0.35 0.25 0.23 0.17
a4 0.68 0.76 0.63 0.86 0.75 0.65 0.75 0.77 0.82
b4 5.68 1.35 −1.00 8.39 8.43 7.14 8.43 6.24 −6.69
R2

4 0.68 0.76 0.63 0.86 0.75 0.65 0.75 0.77 0.82

Table A2. Constants am, bm, and R2
m (m = 1, 2, 3, 4) for the martensite phase of linear equation with

strain condition by the proposed iterative method.

Strain

Analysis
Parameter

Total Grain Strain Level Volume Fraction
8400 1900 770 5% 15% 25% 0.1 0.15 0.2

Case 1 2 3 4 5 6 7 8 9
RVE

Iterative
Const.

A B C D D D D E F

a1 −0.31 0.09 0.5354 0.26 0.23 0.18 0.23 0.22 −0.03
b1 2.19 −0.023 −1.3028 −0.30 −0.93 −1.38 -0.93 −0.3 0.60
R2

1 0.005 0.0007 0.015 0.003 0.002 0.002 0.002 0.006 0.001
a2 0.99 0.99 0.98 0.99 0.99 0.99 0.99 0.99 0.99
b2 0.17 −0.12 −0.4026 0.028 0.104 0.16 0.104 −0.32 −0.53
R2

2 0.99 0.99 0.98 0.99 0.99 0.99 0.99 0.99 0.99
a3 0.005 0.0008 0.0164 0.003 0.003 0.002 0.003 0.006 0.001
b3 0.0009 −0.00008 −0.0058 0 0 0 0 0 0
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Table A2. Cont.

Strain

Analysis
Parameter

Total Grain Strain Level Volume Fraction
8400 1900 770 5% 15% 25% 0.1 0.15 0.2

R2
3 0.005 0.0007 0.0156 0.003 0.003 0.002 0.003 0.006 0.001

a4 0.99 0.99 0.9850 0.996 0.997 0.998 0.997 0.993 0.99
b4 0.001 −0.00015 −0.0091 0 0 0 0 0 0
R2

4 0.99 0.99 0.98 0.996 0.997 0.998 0.998 0.993 0.99
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Abstract: Physical multilevel models of inelastic deformation that take into account the material struc-
ture evolution hold promise for the development of functional materials. In this paper, we propose
an advanced (modified via analyzing the mutual arrangement of crystallites) statistical multilevel
model for studying thermomechanical processing of polycrystals that includes a description of the
dynamic recrystallization process. The model is based on the consideration of homogeneous elements
(grains, subgrains) aggregated into a representative volume (macropoint) under the Voigt hypothesis.
In the framework of this statistical approach, there is no mandatory requirement for continuous
filling of the computational domain with crystallites; however, the material grain structure cannot be
created arbitrarily. Using the Laguerre polyhedra, we develop a method of grain structure simulation
coupled with subsequent processing and transferring of the necessary data on the grain structure to
the modified statistical model. Our research is of much current interest due to the fact that the mutual
arrangement of crystallites, as well as the interfaces between them, has a significant impact on the
properties of polycrystals, which are particularly important for physical mechanisms that provide
and accompany the processes of inelastic deformation (recrystallization, grain boundary hardening,
grain boundary sliding, etc.). The results of the simulations of the high-temperature deformation of a
copper polycrystal, including the description of the recrystallization process, are presented.

Keywords: multilevel models; dynamic recrystallization; grain shape and grain size; defect and grain
structure evolution

1. Introduction

Methods for processing polycrystalline materials, especially hard-to-deform alloys,
via severe plastic deformation (stamping, drawing, extrusion, forging, etc.) usually include
high homological temperatures [1,2]. An actual problem that manufacturers face during
this processing is to obtain structures and products with optimal mechanical properties
(high strength, high yield strength, low weight, etc.) [3,4]. Plastic deformation in these
processes is usually accompanied by the appearance and evolution of structural defects
at various structural-scale levels, which in turn causes inhomogeneity of the physical
and mechanical properties [5,6]. The high temperature of the plastic deformation process
and subsequent heating reduce the number of defects and promote their redistribution,
increasing the uniformity of the structure. This is possible due to the implementation of
a combination of two high-temperature processes, namely dynamic recovery (DRV) and
dynamic recrystallization (DRX) [5,7–10]. DRV is followed by reduction and redistribution
of defects (primarily, dislocations) and densities, which usually results in the formation of
subgrain, block–cellular, and cellular structures [5,7,8,11]. DRX refers to the formation and
further development of new, less-defective grains by absorbing neighboring grains [5,7,8].
If this process is implemented in the material in a heterogeneous way, where the stages
of formation of DRX nuclei and their subsequent growth are clearly separated, then it is
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called discontinuous dynamic recrystallization (DDRX) [5] or classical DRX [7]. However,
if the DRX process occurs homogeneously in such a way that the stages of formation and
growth of new grains are not clearly distinguished, then it is called continuous dynamic
recrystallization (CDRX) [5,7]. The main material characteristic of the development of a
grain and defect structure during DRX and its type is the stacking fault energy (SFE). The
increased SFE values promote the formation of a subgrain structure under active recovery
effects, and accordingly the implementation of CDRX, while the lower SFE values are
responsible for the occurrence of DDRX [5,7].

At present, the multilevel models of inelastic deformation with internal variables are
widely used to simulate changes in the structure and responses of the materials [6,12–16].
There are three classes of multilevel models: statistical, direct, and self-consistent. Statistical
models consider a representative macrovolume of a material (“macropoint”) as a set of
individual grains combined into a polycrystalline aggregate, as hypothesized by Voigt,
Reiss, and Kroener [17–19]. Self-consistent (mean-field) models are based on solving the
boundary single inclusion problem of a crystallite (grain, subgrain, fragment) embedded in
a matrix by imaging the averaged (effective) characteristics of a polycrystal [20–22]. Direct
models rely on solving boundary value problems and on determining the field values
of the model (stresses, strains, and internal variables) for each crystallite included in the
representative macrovolume under consideration [13,23,24]. Statistical models have been
recognized by many authors as the least accurate among all three classes of models, yet their
modifications make it possible to explicitly consider the current state of neighboring grains
by highlighting their contact interactions along the conjugate flat sections of boundaries
(facets) of grains [25,26]. Additionally, these models have high computational efficiency [27].
One of the main drawbacks of the self-consistent models is that they are unable to take into
account real physical interactions between the neighboring crystallites (e.g., exchange of
dislocation flows, formation of orientation misfit dislocations) and require the replacement
of the environment by a continuum with averaged properties, which do not reflect the real
state of the grain and defect structures. Direct models are known to be the most accurate
models, yet they remain the most resource-intensive [28]. The implementation of direct
models of crystallites with varying compositions and moving boundaries involves great
computational difficulties, especially when studying a wider range of physical processes,
including solid-state phase transitions and recrystallization processes.

Numerous approaches and methods have been developed to model DRX [5,29,30].
Phenomenological models are the most simplified models, which include an empirical or
semi-empirical description of a recrystallized material fraction. The Johnson–Mehl–Avrami–
Kolmogorov (JMAK) kinetic equations form the basis for describing the evolution of the
recrystallized volume fraction of polycrystals in these models [31–33]. The development of
this approach is associated with creating models able to describe such characteristics of the
grain structure, as the grain size, grain shape, and grain boundary orientation [34–36]. The
JMAK equations often turn out to be insufficient for studying the grain structure evolution
because they do not take into account the heterogeneous nature of the DRX process and
are only applicable within a narrow range of variation in the initial structure, temperature,
strain, and strain rate [37,38]. Recent developments in the computer technology provide
an opportunity to develop physical approaches that permit an explicit description of the
grain structure evolution [5,6]. In the framework of this class of models, internal variables
and parameters are introduced to characterize the material structure and to assess factors
responsible for the formation of DRX nuclei and for the migration of grain boundaries. Due
to this, these models are applied to describe the formation of the required material structure,
and they are well suited to technological regimes in the metallurgical and manufacturing
industries. Within this physical approach, there are several types of models that include
descriptions of dynamic recrystallization, in particular self-consistent [8,21,39,40] and di-
rect [41–43] models. One of the main problems encountered in modeling DRX processes
is the description of the grain structure evolution that occurs due to the formation of new
grains and due to the migration of their high-angle boundaries. To describe the grain
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structure evolution by applying the models of the above type, various approaches are typi-
cally used, including the Monte Carlo method [44], cellular automaton method [38,45,46],
phase-field method [47], level set method [43,48], graph theory based methods [49,50], and
some others.

Despite the great number of approaches and methods, the problem of modeling the
grain structure evolution during DRX still remains an urgent research issue and requires
further research. Recent papers [8,38,40,43] are indicative of a current interest in this subject.
The topicality of the problem is also related to the presence of a relationship between the
current state of the grain structure and the macro-properties of polycrystals. This fact has
been repeatedly confirmed by the results of many independent experiments [5,51,52]. The
most well-known manifestation of the influence of the state of the grain structure on the
properties of the material is the dependence of the yield strength on the average grain size
(Hall–Petch equation) [53–55]. Severe hot plastic deformation produces significant changes
(usually refinement) in the grain structure, which are mainly associated with DRX [5,7]. The
grain structure determined by the shape and size of crystallites is of decisive importance
in providing effective mechanical properties (plasticity, creep, hardness, fatigue, etc.) of a
polycrystalline material [56,57]. As an example, the formation of equiaxed grains and their
refinement during recrystallization facilitate the implementation of grain boundary sliding,
and consequently the initiation of deformation in the structural superplasticity mode under
appropriate temperature and velocity conditions [26,58]. This causes abnormally large
deformations to appear at almost constant and relatively low values of plastic flow stress.

In view of the foregoing, the problem of developing an advanced constitutive physical
model of a polycrystalline material relying on an explicit physical description of the DRX
process needed to analyze the evolution of grain and defect structures is of particular
importance. In this paper, we propose an original method of statistical modeling to form
and reconstruct the grain structure by applying Laguerre polyhedra [59]. The developed
geometric model for describing the grain shape and grain size allows one to overcome the
above-mentioned difficulties inherent in using self-consistent and direct models. It has high
computational efficiency and is able to describe the peculiarities of physical mechanisms,
where the decisive factor is the interaction between contacting grains.

Section 2 presents the structure, scale levels, and relationships of an advanced statis-
tical multilevel model for describing inelastic deformation with allowance for the DDRX
and the mechanism governing the formation of nuclei and their development into in-
dividual low-defect grains. Section 3 discusses a method for grain structure formation
and reconstruction during high-temperature deformation using the Laguerre polyhedra,
as well as subsequent processing and transfer of the obtained data on the grain struc-
ture to the advanced statistical model. Section 4 gives a description and analysis of the
obtained results.

2. The Advanced Statistical Multilevel Model for Describing Inelastic Deformation
during Discontinuous Dynamic Recrystallization

This study investigates DDRX, which is a common phenomenon encountered in plastic
formation of a wide class of polycrystalline materials with medium and low SFE values,
including copper, nickel, austenitic steels, and some aluminum alloys [5,7]. At the initial
stage of hot plastic deformation, DDRX is characterized by the formation of low-defect
nuclei, which absorb the neighboring more-defective grains due to boundary migration.
Thus, two processes are responsible for the occurrence of DDRX: (1) the formation of
nuclei and their further development into new grains; (2) the migration of the high-angle
boundaries of DRX grains [5,7]. DRX nuclei have a characteristic size of the order of
a micrometer and are not formed due to random fluctuations, as in the case of phase
transitions [5]. They appear in the course of directed rearrangement of defect and subgrain
structures. For most metals, the commonly accepted mechanism of nuclei formation
during DDRX involves the movement (“bending”, “swelling”) of the grain boundary
regions associated with the original subgrains of a polycrystal [60–63]. This mechanism,
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first investigated for static recrystallization, was described in [64]. The presence of this
phenomenon during DDRX was confirmed by the theoretical and experimental results of
many researchers [60,61,63,65]. The development of the DDRX process governed by this
mechanism is presented schematically in Figure 1. Initially, the first nuclei layer is formed
at the original grain boundaries, and it has orientation coherency with the parent grain
(Figure 1b). In a similar way, new grains (their average size decreases gradually) are formed
at the boundaries of previously recrystallized grains (Figure 1c,d). These grains occur due
to the addition of atoms to a subgrain (a DRX nucleus) along the grain boundaries and due
to their subsequent penetration deep into the defective grain. In Figure 1, the following
designations are used: εc is the critical deformation up to which no DRX occurs; εm is the
deformation corresponding to the maximum value of stresses σm in the load diagram; εs is
the deformation corresponding to almost complete recrystallization of the material; εx is
the deformation corresponding to one recrystallization cycle (εs = εc + εx).

 

Figure 1. Scheme for the formation of a fine-grained structure during DDRX at various degrees of
deformation ε: ε < εc (a), ε ≈ εc (b), 3/4εx < ε < εs (c), ε ≈ εs (d) (it was developed based on [61]).

Previously, the authors developed an advanced statistical multilevel model intended
for describing static [25] and dynamic recrystallization [66,67]. In these papers, the pro-
cesses of preliminary plastic deformation and the subsequent annealing of the material
or its deformation at a given temperature were investigated to evaluate the initial stage
of recrystallization. The present article provides a description of a significantly modified
model in regard to refining the simulation of the polycrystal grain structure evolution. The
model is designed to study the processes of severe plastic deformation of polycrystalline
materials at elevated temperatures of inelastic deformation.

In solving the formulated problem, we distinguish three structural levels in the struc-
ture of a statistical multilevel model. They are the macrolevel, mesolevel-I, and mesolevel-II.
At the macrolevel, the statistical description of a representative number of grains with
uniform distribution of orientations of crystallographic axes in the space of the reference
configuration is carried out. At mesolevel-I, the behavior of a separate grain consisting
of mesolevel-II elements (homogeneous subgrains) is investigated. The grains are sepa-
rated by high-angle boundaries, whose misorientation is greater than 10–15 degrees; the
subgrain misorientation is about several degrees, and as a rule it increases with increasing
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inelastic deformation [5,68]. A scheme illustrating the relationship between the scale-based
submodels is shown in Figure 2.

 

Figure 2. Scale levels and the connection between the structural elements of a multilevel model (thin
lines correspond to subgrain boundaries, bold lines show grains boundaries).

At the macrolevel, the effective properties of the material are determined and the
impacts are transferred from this level to the underlying scale levels. For each moment of
time t, the mechanical and thermal effects are prescribed and the velocity gradient ∇̂V(t)
and temperature Θ(t) are assumed to be known at the macrolevel. Therefore, for each
grain, the following equality is true [6]:

∇̂v(t) = ∇̂V(t), θ(t) = Θ(t), (1)

where ∇̂v(t) is the velocity gradient of the grain’s material particle; θ(t) is the grain
temperature; ∇̂ is the Hamilton operator in the current Lagrangian coordinate system; V, v

are the velocity vectors obtained at macro and mesolevels. The indexes denoting the grain
(subgrain) number are omitted hereinafter, unless otherwise specified.

At mesolevel-I, the problem of determining the stress–strain state of a grain and
the corresponding internal variables of the model is solved using an advanced statistical
model. The mathematical formulation of a mesolevel-I model contains the following
relations [66,67]:
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∇̂vT −ω− zin

)
, (2)

zin =
K

∑
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The corresponding initial conditions are written as follows [6]:

κ| t=0 = κ0, o| t=0 = o0, τ
(k)
cs

∣∣∣
t=0

= τ
(k)
cs0, τ

(k)
ctw

∣∣∣
t=0

= τ
(k)
ctw0, γ

(k)
s

∣∣∣
t=0

= γ
(k)
s0 . (13)

Here, κ = ρ
ρ̂σ is the mesolevel weighted Kirchoff stress tensor; κcr = dκ/dt + κ ·ω−

ω · κ is its corotational derivative; σ is the mesolevel Cauchy stress tensor; z = ∇̂vT −ω is
the strain measure satisfying the objectivity requirement; ze, zin are the mesolevel elastic
and inelastic components of the strain rate measure; le is the elastic component of the
transposed velocity gradient; ρ,ρ̂ denote the material density in the reference and current

configurations, respectively;
.
γ
(k) is the shear rate on the k-th intragranular slip system;

.
γ0 is the shear rate on the slip system when the tangential stress reaches the critical
shear stress; m is the strain rate sensitivity exponent of the material; b(k), n(k) are the
unit vectors of the slip direction and the normal to the k-th slip system, respectively; H
is the Heaviside function; τ(k), τ(k)c are the shear and critical stresses of the k-th system,
respectively; τ(k)cs , τ(k)cgb are the components of critical stresses of the k-th system, which occur
due to the interactions of dislocations with the dislocation structure and grain boundaries,

respectively; τ2
c =

Ns
∑

k=1

(
τ
(k)
c

)2
, τ2

c0 =
Ns
∑

k=1

(
τ
(k)
c0

)2
are the total squared critical stresses in the

grain under study at the current and initial instants of deformation, respectively; h(kl) is the
matrix describing the crystal hardening caused by the interactions between dislocations
and forest dislocations; qlat is the latent hardening parameter; τsat is the saturation stress;
h0, a are the parameters describing material hardening; Ns, Nf denote the number of
slip systems and the number of facets of the considered grain, respectively; S, Sj are the
grain area and the j-th grain facet, respectively; ξ(s,j) is the parameter characterizing the
interactions between the dislocations of the s-th slip system of the considered grain and
those of the neighboring grain along the j-the facet, respectively (the definition of this
parameter is given in [69]); τ(k,s)

bs is the component of the shear barrier stresses acting on
the k-th slip on the side of orientation misfit dislocations that appear in the facets because
of the dislocation motion on the s-the system; η is the dimensionless parameter defined
during the model identification procedure; п is the elastic tensor of the crystallite, the
components of which пijmn were defined and turned out to constant in the actual basis ki
(in the reference configuration, the basis vectors are denoted by ki

0) of the rigid moving
coordinate system (MCS) rotating with spin ω. The rigid orthonormal coordinate system
is related to one crystallographic direction and the crystallographic plane containing this
direction. In the reference configuration, the basis of the MCS coincides with the basis of
the crystallographic coordinate system (CCS). The basis of the CCS is distorted during
deformation, while the basis of the MCS remains rigid. The motion relative to the CCS
is a deformation motion. The definition of MCS and spin is given in [70]; o = kik

i
0 is

the tensor that combines the MCS with the laboratory coordinate system (LCS); α is the
dimensionless experimentally determined correction parameter characterizing the fraction
of energy stored in dislocations; G is the shear modulus; δ(kl) is the Kronecker delta; the dot
above the corresponding mesolevel variables denotes the material time derivative t; the
subscript T denotes the transpose of the value of the second rank tensor. The transition to
macrolevel variables is implemented via volume averaging of the corresponding mesolevel
variables. To describe hardening by analyzing the interaction of mobile dislocations with
forest dislocations (relation for

.
τ
(k)
cs ), we apply the known hardening law [71,72] and the

grain boundary hardening law (relation for
.
τ
(k)
cgb) described in [69].

At the macrolevel, we calculate the average values of stresses Σ, elastic properties II,
and an inelastic component of the velocity gradient ∇̂Vin [6]:

Σ = 〈σ〉, II = 〈п〉, ∇̂Vin =
〈
∇̂vin

〉
, (14)

92



Crystals 2022, 12, 653

where 〈 〉 is the volume averaging operator.
At the mesolevel-II (the level of individual subgrains), which is an auxiliary level,

there is an opportunity to accurately evaluate the above DDRX recrystallization mechanism
when modeling the formation of the nuclei located near the grain boundary. When the
Bailey–Hirsch criterion is satisfied, the DRX nuclei start to grow, and as a result new grains
are formed. According to this criterion, a decrease in local volume energy due to defect
elimination must be greater or equal to an increase in grain boundary energy that is caused
by an increase in the boundary area during the formation of a recrystallized grain [73]:

f (i,j) = e(i,j)dst − e(i,j)gb Δs/Δv ≥ 0, (15)

where Δs is the increase in the boundary area when a subgrain volume (a DRX nucleus)
changes by Δv, e(i,j)dst is the difference between the specific energies of adjacent subgrains

stored per unit volume i and j, and e(i,j)gb is the energy per area unit for the boundary between
the i-th and j-th subgrains.

In order to apply criterion (15) and calculate the values of Δs, Δv, we introduce an
additional mesolevel-II variable (a characteristic subgrain size) r. We speak of nuclei
that are spherical in shape and assume that the initial subgrain size distribution obeys
the Rayleigh law [62,63]. If the necessary experimental data are available, then we can
use other distribution laws. It is assumed that the size of subgrains does not change
during deformation. The recrystallization nuclei are located near the boundary (a set of
facets). Each facet of the grain under consideration is assigned a sample of subgrain sizes
(recrystallization nuclei) r according to the Rayleigh law. The validity of the recrystallization
criterion (15) is verified for every subgrain separated by the high-angle boundary from the
neighboring ones.

We do not consider here the mechanism governing the formation of new grains from
subgrains during their rotation until the high-angle misorientations with the parent grain
occur. We suppose that new grains are formed only during the DRX process. In the volume
of one grain, the subgrains are separated by the low-angle boundaries and are slightly
misoriented relative to each other. Thus, it is reasonable to believe that the stored energy
est, determined by relation (15), is approximately the same in all subgrains within one grain.
The data on the stored energy eI

st calculated at mesolevel-I and needed to verify the validity
of the recrystallization criterion (15) are transmitted to mesolevel-II. Thus, we have:

eI I
st = eI

st
de f
= est, (16)

where eI I
st is the stored energy at mesolevel-II. The difference in stored energy between the

subgrains belonging to different grains but having a common high-angle boundary may
be significant.

In fulfilling criterion (15), we assume that DRX nuclei are active and that they are
separated into individual grains. This separation proceeds in two stages. At the first
stage, when condition (15) is satisfied, the active nuclei are added to the static model; at the
second stage, the polyhedral grain structure is rearranged by considering new recrystallized
grains. The description of this method is given in Section 3. The new DRX grains are
considered to be low-defective; thus, all internal variables of a recrystallized grain in the
annealed material correspond to the reference configuration, with the exception of the new
grain orientation determined by the tensor o and the geometric characteristics. A refined
definition of these characteristics is also given in Section 3. The volume of the new DRX
grain is subtracted from the volume of the parent grain. Experimental data [5,61] indicated
that for the mechanism of DRX nuclei formation considered here, the new (recrystallized)
grains have a consistent orientation coherency with the parent grain. It was shown that
the new grain is separated from the parent grain by a high angle boundary, and it has
initial orientation with respect to the parent grain within the range from 10 to 15◦ with a
random axis of rotation [5,61]. The DRX grain orientation with respect to the neighboring
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(absorbed) grain is arbitrary (Figure 1b). At this stage of modeling, in order to evaluate the
influence of grain boundary hardening, we assume that the new grain is surrounded by six
identical facets, and the neighboring grains are determined in a random way.

The migration of the high-angle boundary of a new grain occurs at temperatures
sufficient to ensure its mobility. The Arrhenius law is used to study the effect of temperature
on the high-angle mobility [5]:

m = m0 exp
(
− Q

Rθ

)
, (17)

where θ is the absolute temperature; R is the universal gas constant; Q is the activation
energy of the grain boundary migration; m0 is the experimentally determined pre-exponent.
The high angle boundary migration velocity vm is determined by the product of the driving
force f (the indexes denoting the neighboring crystallites are omitted) and the mobility m [5]:

vm = f m. (18)

At this stage of model development, we assume for simplicity that the shape of the
recrystallization nuclei is spherical (the refine geometry of recrystallized grains is described
in Section 3) and that each new recrystallized grain penetrates deep into the neighboring
grain. In this case, vm is equal to the rate of change of the ball radius r, which describes
the shape of the recrystallized grain, i.e.,

.
r = vm (the dot above r shows the material

derivative). The absorbed grain volume is reduced by the volume of recrystallized grains.
The volume fraction of the recrystallized material X in a polycrystal is determined through
the following relation:

X =
Vr

V0
, Vr =

Nr

∑
i=1

v(i)
r , (19)

where V0 is the initial value of the representative volume of a polycrystal under considera-
tion; Vr is the DRX material volume; Nr is the number of DRX grains; v(i)

r = 4
3πr(i)3 is the

i-th DRX grain volume.

3. Rearrangement of the Grain Structure Formed during High-Temperature
Deformation with Recrystallization

During recrystallization, the grain structure varies continuously; changes are related
to changes in the number, shape, and size of the grains under study. We propose a method
for the formation of the grain structure and its rearrangement during deformation, which
allows consideration of the formation of new DRX grains. The developed method is
applied for a statistical model, one of the main tasks of which is to solve the problem of
grain structure rearrangement during recrystallization and to establish a correspondence
between the geometric image of a real grain structure described by polyhedra (Figure 3a)
and its model representation in the framework of the modified statistical model (Figure 3b).
In this model, the grain structure is determined by such internal variables as the grain
volume vg, the facets with the normal ni and the area sj (where j denotes the number
of a facet), and through assigning neighboring grains to the considered grain. First, the
initial polyhedral grain structure is formed in the software package Neper [59]. Then, the
obtained data are transferred to the calculation module of the statistical model for the
implementation of the inelastic deformation model described above.

The modeling of active recrystallization nuclei proceeds in two stages. Information on
the first stage of the simplified description is given in the previous section of this article.
During this stage, subgrains (DRX nuclei) are assigned to each facet of the initial grains. As
the recrystallization criterion (15) is met, these subgrains are considered as independent
grains added, without taking into account their geometric shape, to sample data of the
statistical model. When the volume fraction of active recrystallization nuclei fcr reaches its
critical value of 20% (found in computational experiments), the second stage at which the
new grains are introduced into the geometric model of a representative volume begins. To
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this end, we again start the procedure for generating a polyhedral grain structure in the
Neper program [59]. This allows us to take into account new grains and to find whether
the statistical model is consistent with the calculation scheme. With the software package
Neper, we construct a polyhedral structure on the basis of the laws of distribution through
the sphericity parameters ψg (the ratio of the surface area of the sphere, whose volume is
equal to the volume of a considered grain to the grain surface area) and the normalized
grain size deq (deq = d

〈d〉 , where d is the grain size defined as the radius of a sphere of
equivalent volume and 〈d〉 is the average grain size). To this end, the Neper involves the
numerical implementation of optimization methods [59].

 
(a) (b) 

Figure 3. Polyhedral representation of polycrystal grains (a) and scheme of the grain structure in the
statistical model (b).

After the polyhedral grain structure is formed in Neper, the obtained data (grain
volumes, normals, and facet areas with indication of neighboring grains) are transferred to
the statistical model, where the grain structure is redefined. Note that new crystallites are
introduced into the geometric structure of the considered region through DRX simulations;
previously, the statistical model does not take into account the geometry of this region.
To compare the initial and newly deformed structures, we consider two types of grains:
original defective grains and new DRX grains. The main geometric characteristic of grains
is their size, which is determined by the volume of an equivalent sphere. The defect
structure is primarily characterized by the stored energy est. At critical deformation εc,
large non-recrystallized grains usually coexist with fine recrystallized grains (Figure 1b),
and a bimodal grain size distribution is generally observed. In this case, we distinguish
a cluster of grains, namely a large “consumed” defective grain surrounded by fine DRX
grains for the initial grain structure (Figure 4). Initially, we compare all grains according
to their characteristic sizes. For this purpose, the square of difference in grain sizes is
assumed to be minimal for original and new grain structures. At later recrystallization
stages where the grain size distribution is close to unimodal (Figure 1d), the grains are also
compared vs. their sizes. In both cases, the variant of the grain structure, determined with
regard to the best fit of grain sizes, is taken as the initial approximation. Then, the genetic
algorithm method [74] is applied to perform a purposeful selection of grains. This allows
us to reach a minimum in distribution of the difference between the energies stored in the
grains of original and new structures (comparison is made by the mathematical expectation
of the stored energy distribution and grain sizes). The conditions for the migration of grain
boundaries before and after the geometric structure rearrangement will be statistically
equivalent, which ensures “continuity” in the simulation of the recrystallization process.

Next, we describe the grain structure evolution in terms of a statistical model. The
grain structure is subjected to thermomechanical loading change for the following two rea-
sons. The first is due to mechanical influences, mainly due to the movement of dislocations
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during inelastic deformation, whereby the areas and normals of grain facets vary according
to the known formulas of continuum mechanics [75]:

ŝi = sidet(f)
(

ni · f−1 · f−T · ni

)−1/2
, n̂i =

(
ni · f−1 · f−T · ni

)−1/2
fT · ni (20)

where si, ŝi are the areas of facets in the reference and actual configurations with corre-
sponding normal ni, n̂i; det( ) is the operation of a determinant; is the facet number. The
changes in grain volume observed during elastoviscoplastic deformation are neglected.
The statistical model of inelasticity is based on the Voigt hypothesis, and a deformation
gradient f is known at every instant of deformation.

 

Figure 4. Scheme used for modeling a cluster of grains (a “consumed” defective grain surrounded by
DRX grains).

The second mechanism governing the grain structure changes is diffusion, which is
realized when the high-angle boundaries migrate deep into the defective grains in the
direction of the outer normal. Due to this process, both the numbers of grains and their
neighbors (adjacent grains) change, and hence there arises a need for reconstructing a
polyhedral grain structure in the software package Neper. In DRX simulation, the known
value is the boundary migration velocity vm, which is determined by Equation (18) for each
facet at every instant of thermomechanical process. The driving force f is determined by
relation (15), where Δs, Δv mean that the area and volume, respectively, of recrystallized
grains increase. As the grain grows, the second term in (15) does not contribute to f ,
meaning this value is almost completely determined by the difference in stored energy
between neighboring grains. It is assumed that the migration velocity of the boundary facet
is directed along the outer normal n̂ of the boundary facet, i.e., the following ratio is true:

vm = vmn̂. (21)

Due to its significant non-linearity, the problem is solved by a step-by-step method,
where the step size Δt is determined from the analysis of the results of a series of numerical
experiments. It is assumed that in the time interval Δt, vm is constant. The velocity vector
um resulting from the boundary migration is calculated for Δt by integrating (21) as:

um =

τ+Δt∫
τ

vmn̂dt = vmn̂Δt. (22)

Figure 5 presents a scheme illustrating how the grain shape changes during the
migration of the facet with the normal n̂. Further, we will consider only the migrating facet
and the adjacent facets. The elements of the migrating facet are denoted by the index m
and the adjacent facets by the index f . In this model, the grain structure is represented by
flat sections, meaning the “bending” of the boundary cannot be described. However, there
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is a possibility of considering the rotation of the adjacent facets under the assumption that
an increase in volume is provoked by this effect (see Figure 5). In this case, it is assumed
that the polyhedron remains convex. In the statistical model, the change in the geometry
of the polyhedra is not actually simulated. The characteristic size and sphericity of grains
needed for rearrangement of the polyhedral grain structure in Neper are determined in a
simplified way after a certain number of time steps.

 

Figure 5. Scheme of facet migration.

According to the scheme given in Figure 5, the volume of the recrystallized part of the
grain occurred due to the facet migration vr is calculated as the sum of two terms:

vr = vm + v∑ f = βvm, (23)

where vm is the volume swept by the mobile facet; v∑ f is the total volume made up of the
“rotation” of the facets; β > 1 is the parameter describing the change in the volume of a
DRX grain due to the migration of the facets. The relation for vm is determined assuming
that the swept volume is the volume of a rectangular parallelepiped:

vm = umsm, (24)

where sm is the area of the migrating facet. During the facet migration and assuming that
the rectangular shape of the facets remains unchanged, the area of each of the adjacent
facets increases by the value sr:

sr = um
√

s f , (25)

where s f is the initial area of the facet adjacent to the migrating facet. For the consumed
grain adjacent to the migrating facet, the volume decreases by the value vr calculated by
relation (23), and the areas of the neighboring grain facets adjacent to the migrating facet
decrease by the values determined by (25). If the volume of the neighboring grain reduces
to zero (to an accuracy of computational error), then it is replaced by the grain from a
representative volume of the statistical model. This grain is determined from the facet of
the closest orientation, which is assumed to be conjugated with the migrating facet.

Finally, the characteristic size rg (to do this, the sphere of equal volume is associated
with a grain) and sphericity ψg are obtained for each grain:

rg =

(
3

4π
vg

)1/3
,ψg =

4πrg
2

sg
, (26)

where vg = vg0 + vr, sg = sg0 + sr is the volume and area of the grain determined by the
above-mentioned relations. The distributions of rg and ψg obtained for the considered
representative volume are transferred to Neper to construct a new polyhedral structure,
and then the grain structure data are introduced into the statistical model; this procedure is
repeated many times.
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4. Simulation Results and Their Analysis

This paper investigates the inelastic deformation of a copper polycrystal sample. The
multilevel model parameters are given in Table 1.

Table 1. The parameters of the multilevel model of inelastic deformation.

Parameter Value Literature Source

п1111 140 GPa [76]
п1122 104 GPa [76]
п1313 63 GPa [76]

G 39 GPa [77]
τc0 10 MPa Identification procedure
τsat 27 MPa Identification procedure
h0 200 MPa Identification procedure
a 1.4 Identification procedure

qlat 1.4 [72]
.
γ0 0.001 s–1 [72]
m 83 [72]
η 1.0 Identification procedure
α 0.0012 Identification procedure

egb 0.625 J/m2 [5]
r0 0.25 μm [62]
Q 121 kJ/mol [5]
m0 1.5 × 10–6 s·m2/kg [5]

The identification of material parameters for the inelastic deformation model (Table 1)
was carried out on the basis of the experimental data [78]. This table includes the results
of experimental studies of the stress–strain state of cylindrical samples measuring 8 mm
in diameter and 12 mm in height. The uniaxial compression tests were carried out at a
temperature of 775 K and at a strain rate of 2 × 10–3 s–1 for a polycrystal of commercial pure
copper, which was pre-treated by annealing at 973 K for two hours [78]. The values of the
anisotropic elastic moduli of the grain пijkl [76] and the shear modulus of the polycrystal
G [77] correspond to the absolute temperature 775 K adopted for the numerical experiment.
In order to perform specific calculations by applying an advanced statistical model, the
grain structure of a polycrystal should be given in the reference configuration (the procedure
for grain structure formation is described in [79]). Based on the available experimental
data, statistic laws were derived for the distribution of normalized grain size deq and
sphericity ψg of the copper polycrystal grains. The average polycrystalline copper grain
size d0 was 78 μm [78]. To approximate the grain size distribution, the lognormal law was
used [80,81]. According to the data collected from the microsectional analysis [78], there
is a scattering in grain sizes, which is characteristic of annealed materials. The following
parameters are needed to specify a log-normal distribution: μ = 3.86, σ = 1 such that the
mathematical expectation exp(μ + σ2/2) be equal to the average grain size d0 = 78 μm.
If the representative experimental data on grain size distribution exist, then there is no
difficulty in solving the optimization problem of determining the statistical distribution
law and identifying its parameters, as was done in [82] for subgrain size distributions.
We suppose that in the initial state, the copper sample after annealing has predominantly
equiaxed grains with an average sphericity

〈
ψg

〉
= 0.90; the data on sphericity are given

in [83]. Figure 6 presents the grain size distribution deq and grain sphericity ψg histograms
obtained based on existing experimental data [78,83].

The applied statistical two-level mathematical model is based on Voigt’s hypothe-
sis. The kinematic influence is prescribed and the velocity gradient is known. Plastic
deformations corresponding to uniaxial deformation are considered [6]:

∇̂V =
.
γk01k01 −

.
γ

2
k02k02 −

.
γ

2
k03k03, (27)
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where k0i = ki
0 is the orthonormal basis of the laboratory coordinate system;

.
γ is the

prescribed deformation velocity.

  
(a) (b) 

Figure 6. Normalized grain size distribution deq (non-dimensional) (a) and grain sphericity ψg
(non-dimensional) (b) histograms.

Further, we present the results of the computational experiments carried out at de-
formation velocity

.
γ = 10–3 s–1 and temperature θ = 775 K. The loading diagram (with

and without the recrystallization process) is given in Figure 7a, and the corresponding
deformation textures formed after the end of plastic deformation are shown in Figure 7b.
We emphasize a significant contribution of recrystallization to the deformation texture
“blurring”, which is attributed to the appearance of new DRX grains with an orientation
consistent with the parent grain—numerous points for DRX grains are seen on the pole
figure near the point reflecting the orientation of the parent grain.

 

 
(a) (b) 

Figure 7. Loading diagram for the copper polycrystal at deformation velocity
.
γ = 10–3 s–1 and

temperature θ = 775 K (dashed curve—experiment [78], solid curve—calculations) (a). Calculated
pole figures {100}, {110}, and {111} at the end of deformation (b).

Figure 8a illustrates the evolution of the average grain size
〈
rg
〉

during plastic defor-
mation. Figure 8b shows a change in the average value of the facet area

〈
sg
〉
. Figure 8c

demonstrates the evolution of the ratio of the average grain volume to the facet area
φg =

〈
sg
〉
/
〈
vg
〉
. Notice that the recrystallization process refines the initially coarse poly-

crystal grains. At the end of deformation, the average grain size reaches a value of 14 μm.
The fraction of high-angle boundaries also increases due to the appearance of many recrys-
tallized grains (Figure 8c). Initially, the representative volume of the polycrystal contains
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300 grains, and at the end of deformation it consists of 2017 grains. In the reference config-
uration, the edge of the representative volume in the form of a cube is about 421 μm. At
the end of deformation, the size of the edge along which tension occurred is 767 μm, and
the remaining two edges are 312 μm in size. The violations of the curves correspond to the
instants of time at which the polyhedral grain structure rearranges in Neper.

   
(a) (b) (c) 

Figure 8. Evolution of average grain size (a) and average grain facet area (b) and the ratio of the
average grain volume to the facet area (c) during plastic deformation.

Figure 9 presents the polyhedral structures formed in Neper. These structures cor-
respond to the instant of deformation εm = 0.25 at which the stress tensor σm reaches its
maximum (Figure 9a) and to the end of deformation ε f = 0.53 (Figure 9b). It is interesting
that at the instant of deformation εm, both large initial grains and new grains with a small
size appear. At the instant of deformation ε f , practically no large grains are kept.

  
(a) (b) 

Figure 9. Polyhedral grain structure obtained using Neper at the instants of deformation εm (a) and ε f (b).

This is confirmed by the grain size distribution rg (Figure 10a,b) and sphericity ψg
(Figure 10c,d) histograms, plotted for two different instants of deformation εm, ε f . For
εm, the distribution of grain sizes rg and sphericity ψg is a bimodal distribution with two
characteristic peaks that reflect the initial stage of DRX implementation. At the end of
deformation ε f , the structure becomes fine-grained (Figure 10b) and equiaxed (Figure 10d)
with an average grain size of about 14 μm. The grain size distribution (Figure 10b) is
characterized by the presence of a fraction (about 9%) of non-recrystallized grains with
sizes that range from 30 μm to 150 μm. The sizes of non-recrystallized grains significantly
exceed those of recrystallized grains, as evidenced by the data from Figure 10a,b. The level
of energy stored on defects in non-recrystallized grains is much higher as compared to
recrystallized grains. Therefore, the current critical stresses caused by the interaction of
mobile dislocations with forest dislocations (relation (8)) exhibit high values. On the other
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hand, in large non-recrystallized grains, the contribution of the grain size to strengthening
due to the interaction of mobile dislocations with grain boundaries is smaller (relation (9)).
During the recrystallization process, large initial grains are gradually replaced by less
defective recrystallized grains of a smaller size, which causes the current critical stress
values to reduce. Due to the competing processes of hardening and softening, the resistance
to deformation becomes stationary. The original non-recrystallized grain boundaries are
non-equilibrium (new recrystallized grains are formed on these boundaries), which pro-
motes the subsequent absorption of non-recrystallized grains. Under further deformation
and at increasing stored energy level in recrystallized grains, these grains may become
absorbed because of the appearance of less defective grains, which is an indication of the
cyclic nature of the process of intermittent dynamic recrystallization. Thus, the amount of
recrystallized material should be determined for each cycle separately.

  
(a) (b) 

  
(c) (d) 

Figure 10. Grain size distribution rg (a,b) and grain sphericity ψg (c,d) histograms at different instants
of deformation εm and ε f , respectively.

5. Discussion and Conclusions

The construction of models that are suitable for designing functional materials is a
complex task that requires a careful study of many aspects of their behavior. The polycrys-
talline materials used in industry for the manufacture of real products are alloys. As a rule,
these materials must meet the yield stress and strength requirements, meaning they are
difficult to deform and their processing takes place at elevated deformation temperatures.
During material processing, processes accompanying this deformation occur, among which
the most significant with regard to the material structure evolution is recrystallization.
This is why the description of recrystallization should be included in the models under
study. In contrast to pure metals, recrystallization that develops in alloys depends on the
behavior of impurity atoms and particles of secondary phases, which have a retarding
effect on the motion of recrystallized grain boundaries. Moreover, the particles of sec-
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ondary phases are also the sites for the predominant formation of recrystallization nuclei.
The above-mentioned structural metals exhibit the ability to undergo solid-state phase
transformations, meaning they have two or more phases in original billets, or experience
solid-state phase transformations during thermomechanical processing. The occurrence
of different phases and the increasing complexity of the model parameter identification
process raise the non-trivial question of modeling the interaction between them. Hence, it
follows that the development of a universal model capable of describing a variety of pro-
cesses that occur during the thermomechanical processing of real materials is a challenging
but feasible task. By analyzing the obtained results, we can conclude that the multilevel
modeling approach based on the introduction of internal variables offers the possibility
of developing additional blocks of a mathematical constitutive model needed to describe
different physical mechanisms observed during thermo-mechanical treatment and for their
further integration into in the full model to describe metal processing. The statistical model
proposed in this work was primarily used to study the grain structure evolution in a copper
polycrystal during its recrystallization and the coupled response of the stress–strain state of
a half-crystal representative volume. Furthermore, this model has potential for determining
thermomechanical factors that govern the formation of the necessary (given by statistical
laws) grain structure, which ensures the required material properties.

We modified the advanced statistical model of inelastic deformation with the intent
of introducing a process of dynamic recrystallization. For this purpose, we developed a
method for describing the grain structure evolution in the framework of a geometrical
approach based on Laguerre polyhedra. The obtained data were analyzed and transferred
to the modified statistical model. The developed model has a number of advantages
compared to existing models, namely it has higher computational efficiency and is able
to take into account the physical interactions between neighboring grains. The results
of the computational experiments obtained with this model are in good agreement with
the experimental data. The model makes it possible to evaluate the effects associated
with the refinement of the grain structure and its transformation to an equiaxed shape
and to analyze the tendency of the average grain size to decrease. We also proposed
a method to introduce a description of new recrystallized grains into the model and a
method to establish a correspondence between the geometric image of a real grain structure,
described by a polyhedral, and the grain structure of a statistical model, determined by
a set of volumes, normals, and grain facet areas, indicating the neighboring grains in the
recrystallization process.
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Abstract: The microstructure evolution of a Mg–Gd–Y alloy was studied using uniaxial tension
combined with an electron backscatter diffraction technique. The results show that large amounts
of slip transfer phenomena can be observed around the grain–boundary area after tension, and the
activation of these slips depends largely on the misorientation of grain boundaries. The Mg–Gd–Y
alloy shows almost randomized grain–boundary misorientation, but transferred slip traces were
preferred at boundaries with misorientation around the [0001] axis between 0–30◦. Theoretically,
materials with a higher fraction of slip transfer at the grain–boundary area would improve the
ductility. Upon comparing the two groups of magnesium alloy with different grain–boundary
misorientation distributions, the one with more grain boundaries favored for slip transfer achieved
higher elongation during a tension test. Therefore, in addition to weakening the texture, adjusting
the misorientation of the grain boundaries appears to be a new method to improve the ductility of
magnesium alloys.

Keywords: magnesium alloy; slip transfer; crystallographic misorientation; ductility

1. Introduction

Magnesium is the lightest structural metal, and has received substantial attention as a
potential material in the transportation industry [1,2]. However, the application of wrought
magnesium alloys is restricted by its poor formability at room temperature, caused by the
strong basal texture developed during processing and the lack of available deformation
modes [3].

It is well known that deformation behavior of metals depends largely on the compatibil-
ity of neighboring grains. Recently, the intergranular deformation behavior of magnesium
alloys has attracted increasing attention [4–8]. Jonas [9] and Barnett [10] suggested that the
strain accommodation required by the neighboring grains might affect the variant selection
of twins in magnesium alloys. The formation of a twin involves shearing the matrix. When
twin nucleation occurs at a grain boundary, the strain must be shared by the neighboring
grain to accommodate the shape change. The amount and type of deformation modes
required for strain accommodation in the neighboring grains would affect the variant
selection process. In our previous study [11], the activation of {10

_
12} <10

_
11> twinning

was influenced by slip–induced twinning behavior and strain compatibility among sur-
rounding grains, except for the Schmid factor related to grain orientation. In addition to
twinning, slips are also affected by neighboring grains. Martin [6] found that the activation
of basal slip adjacent to grains that were deformed predominantly by non–basal slip would
accommodate high local strain.

Since the development of a mathematical treatment for orientation distribution func-
tion, texture analysis has been proven to be a very useful method to understand the
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properties of metallic materials. Combined with studies on deformation behavior of single–
crystal and texture analysis, the mechanical properties of most polycrystalline materials
could be predicted.

Additionally, polycrystalline magnesium alloys develop internal strain/stress charac-
teristics of three length–scales, i.e., macro–, inter– and intragranular. At the intergranular
scale, strain mismatch between grains with different orientations due to elastic and plastic
anisotropy at the grain level will result in stress relaxation in individual grains, and then
the activation of various intragranular deformation modes. Thus, the deformation behavior
of Mg alloys depends largely on the compatibility of neighboring grains, and then the
interactions between neighboring grains will significantly affect the mechanical properties.

In our previous works, with the combination of electron backscatter diffraction (EBSD)
and micro–scale digital–image correlation (DIC), the relationship between local strain and
grain orientation was fully studied. The average intergranular strains were found to be
higher than the average intragranular strains. Additionally, a grain boundary with a high m’
value and high Schmid factor for certain slip systems in adjacent grains could accommodate
enough local strains and improve the deformation compatibility [12]. Finally, a higher local
strain at the grain–boundary area was found to be related to higher elongation during a
tension test [13].

The interaction behavior of neighboring grains depends largely on the grain–boundary
misorientation. However, achieving a clear relationship between grain–boundary misorien-
tation and mechanical properties used to be difficult, until the development of a mathe-
matical tool to construct continuous distribution functions using axis–angle parameters
in a series of hyperspherical harmonics [14,15]. By using this method, we believe a better
understanding of the relationship between microstructure and mechanical properties can
be achieved.

Here, we focus on studying intergranular deformation behavior in magnesium alloys.
In order to achieve that, experiments were performed on an extruded Mg–Gd–Y alloy, which
shows both discrete grain orientation distribution and grain–boundary misorientation
distribution. Interactions between grains during deformation were carefully analyzed using
continuous misorientation distribution functions (MDF) to develop a statistical relationship
between grain–boundary misorientation and deformation behavior at a micro–scale.

2. Experiment Methods

The alloy used in this paper, with a nominal composition of Mg–8.0Gd–3.0Y–0.5Zr
(wt%) (GW83), was prepared by semi–continuous casting. The billet was solution–treated
at 520 ◦C for eight hours, then extruded at 450 ◦C with an extrusion ratio of 25:1 and an
extrusion speed of 6 mm/s.

Tension tests for stress–strain curves were conducted using a ZWICK/Roell 20KN
mechanical testing machine at room temperature. Tension specimens had a rectangular
cross section of 3 mm × 1.4 mm with a 10 mm gauge length. Deformation microstructure
was observed at a tensile strain of 0.1. The observation planes of tension samples were
polished before the tensile test using a sequence of ethanol–based diamond suspensions
of 6, 3, and 1 μm, respectively. This was followed by fine–polishing using colloidal silica
suspension (OPS), and a final 2–4 s etching using a solution of 5% HNO3, 15% acetic acid,
20% H2O and 60% ethanol before SEM and EBSD observations.

The EBSD analysis was carried using a Quanta 250 SEM equipped with a TSLTM EBSD
camera and an OIM software package. SEM pictures were also collected in the Quanta
250 SEM. The EBSD scanning process was conducted at a step size of 1 μm with a voltage
of 20 kV and a current of 107 nA.

Misorientation distribution function (MDF) [14,15], calculated using the symmetrized
hyperspherical harmonic formulation, was applied to quantify misorientation statistics for
the magnesium samples in this paper.

Grain orientation on each side of a boundary was represented by three Euler angles (φ1,
Φ, φ2). Then, misorientation, represented by axis–angle parameter (ω, n), was calculated.
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A minimum misorientation angle and an axis of rotation lying in a pre–defined standard
region were selected, and the subset of the rotation space—commonly referred to as the
fundamental zone—was obtained. Rotation axis was then written as a function of polar
coordinates (θ, φ). A generic MDF, which is a real–valued probability density function, can
be expanded with real coefficients f NC

L, M and f NS
L, M, as:

f (ω, θ, φ) =
∞

∑
N=0

N

∑
L=0

[
f NC
L, 0ZNC

L, 0 +
L

∑
M=1

(
f NC
L, MZNC

L, M + f NS
L, MZNS

L, M

)]
(1)

Coefficients f NC
L, M and f NS

L, M were calculated using ω, θ, φ as variables.

f NC
LM =

∫ 2π

0

∫ π

0

∫ π

0
ZNC

L, M f (ω, θ, φ)(sinα)2dωsinθdθdφ (2)

f NS
LM =

∫ 2π

0

∫ π

0

∫ π

0
ZNS

L, M f (ω, θ, φ)(sinα)2dωsinθdθdφ

ZNC
L, M = (−1)L+MK × cos(Mφ)

ZNS
L, M = (−1)L+MK × sin(Mφ)

K =
2LL!

π

[
(2L + 1)

(L − M)!(N + 1)(N − L)!
(L + M)!(N + L + 1)!

] 1
2 ×
[
sin
(ω

2

)]L

× CL+1
N−L

(
cos
(ω

2

))
× PM

L (cos(θ))

with integer indices 0 ≤ N, 0 ≤ L ≤ N and −L ≤ M ≤ L. CL+1
N−L is a Gegenbauer polynomial

and PM
L is an associate Legendre function.

Then, sections of constant misorientation angles (10–90◦) were selected to visualize the
misorientation space. In each section, 36 misorientation relationships were calculated (same
misorientation angle, but different axis). The detailed derivation of the above equations
and the meaning of each parameter can be found in the literature [14,15]. The maximum N
was selected as 16 in this work. The MDF was then normalized to the random distribution
of misorientation and are plotted in this paper.

3. Results and Discussion

3.1. Initial Microstructure

Figure 1 shows the initial microstructure information. The material used in this paper
is the same as in our previous study [12]. The figure is rotated 90◦ clock–wise, in order to
show the frame of reference used in Figures 2–6. A fully recrystallized microstructure with
an average grain size of 25 μm can be found (Figure 1a). The initial texture of this Mg alloy,
shown in Figure 1b, is relatively weak, and the highest texture intensity is only 2.752 which
is lower than most of the current wrought Mg alloys.
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Figure 1. Initial Mg–8.0Gd–3.0Y–0.5 Zr alloy microstructure: (a) IPF map; (b) PF map.

Figure 2. SEM map (a) and the corresponding IPF (b) after 10% tensile strain in Mg–8.0Gd–3.0Y–0.5
Zr alloy.

Figure 3. PF map after 10% tensile strain in Mg–8.0Gd–3.0Y–0.5 Zr alloy.
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Figure 4. (a) SEM micrograph of Mg–8.0Gd–3.0Y–0.5 Zr alloy after tension test at strain of 0.1; (b) the
corresponding IPF map; (c) possible slip trace directions in Grain 1; (d) possible slip trace directions
in Grain 2; (e) possible slip trace directions in Grain 3.

 
Figure 5. (a) SEM micrograph of Mg–8.0Gd–3.0Y–0.5 Zr alloy after tension test at strain of 0.1; (b) the
corresponding IPF map; (c) possible slip trace directions in Grain 4; (d) possible slip trace directions
in Grain 5.
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Figure 6. (a) SEM micrograph of Mg–8.0Gd–3.0Y–0.5 Zr alloy after tension test at strain of 0.1; (b) the
corresponding IPF map; (c) possible slip trace directions in Grain 6; (d) possible slip trace directions
in Grain 7; (e) possible twinning boundary trace directions in Grain 7.

3.2. Slip Transfer at Grain–Boundary Area

Figure 2 shows the deformed microstructure after the tension test (ε = 0.1), and Figure 3
shows the pole figure (PF) after tension. Obvious slip traces in the grains and fluctuation
at the grain boundaries can be seen. Using slip trace analysis, basal slip and first-order
prismatic slip were found to be the dominant slip deformation modes and only a few {10

_
12}

<10
_
11> instances of twinning can be found. In addition, many slip traces were found to be

transferred through grain boundaries. SEM photographs of different kinds of slip traces
with high magnification are shown in Figures 4–6. Several kinds of slip and twinning in
pairs can be found around grain boundaries. Basal slip traces were found to come in pairs
with basal slip (named B–B, Figure 4), prismatic slip (named B–P, Figure 5), and {10

_
12}

<10
_
11> twinning (named B–T, Figure 6). The statistical data in Figure 7a show that the

number fraction of transferred slips across grain boundaries has a high proportion of above
80%. Additionally, the vast majority of these transferred slips were identified as basal slips
(Figure 7b).

Figure 7. (a) The number fractions of grains with slip traces observed, and (b) the number of grains
with different transferred slip modes observed (94% are B–B).
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In Figure 4a, slip traces can be found in Grain 1, Grain 2 and Grain 3. Using slip trace
analysis, as shown in Figure 4c–e, these slip traces were identified as basal slip traces with
high Schmid factors of 0.48, 0.45 and 0.39, respectively.

A geometric compatibility factor m’, first defined by Luster and Morris [16], was employed.

m′ = cosψ × cosκ (3)

where ψ and κ are the angles between the active normal slip plane and slip directions, respectively.
Using this parameter, the geometric compatibility factor between the slip systems

in adjacent grains may vary between 0 and 1. For m’ = 1, complete compatibility exists
between the slip systems in the neighboring grains, and in this case, both the slip directions
and the slip planes in each grain will be parallel. In contrast, m’ = 0 indicates that the slip
systems are completely incompatible, such that either the slip directions or slip planes are
orthogonal. In general, m’ will assume intermediate values between 0 and 1.

The geometric compatibility factors between the two slip systems in Grain 1 and
Grain 2 are listed in Table 1. The highest value of geometric compatibility factor is 0.91
which indicates good compatibility for the activation of basal slip systems in the adja-
cent grains.

Table 1. m’ value between basal slip systems in Grain 1 and Grain 2.

G2

G1 Basal [11-20]
(0.27)

Basal [1-210]
(0.48)

Basal [-2110]
(0.23)

Basal [11-20] (0.41) 0.91 0.09 0.82

Basal [1-210] (0.45) 0.82 0.91 0.09

Basal [-2110] (0.04) 0.09 0.81 0.91

Schmid factor of basal slip in grains wherein the occurrence of transferred basal slip
was calculated; the result is shown in Figure 8, with the comparison with the Schmid factor
distribution in all grains (1231 grains were collected for the analysisi of Schmid factor). It
can be seen that the relationship between the Schmid factor of the basal slip system and the
activation of slip transfer at the grain–boundary area is weak. Therefore, it seems that the
criterion for the activation of transferred basal slip cannot depend only on the value of the
Schmid factor.

Figure 8. Relationship between Schmid factor of basal slip and number fraction of B–B transferred slip.

3.3. Effect of Grain–Boundary Misorientation Distribution on Slip Transfer

As the above results show, deformation behavior at grain level does not depend only
on grain orientations, and the interaction between grains around grain-boundary areas
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appears to be significant during the deformation process. In this case, whether certain
types of grain boundaries might favor transferred slips should be considered.

Figure 9 shows the misorientation angle distribution of boundaries with transferred
basal slips across and all boundaries in this material (1632 grain boundaries were collected
for the analysis of grain–boundary misorientation distribution). A significant difference
can be found between these two distributions, and low–angle boundaries appear to favor
transferred basal slips.

Figure 9. Relationship between misorientation angle and number fraction of B–B transferred slip.

In order to fully understand the effect of grain boundary on the slip transfer phe-
nomenon, MDF maps using the axis–angle parameters were draw to fully understand the
geometric characteristics of these boundaries favored for transferred basal slip. Figure 10
shows the MDF of all boundaries in the Mg–Gd–Y alloy. The misorientation distribution
is quite randomized, and the highest intensity is only 1.76. Figure 11 shows the MDF of
the boundaries with transferred basal slips across them. Obvious high intensification can
be found at low misorientation angles and especially around the axis around [0001]. By
using the MDF method, it can easily be seen that the activation of the transferred basal
slip system is preferred at boundaries with misorientation at the axis around [0001] and an
angle of 0–30◦.

Figure 10. Misorientation distribution map of Mg–8.0Gd–3.0Y–0.5 Zr alloy.
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Figure 11. Misorientation distribution map of B–B slip transferred boundaries.

3.4. Effect of Grain–Boundary Misorientation Distribution on Ductility

The grain–boundary area preferred for more slip transfer would accommodate higher
strain. If one polycrystalline magnesium alloy has more boundaries of the sort, the ductility
of this material, theoretically, should be higher.

In order to support the arguments made in the present manuscript, data from two
groups of Mg–3Al–1Zn (AZ31) alloy have been included. Figure 12 exhibits two groups of
data, all from the Mg–3Al–1Zn (AZ31) alloy, which is the most common of the magnesium
alloys. The manufacturing process for each is different; one involves rolling and the other
involves extrusion. These two kinds of material show a similar Schmid factor distribution
during tension along their prior working (rolling or extrusion) direction. However, the
rolled AZ31 alloy shows much higher elongation than the extruded one (Figure 12b, data
collected from the literature [17–29]). This phenomenon could not be explained based on
the theory that a higher ductility is achieved by grain orientations favored for basal slip.

Figure 12. (a) Schmid factor distribution, and (b) elongation during tension tests of typical rolled
AZ31 alloys and extruded alloys (data collected from the literature).
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By analyzing the MDF of these two AZ31 alloys, in Figures 13 and 14, a higher fraction
of low-angle misorientation distribution was found in rolled AZ31 (600 boundaries were
collected for the analysis of the misorientation distribution map for each of the AZ31
alloys). Therefore, with a higher fraction of boundaries favored for transferred slip, a higher
elongation can be obtained in the rolled AZ31 alloy.

Figure 13. Misorientation distribution map of rolled AZ31 alloy.

Figure 14. Misorientation distribution map of extruded AZ31 alloy.

In past decades, texture-weakening has been proven to be a good method for improv-
ing the ductility of magnesium alloys [20,30]. With more grains favored for basal slips, the
elongation of magnesium alloys during a tension test could be increased dramatically. The
Mg–Gd–Y alloy shown in this paper has a weakened texture, and the maximum texture
intensity is only 2.752. The results shown in this paper already prove that with a better
deformation compatibility, the grain-boundary area can accommodate a higher strain and
the magnesium materials can achieve higher ductility. Since it has been reported that
misorientation distribution can be altered after heat treatment [31,32], the deformation
compatibility of magnesium alloys could also be improved. Furthermore, high deformation
compatibility, when combined with a randomized texture, would further improve the
ductility of magnesium alloys.
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4. Conclusions

(1) The activation of slip crossed the grain boundary during tension deformation, and
the basal slip system was the dominate type. Not a lot of twinning was observed on
the surface after tension.

(2) The activation of dislocation slip pairs was affected by the misorientation of grain
boundaries. Grain boundaries with a misorientation around the [0001] axis and at a
10–30◦ angle promoted the activation of basal slip pairs.

(3) The extruded AZ31 alloy showed higher elongation, because the extruded AZ31 alloy
exhibited a higher fraction of grain-boundary misorientation around the [0001] axis at
an angle of 0–30◦.
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Abstract: A concurrent multiscale model coupling discrete dislocation dynamics to the finite element
method is developed to investigate the plastic mechanism of materials at micron/submicron length
scales. In this model, the plastic strain is computed in discrete dislocation dynamics (DDD) and
transferred to the finite element method (FEM) to participate in the constitutive law calculation, while
the FEM solves the complex boundary problem for DDD simulation. The implementation of the
whole coupling scheme takes advantage of user subroutines in the software ABAQUS. The data
structures used for information transferring are introduced in detail. Moreover, a FE mesh-based
regularization method is proposed to localize the discrete plastic strain to continuum material points.
Uniaxial compression tests of single crystal micropillars are performed to validate the developed
model. The results indicate the apparent dependence of yield stress on sample size, and its underlying
mechanisms are also analyzed.

Keywords: discrete dislocation dynamics; finite element method; multiscale model; size effects

1. Introduction

The effect of sample size or shape on material deformation behavior [1–3] has received
attention for decades. For instance, the sample size of concrete influences its kinetics of
external sulfate attack [4]. At the microscale, it has been reported that the deformation
mechanism of crystal materials is different from that of bulk materials [5–7]. It is recognized
that the strength of micro/submicron crystals depends not only on the material itself but
also the sample/grain size. Many efforts have been made to study the size effects of crystal
materials at the micro/submicron scale in order to improve material performance for high-
quality products [8–11]. The size effect is induced by many physical mechanisms, such as
dislocation motion, nucleation, and starvation [12,13]. It remains difficult to capture the
full picture of the deformation behavior of crystal material at the micro/nano-scale only by
experimental tests. Therefore, it is necessary to employ a suitable simulation method to
reveal the underlying deformation mechanisms of crystal materials at the micro/nano-scale.

Computational simulation methodologies have been continuously developed to pre-
dict material deformation behaviors. According to the difference in simulation scale,
the main simulation methods can be broadly classified into the finite element method
(FEM) [14,15], crystal plasticity finite element methods (CPFEMs) [16,17], discrete disloca-
tion dynamics (DDD) [8,18,19], and molecular dynamics (MD) [20]. Based on empirical
constitutive equations, the FEM shows a great advantage in dealing with various complex
boundary problems at the macroscale. Compared to the classic FEM, CPFEMs consider
the material microscopic plastic shear deformation by employing critical parameters that
represent the microstructural state of materials beneath the materials’ macroscopic defor-
mation. Typical examples are the slip systems-based phenomenological CPFEMs and the
dislocation density-based CPFEM. Moreover, by considering the density of geometrically
necessary dislocations (GNDs) in the constitutive equations, it can be used to predict the
size effect of crystal materials because GNDs are related to the strain gradient and has
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been considered in the constitutive equation [21–24]. However, CPFEMs cannot provide an
explicit microstructure evolution during the deformation process, because of the empirical
constitutive equation used. To obtain insight into the physical deformation mechanism,
a microscale simulation model that considers the intrinsic microstructure characteristics
of crystal materials is needed. MD simulation directly depicts the interaction of atoms.
In recent decades, it has been widely employed to investigate the mechanical properties
of single crystals and nanopolycrystalline materials (e.g., nano-polycrystal silicon [25]
and copper [26]) by means of nanoindentation or many other tests [11]. However, MD
simulation is only suitable for nanoscale specimens due to the extremely heavy computa-
tional load. Indeed, the plastic deformation of crystals results from its dislocation activities.
To overcome those limitations, DDD has been proposed by many researchers to capture
the size effect and uncover its underlying mechanisms. It omits the direct atomic interac-
tions and takes dislocation as the intrinsic carrier of plastic strain. DDD modeling is often
employed together with the FEM to deal with complex boundary conditions. The mostly
used coupling schemes are the discrete continuous model (DCM) [27] and superposition
method (SPM) [28].

To solve the boundary value problem of a finite crystal, van der Giessen and Needle-
man [28] first proposed the concept of the SPM. In the SPM, the total stress field in a finite
crystal is the sum of two stress fields. One is the analytical stress field due to the existence
of dislocations in an infinite unbounded crystal and the other is the complementary elastic
stress field calculated by finite element analysis in a finite crystal. The method is able to
capture the short-range dislocation stress field accurately and has been improved by incor-
porating a 3D dislocation mechanism [13,29] and dislocation climb [30]. Nevertheless, the
calculation of the analytical stress field between all existing dislocations is time-consuming.
In addition, there is no explicit introduction of the plastic strain that arises from dislocation
activities. The DCM is another hybrid approach coupling DDD to the FEM. The numerical
calculation in the DCM is straightforward and has clear physical sense. The moving dislo-
cation generates plastic strain along its gliding path, and then the plastic strain is localized
to the Gaussian integration points of the FEM. By making use of the plastic strain, the
equilibrium stress is computed in the FEM module and is used to drive the movement of
discrete dislocations.

Since Lemarchand [27] first proposed the DCM in 2001, it has been widely used to
study the plastic behavior of materials at micron/submicron length scales, for example,
the effect of hard coating [31], low-amplitude cyclic loading [32], temperature [33], and
shock loading [34] on the plastic deformation of micropillars. The dislocation mechanisms
causing the channel size effects of superalloys [12], incipient plastic instability of nanoin-
dentation [35], and strain bursts of micropillars [10] have been investigated using the DCM.
Recently, Cui et al. [31] studied the confined plasticity in coated micropillars using the
DCM and found that the operation of a single arm source plays a key role in the plastic
deformation of coated pillars. Santos-Güemes et al. [36] studied the interaction mechanism
of dislocation and precipitates using a developed multi-scale DCM. The intrinsic hardening
mechanism of a nickel-based superalloy and its dependence on the interfacial dislocation
network and lattice mismatch were reported [37]. By introducing a dislocation climb model
into the DCM, Liu et al. [38] investigated the high-temperature anneal hardening behavior
of an Au submicron-pillar.

Most studies are focused on the application of the DCM in plastic mechanisms at
micron/submicron scales; however, less attention has been paid to its numerical algorithms
for improved computational efficiency. Zbib et al. [39] proposed a simple method of regu-
larizing the plastic strain induced by dislocations to the material points of their localized
elements. Liu et al. [40] introduced the Burgers vector density function to apportion the
discrete plastic strain to the corresponding material points. Vattré [41] and Cui [42] also
discussed the detailed numerical algorithm of localizing the discrete strain to continuum
material points in a 3D DCM simulation. In addition, the strain regularization method
in a 2D DCM was developed by Huang [30] by considering the interaction of dislocation
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with its neighboring inter-phase boundaries and other dislocations. However, the computa-
tional load remains a challenge in computational simulation. There is always a balance of
numerical accuracy and computational efficiency.

In this paper, a concurrent multiscale model coupling DDD to the FEM is developed
to investigate the plastic mechanism of materials at micron/submicron length scales. A FE
mesh-based regularization method is proposed to improve the computational efficiency.
The implementation details of how to apply the DCM principle to couple DDD with FEM
calculation modules during the deformation process are introduced. The optimized data
structure and the achievement of the simultaneous coupling scheme by subroutines are
presented for the first time. The description of the 2D-DCM is provided in Section 2.
Section 3 discusses transfer methods of plastic strain and stress among DDD and FEM
modules. The user subroutines of Abaqus used in the multiscale framework are described
in detail in Section 4. In Section 5, a compression test of a single crystal is performed using
the developed method, and it is followed with some main conclusions drawn in Section 6.

2. Description of DCM Coupling Framework

As schematically illustrated in Figure 1, the multiscale framework consists of two
modules, i.e., DDD and FEM module. The key point of the 2D-DCM is that the plastic
strain calculated by DDD directly participates in the constitutive law of the FEM. The stress
tensor at simulation step n, σn, is expressed as,

σn = [Ce] :
(

εt
n − ε

p
n−1

)
(1)

where ε
p
n−1 is the plastic strain at the last step by DDD, εt

n is the total strain at simulation
step n, and Ce is the elastic moduli tensor. The explicit computation of movement, evolution,
and interaction between dislocations and other defects (e.g., obstacles, dislocation, and
sources) is performed in DDD. In addition, the calculation of the equilibrium stress field in
the FEM module and the coupling algorithm of both modules are discussed.

Figure 1. Schematic of the coupling scheme of DCM (Yellow block represents the single element in
FEM module.).
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2.1. Two-Dimensional Dislocation Dynamics

For the 2D plane strain problem discussed in this paper, only edge dislocations are con-
sidered. The effect of dislocation climb is also negligible compared with that of dislocation
glide. The driving force applied on dislocations can be expressed as

fi = ni·σi·bi, (2)

where ni is a unit normal to the slip plane, bi is the Burgers vector, and σi is the stress tensor
at the position of dislocation i, which is evaluated in the FEM.

Assuming that the edge dislocations can reach a stable velocity instantly, the glide
velocity of dislocation i is

vi =
f i

B
, (3)

where B is the viscous drag coefficient.
Static point sources are distributed on the slip plane randomly to mimic the operation

of Frank–Read sources. A dislocation dipole is generated once the shear stress at the point
source exceeds its critical strength, τnuc, during a time period. The initial distance Lnuc
between two newly generated dislocations is

Lnuc =
μ

2π(1 − ν)

b
τnuc

, (4)

where μ is the shear modulus and ν is the Poisson ratio of crystal material.
Two dislocations with opposite Burgers vectors annihilate each other when their

distance is less than the critical annihilation distance Le, which is taken as 6b [43,44].
The motion of dislocations can be impeded by various obstacles, such as small precipi-

tates and forest dislocation. The point obstacles are modeled in 2D-DDD to consider the
effect of the obstacles existing in real crystals [43,45]. If one obstacle lies on the gliding path
of a dislocation, the dislocation is pinned by the obstacle when its resolved shear stress is
less than the strength of the obstacle. Dislocations can be de-pinned or bypass the obstacle
if its shear stress exceeds the obstacle strength.

2.2. Calculation in Finite Element Module

The standard FEM is employed to solve the boundary value problem of a finite crystal
as follows:

[K]{U} = { f a}+ { f p}, (5)

{ f p} =
∫

V
[Ce]εp[B]dV, (6)

where [K] is stiffness matrix, {U} is the nodal displacement vector, { f a} is the applied
force vector, { f p} is the force vector from plastic strain, [B] = grad[N], and [N] is the shape
function vector. The DDD module contributes the plastic strain εp to the unified continuum
mechanics framework.

3. Plastic Strain–Stress Transfer in Coupling Scheme

3.1. Plastic Strain and Stress Transfer Scheme

In this computational simulation model, the plastic strain is explicitly calculated in the
DDD module and is then transferred to Gaussian integration points of the FEM module for
the constitutive calculation. The plastic strain is induced by the glide of dislocation, which
can be calculated as:

ε
p
i =

Ai
2V

(ni ⊗ bi + bi ⊗ ni), (7)

where Ai is the swept area of the dislocation i and V is the representative volume.
The plastic strain ε

p
i obtained from the DDD module should be located at the corre-

sponding integration points as the eigen-strains. Different regularization methods have
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been proposed to solve this problem. In the early work by Lemarchand [27], it was assumed
that a slab with finite thickness h surrounding the glide plane represents the elementary slip
events. The elementary volume associated with each Gauss integration point is taken as
the representative volume. The plastic strain distributed at each integration point depends
on the intersection volume between the slab and elementary volume. Based on the work
of Lemarchand [27], Liu [40] proposed a weight function (i.e., the Burgers vector density
function) to distribute the total plastic strain to each integration point of finite element.
Vattré [41] and Cui [42] also made efforts to improve the regularization method of plastic
strain. For the 2D computational model, Huang [30] presented a detailed regularization
procedure, which is similar to that of Liu [40]. A local domain along the slip plane of dislo-
cation was defined and half of its width was set as a, which is analogous to the dislocation
core spreading radius. The integration points in the local domain would be allocated with
plastic strain, and the allocation proportion of each integration point was decided by its
distance to the slip plane of dislocation. This regularization method can relieve a high
gradient of plastic strain among neighboring elements. However, it causes a heavy compu-
tational burden, especially when numerous dislocations exist in the simulation model, due
to the distances between each integration point, and the slip plane should be calculated.

An efficient regularization method is proposed in this paper by considering the char-
acteristics of meshes of the FEM model. Elements in the FEM model are divided into
elementary domains (i.e., integration point domain), which are associated with each inte-
gration point in the elements. As shown in Figure 2, a dislocation glides along its slip plane
from D to D’. These elementary domains intersecting with the gliding path are regarded as
‘core domains,’ which are shown as the red domains in Figure 2. If the distance from the
integration point of an elementary domain to a core domain is less than the given value a,
the elementary domain k is defined as a ‘secondary domain.’ The hatched and meshed
areas represent the secondary domains in Figure 2. The parameter a has the same meaning
and evaluation as the one used in Huang’s method. The core and secondary domains
together compose the domain Ωi. The localized plastic strain of integration point j, ε

p
ij, in

the domain Ωi is given according to a weight function,

ε
p
ij =

ωj

∑j ωj

Ai
2V

(ni ⊗ bi + bi ⊗ ni), (8)

where ωj is the distribution coefficient for plastic strain caused by dislocation i on integra-
tion point j. The value of ωj, which is selected as the Burgers vector spreading function
developed by Cai [46], can be calculated as

ωj =
1(

r2
j + a2

)3.5 , (9)

where rj is the distance between the integration points of the j-th elementary domain and
its nearest core domain. For the integration point O shown in Figure 2, the distance is
equal to the length of OB, and it replaces the length of OA used by Huang [47]. The
simplification of rj makes it easier to obtain the distribution coefficient. Instead of solving
the formula for the distance from point to line, it only needs the distance between the
integration points of the core and secondary domain. Once the core domains are obtained,
the secondary domains around them can be quickly captured according to the numbering
order of integration points and elements. Figure 3 shows the numbering order of integration
points in different elements. The new method omits the determination of the gliding path
equations of each dislocation by replacing the glide path with the core domain. Thus, with
the present method, it is computationally efficient to capture the influenced domain, Ωi, of
each moving dislocation and calculate the distribution coefficient through directly solving
the distance formula of two points.
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Figure 2. Schematic of distributing plastic strain to integration points of the FEM. The black points
represent integration points. The red areas and the shaded areas are the core domains and secondary
domains, respectively.

Figure 3. The numbering of integration points and nodes in 2D quadrilateral parent elements:
(a) 4-node element, (b) 4-node reduced integration element, (c) 8-node element, and (d) 8-node
reduced integration element. The dashed lines divide the element into integration point domains.
The red dot and black cross represent the node and integration point, respectively.

After FEM calculation, there are two steps to transfer the stress field from the FEM
module to the DDD module, i.e., (i) stress extrapolation from integration points to nodes
by the inverse shape function, and (ii) stress interpolation from nodes to dislocations by
the shape function of the element [41]. In finite element analysis, the numerical integration
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is carried out at the Gaussian points and the stress value at the integration point is the most
accurate. Therefore, in this work, the stress of dislocations is determined by the integration
point domain where dislocations reside. The stress tensor of a dislocation is the same as its
nearest Gaussian integration point. The division of various elements into integration point
domains is illustrated in Figure 3. Each domain contains one integration point and any
point in the domain has the shortest distance to the contained integration point compared
to other integration points in the parent element. The number of integration points in
the parent element is determined by the degree of the integrated polynomial terms in the
element’s stiffness matrix and the desired accuracy of results. According to the number of
integration points required, their locations in the parent element can be obtained by Table 1.

Table 1. Gauss numerical integration constants.

Number of Integration Points (n) Integration Point Location xi

1 x1 = 0
2 x1 = 1/

√
3, x2 = −1/

√
3

3 x1 =
√

0.6, x2 = 0, x3 = −√
0.6

3.2. Coordinate System Conversion Involved in Coupling Scheme

In order to complete the data exchange between DDD and the FEM module, the
transformation of the coordinate system should be taken into account.

The calculation in the DDD module, such as glide force, dislocation velocity, and
plastic strain, is finished on the local coordinate system whose axes are consistent with
the slip direction and normal direction of the slip plane, as shown in Figure 4a. The FEM
module is constructed in the sample coordinate system, unlike that of the DDD module. To
achieve the coordinate system transformation, the transformation matrix, [R], is calculated
by representing the vector OA in the two coordinate frames, as illustrated in Figure 4b.
Then, the vectors, {g}, and tensors, [M], can be transformed with rules as follows:

{
g′
}
= [R]{g}, (10)

[
M′] = [RT

]
[M][R], (11)

where {g′} and [M′] are the transformed vector and tensor, respectively. Superscript T
means matrix transpose.

Figure 4. Schematic of two-dimensional coordinate system conversion. (a) (x, y) and (x′, y′) represent
the position of point A in the coordinate system OXY and O′X′Y′, respectively. (b) The transformation
matrix R can be obtained from the relationship of two coordinate systems.
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4. Subroutines for ABAQUS

The multiscale framework is built by the secondary development of finite element
software ABAQUS. In this section, the implementation details of the DCM model in
ABAQUS are introduced.

4.1. User Subroutines in the Multiscale Framework

Abundant user subroutines are provided in ABAQUS, which allow advanced users to
customize a variety of ABAQUS capabilities [48]. The general workflow for running the
DCM using ABAQUS is illustrated in Figure 5. Three user subroutines are used for the
DCM model, including URDFIL for results processing, UEXTERNALDB for external file
manipulation, and UMAT for the physics-based constitutive law. The functions of these
subroutines in the developed model are discussed below.

Figure 5. The workflow of the multiscale framework coupling FEM and DCM.

A user subroutine called URDFIL is written particularly as a stress relay from the FEM
to DDD module. The subroutine performs two functions: it can access the results file for
stress tensors of Gaussian integration points, nodes coordinates, elements, and its relative
integration point numbers at the end of the increment, and it transfers this new information
to the DDD module by writing them to user-defined COMMON blocks.

The DDD-relative calculations (e.g., the velocity of dislocations, dislocation multiplica-
tion, and annihilation) are implemented by calling the user subroutine UEXTERNALDB.
This subroutine provides flexible points-in-time where other software or codes are able to
communicate with the finite element analysis program (i.e., Abaqus/Standard), and data
information stored in external files can be read in.

After user subroutine UEXTERNALDB is called, a user-supplied subroutine DDCODE
is implemented to specify the DDD-relative calculations. It is constantly called at the
beginning of each increment (i.e., LOP = 1) to update the state of dislocations, obstacles,
and Frank–Read sources and to calculate the plastic strain induced by dislocation gliding.

There are ten self-defined subroutines, STRAINSUB, SOURCESUB, RFRESUB, ABAID-
SUB, DISPSUB, NEWCODSUB, FORCESUB, OBSSUB, PNPLOY, and ANNISUB consisting
of the dominant subroutine DDCODE. These subordinative subroutines implement the dis-
location mechanisms by operating on the data structures of dislocations, dislocation sources,
and obstacles. The data structures used in the model are introduced in the next section. The
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calling sequences of these subroutines are shown in Figure 5. The subroutine FORCESUB
is used to calculate the force applied on dislocations using the stresses transferred from
the FEM module, by Equation (1). Once the force on dislocations is obtained, their velocity
and displacement can be given by Equation (2), as performed in subroutine DISPSUB. The
transformation matrix and equations have been provided in Section 3.2. According to the
displacement of dislocations, new coordinates of dislocations are calculated in subroutine
NEWCODSUB. The subroutine OBSSUB determines if dislocations are pinned or unpinned
by obstacles and it provides the dislocation numbers that are pinned. The subroutine
ANNISUB decides whether the dislocation annihilates with other dislocations according
to the relative positions of dislocations. The subroutine SOURCESUB, which follows the
dislocation-generation rules discussed in Section 2.1, generates a dislocation dipole once all
the conditions (i.e., the critical strength and nucleation time) are met. The subroutine REF-
SUB eliminates the dislocations that annihilate or escape from the simulation model and
re-number the remaining and newly generated dislocations. The subroutine ABAIDSUB,
which calls subroutine PNPLOY, identifies which element and integration point domain
the dislocations belong to. The subroutine PNPLOY is called to find whether a point is
inside or outside a polygon. The last one subroutine STRAINSUB calculates plastic strain
induced by each moveable dislocation and distributes them to corresponding integration
points by the FE mesh-based method introduced in Section 3.2.

The plastic strain tensors at each integration point are saved in a three-dimensional
array. It is important to notice that all the subroutines used in the paper is with FOR-
TRAN language as most user subroutine interfaces in the manual of ABAQUS use it. The
FORTRAN language, unlike other programming languages, stores arrays in column-major
format, as shown in Figure 6a. That is to say, in a two- or multi-dimensional array, the
left-most array index varies the most rapidly and the right-most array index varies the most
slowly. Thus, the index of the first dimension (from left to right) represents the components
of plastic strain and the component order is the same as that in UMAT, as illustrated in
Figure 6b. The second and third indices are the integration point and element number
where the plastic strains are distributed, respectively. This storage means of plastic strain
allows the generation of simple and efficient machine code, to improve the computing and
running speed. The storage format of the multi-dimensional array and the illustration of
the plastic strain array are shown in Figure 7.

Figure 6. The storage format of arrays in Fortran (a), and the plastic strain tensor re-written into the
vector to store in an array (b).
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Figure 7. The data structure of plastic strain tensor at the integration points of all elements.

Moreover, the subroutine UEXTERNALDB is called once at the start of the analysis
(LOP = 0). This is to obtain the reference state for the DDD module. The DDD reference
state consists of the initial information of dislocation, obstacle, and Frank–Read source,
such as the coordinates, critical strength, and nucleation time, before loading is applied.
The data structure of the reference state is given in Section 4.2. The initial information is
stored in external files. At the beginning of the analysis, subroutine UEXTERNALDB reads
data from these files and uses them to initialize the DD module.

The subroutine UMAT, allowing user-defined mechanical material behavior, imple-
ments the above physics-based constitutive law (Equation (1)) by using plastic strain
calculated by DDD. When the subroutine is called, the parameters such as stresses, strain
increments, and state variables (SDVs) are directly passed into UMAT, while the material
parameters defined in the input file are accessed by the variable PROPS. With the variables
passed in, the UMAT subroutine updates the stresses and SDVs at the end of the increment
and generates the Jacobian matrix of the constitutive model. An important note is that the
definition of the material Jacobian affects only the convergence rate, not the simulation
results obtained [48].

4.2. Data Structure for the Coupling Framework

The data structures of dislocations, obstacles, and dislocation sources are shown in
Figure 8. It can be seen that the basic data structure of a dislocation consists of identity
number, location information, its sign (i.e., plus or minus one, representing positive or
negative dislocations, respectively), and the state information. The information of location
includes the coordinate value, the located slip system, and the element and integration
point number where the dislocation resides, as shown in Figure 8a. The preliminary
calculation with user subroutines generates the stress, displacement, and new coordinates
of the dislocation i, and then the state information (i.e., illustrating whether the dislocation
is pinned, annihilated, or newly generated) is obtained. Moreover, as can be seen from
Figure 8b, the data structure related to dislocation sources and obstacles is much simpler
compared to the dislocations. In addition to the location information, the critical strength
and time are added for sources and only strength is added for obstacles, as shown in
Figure 8c. During the deformation process, these data are read and updated continuously
by the self-defined subroutines mentioned in the above section. As shown in Figure 8a,
for the dislocation, its relative element and integration point number are updated by
the subroutine ABAIDSUB, and the driving force, displacement, and new coordinates
are calculated and updated by subroutines FORCESUB, DISPSUB, and NEWCODSUB,
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respectively. The signs of annihilating, newly generating, and pinning are determined by
subroutines ANNISUB, SOURCESUB, and OBSSUB. The data structure of sources is mainly
visited and updated by subroutine SOURCESUB. Similarly, the data structure of obstacles
is accessed by subroutine OBSSUB.

Figure 8. The data structures of dislocations (a), obstacles (b), and dislocation sources (c), and the
relative user subroutines.

The initial data structures of dislocations, sources, and obstacles (i.e., the data struc-
tures before loading is applied) are utilized to describe the reference state of the DDD
module. They are generated by MATLAB and written into text files that are visited at the
start of ABAQUS/Standard analysis to initialize the DDD module.
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5. Uniaxial Compression Simulation for Single Crystal Micropillar

5.1. Computational Model of Micropillars

For verification, the developed simulation model is used to study the deformation
behaviors of crystal materials under uniaxial compression. As shown in Figure 9, micropil-
lars with four different widths are built with a constant aspect ratio of height H to width
L (H/L = 2). An isotropic aluminum single crystal is considered here with Poisson’s ratio
v = 0.3, shear modulus μ = 26 Gpa, Burgers vector b = 0.25 nm, and drag coefficient
B = 10−4 Pa s [28,44,45].

Figure 9. Sketch of micropillar compression. The black T-signs represent dislocations. The red
triangle and green circle represent obstacle and source, respectively.

For face-centered crystal Al, the representative material parameters used in DDD
are the same as the ones used in other research [28,30,43,45]. Two slip systems with
the interaction angle of ±60

◦
relative to the horizontal direction are considered with the

spacing distance of two neighboring slip planes being 10b. This approximates to the active
slip systems of the face-centered crystal in plastic strain problems. The x-axis and y-axis
represent the crystal directions [101] and [010], respectively. Static dislocation sources are
distributed on these slip planes randomly with strength satisfying the Gaussian distribution
with mean value 50 MPa and standard deviation 10 MPa. The critical time for dislocation
nucleation is set as 10 ns. The obstacles in the model are with mean strength 150 MPa and
20% standard deviation.

To mimic the compression experiment, a fixed compressive strain rate
.
ε = 1000/s is

imposed for all samples. Time steps of 1 ns for DD and 10 ns for the FEM are used here [49].
In all the simulations, the bottom boundaries of specimens are fixed as:

ux = uy = 0, at Y = 0, (12)

The upper surface is subjected to a velocity vx such that

vy = L
.
ε, at Y = L, (13)

DCM simulations are performed with the boundary conditions and material parame-
ters as described above. The simulation results are discussed below.

5.2. Effect of Sample Size on Crystal Strength

The computationally obtained σ ∼ ε curves are plotted in Figure 10 for four different
simple sizes L = {0.3, 0.5, 0.8, 1.0} μm. To avoid the potential effect of defect distribution
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(i.e., the distribution of dislocations, sources, and obstacles) on the simulation results, for
each size, three simulations are carried out with different defect distributions. It is found
that the smaller the sample size, the higher the strength, as observed in experimental
investigation [5]. This validates that the present simulation model is capable of capturing
the microscale plastic response. Due to numerous dislocations being greatly active at
L = 1.0 μm, the stress–strain curves oscillate poorly and even fail at small strains. A similar
phenomenon was also found in the compressing simulation of copper micropillars [50].
From these stress–strain curves, we compute the nominal yield stress σ0.2, which is the
stress value at 0.2% plastic strain offsets, and plot it in Figure 11a. The inset of Figure 11a
shows the acquiring of the normal yield stress for the 0.3 μm-wide micropillar. The results
indicate that the yield stress increases with decreasing pillar size. The error bars denote the
range of the values of σ0.2.

Figure 10. Stress–strain curves of micropillars with different widths L = {0.3, 0.5, 0.8,1.0} μm.

Figure 11. The yield stress at 0.2% plastic strain offsets, σ0.2, (a) and average secant hardening
modulus, Have, (b) versus the width of micropillars. The inset in (a) shows the capture of the yield
stress from the one stress–strain curve, and the inset in (b) is the ratio of surface area to volume for
each micropillar.
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In addition, the secant strain hardening modulus, Hsec, is defined as the ratio of stress
to plastic strain from εp = 0.1% to εp = 0.3%, as follows:

Hsec =
σε=0.003 − σε=0.001

0.003 − 0.001
, (14)

Then, the average value of Hsec over three realizations for a particular pillar size,
Have, is calculated and plotted in Figure 11b. It shows that the average strain hardening
modulus decreases with sample size and that larger pillars are with the smaller scatter of
Have values. In addition, the ratio of surface area to volume, which is reduced to the ratio of
length to surface area for the plane strain problem, is calculated for each pillar. The inset of
Figure 11b shows that the ratio decreases with sample size, although all the samples have
the same length–width ratio. It indicates that dislocations in small samples have a high
possibility to escape from the sample. The escape of dislocations from the free surface can
result in the dislocation starvation effect [49] in small pillars and the hardening of materials.

6. Conclusions

In this paper, a concurrent multiscale simulation method is developed to shed light on
the material plasticity at the microscale. In this method, the DDD module looks to the FEM
module to solve the boundary conditions and the FEM module turns to DDD for plastic
strain, which determines the constitutive law of the FEM.

The key issue in the DDD-FEM coupling scheme is how to reasonably regularize
the discrete plastic strain to integration points of continuum mechanics. A novel FE
mesh-based regularization method is proposed by using a Burgers vector density function
and the characteristics of a finite element mesh in ABAQUS. It shows high accuracy and
considerably improves the efficiency by avoiding the tedious calculations.

To achieve the concurrent computational model, the DDD module is programmed
into Fortran codes, and then it is incorporated into the Abaqus analysis by calling user
subroutines provided by Abaqus to determine the constitutive law. The stress field is
stored in COMMON blocks and transferred to DDD codes. The realization of the multi-
scale model capitalizes on the secondary development of FEM software Abaqus, and the
implementation details are presented for the first time.

The developed multiscale framework is able to capture the plastic behavior of mi-
croscale crystals. Using this multiscale method, uniaxial compression tests of micropillars
are performed to study the size effect on plasticity and its underlying mechanisms. The
observed secant strain hardening of the modulus and yield stress might be due to the high
probability of dislocations in smaller size to escape from the free surface.

This multiscale framework can be potentially employed in studying the plastic be-
havior of materials with complex microstructures and deeply revealing its underlying
mechanisms. In future work, the developed simulation model will consider a variety of
complex dislocation motions, such as dislocation climb, interactions between dislocation
and grain boundary, and dislocation junction formation.
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Abstract: The failure of one solder joint out of the hundreds of joints in a system compromises the
reliability of the electronics assembly. Thermal cycling is a result of both creep–fatigue mechanisms
working together. To better understand the failure process in thermal cycling, it is crucial to analyze
both the effects of creep and fatigue mechanisms in a methodical manner. In this work, individual
solder junctions are subjected to accelerated shear fatigue testing to investigate the effects of creep
and fatigue on joint dependability at room temperature. A modified fixture is used to conduct
fatigue tests on an Instron 5948 micromechanical tester. SAC305 joints with an OSP surface finish
were cycled under stress control at first, and then the strain was maintained for a set amount of
time. In this investigation, three stress amplitudes of 16, 20, and 24 MPa are used, together with
varying residence periods of 0, 10, 60, and 180 s. The fatigue life of solder junctions is described for
each testing condition using the two-parameter Weibull distribution. Additionally, as a function of
stress amplitude and residence time, a dependability model is created. For each testing scenario,
the progression of the stress–strain loops was studied. By quantifying relevant damage metrics,
such as plastic work per cycle and plastic strain at various testing circumstances, the damage due to
fatigue is distinguished from creep. To investigate the relationships between plastic work and plastic
strain with fatigue life, the Coffin–Manson and Morrow Energy model is used. The results indicate
that using greater stress magnitudes or longer dwell periods significantly shortens fatigue life and
dramatically increases plastic work and plastic strain. The housing impact is significant; in some
circumstances, testing with a longer dwelling period and lower stress amplitude resulted in more
damage than testing with a shorter dwelling period and higher stress levels. When illustrating the
fatigue behavior of solder junctions under various stress amplitudes or dwellings, the Coffin–Manson
and Morrow Energy model were both useful. In the end, general reliability models are developed as
functions of plastic work and plastic strain.

Keywords: solder joints; lead-free; reliability; creep; fatigue

1. Introduction

The robustness of electronic assemblies is determined by the mechanical integrity
of solder joints against various degradation influences. Thermal cycling is one of the
environmental effects responsible for degrading the fatigue life of solder joints in real-life
applications. Numerous switching on–off cycles for electronics systems as in power cy-
cling and exterior sources of elevated temperature as the heat generated from engines are
examples of thermal cycling sources. In thermal cycling, the behavior of solder joints is com-
plicated due to their suffering from several damage mechanisms, including creep, fatigue,
and the interaction of both mechanisms. Creep is dominant during dwelling periods, while
fatigue is influential between ramps [1,2]. Mainly, joint failure in thermal cycling failure
occurs due to the mismatch between the coefficient of thermal expansions between PCB and
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components. This would generate cyclic shear stresses on joints as temperature alternating
between extremes, named thermomechanical fatigue stress. Microstructure evaluation
under thermal cycling includes stress concentration in the defected spots (such as voids)
of the microstructure, then recrystallization of Sn grains, followed by intergranular crack
growth among grain boundaries. In addition to thermal cycling, drop shock was found
to be a vital cause in portable applications such as mobile phones and digital cameras.
Researchers [3–7] found that crack initiation in drop tests started from the IMC layer, as it
is brittle and considered to be the weakest. This would be enhanced if preceded with few
thermal cycles and/or aging due to IMC layer growth caused by thermal aging with time.

Therefore, a joint’s initial microstructure has great impact during thermal cycling,
including precipitates (Ag3Sn and Cu6Sn5), Sn morphologies, and Sn grain orientations.
This is due to the low number of grains in each solder joint: one to three large Sn grains, each
with a number of dendrites with the same crystallographic orientation [8–13]. Generally,
grain orientation correlates to a joint’s reliability, as it plays a vital role in microstructure
evolution [14–16] and other phenomena such as electromigration [17]. Moreover, after the
reflow process, once the tin (Sn) in solder spheres comes in contact with the copper (Cu)
on the solder pads, an intermetallic compound (IMC) is formed, which strengthens the
mechanical bond. However, the growth of the IMC layer over time leads to weakening due
to its brittle nature. A microstructure study revealed that the component side of the solder
junction was where the majority of the cracks originated. There were primarily two sorts of
cracks seen: those that go into the bulk solder and those that run along the IMC layer. It
was discovered that the crack nearly always started next to the IMC layer, where thermal
cycling causes the most stress, and eventually spread into the bulk or along the IMC layer.
Other factors such as oxidation and phase change are of significant impact as well [18–22].

SnPb-based alloys show excellent performance in thermal cycling, but the industry
switched to lead-free alloys after RoHS prohibited using lead in 2006. Many SAC-based
alloys demonstrate competitive performance [23–25]; however, studies are still ongoing
to investigate their properties comprehensively. Creep and fatigue are critical mechanical
properties of actual solder joints that have been explored by many researchers. Hamasha
et al. [26] studied the effect of various testing conditions of varying amplitude and strain
rate on the fatigue life of actual joints of SAC105 and SAC305. Results show that SAC305 is
more fatigue-resistant compared with SAC105 under varying amplitudes. Sinan et al. [27]
investigated the fatigue properties of individual SAC-based doped spheres with various
surface finishes. It is found that the higher the Ag content, the superior the fatigue and
shear strength obtained. Xu et al. [28] explored the fatigue properties of SAC305 and
105 compared with SnPb alloys under isothermal fatigue conditions and wide strain ranges.
SAC305 shows better fatigue properties than SAC105 and SnPb at specific ranges. The
effect of surface finish under thermal cycling has been studied extensively. Francy et al. [29]
investigated the effect of various surface finishes: OSP, ImAg, and ENIG and alloys under
thermal cycling for BGAs and SMRs. ENIG outperformed other surface finishes in the case
of BGAs, but with SMRs, OSP and ImAg were slightly better. Similar results were found
by [30,31]. Generally, ENIC and ENIPIC were found to perform well in thermal cycling
due to their Ni plating layer that blocks the growth of the IMC layer.

Others examined fatigue properties of SAC alloys under various conditions of aging
durations and temperatures [28,29], stress amplitudes [30,31], strain ranges [32,33], and
shear rates [34]. Many researchers utilized bulk [35,36] and dog-bone [37,38] samples in
their work to examine the microstructure evolution [39,40] and fatigue properties of differ-
ent alloys [40,41] under various conditions. Even though valuable results were obtained,
they were not as much as utilizing actual joints due to missing the IMC layer, surface
finish, and different microstructure, which impact reliability. Several researchers studied
the creep effect under various testing conditions. Fahim et al. [41] examined the evolution
of microstructures, including IMC of SAC-based alloys and several surface finishes at
various temperatures using nanoindentation testing after aging. Significant degradation
in reliability is observed after long-term aging with increasing testing temperature. The
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long-term aging of solder junctions at high temperatures causes considerable changes in
their microstructure, including a thickening of the intermetallic compound layer (IMC)
and coarsening of the precipitates. The mechanical and fatigue characteristics of solder
junctions are significantly influenced by their microstructure. Different conditions of ag-
ing durations and temperatures were studied [42–46], and similar results were obtained
for dominating aging temperature over duration for degradation. Others [28,47,48] ex-
plored creep properties and microstructure evolution after several thermal cycles. It is
concluded that creep rate and deformation were higher when testing joints after more
cycles. Doping is introduced to enhance the properties of the materials by adding small
(micro) amounts of certain elements such as Ni, Bi, Cr, etc., to SAC-based alloys. The prop-
erties of doped alloys under thermal cycling and iso-thermal cycling have been studied by
different researchers [34,42–52]. Doped alloys showed mechanical property improvements
depending on the doping element. Various mechanical properties were investigated such
as hardness [53], tensile strength [54], and modules of elasticity [55].

There are many models established to predict the fatigue life of several solder mate-
rials under thermal cycling with various testing conditions and geometries. Norris and
Landzberg [56] were the ones who started early development of the reliability models
of SnPb in thermal cycling, considering various temperature and frequency levels. Their
model was a modified version of the Coffin–Manson equation. Engelmaier W. [57] studied
the fatigue life of SnPb-based CCC joints during power cycling and generated models
to predict their life based on the Coffin–Manson model. Most models in the literature
were generated based on [51–53] models. Vayman S. et al. [58] created an empirical model
for low-tin alloys (SnPb based) under isothermal fatigue conditions including extensive
temperature range, hold times, strain ranges, frequencies, and environmental conditions.
Salmela O. [59] investigated several acceleration factors for lead-free material under differ-
ent thermal cycling conditions. He modified the Norris–Landzberg model with a correction
factor to compromise for material and geometry. Others established empirical models for
lead-free material under thermal cycling [60,61] and isothermal fatigue with aging [62–66].

According to the literature, there is extensive research that investigated the fatigue
and creep properties for SnPb-based and lead-free materials. However, limited research
has been performed under the combination of both effects in a systematic way. Moreover,
comprehensive studies generated models for SnPb and lead-free materials under thermal
cycling tests. Nevertheless, there is no study that created a model for actual SAC-based
solder joint material under a combination of creep and fatigue. In this study, expanded
research of our previous work related to the combined effects of fatigue and creep explored
at room temperature [65], and various iso-thermal temperatures [8], is implemented. More-
over, reliability models as a function of dwell time for fatigue life based on Morrow Energy
and Coffin–Manson models are generated for SAC305 actual solder joints. These mathemat-
ical/empirical models seem to be sophisticated enough to predict life as it was generated
according to defined procedures, including identifying the failure mechanism and modes
and developing/modifying models based on physics or pervious models considering many
factors such as temperature, dwell time, etc.

2. Materials and Methods

2.1. Test Vehicle

The test vehicle is a coupon of PCB made of FR-4 glass epoxy with 10 mm × 10 mm
× 1 mm dimensions, as shown in Figure 1. Each testing coupon consists of a full array of
nine SAC305 solder joints. Each 30 mil-diameter joint is reflowed after being attached to a
22 mil SMD Cu pad. The pitch between joints is 3 mm to assure enough space among joints
during testing. OSP is the only surface finish utilized in this work.
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Figure 1. Test Vehicle.

Typical SAC305 solder paste reflow profile is utilized for reflowing the solder joints.
The profile starts with a preheating phase to 150–225 ◦C/200 s, followed by an increase to a
peak temperature of 245 ◦C with less above liquid period than typical SAC305 paste. This is
due to the direct exposure of joints to convection heat, unlike assemblies with components.
Finally, the temperature is cooled down with a 4 ◦C/s rate. The whole reflow process is
performed within a nitrogen environment. A detailed reflow profile is shown in Figure 2.

Figure 2. The Reflow profile.

2.2. Experimental Set-Up

Instron 5948 micromechanical tester engaged with a customized fixture is used to
implement an accelerated shear fatigue testing on individual solder joints, as shown in
Figure 3. The fixture is a circular tip 1 mm in diameter utilized to cycle the joints between
stress extremes. The X–Y stage, with the help of a load cell, is used to fit the joints in the
middle of the tip and assure the proper tip stand-off range according to the JEDEC standard.
A schematic diagram is shown in Figure 4. The displacement and the load are measured by
the machine and load cell, respectively. These measurements are recorded continuously by
the data acquisition system.
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Figure 3. The Instron 5948 Micro-Tester.

Figure 4. Schematic of a customized testing fixture.

2.3. Test Profile

Two profiles are employed to explore the effects of creep and fatigue in addition to
quantifying them. First, a stress-controlled cyclic fatigue test is implemented to examine
fatigue effect only, as shown in Figure 5. Cyclic-defined stress is applied at a constant ramp
rate of 0.1 mm/s on the solder joint and switched between stress extremes (positive and
negative) until complete joint failure (no dwelling conditions). The second profile is of two
parts: a stress-controlled followed by a strain-controlled condition, as shown in Figure 6.
As soon as the predefined value of stress is reached (stress-controlled) at a positive extreme,
the strain is held constant (strain-controlled) for a certain dwelling period. During this
part, the material suffers from stress relaxation and/or creep; therefore, it is described as
creep–relaxation. Once the dwelling is over, the joint is cycled (switched) to the negative
stress extreme with the same conditions of stress and dwelling. The second test is utilized
to explore the combined effects of creep and fatigue. The maximum dwelling was 180 s
because negligible stress drop (damage) was observed after this duration.
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Figure 5. Mechanical fatigue testing profile.

 
Figure 6. Combined creep–fatigue testing profile.

All experiments were performed at room temperature under several stress magnitudes
(16, 20, and 24 MPa) and various dwelling periods (0, 10, 60, and 180 s). A constant ramp
rate was employed of 0.1 mm/s for all replicates where seven joints were the sample size for
each combination. Picking shear rate is critical in these tests due to viscoplastic behavior on
SAC alloys. Faster ramp rate will cause the joints to resist more and does not give it enough
time to creep. However, lower rates would cause the creep to be the dominant without
allowing any effect for the fatigue. So, the defined shear rate was picked carefully based on
previous studies [9–11,20,21] at such types of joints. The test matrix is shown in Table 1.

Table 1. Test Matrix.

Load Amplitude
(Mpa)

Fatigue Only Test Creep–Fatigue Test

0 s Dwell 10 s Dwell 60 s Dwell 180 s Dwell

16 MPa 7 samples 7 samples 7 samples 7 samples

20 MPa 7 samples 7 samples 7 samples 7 samples

24 MPa 7 samples 7 samples 7 samples 7 samples
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3. Results and Discussions

3.1. Weibull Plots Analysis and Prediction Modeling
3.1.1. Mechanical Fatigue Condition
Weibull Plots

Two parameter Weibull plots are generated for each testing combination to describe
the fatigue behavior of solder joints. To demonstrate the degradation in fatigue life or joint
reliability, a two-parameter Weibull equation [48] is applied as shown in Equation (1).

R(t) = e−( t
θ )

β

(1)

where R(t) is the reliability at time t (the probability of not fail), t is the time or number of
cycles, θ is the scale parameter or characteristic life, and β is the shape parameter. Figure 7
shows the Weibull plot for joints cycled according to the mechanical fatigue profile (no
dwelling) with various stress amplitudes. A significant reduction in joints reliability is
observed at higher stress levels. Weibull distribution plots were constructed using Minitab
Software for each stress level, considering the maximum likelihood estimation method as
the parametric estimation method. The variability of data is low according to the shape (β)
parameter values.

 
Figure 7. Weibull distributions for SAC305 joints cycled at different stress amplitudes at no dwelling.

Prediction Modeling

The characteristic life and stress amplitude are related according to power equation [48]
shown in Equation (2).

N63 = C × P−n (2)

where N63 is the characteristic life, P is the stress magnitude, C, n are material constants. n is
called the ductility factor where lower value implies higher ductility. Figure 8 illustrates the
fatigue life as a function of stress amplitude. Seven solder joints are cycled until complete
failure with each stress level. The fatigue life is reduced drastically at higher stress levels.
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Figure 8. The fatigue life of SAC305 solder joints as a function of stress amplitude.

Characteristic life is a vital parameter to define reliability as a function of stress level
according to Equation (1). Therefore, the characteristic life of SAC305 joints as a function
of stress amplitude at the “no dwelling” condition is plotted, as shown in Figure 9. Data
were fitted to a power equation which was found satisfactory to describe the characteristic
life of joints as a function of stress amplitude according to Equation (2). It is concluded
that the power value for the generated power equation is −4.34, which reflects the fatigue
ductility exponent coefficient of the material. Moreover, increasing the stress value by a
factor of 2 will lead to life reduction by a factor of 19. The ductility index (n) represents the
material ductility, where the higher value of n means lower ductility. Similar results were
found by others [21,66]. C constant in the stress life equation works as a scale parameter of
the relationship between the fatigue life and the stress level, and n coefficient provides the
shape of this relationship.

 
Figure 9. Characteristic life as a function of stress amplitude for SAC305 solder joints at no dwelling.

3.1.2. Dwelling (Creep–Fatigue) Condition
Weibull Plots

In order to examine the effects of dwelling on the fatigue life of the solder joints at
different stress conditions, individual solder joints were tested at amplitudes of 16, 20, and
24 MPa with different dwell times of 0, 10, 60, and 180 s at 25 ◦C. The shape and scale
parameters of the Weibull distribution were obtained for all combinations. In Figure 10, the
Weibull plots for 10 s of dwelling level are generated. At certain dwelling times, increasing
the stress amplitude leads to substantial fatigue life reduction. The same trend is found
for other dwelling periods of 60 and 180 s. Moreover, at a certain stress level, the fatigue
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life is decreased extremely with dwellings of 10 s. Life continues to decrease with longer
dwellings but in a smaller amount, as shown in Figure 11. Based on the preliminary life data
analysis, only one data point was found as an outlier for the solder joints that were cycled
at the 16 MPa stress level with a 180 s dwell time. This data point was eliminated from the
reliability analysis. In Figure 12, characteristic life as a function of dwell time for various
stress amplitudes is plotted. Creep effect (due to dwelling) was found to be substantial.
There are some results for less life of lower stress and higher dwelling conditions than ones
cycled with higher stress and shorter dwellings.

 
Figure 10. Weibull distributions for SAC305 joints cycled at different stress amplitudes at 10 s dwelling.

 
Figure 11. Weibull distributions for SAC305 joints cycled at different dwellings with 16 MPa stress level.
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Figure 12. Characteristic life as a function of dwell time for SAC305 solder joints cycled with various
stress levels.

Prediction Modeling

To characterize the reliability model as a function of dwelling, the relationship between
characteristic life and stress amplitudes for joints cycled with various dwellings are plotted
as shown in Figure 13, where data are fitted to power equations for each dwelling period. A
decreasing trend for the power value (the material ductility exponent) is identified when the
dwell time is increased. However, the constant C was observed to decrease with dwelling.
The R-square values are above 99% for all fitting lines.

 
Figure 13. Characteristic life as a function of stress amplitude for SAC305 solder joints at various
dwelling times.

To predict the reliability as a function of dwell time and stress amplitude, the cor-
relation between n and C values as a function of dwell time (td) must be identified. The
correlations to predict the power values of n and C value as a function of dwell time are
shown in Figures 14 and 15. From Equation (2), the characteristic life is predicted as a
function of stress amplitude and dwell time as shown in Equation (3).

N63 = 5 × 108 × e(−0.03td) × P−(−0.0075td+4.5188) (3)

where N63 is the characteristic life, P is the stress amplitude, and td is the dwell time. To
find out the general reliability model of solder joints as a function of dwell time, parameters
in Equation (1) must be determined. In our case, there is no observed trend for the shape
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parameter of the Weibull plot at different dwell times and stress amplitudes. The shape
parameter values were found between 3.5 and 14 with an average of 6.66. For the scale
parameter (θ); the finding of characteristic life from Equation (3) is substituted in Equation
(1). As a result, the general reliability model as a function of dwell time is established as
shown in Equation (4).

R(t) = e
−( t

5×108×e(−0.03×td)×P(0.0075×td+4.5188) )
6.66

(4)

 
Figure 14. Power value (n) as a function of dwell time.

 
Figure 15. Constant (C) as a function of dwell time.

3.2. Stress–Strain Analysis

Hysteresis loops or stress–strain loops are essential to determine the damage param-
eters for each cycle represented by the inelastic work and plastic strain per cycle. These
parameters are directly related to the accumulated damage. The loop area represents
the inelastic (damage) work per cycle, where its width along the x-axis represents plastic
strain. Figure 16 shows the average hysteresis loops for joints cycled with various stress
levels at no dwelling. Both inelastic work (area inside the loop) and the plastic strain
are obviously increased with higher stress amplitude. In Figure 17, average hysteresis
loops are generated for 10 s of dwelling periods. At a specific dwelling, the same trend is
observed; the hysteresis loop is enlarged drastically at higher stress levels. Moreover, more
stress–relaxation is noticed with higher stress magnitudes. The enlargement of hysteresis
loops is due to a massive increase in acculturated damaged work due to the creep effect in
addition to fatigue damage. Consequently, evolution in hysteresis loops is generated for
various dwelling times at certain stress levels of 24 MPa, as shown in Figure 18. Similar
behavior is noticed for the plastic strain parameter. The higher stress or more prolonged
dwelling would cause more plastic strain to be accumulated at a particular dwelling or
stress levels, respectively.
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Figure 16. The hysteresis loops for SAC305 joints cycled with different stress amplitudes at no dwelling.

 
Figure 17. The hysteresis loops for SAC305 joints cycled with different stress amplitudes at 10 s dwelling.

 
Figure 18. The hysteresis loops for SAC305 joints cycled at various dwellings with 24 MPa stress level.

The evolution in the hysteresis loop is directly related to the damage parameters,
inelastic work, and plastic strain per cycle. Therefore, it is essential to examine the progres-
sion of such parameters during the joint lifetime to explain the evolvement of stress–strain
loops. Figure 19 represents the typical development of inelastic work during the joint’s life.
This would provide an understanding of such behavior. The evolution is divided into three
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regions; the first region is the strain hardening, and it lasts for a few cycles. The second
region includes the constant or steady-state region, which represents most of the joint’s life.
The last phase is the crack initiation and propagation. The same behavior is noticed for all
combinations of dwellings and stress levels, as shown in Figures 20 and 21.

 
Figure 19. Inelastic work vs. the number of cycles for SAC305 solder joints cycled at 16 MPa stress
amplitude until failure.

 
Figure 20. Inelastic work vs. the number of cycles for SAC305 solder joints cycled at various stress
amplitudes at no dwelling until failure.

 

Figure 21. Inelastic work vs. the number of cycles for SAC305 solder joints cycled at 20 MPa stress
amplitudes at various dwellings until failure.

147



Crystals 2022, 12, 1306

3.3. Creep Effect

In this study, the creep effect is demonstrated by evaluating the damaged work
per cycle and comparing it for both conditions of no and 10 s of dwelling. At the no
dwelling conditions, the damaged work is related to cyclic fatigue only, since the only
effect is mechanical fatigue. The creep effect is considered negligible due to the fast ramp
rate employed. This would not allow a considerable creep effect to take place between
ramps. However, the damage due to creep is dominant during dwelling, and the damage
due to fatigue is acquired between ramps in the case of a combined creep–fatigue test.
According to the above, it is assumed that inelastic (damaged) work is caused by fatigue
only in the cyclic fatigue test with no dwelling, and inelastic (damaged) work due to creep–
fatigue is generated due to the combined effects of creep–fatigue at dwelling conditions.
Consequently, the damaged work due to creep is determined approximately by subtracting
damage due to fatigue only (at no dwelling) from the one generated in the dwelling
experiment. Figure 22, for example, shows the hysteresis loops for both conditions of no
dwelling (green-colored) and with 10 s of dwelling (yellow-colored) in addition to a bar
chart summarizing the damaged work generated for both cases. For more clarification, the
damaged work due to fatigue is colored as green in the bar graph, and the damage due to
creep is added accordingly for each case with more extended dwelling periods. Results
show that work due to creep increases with longer dwelling times, where the related
damage on a life reduction basis is reflected obviously. Despite the amount of inelastic
work due to creep being almost similar to fatigue in the case of 10 s dwelling, the reflection
on life reduction is massive by reducing life by a factor of 3. The same trends for other
stress levels with higher damaged work are noticed due to more damaged being created
due to higher stress.

 
Figure 22. Hysteresis loops (right) with no dwelling and with 10 s dwelling cycled at 16 MPa, and a
bar chart (left) for average inelastic work for both cases.

Figure 23 illustrates the average accumulated work until complete failure for SAC305
joints as a function of the dwell times time for different stress levels. For a certain stress
level, it is noticed that increasing dwelling periods generates lower accumulated work until
complete failure. This can be explained by the smaller amount of cycles observed until
complete failure for extended dwellings which are accompanied with less accumulated
work. Accumulated work includes other types than damaged or plastic work, which
might be work due to friction or generated heat accompanied with each cycle. The trend
is different during the dwellings. At no dwelling, 10 s, and 60 s of dwellings, the lower
stress level generates more accumulated work than higher stress ones due to the significant
additional cycles (accompanied with more accumulated work) observed until complete
failure. On the other hand, the non-significant difference in the number of cycles until
complete failure at 16 MPa stress level compared with the other stress levels of 20 and
24 MPa causes less accumulated work at 180 s of dwelling. Moreover, the number of cycles
until complete failure for 20 and 24 MPa are close together, but more accumulated work is
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generated in the case of 24 MPa due to the higher average damage work during the 180 s
dwelling. That is why it shows more accumulated damage work in the case of 24 MPa.

 
Figure 23. Accumulated work until complete failure vs. dwell time at different stress amplitudes.

Figures 24 and 25 illustrate the average inelastic work per cycle and plastic strain as a
function of dwell time, respectively. Both the average work per cycle and the plastic strain
were observed to increase with higher stress levels at specific dwellings drastically. This can
be explained by more damage accumulating with higher stress levels at fixed dwelling and
generating more inelastic work and plastic strain. Moreover, the longer dwelling would
produce more inelastic work and plastic strain at a specific stress level. This is due to
creep damage accumulated with extended dwellings. However, the creep effect might be
substantial on both quantities of inelastic work and plastic strain compared with stress
level. In many cases, inelastic work and plastic strain are higher at lower stress levels with
longer dwellings than higher stress amplitude with shorter dwell times.

 
Figure 24. Average work per cycle as a function of dwelling times at various stress levels.
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Figure 25. Plastic strain per cycle as a function of dwelling times at various stress levels.

3.4. The Coffin–Manson and Morrow Energy Models
Coffin–Manson Model

Figure 26 describes the plastic strain as a function of dwell time. It is clearly shown
that there is a trend of plastic strain as a function of dwell time at various stress amplitudes.
With a high R-square for all curves, data are fitted to a power equation, so the plastic strains
can be predicted as a function of dwell time according to Equation (5).

PS = D × td
0.119 (5)

where PS is the plastic strain, D is constant, and td is the dwell time. The D-value could also
be formulated as a function of stress amplitude according to Figure 27. Thus, Equation (6)
can be expressed as shown in Equation (6). The dwell time’s impact on the value of the
plastic strain is depicted by the D coefficient in terms of its magnitude.

PS = 0.0003 e0.1248 P × td
0.119 (6)

 
Figure 26. Plastic strain per cycle as a function of dwelling time curves at various stress levels.
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Figure 27. D-value as a function of stress amplitude.

Coffin–Manson is one of the most common models employed for fatigue life prediction
as a function of plastic strain. The correlation between fatigue life and plastic strain is
illustrated in Equation (7).

N63 = PS
1
R Z

−1
R (7)

where N63 is the characteristic fatigue life, Z is the fatigue ductility coefficient, PS is the
plastic strain, and R is the fatigue exponent. Based on the Coffin–Manson equation, the
general reliability model as a function of plastic strain could be developed under certain
conditions. If there is no clear trend for the coefficient of fatigue ductility (Z) and the
fatigue exponent (R) at various dwellings, this implies that dwelling does not affect the
Coffin–Manson equation. Moreover, data points for all conditions should have a similar
trend (slope) to be fitted to a global Coffin–Manson equation no matter what the dwelling
time is. To establish such a model, the characteristic life as a function of plastic strain
(Equation (7)) must be obtained. Then, the new equation is substituted in Equation (1) to
obtain the reliability model. To examine the model applicability in our case, the above-
stated conditions must be checked. Figure 28 demonstrates the characteristic life as a
function of plastic strain for various dwelling periods. Data points have the same trend
(slope) and could be fitted to a global Coffin–Manson equation. The values for Coffin–
Manson equation constants at various dwellings are generated accordingly, as shown in
Table 2. It is obviously shown that there is no clear trend in these constants regardless of
the dwelling time. This means dwelling has no effect on the Coffin–Manson model, and a
general model could be developed. The values of the coefficient of fatigue ductility (Z) and
the fatigue exponent (R) for the global equation are 0.19 and 0.646, respectively. Moreover,
the global Coffin–Manson model is illustrated in Figure 29.

 
Figure 28. Characteristic life vs. plastic strain for SAC305 joints at various dwelling times on a log–log scale.
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Table 2. Fatigue ductility coefficient and fatigue exponent of the Coffin–Manson model.

Dwelling Time Fatigue Ductility (Z) The Fatigue Exponent (R)

0 0.108 0.565

10 0.255 0.7

60 0.185 0.636

180 0.313 0.745

Global 0.19 0.646

 

Figure 29. Characteristic life (global Coffin–Manson equation) vs. plastic strain for SAC305 joints at
various dwelling times on a log–log scale.

Finally, the characteristic life equation as a function of plastic strain (Equation (8))
must be obtained and substituted in the reliability equation (Equation (1)) to develop the
reliability model as a function of plastic strain. The characteristic life as a function of plastic
strain is obtained from Figure 29 as shown in Equation (8).

N63 = 0.0771 × PS−1.546 (8)

Substituting Equation (8) in the reliability equation (Equation (1)) and considering the
average shape parameter for all combinations as the defined shape parameter, the general
reliability model is developed as shown in Equation (9).

R(t) = e
−( t

0.0771 × PS−1.456 )
6.66

(9)

where PS is the plastic strain, and t is the number of cycles.

3.5. Morrow Energy Model

Inelastic work is another parameter considered to measure damage, where the Morrow
Energy equation is the common related model. Figure 30 illustrates the inelastic work as
a function of dwell time for various stress levels. It shows a trend in inelastic work as a
function of dwell time at various stress amplitudes. With high R-square for all curves, data
are fitted to a power equation, so the inelastic work is predicted as a function of dwell time
according to Equation (10)

W = H × td
0.12 (10)

where W is the inelastic work, H is constant, and td is the dwell time. On the other hand, the
H-value could also be formulated as a function of stress amplitude according to Figure 31.
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Thus, Equation (10) can be expressed as shown in Equation (11). The H coefficient illustrates
the magnitude of the dwell time impact on the value of the inelastic work per cycle.

W = (−5.0 × 10−6 × P − 7 × 10−5) td
0.12 (11)

 
Figure 30. Inelastic work per cycle as a function of dwelling time curves at various stress levels.

 
Figure 31. H-value as a function of stress amplitude.

Morrow Energy is a common model used to predict life as a function of inelastic work
as shown in Equation (12).

N63 = G
1
m W

−1
m (12)

where N63 is the characteristic fatigue life, G is the fatigue ductility coefficient, W is the
inelastic work, and m is the fatigue exponent. In the same way as the Coffin–Manson
model, the reliability model as a function of inelastic work based on the Morrow Energy
model could be established under similar circumstances defined above. Our data show
that fatigue ductility and fatigue exponent have no clear trend at various dwellings, as
shown in Figure 32. Furthermore, the data points on a log–log scale demonstrate having a
similar trend (slope) and could be fitted to the global Morrow Energy equation. The fatigue
ductility and the fatigue exponent constants for all dwellings are specified accordingly,
as shown in Table 3. It is obviously shown that there is no clear trend in these constants
regardless of the dwelling time. This means dwelling has no effect on the Morrow Energy
model, and the global model could be developed. Figure 33 shows the global model
for Morrow Energy equation considering that the global constants for fatigue ductility
coefficient and fatigue exponent are 0.0025 and 0.737, respectively.
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Figure 32. Characteristic life vs. inelastic work for SAC305 joints at various dwelling times on a
log–log scale.

Table 3. Fatigue ductility coefficient and fatigue exponent of the Morrow Energy model.

Dwelling Time Fatigue Ductility (G) The Fatigue Exponent (m)

0 0.0023 0.713

10 0.0055 0.85

60 0.0028 0.69

180 0.0085 0.96

Global 0.0025 0.737

 
Figure 33. Characteristic life (global Morrow Energy equation) vs. plastic work for SAC305 joints at
various dwelling times on a log–log scale.

To generate the reliability model (Equation (1)) as a function of inelastic work, the
characteristic life equation as a function of plastic work (Equation (12)) must be attained.
Therefore, the characteristic life as a function of plastic work is developed from Figure 33
as shown in Equation (13).

N63 = 0.0003 W−1.356 (13)
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Finally, substituting Equation (13) in the reliability equation (Equation (1)) and consid-
ering the average shape parameter for all combinations as the defined shape parameter, the
general reliability model is developed as shown in Equation (14).

R(t) = e−( t
0.0003 × W−1.356 )

6.66

(14)

where W is the plastic work, and t is the number of cycles.

3.6. Microstructure Analysis

The failure mode for samples at room temperature was determined by studying SEM
images for tested joints after various dwelling times. This would provide an idea about the
effect of dwelling on material evolution under various dwelling periods. Results show that
failure is located within the bulk region among all cases of fatigue and creep–fatigue tests
as shown in Figure 34.

 
Figure 34. SEM images for tested joints under various dwelling periods compared with no dwelling
condition (most left).

4. Conclusions

The damage mechanism under thermal cycling is complicated and not very well
understood. Creep and fatigue failure mechanisms related to several factors of dwell
time and stress level are detected to have a major degradation effect on fatigue life. It
was found that increasing the dwell time and/or the stress magnitude will reduce life.
Moreover, at certain stress magnitudes, life is substantially decreased when increasing
dwell time. The relation between life and stress amplitude is explored according to the life–
stress equation. Results found to fit a power equation for all cases, and empirical models to
predict the reliability as a function of dwell time and stress level, were generated accordingly.
Furthermore, increasing the dwell time and/or stress level leads to more damage per cycle,
which means more dissipated work per cycle and plastic strain. Degradation models were
generated as a function of plastic strain and inelastic work per cycle based on Coffin–
Manson and Morrow Energy models, respectively.
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Abstract: In modern economic infrastructure, Al cables of overhead power transmission lines are used
both without and with a steel core (respectively, all aluminum alloy conductor (AAAC) and aluminum
conductor steel reinforced (ACSR) cables). In this article, the changes in structural, microstructural,
and elastic-microplastic properties have been analyzed for the outer wires of the AAAC (A50) and
ACSR cables (AC50/8 cables with a steel core of ~8 mm2 cross-section, hereinafter referred to as
AC50) with the cross-section of the stranded conductor of ~50 mm2, which were in operation for
0–20 years in the Volgograd region of Russia. Using the techniques of X-ray diffraction, electron
backscattered diffraction, densitometry, and the acoustic method, the structural and microstructural
features of the wires have been compared and found to be correlated with their elastic-microplastic
properties. It has been ascertained that the presence of a steel core in AC50 leads to a decrease in
the defectiveness of the near-surface layer of their aluminum wires. Compared with A50 cables,
the development of void defects in the near-surface layer of Al-wires of AC50 cables slows down
(by ~1 year with a service life of ~10 years and by ~3 years with a service life of ~20 years).

Keywords: aluminum wires; overhead power transmission lines; XRD; EBSD; densitometry;
elastoplastic properties; density; near-surface layer

1. Introduction

Uninsulated (bare) cables A50 and AC50/8 (hereinafter also referred to as AC50) are
mainly used for transmitting electrical energy in overhead electrical networks on land in all
macroclimatic regions with either mild or cold climates. The main difference between AC50
and A50 cables is the presence of a steel core in the AC50 ones. Comparative characteristics
of the investigated types of cables according to the manufacturer’s certificates [1] are
given in Table 1. It is obvious that the presence of a steel core in the AC50 cables of
the ACSR (aluminum conductor steel reinforced) type significantly increases the bearing
capacity to withstand higher loads than the capabilities of the A50 cable belonging to the
AAAC (all aluminum alloy conductor) type. The advantages of the A50 cable include its
low weight (since it is completely made of aluminum) and a higher current conductivity
(slightly higher than AC50 with a close full diameter of the cable conductor).
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Table 1. Characteristics of A50 and AC50 overhead power-line cables according to Ref. [1].

Cable Type
Number of Al
Wires in Cable

Number of
Steel Wires

in Cable

Individual
Wire Diameter,

mm

Cable Section,
mm2

Estimated
Cable Weight,

kg/km

Cable Breaking
Strength

(≤), N

A50 7 0 3.0 49.5 135 8198

AC50 6 1 3.2 56.24 a 195 17,112
a Al/Fe section is of 48.2 mm2/8.04 mm2.

Overhead power lines are mainly constructed of supports, cables, and insulators, with
cables (wires in them) being the most weak (“vulnerable”) element of this system. The
expected service life of the cables listed in Table 1 is at least 45 years [1], but it is not limited
to this period and, rather, is determined by the technical condition of the wires. The study
of the factors that cause the destruction of wires and the prediction of their serviceability is
a vital area of research to develop ways to improve their normal operational properties.

There are several reasons for the premature failure of cables of overhead power
lines; therefore, let us briefly analyze some of them. The first reason is wire damage and
defects, which can occur at any stage of manufacturing of the cables and processing of the
cable wires, including continuous casting, extrusion, wire drawing, or stranding. In the
papers [2,3], various defects were investigated and the reasons for their appearance were
explained. In particular, one of the most common causes is the presence of oxide particles
in aluminum conductors (the starting material for wires) and shrinkage porosity. Such
defects (nano and micropores, inclusions such as oxides, carbides, etc.) can indeed be stress
concentrators and lead to the formation of microcracks with further destruction [4,5] that
reduces their service life. Compliance with the required standards in the manufacture of
cables is an important and necessary step to ensure a long service life.

Another reason for the premature failure of cables may be a significant increase in the
mechanical load due, for example, to the action of a strong wind or ice formations [6,7].
Furthermore, one of the most dangerous types of loads is high-frequency vibrations due to
the laminar wind regime, which induces fatigue fretting (fretting deterioration in between
conductor strands) [8]. Fretting deterioration residues oxidize and become harder. These
hard particles increase the run-off of conductors [2,3,9,10]. For instance, a study to assess
the causes of premature fatigue failure of AAAC cables (Brazil) showed that vibration
reduction led to a more than threefold increase in residual service life [11]. Fretting fatigue
studies have also been performed in laboratory conditions for AAAC cables (e.g., [12–14])
and for ACSR ones as well (e.g., [15,16]).

Environmental conditions are of great importance during the operation of cables. As is
known, overhead power lines are exposed to atmospheric corrosion [17–19]. The aluminum
wires that make up the outer coil of A50 and AC50 cables have high corrosion resistance due
to the formation of a resistant amorphous oxide film up to ~10 nm thick on the aluminum
surface in ambient air [18–21]. Galvanized steel is used as the central element of the AC50
cable inasmuch as zinc coating is an effective way to protect the steel core from direct
contact with the aluminum part of the cable [20]. However, existing operating conditions
can lead to the destruction of the zinc layer and the development of galvanic corrosion
between steel and aluminum. It has been found that the pH of the aqueous medium (water
film, air atmosphere) is of decisive importance for the zinc coating corrosion process since
it controls the dissolution of the passive oxyhydroxide surface [22]. Therefore, external
conditions are of particular importance here, such as the relative humidity of the air, the
amount of precipitation, the presence of industrial enterprises, etc. [19,23]. The results of
studies of ACSR cables after operation show different results in assessing the integrity of
the zinc coating of the steel core and its effect on the degradation of the structure of the
aluminum part of the cables. In fact, some studies have shown that no obvious corrosion is
found on a steel core under mild climate conditions [24,25]. On the contrary, a significant
violation of the zinc coating and corrosion damage of aluminum wires were observed
in some studies, although the mechanical strength of these cables (with steel cores) still
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remained at a fairly high level [26–28]. In [29], data on cables with steel cores are adduced,
according to which the electrical resistance is significantly increased as a result of galvanic
corrosion, so that the local corrosion leads to the failure of power lines. A comparative study
showed that the rate of galvanic corrosion in ASCR cables was significantly higher than in
AAAC ones [30]. Given the various results of studying the effect of galvanic corrosion on
the performance properties of cables, various methods are proposed to improve the solution
to this problem, from taking the geographical zoning into account [31] to various methods
for assessing its impact [32] (because of the peculiarity of the location of the development
of galvanic corrosion and the impossibility of its determination during visual inspection).

Ref. [33] discussed the advantages of using AAAC cables (vs. ASCR) due to the lack
of galvanic corrosion, lower resistance, and better nominal current in it. As with ASCR
cable corrosion, the main challenge is knowing where to start looking in order to identify
incipient damage in time for repair. In [34], AAAC and ACSR conductors were studied
in real-life conditions, and it has been concluded that the use of AAAC conductors is
more efficient than ACSR, since the latter have a noticeably greater weight, which limits
their use (when used on relatively weak structures of wooden supports). However, a
comparative study of the fatigue characteristics of AAAC and ACSR cables in laboratory
conditions showed that the ASCR type had a fatigue life fivefold greater than the AAAC
type, which is an important parameter in evaluating the performance of cables [13,35]. A
separate study evaluating the fatigue strength of ASCR cables in a dry environment and in
a NaCl corrosive environment showed that wear damage was more severe in a corrosive
environment [36]. A similar conclusion about the criticality of corrosion abrasion of cables
with a steel core was made in [2].

Analysis of the available scientific data has shown that AAAC and ASCR cables have
their advantages and disadvantages depending on the operating conditions. In laboratory
studies, it is unlikely to be possible to achieve real operating conditions that take the
whole range of factors which provoke early destruction of the conductor into account. The
complexity of predicting the behavior of wires during their use is due to the fact that it
depends on many factors: the structural state of wire elements, the state of the surface layer,
environmental conditions, mechanical stress, friction, the presence/absence of galvanic
corrosion, and a number of other conditions. Previously [10,37,38], we studied changes in
the structure and microstructure of the individual outer wires of A50 cables (AAAC type)
as a function of their service life, correlating with changes in their elastic-plastic properties
and surface electrical resistance. In this paper, the methods used to study those cables
(namely, the acoustic method for measuring elastoplastic properties and complementary
methods of energy-dispersion microanalysis (EDX), scanning electron microscopy (SEM),
electron backscattered diffraction (EBSD), X-ray diffraction (XRD), and densitometry) are
applied to similar individual outer wires from AC50 cables (ACSR type). The comparison of
two types of cables, A50 and AC50, carried out in this work is of interest because the results
obtained can be analyzed, taking into account the identity of their operating conditions,
particularly the temperature and environment of use (in the Volgograd region of Russia),
scale factor (wire/cable diameter), type of stress state, and service lifetime. The main
difference is the presence of a steel core in an AC50 cable, which, as the analysis of literature
data shows, has its advantages and disadvantages. In this regard, the identification of the
characteristics that change most strongly with time may make it possible to identify the
parameters that are precursors of destruction. In this article, complementing [10,37], we
contribute to increasing the available data on the analysis and predicting the performance
of overhead power line cables by considering wires from AC50 cables compared to wires
from A50 cables with comparable service lives of 0 to ~20 years.

2. Materials and Methods

2.1. Samples

To compare the structural, microstructural, elastic, and microplastic properties of two
types of uninsulated cables, namely, A50 (AAAC) and AC50 (ACSR), individual aluminum
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wires of overhead power-line cables were studied after different periods of operation, see
Table 2. Hereinafter, wires of the A50-type cables will be referred to as “A50-type wires” or
“A50 wires” for short, and wires of the AC50-type cables will be referred to as “AC50-type
wires” or, for short, “AC50 wires”.

Table 2. Samples of cables of overhead power lines with different service life, which were selected
for research (samples A50 are from [10,37]) 1.

Sample, N 5-2 5 8 2-2 7 6

Type A50 AC50 A50 AC50 A50 AC50
Service life t, years 0 0 10 8 18 20
Wire diameter d, mm 3.02 3.20 2.85 3.24 3.03 3.07

1 Additionally, samples of the A50 type that do not have an AC50 counterpart in service life (N3, 35 years of
service life (same as in Refs. [10,37]) and N10, 54 years) were investigated in some experiments.

The nominal characteristics of the A50 and AC50 types of cables according to the
manufacturer’s passport (Interstate Technical Standard GOST 839-2019) [1]) are summa-
rized in Table 1. The A50 cable consists of seven separate Al wires and, according to the
cable passport, has a cable conductor cross-section of 49.5 mm2, the diameter of individual
aluminum wires is 3 mm, the estimated cable weight is 135 kg/km. Steel-aluminum cables
designated as AC50 were also investigated. They contain six Al wires with a diameter of
3.2 mm, whirled around a steel core with the same diameter of 3.2 mm. The cross-sections
of the AC50 cable according to the passport are 48.2 mm2 (Al) and 8.04 mm2 (steel), the
estimated weight of the cable is 195 kg/km. It should be noted that the values of the
diameters of the wires studied, measured experimentally, differ from the nominal values
and range from 2.85 mm to 3.03 mm and from 3.20 mm to 3.24 mm for A50 and AC50 wires,
respectively (Table 2).

In manufacturing the aluminum wires of the above cables, cold-drawn aluminum of
grade A7E (GOST 11069) [39] was used. Table 3 shows the chemical composition of the
aluminum alloy according to the manufacturer’s quality certificate.

Table 3. Chemical composition of A7E-grade aluminum used by the manufacturer (wt.%) according
to Ref. [39]. The lower limit of the Al weight content and the upper limits of possible impurities in
the wire material are indicated.

Al Fe Si Zn Ga Mg Cu Ti + V + Cr + Mn Other

99.59 0.20 0.08 0.04 0.03 0.02 0.01 0.01 0.02

All the Al wires are manufactured using the same technology from aluminum of the
same grade, and the results of XRD studies [37] revealed that the unexploited A50 and AC50
wires (respectively, N5-2 and N5) showed almost the same structural and microstructural
parameters. That is why, in the study by different methods of a series of A50-type samples
of different length service lives, the results obtained on N5 AC50-type wire were considered
as related to the initial state (service life of 0 years), unless otherwise indicated.

Samples of the optimal length for the studies will be specified in the description of
each method. They were cut from the outer wire of the tested cables and washed in an
ultrasonic acetone bath to remove external impurities and protective grease. Under the
term “outer wires”, we mean Al wires under the influence of the atmosphere and also other
wires (either exclusively Al wires in the case of A50 cables or, in addition, steel core in the
case of AC50 ones).

It should be noted that from the available samples, wires of A50 and AC50 types
with the maximum possible service life were selected for comparison. However, there
is a difference of 2 years between the service life of the samples after operation (10 and
8 years or 18 and 20 years for samples A50 and AC50, respectively, see Table 2). Taking into
account the long expected service life of 45 years in accordance with the manufacturer’s
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standard [1], it can be expected that this difference will be insignificant when comparing
their properties.

2.2. Experimental Details of Measurements and Analysis

All details of the experiment and analysis of the results of EDX, SEM, EBSD, XRD mea-
surements, and densitometric and acoustic investigations are detailed in [10,37]. Therefore,
this article provides only a brief description of the experimental equipment, measurements,
and their analysis.

2.2.1. Experimental Details of EDX, SEM, and EBSD

To study samples by SEM, EDX, and EBSD by use of a JSM 7001F scanning electron
microscope (JEOL, Tokyo, Japan) equipped with an INCA PentaFETx3 system for EDX mi-
croanalysis and with an HKL Nordlys detector (Oxford Instruments, Abingdon-on-Thames,
UK) to obtain EBSD maps, polished cross sections of wire samples with a diameter of
2.85–3.24 mm were prepared (see Table 2). For the preparation of polished cross sections, a
MultiPrep8 machine (Allied, San Francisco, CA, USA) was used with a gradual reduction
in the abrasive grain for mechanical grinding of the section. The final polishing of the
section surface was carried out with an argon-ion beam using a 1061 SEM Mill system
of ion milling and polishing (Fischione, Export, PA, USA). The EBSD maps were taken
with a step of 0.5 μm in areas of 100 × 100 μm2 in size, approximately in the center of
the cross sections and near their edges at a distance of ~150 μm from the outer surface
of the wires, i.e., in positions corresponding to the internal bulk and near-surface layers
of wires, respectively. The EDX analysis was carried out on an area of 500 × 500 μm2

in cross-section to obtain averaged values of the sample composition. During the anal-
ysis, the spectrum was continuously accumulated while the area was scanned by an
electron beam.

2.2.2. Experimental Details of Densitometric Measurements

The densities of wire samples were determined by hydrostatic weighing on a Shimadzu
AUW 120D analytical balance using an SMK-301 attachment (Shimadzu Corporation,
Kyoto, Japan). This method, called the densitometric method, employs weighing a sample
in air and in a liquid as well as determining the density of the liquid used at a given
temperature. This method makes it possible to obtain the integral densities ρd of the
samples (hereinafter also referred to as “densitometric density” or “integral density”). To
accurately determine the density, samples of aluminum wires 80 mm long and weighing
about 1.5 g were used, and distilled water was used as the liquid. The dependence of
the density on the temperature of such a liquid is known with the required accuracy. So,
the relative error δρd/ρd in determining the density did not exceed 1 · 10−4. To study the
surface-layer influence, the wires were investigated after different periods of service life,
and the distribution of the change in density over the cross-section of the wires (density
defect ΔρdL/ρdL) was obtained. Chemical etching was carried out in a 20% NaOH aqueous
solution. During etching, the thickness of the removed layer was determined as [10]:

Tetch ≈ R0·
(

1 −
√

mi
m0

)
, (1)

where R0 and m0 are the radius and mass of the sample in the form of a cylindrical rod
before polishing, respectively, and mi is the mass of the sample after polishing the ith layer.

The layer density (ρdL) and the value of the density defect ΔρdL/ρdL in polished layers
were calculated with the formulas [10]:

ρdL =
(m0 − mi)·ρdi·ρd0
m0·ρdi − mi·ρd0

, (2)
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ΔρdL
ρdL

=
ρdL − ρd0

ρdL
, (3)

where ρd0 is the density of the sample before polishing, while ρdi is that after polishing of
the ith layer.

The thickness of each removed layer ranged from a few microns near the wire surface
to ~5 μm after the thickness of the removed layer reached Tetch ≈ 20 μm. This provided
information on the distribution of the density defect over the cross-section of the sample
with a decrease in its radius.

2.2.3. Experimental Details of XRD Measurements and Analysis

Samples for XRD measurements were cut in the form of a cylinder ~25 mm long
and ~3–3.2 mm (Table 2) in diameter and glued onto a low-background single-crystal
Si(119) holder. XRD measurements were carried out on a D2 Phaser powder diffractometer
(Bruker AXS, Karlsruhe, Germany) in the Bragg–Brentano θ-θ geometry with Cu-Kα1,2
radiation from a copper anode after a Kβ-filter in the form of a Ni-foil and a linear position-
sensitive semiconductor X-ray detector LYNXEYE (Bruker AXS, Karlsruhe, Germany) with
an opening angle of 5◦. The temperature in the chamber where the holder with the sample
was installed was kept equal to 314 ± 1 K during the measurements. The measurements
were carried out using the method of θ-2θ scanning in the range of diffraction angles
2θ = 6–141◦ with a step of Δ2θstep = 0.02◦. The regimes were used either with sample
rotation around an axis coinciding with the axis of the diffractometer goniometer or without
rotation, when the X-ray beam was incident on the long side of a cylinder-like sample
(see illustration in [10]). Owing to XRD patterns obtained with rotation, the influence of
the averaged effects of preferential orientation was estimated. XRD patterns measured
without rotation were used to obtain the parameters of XRD reflections (observed Bragg
angle (2θobs), observed full width at half-maximum intensity (FWHMobs), maximum (Imax),
and integral (Iint) intensities of a reflection) for quantitative analysis of the structural and
microstructural parameters of the Al material of the studied samples. Using the EVA
program [40], the XRD patterns were corrected for the contribution of the background and
Cu-Kα2 radiation, and the values of the above reflection parameters were determined. The
obtained observed Bragg angles 2θobs of the reflections were adjusted with the angular
corrections Δ2θzero (detector zero shift) and Δ2θdispl (displacement due to the mismatch
of the sample surface with the focal plane of the diffractometer; see [10]), which were
determined from additional XRD measurements of the samples, immersed to surface
level in NaCl powder, certified with XRD powder standard Si640f (NIST, Gaithersburg,
MD, USA). X-ray phase analysis was performed by means of the EVA program using the
Powder Diffraction File-2 (PDF-2) powder database [41].

Using the Bragg angles 2θB obtained after angular corrections and the Miller indices
hkl of the reflections, the parameters a of the cubic unit cell of the wire Al material were
calculated, corresponding to each individual XRD reflection. In this case, the estimated
standard deviation (e.s.d.) δa of the parameter a was calculated analytically from δ2θB (e.s.d.
of the Bragg angle), which was taken as half of the step Δ2θstep with which the XRD pattern
was measured (i.e., δ2θB = 0.01◦). The average value of the parameter a was determined
using the Celsiz program [42], which performs refinement using the least squares method.

The density of the Al material ρx (g/cm3) determined from XRD data (hereinafter
“X-ray density” or “XRD density”) was calculated from the ratio of the mass of the unit cell
of the crystalline Al phase to the volume of the unit cell as:

ρx =
Ca.m.u.Z·Ar

Vcell·10−24 , (4)

where Vcell (Å3) = a3 is the volume of the Al cubic unit cell, Z = 4 is the number of formula
units in the Al unit cell, Ar = 26.9815384 a.m.u. (atomic mass units) is the tabular value of
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the atomic mass of Al, and Ca.m.u. = 1.660539066 10−24 g/a.m.u. is the conversion factor
from a.m.u. to grams.

Using the expression:
Δp
p

=
p − p0

p
, (5)

the defect of the unit cell parameter, Δa/a, and the X-ray density defect, Δρx/ρx were also
calculated. In these calculations, in expression (5), p = a or ρx for any reflection from the
sample (either the average value of the unit cell parameter or density of a sample), and p0
is either the value of the unit cell parameter a0 or the density ρx0 of the Al material in the
bulk of a new sample (0 years of service).

The determination of microstructural parameters (average size D of coherent scatter-
ing regions, which are also called crystallites, and absolute value of average microstrain
εs in them) was carried out using the SizeCr program [43] in accordance with the method
described in [10,37] and analyzed in detail in [43]. Using the SizeCr program, based on the
observed ratio FWHMobs/Bint (where Bint = Iint/Imax is the integral width of a reflection),
the reflection’s type (Gaussian, or Lorentzian, or pseudo-Voigt (pV)) was determined for
each reflection, and, depending on the type of reflection, a correction of FWHMobs for instru-
mental broadening was made, see [10,37,43]. As a rule, the observed XRD reflections were
pV-type ones. That is, they were characterized by the ratio 0.637 < FWHMobs/Bint < 0.939.
The values FWHMcorr (FWHMobs corrected for instrumental broadening according to re-
flection type) were used to calculate the microstructural parameters. The microstructural
characteristics of Al wire materials (average crystallite size D and absolute value of av-
erage microstrain εs) were determined by the graphical methods WHP (Williamson–Hall
plot) [44] and SSP (Strain–Size plot) [45] adapted to the observed pV type of XRD reflections.
The points of the WHP and SSP graphs, corresponding to every XRD reflection hkl, were
calculated using the SizeCr program, utilizing the coefficients KScherrer = 0.94 and Kstrain = 4
of the Scherrer and Wilson–Stokes equations, connecting the corresponding FWHMcorr
components with crystallite size Dhkl and microstrain εs

hkl values, respectively (see [43–45]).
In the absence of microstrains (model εs = 0), the SizeCr program calculated the sizes
Dhkl

0 of crystallites for each observed reflection as well as the mean-square-root value D0
for all reflections. When setting a fixed value of Dhkl, the values of the microstrain εs

hkl

corresponding to each observed XRD reflection hkl were calculated.
The penetration depth Thkl

pen of X-rays for each reflection with Miller indices hkl (see [46]
and illustration in [10]) was estimated as:

Thkl
pen =

sin(θB)
2·μl·ρx

, (6)

where μl = 48.657 cm2/g is the linear absorption coefficient of Al in the case of Cu-Kα1
radiation (after correcting for the Cu-Kα2 contribution), and θB is half of the 2θB Bragg angle
(after accounting for angular corrections). The structural and microstructural characteristics
of the sample material, which were calculated for each reflection with Miller indices hkl,
correspond to the material’s state averaged along the crystallographic direction [hkl] over
the volume of the near-surface layer with a thickness equal to the penetration depth Thkl

pen.
As a result, analysis of different reflections detected at different Bragg angles 2θB makes it
possible to obtain profiles of changes in structural and microstructural parameters with
depth from the surface.

2.2.4. Experimental Details of Acoustic Measurements

Acoustic resonant methods are based on the analysis of steady oscillations of samples
in the form of rods, the length of which is much greater than their transverse dimensions.
The determination of elastic and microplastic properties (elastic modulus E and decrement
δ of elastic vibrations and microplastic deformation diagrams σ(εd)) makes it possible to
study microprocesses that can take place in samples when external conditions change.
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Acoustic properties were studied with the composite oscillator technique applied
to aluminum samples in the form of rods ~25 mm long. This length corresponds to the
resonant frequency of a polycrystalline aluminum sample of about 100 kHz. Young’s mod-
ulus E (also called the “modulus of elasticity” or “elastic modulus”) and elastic vibration
decrement δ were measured in the range of amplitudes of vibrational deformation ε from
~1 · 10−6 to ~3 · 10−4. The modulus of elasticity was determined using the formula [47]:

E = 4ρ·l2· f 2, (7)

where l is the sample length, ρ is its density (for calculations of E, the density ρd determined
by the densitometric method was used), and f is the oscillation frequency of the rod-shaped
wire samples close to 100 kHz. Upon studying the E(ε) dependence, microplastic deforma-
tion diagrams σ(εd) were constructed, which made it possible to evaluate the properties
of the material in the “stress—inelastic strain” coordinates customary in mechanical tests,
when the value of the amplitudes of vibrational stresses σ = E · ε (Hooke’s law) is plotted
along the ordinate axis, and the nonlinear inelastic deformation εd = ε · (ΔE/E)h is plotted
along the abscissa axis, where (ΔE/E)h = (E − Ei)/Ei is the amplitude-dependent defect
of Young’s modulus. The quantities Ei and δi measured at small amplitudes ε when both
E and δ are yet independent of ε are called amplitude-independent Young’s modulus and
amplitude-independent decrement of elastic vibrations, respectively.

Note that the measurements were performed at moderate amplitudes, i.e., the disloca-
tion structure of the material did not change.

3. Results

3.1. SEM and EDX Results

SEM and EDX results for the N8 and N7 outer wires with service lifetimes of 10 and
18 years, respectively, taken from A50-type cables (i.e., without steel cores) as well as for
new (0 years of service) wires of an AC50-type cable were discussed earlier in [10,37]. As in
the case of A50-type wires, SEM images have shown that the prepared outer-wire cross-
sections of AC50-type steel core cables are quite suitable for obtaining the EDX spectra and
EBSD mapping. The EDX spectra of cross-sectional surfaces from N2-2 and N6 AC50-type
samples with service lives of 8 and 20 years, close to the service lives of wires of A50-type
cables mentioned above, are shown in Figure 1. According to the results of the analysis of
EDX spectra, the chemical composition of the elements of wire samples of both types of
different service life from 0 to 20 years has demonstrated no significant difference and is
consistent with the composition of the certificate data (Table 3). As expected, the Al content
of ~99 wt% prevails in all samples. The EDX spectra show peaks corresponding to the
Fe and Si atoms, which, according to the certificate data (Table 3), are the most abundant
among impurity atoms, as well as peaks attributed to O atoms due to Al oxidization [10,37].
The EDX spectra also show the presence of peaks of extraneous elements, namely, Ar as
a result of argon ion polishing of the surface of the samples and Ni from the walls of the
microscope chamber.

3.2. EBSD Results

Distribution EBSD maps of Euler orientation angles ϕ1, Φ, and ϕ2 (correspondingly,
angles of intrinsic rotation, nutation, and precession, see Ref. [48] for definition) with
superimposed grain boundaries are shown in Figure 2. As grains, regions of the crystal
structure were considered the misorientation within which did not exceed 2◦. The colors
of the grains on the map correspond to a combination of Euler angles that describe the
orientation of the crystal lattice in a given grain.
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(a) (b)

Figure 1. EDX spectra of the AC50 samples (a) N2-2 (8 years of service life), (b) N6 (20 years of service life).

(a) (b)

(c) (d)

(e)

Figure 2. Distribution maps of Euler angles at the center (a,b) and at the edge (b,c) for cross-sections
of AC50 samples after (a,c) 8 (sample N2-2) and (b,d) 20 (N6) years of service life. The legend for
maps (a–d) is shown in (e). Scale for the Euler angle Φ is the same as for ϕ2.
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As a result of the analysis of maps of the distribution of Euler orientation angles in the
center and at the edge of the studied thin sections of the cross-sections of the AC50-type
samples after operation for 8–20 years (N2-2 and 6), we have constructed histograms of
the distribution of grains by size (Figure 3), dependences of the area occupied by grains on
their size (Figure 4a), grain-aspect-ratio distribution histogram that is ratio of the maximum
grain size to the minimum (Figure 5), and distribution of grain boundary misorientation
angle (Figure 6). For the non-exploited AC50 sample (N5, 0 years of service life) and the
A50 sample N8 after 10 years of operation, the distribution maps of the Euler orientation
angles in the center and at the edge and the distribution histograms constructed for them
are presented in [10], while the dependence of the area occupied by grains vs. grain size
for these A50 type specimens is plotted in Figure 4b. For the central regions of wire cross-
sections of A50-type long-service life (up to 62 years) cables, similar EBSD studies were
carried out in [37].

(a) (b)

Figure 3. Histograms of grain size distribution for the centers and edges of cross-sections of outer
wires from the AC50 cables after (a) 8 years of service (N2-2) and (b) 20 years of service (N6). For
better visualization, the histograms for sample edges are shifted along the abscissa axes in (a,b).

(a) (b)

Figure 4. Dependencies of the relative area occupied by grains vs. their size for the cross-sections of
outer wires from the (a) AC50 and (b) A50 cables at the centers of the samples. All dependencies are
given on the same scale for comparison. Numbers of samples and their service lives are indicated in
the legends of the Figures.

170



Crystals 2022, 12, 1267

(a) (b)

Figure 5. Histograms of grain aspect ratio distribution for the centers and edges of cross-sections of
outer wires from the AC50 cables after (a) 8 years of service (N2-2) and (b) 20 years of service (N6).
For better visualization, the histograms for sample edges are shifted along the abscissa axes in (a,b).

(a) (b)

Figure 6. Histograms of grain boundary misorientation angle distribution for the centers and edges of
cross-sections of outer wires from the AC50 cables after (a) 8 years of service (N2-2) and (b) 20 years
of service (N6). For better visualization, the histograms constructed for the edges of the samples are
shifted along the abscissa axes in (a,b).

One can see from Figure 3a,b that, as in the case of A50-type cables [10], the general na-
ture of the grain size distribution in the center and at the edge of the cross-section of samples
of different service life periods does not change, and in all cases, the most frequently occur-
ring grain sizes are of ~2 μm. At the same time, in the entire size range from 0.5 to 6 μm,
insignificant differences are observed in the relative frequency of occurrence of grains in
the center and near the edge of the samples.

With an increase in the service life of 0 to 18–20 years, the relative area occupied by
grains with sizes of ~2 μm changes slightly (within ~±5% of ~26% in N5 wire without
operation) in the bulk of AC50 and A50 wires (Figure 4a,b). At the same time, the area
occupied by grains with sizes 4–6 μm increases slightly from ~0.5–1% to ~1–2%.

As for the A50-type samples [10,37], the grain aspect ratio distribution histograms in
the AC50 type samples (Figure 5a,b) weakly vary depending on the period of operation
and position, remaining practically unchanged in the center and at the edges of the cross-
sections of the wires and after various periods of operation. This invariance of the aspect
ratio shows that the grain shape in the A50- and AC50-type samples is practically the same
inside the cables and in their near-surface layers and remains the same during operation.
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Recently [37], angle-distribution histograms of grain-boundary misorientation, which
were constructed for the bulk regions of A50 wires (centers of cross-sections) with different
service lives, have shown that the number of high-angle grain boundaries with misorienta-
tion in the range of 50–60◦ decreases when the service life is long (down to 0.5–0.9% in the
sample with a service life of 62 years from 1.5–2.5% in the unexploited sample N5 (0 years)).
This decrease is accompanied by an increase in the number of low-angle boundaries with
a misorientation angle of less than 15◦ (up to 1.9–28% in the sample with a service life of
62 years from 1.7–22% for N5 (0 years) wire). It has been suggested in [37] that such a
distribution of the misorientation angle of grain boundaries is caused by the alignment of
the crystal lattice of grains along one common direction. Meanwhile, at shorter service lives
of A50 wires, a similar process of reducing the number of high-angle boundaries with a mis-
orientation in the range of 50–60◦ is initially observed after 10 years of operation (sample
N8, 0.4–0.8%) [37] in comparison with the non-operated cable (sample N5, 1.5–2.5%). With
a further increase in the service life to 18 years (A50 sample N7), the number of high-angle
boundaries with a misorientation of 50–60◦ increases again, up to 0.8–1.2%, although not
recovering to the value in the N5 wire (0 years) [37]. This growth, respectively, can be
associated with the destruction of grain alignment along the general direction.

The grain boundary misorientation angle distribution histograms for the bulk regions
(centers of cross-sections) of the outer wires of AC50 cables (Figure 6 for samples with a
service life of 8 and 20 years, see also [10] for a non-exploited sample) show an evolution
similar to A50-type wires with comparable service lives up to the 18 years described above.
Initially, with an increase in the service life from 0 years (sample N5 [10,37]) to 8 years
(N2-2), there is a decrease in the number of high-angle boundaries with a misorientation in
the range of 50–60◦, although somewhat less than in the A50 wire after 10 years of operation
(from 1.5–2.5% in sample N5 (service life of 0 years) down to 0.75–1.2% in sample N2-2
(8 years, AC50) and 0.4–0.8% in sample N8 (10 years, A50)), i.e., the grains probably tend to
line up along one direction. With a further increase in the service life of AC50-type wires up
to 20 years (sample N6), there is an increase in the number of high-angle boundaries with a
misorientation of more than 15◦, in particular, with a misorientation in the range of 50–60◦
to 1.1–1.8% (in comparison to 0.8–1.2% in the A50 wire N7 (service life of 18 years)), which
presumably indicates an increase in the number of grains with an arbitrary orientation of
the crystal lattice.

The grain boundary misorientation angle distribution histograms for near-surface
layers of wires (edges of cross sections) of the outer wires of AC50 cables (for samples with
a service life of 8 and 20 years, see Figure 6; for an unused sample, see [10]) are similar
to the histograms obtained for the centers of cross-sections. At the edges, there is only a
slight decrease in the number of high-angle boundaries with a misorientation in the range
of 50–60◦ compared to the centers of the sections (respectively, for the edge and center,
1.0–1.9% and 1.5–2.5% in sample N5 (0 years), 0.75–1.0% and 0.75–1.2% in sample N2-2
(8 years), and 0.95–1.6% and 1.1–1.8% in sample N6 (20 years)), i.e., the misorientation of
the grains practically does not change either in the bulk or in the near-surface layers of
the AC50 wires. A completely opposite situation is observed in the wires of the A50-type
wires. In addition to the drop in high-angle grain boundaries after 10 years of service,
as discussed above, the absence of a rigid steel core in A50 cables results in a noticeable
difference in histograms obtained from the center and from the edge of the cross-section.
At the edge of the section, i.e., in the near-surface layer of the A50 wires, the number of
high-angle boundaries with misorientations in the range of 50–60◦ is noticeably reduced
(respectively, ~0.1% and 0.4–0.8% at the edge and in the center of the cross-section of sample
N8 (10 years) [10]), which probably indicates that in the near-surface layer of the A50 wires,
the crystal lattice of grains tends to align along one common direction more strongly than
in the bulk regions of the wires.

Thus, the analysis of EBSD maps obtained from the centers and edges of the cross-
sections of the samples (Figure 2 and Refs. [10,37]) shows that the distribution histograms
of the misorientation angle of the grain boundaries (Figure 6) are the most sensitive to
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changes in the microstructure, whereas the grain-size distribution histograms (Figure 3) are
less sensitive. Compared with AC50 wires, in wires taken from A50 type cables without
a steel core in a layer at a distance of ~150 μm from the surface, there is a tendency
towards greater grain alignment. The presence of a steel core in AC50-type cables leads to
a significant change in grain misorientation in AC50-type wires compared to A50 wires
after a comparable service life of up to 20 years in power lines. Grain misorientation in
near-surface layers (near the edge of the wire cross-section) and in the bulk of AC50 wires
varies slightly for samples of the same service life, although depending on the duration
of operation in a manner similar to the A50-type wires (initially, there is a tendency to
align the crystal lattices of grains with a service life of 8 to 10 years, with an increase in the
duration of operation up to 18–20 years, the arbitrariness of grain orientation increases). In
the wires of both types of cables, the aspect ratios of grains in near-surface layers and in the
bulk of the wires practically do not change (Figure 5), indicating the invariance of the grain
shape in both regions of the samples.

3.3. Results of Densitometric Measurements

Systematic determination of the density ρd of wires from used A50- and AC50-type
cables of approximately the same service life, carried out by densitometry, has shown that
the density of the aluminum part of the AC50 cable is somewhat higher than that of the A50
one, despite the fact that the service life of AC50 wires is somewhat longer. For instance,
the integral density ρd of aluminum wire of sample N6 (AC50) is 0.05% higher than that of
N7 (A50), with a service life of 20 and 18 years, respectively.

To elucidate the possible reasons for this difference, we determined the density ρdL
of the near-surface layer of the samples under study (see Formula (2)). Figure 7 shows
examples of such distributions of the true density defect (cf. Formula (3), in %) over the
cross-section for the studied samples of A50 wires (from [10]) and for AC50 ones after
18 and 20 years of operation, respectively, where Tetch is the thickness of the removed layer,
determined by Formula (1), and ΔρdL/ρdL is the value of the defect in the density of the
near-surface layer relative to the density of the entire cross-section of the wire. As follows
from the analysis of dependences, the absolute value of the density defect decreases as
much as the near-surface layer is removed, i.e., the deviation of the integral density ρdL of
the surface layer decreases with respect to the density in the bulk of the wire. The main
change in the density defect in wires of both types is observed in a relatively thin layer
about 10 μm thick, that is, the lowest value of the layer density is observed in a narrow
near-surface layer. Such a change in density indicates that defects of a void nature (nano
and micropores, microcracks) are concentrated just in this narrow near-surface layer. After
the removal of this layer (~10 μm) in both types of wires, an insignificant decrease in the
absolute value of ΔρdL/ρdL continues until a layer of ~30 μm is removed from the surface.

Figure 7. Dependence of the value of the density defect in the near-surface layer of samples N7
(A50, service life of 18 years) [10] and N6 (AC50, service life of 20 years).
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Thus, within the statistical spread of the experimental values ΔρdL/ρdL, both types of
wires show the presence of two characteristic values of the thickness of near-surface defect
layers (NSDLs), in which there appears to be a noticeable decrease in density compared to
the bulk of the wires. In narrow near-surface layers less than ~10 μm thick, the density is the
lowest due to the high concentration of void defects and demonstrates the greatest changes
with distance from the surface in depth, and at depths from the surface of ~10 to ~30 μm,
it weakly increases until stabilization, apparently due to the reduction in the number of
defects. It is also worth noting that the absolute value of the density defect of the near-
surface layer in wires from cables with a steel core (AC50) is somewhat less (by ~0.1–0.2%)
than for A50 wires, and, as follows from Figure 7, this difference is most noticeable in a
narrow near-surface layer ~5–10 μm thick. The smaller absolute value of the NSDL-density
defect in AC50 wires probably reflects a smaller number of void defects in these wires due
to the softening effect of the steel core.

Additionally, the densitometry method was used to study the relative change in the
integral density (defect Δρd/ρd of the integral density) of A50 samples in the range from
0 to 54 years (Figure 8). The values of the integral density Δρd were determined for the
wires after 0, 8, 18, 35, and 54 years of operation (see Table 2 for sample numbers). It has
been established that the most dramatic change in the integral density ρdL is observed in
the range from 0 to 20 years of operation. An increase in service life of more than 20 years
also leads to a further slight decrease in the density of the wire material. However, when
analyzing the data, it should also be taken into account that, as was shown in [10,37], a
noticeable amount of Al2O3 oxides are formed on the surface of the wires, the density of
which (~3.7 g/cm3) is significantly higher than the density of aluminum (~2.7 g/cm3). That
is why it can be assumed that the true absolute value of the integral defect of aluminum
wire without the aluminum oxide contribution is greater due to the formation of void
microdefects, i.e., with a service life of more than 20 years, the density fitting curve with-
out taking into account the contribution of aluminum oxides will go lower in the graph
of Figure 8.

Figure 8. Dependence of the integral value of the density defect in A50 wires on the service life
during operation up to 54 years.

3.4. Results of XRD Investigations

Figure 9a–c presents the measured XRD patterns of AC50 samples with service lives
from 0 to 20 years. For A50-cable wires with comparable service lifetimes of up to 18 years,
the XRD patterns can be found in [10,37]. The XRD reflections of the cubic Al crystalline
phase at angular 2θ positions corresponding to Bragg angles are schematically shown in
Figure 9d by vertical bars whose heights are proportional to the intensities of the reflections
according to the PDF-2 card 01-073-9843 [49].
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(a) (b)

(c) (d)

Figure 9. XRD patterns detected from wires of AC50 cables after (a) 0 (N5), (b) 8 (N2-2), and (c) 20 (N6)
years of exploitation. (d) schematically presents the XRD pattern of Al according to PDF-2 card
01-073-9843 (the height of each bar represents the intensity of the corresponding XRD reflection
according to the PDF-2 card). Insets in (a–c) present the 2θ diffraction angle range 21–43◦ on a larger
scale, exhibiting the weak reflections attributed to δ*- and δ-Al2O3. The Bragg angle positions of
the δ*- and δ-Al2O3 reflections are shown according to PDF-2 cards 00-056-1186 and 00-046-1215,
respectively, using different symbols. The Miller indices hkl of the observed reflections are indicated.

As in the case of wires from the A50-type cables [37], the XRD patterns of the AC50
wires contain all the Al reflections with an enlarged 022 reflection intensity that indicates
the polycrystalline nature of the wires with a noticeable effect of preferential orientation
along the [011] crystallographic direction (see Figure 9a–d for comparison). As for the
A50 wires, the intensity of the 111 reflection for the AC50 wires with a service life of up
to 8 years remains the highest despite the presence of a preferential orientation along the
[011] direction (Figure 9a,b), whereas the preferential orientation along [011] develops
more strongly for wires after 20 years of operation, the 022-reflection intensity becomes
the highest.

Quantitative ratios of the intensities of reflections 022 to 111 and 002 to 022, which
characterize the preferential orientation of Al wires from AC50 and A50 cables, are given in
Table 4 and are graphically shown in Figure 10. As one can see, both types of wires show the
identical tendency to grow for the preferential orientation along the [011] crystallographic
direction. Nevertheless, in AC50 type wires (with a steel core), the preferential orientation
is more pronounced at all service lives, although the difference in preferential orienta-
tion between the AC50 and A50 wires decreases as the service life increases to 20 years.
At the same time, the ratio of maximum intensities of XRD Al 022 and 111 reflections
(Imax

022/Imax
111) increases by ≈2.2 times in A50 wires with an increase in service life
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from 8 to 20 years compared with ≈2.0 times in AC50 wires with an increase in service life
from 10 to 18 years. Such a decrease in the rate of amplification of the effects of preferential
orientation can be attributed to the stabilizing effect of the steel core in AC50 wires. In
addition, it is likely that the stronger influence of the effects of preferential orientation in
AC50 wires is due to the fact that in the starting state of AC50 wire (0 years of operation),
the preferential orientation along [011] is already more pronounced than in A50 wire with-
out operation, which is probably due to the peculiarity of the technological process in the
production of aluminum wire of various batches for A50 and AC50 wires.

Table 4. XRD analysis results of A50 and AC50 wires (temperature of measurements is T = 314 ± 1 K).
Sample numbers and sample service life (years) are given according to Table 2. Table data from PDF-2
for crystalline Al phase are shown for comparison.

Observed Preferential
Orientation

WHP SSP

Sample N/Years [hkl] Imax
022/Imax

111, %
Imax

002/Imax
022, %

a, Å/ρx, g/cm3

D0, nm (εs = 0)
D, nm
εs, %

D, nm
εs, %

A50 type

5-2/0 [011] 42.0(3)
76.4(7)

4.05026(12)/2.6973(2)
109(16)

111(14)
0.010(14) 109(16)0

8/10 [011] 69.0(4)
66.1(4)

4.0515(5)/2.6949(11)
139(16)

302(54)
0.031(2)

298(26)
0.031(2)

7/18 [011] 153.8(1.6)
55.6(6)

4.0525(9)/2.6927(17)
126(33)

246(55)
0.033(3)

252(32)
0.034(3)

AC50 type

5/0 [011] 75.8(9)
68.4(9)

4.05032(10)/2.6972(2)
138(16)

141(17)
0.007(11)

138(16)
0

2-2/8 [011] 90.9(6)
38.8(4)

4.0511(4)/2.6956(7)
136(29)

212(28)
0.026(3)

219(19)
0.026(3)

6/20 [011] 180.7(2.0)
42.7(5)

4.0525(8)/2.6929(15)
120(23)

187(27)
0.029(3)

167(13)
0.025(3)

Table data for crystalline Al powder

PDF-2 card
01-071-4008, [50]

T = 312.3 K
no -

-
4.050694/2.69642

- - -

PDF-2 card
01-073-9843, [49]

T = 298 K
no 24.0

191.7
4.04932(2)/2.6992(4)

-
-
-

-
-

Figure 10. Dependence of the Imax
022/Imax

111 ratio on the service life t of the Al wires from the AC50
and A50 cables. Lines connecting the experimental points are guides to the eye only.
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As in the case of the A50 wires [37], the XRD patterns of the AC50 wires after operation
(Figure 9b,c) show the formation of very weak reflections attributed to δ*- and/or δ-
modifications of Al2O3 [51,52] (δ-phase, space group P41212 (92), PDF-2 card 00-056-1186;
δ*-phase, space group P222 (16), PDF-2 card 00-046-1215). With a service life of up to
20 years, δ*-/δ-Al2O3 reflections in AC50 wires after operation develop more strongly
compared to those in A50 ones (without a steel core), apparently due to the oxidizing effect
of the steel core, which is enhanced by possible damage to aluminum wires when rubbing
against the steel core. Whereas the ratios q of the integrated intensity Iint of the 121 δ*-
(and/or 212 δ-) Al2O3 reflection to Iint of the Al reflection with the highest intensities (with
Miller indices hkl = 111 for service life up to 10 years and 022 after 18 years) in A50 wires
are, respectively, 0.21(5)% and 0.5(1)% for samples N8 (service life of 10 years) and N7
(18 years), this value q amounts to 0.53(3)% and 0.9(1)% for the AC50 wires N2-2 (10 years)
and N6 (20 years), respectively, see Figure 11.

Figure 11. The fraction q of the Al2O3 crystalline phases in wires from A50 and AC50 cables with
an exploitation duration of up to 20 years, which is estimated as q = Iint

Al
2

O
3/Iint

Al · 100%, where
Iint

Al
2

O
3 is the integral intensity of the 121 δ*-(212 δ-) Al2O3 reflection and Iint

Al is the integral
intensity of the strongest Al reflection.

A thorough investigation of the XRD patterns measured from samples of various
life time periods showed that reflections corresponding to the same Miller indices hkl are
systematically shifted, which corresponds to a change in the cubic unit cell parameter
of the wire Al material, even after applying the angular corrections for zero shift and
displacement, as described in Section 2.2.3. As an example, Figure 12 shows a reflection
with a Miller index of hkl = 133 for the studied A50 and AC50 wires with a service life of 0
to 18–20 years.

Figure 12. Part of the XRD patterns in the vicinity of the hkl = 133 reflection for several A50 and
AC50 samples.
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Cubic unit cell parameters a of the Al material of the A50 and AC50 wires, averaged
over all observed reflections and calculated by the Celsiz [42] program using the least-
squares method, are presented in Table 4 and graphically shown in Figure 13a against the
service life duration. The corresponding X-ray densities ρx and density defects Δρx/ρx of
the Al material of A50 and AC50 wires, which are calculated with Formulas (4) and (5),
respectively, are shown in Table 4 and Figure 13b.

(a) (b)

Figure 13. The dependences of (a) the Al cubic crystal unit cell parameter a and (b) density ρx

calculated from the XRD data on the service life t of the Al wires of overhead power transmission
lines. At the right axis of (b), the scale of the corresponding density defect (reduction of density)
Δρx/ρx (where Δρx = ρx − ρx 0 years, ρx 0 years is the mean density of the A50 wire N5-2 (service life of
0 years)) of the Al wires is shown. The horizontal line in (a) indicates the tabulated value of the Al
cubic unit cell parameter a according to the PDF-2 card 01-071-4008 [50] and that in (b) exhibits the
corresponding calculated ρx value. The lines running through the experimental points are guides
to the eye only. In the graphs (a,b), the duration of the delay of changes of the a and ρx parameter
values for A50 and AC50 wires are shown for two service life points.

As one can see from Table 4 and Figure 13a,b, the unit cell parameter and density Al
of the material of the wires from the A50 and AC50 cables in the initial state (service life
of 0 years) are almost the same (within e.s.d. to within the fourth decimal place, namely,
a = 4.05026(12) Å and 4.05032(10) Å and ρx = 2.6973(2) g/cm3 and 2.6972(2) g/cm3, respec-
tively, at an XRD measurement temperature of 314 ± 1 K). The values of these parameters
are noticeably differ from the tabulated Al values (a = 4.05069 Å and ρx = 2.6964 g/cm3)
at a temperature of 312.3 K, which is close to the temperature of the XRD measurements
in this work. As previously noted [37], a decrease in the average unit cell parameter and,
accordingly, an increase in the Al density of the wire material can be associated with the
incorporation of a small number of Fe and Si atoms into the Al structure, which, according
to the manufacturer’s passport [39] and EDX results (Figure 1a,b and Ref. [37]), are present
in the wire composition in amounts up to 0.20 wt.% and 0.08 wt.% (see Table 3), respectively.

When the service life t of cables of both types in overhead power lines increases,
both the cubic unit cell parameter a and the X-ray density ρx of the wire Al material alter
almost linearly over the studied time intervals up to 20 years (Figure 13a,b), with lattice
parameter a increasing and ρx decreasing for wires from cables of both types. Although
the nature of the tendencies of changes in the structure parameters of wires from AAAC
(A50) and ACSR (AC50) cables over time is the same, yet the rate of temporal change of
the characteristics of A50 and AC50 wires is different. The presence of a steel core in AC50
cables leads to a decrease in the stretching rate of the unit cell parameter a of the Al wire
material from 1.26(4) · 10−4 Å/year in A50 wires down to 1.07(3) · 10−4 Å/year in AC50
wires with a service life of up to 20 years. At the same time, the rate of decrease in the
density ρx of the A50 and AC50 wires (i.e., the rate of degradation of Al wire due to the
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formation of void defects) decreases in absolute value from −2.52(8) · 10−4 g/cm3/year to
−2.13(7) · 10−4 g/cm3/year, respectively. As a result, after about 11 years of service, the
unit cell parameter a and density ρx of the Al material of AC50 type wires are the same
as in Al wires from A50 type cables after 10 years. With a long service life of ~20 years of
operation, the gain for AC50 wires is already ~3 years (see Figure 13a,b), i.e., the structure
parameters of AC50-wire Al material after about 23 years of service are the same as those
of A50-wire Al material after 20 years. Thus, the presence of a steel core in an ACSR (AC50)
cable delays the structural degradation of the Al material of the cable wires.

The average sizes D0 of crystallites, averaged over all Dhkl values obtained from
the FWHMcorr of each observed Al reflection with the Miller indices hkl according to the
Scherrer equation in the framework of the model of zero contribution of microstrains (model
εs = 0), reveal close values in wires of both types, namely, within D0 = 109(16)–138(16) nm
for unused wires (0 years of service life), 139(41)–136(29) nm and 126(33)–120(23) nm for
A50/AC50 wires after 10/8 years and 18/20 years of operation, respectively (Table 4, see
also Supplementary Materials (SM) Figure S1).

However, the XRD-data analysis by means of the WHP and SSP techniques (see WHP
and SSP plots in Figure S2 in SM for AC50 samples and Ref. [37] for A50 wires) shows that,
whereas average microstrain εs is zero or very close to zero for unused wires of both types
(service life of 0 years) and the average crystallite sizes D are slightly larger in unused AC50
wires (in A50 (N5-2) wires, εs = 0.010(14)%, D = 111(14) nm and εs = 0%, D = 109(6) nm
according to WHP and SSP, respectively, compared with εs = 0.007(11)%, D = 141(17) nm
(WHP) and εs = 0%, D = 138(16) nm (SSP) in AC50 (N5) wires), microstrains in the wires
after operation evolve accompanied with a notable increase in the size of crystallites (see
Table 4 and Figure 14). Moreover, in wires from cables without a steel core (A50 type
cables), absolute values of average microstrain εs and average crystallite sizes D grow after
10–18 years of operation, noticeably larger than in wires from AC50 cables (with a steel
core) after 8–20 years of service in overhead power lines (cf. εs = 0.031(2)% and 0.034(3)%,
D = 246(55) nm and 302(54) nm according to WHP and SSP techniques, respectively, for
A50 wires and εs = 0.025(3)% and 0.029(3)%, D = 167(13) nm and 219(19) nm according to
WHP and SSP techniques, correspondingly, for AC50 wires).

(a) (b)

Figure 14. Comparison of dependences of (a) average crystallite size D and (b) absolute value of
average microstrain εs, calculated by the WHP and SSP techniques, on the service-life duration t for
Al wires from the cables of the AC50 and A50 types.

Thus, the use of a steel core in the AC50-type cable (the cross-sectional area of the
aluminum components of the cable remains practically the same, ~50 mm2, as in A50-type
cable without the steel core) slows down the changes in the average parameters of not
only the structure (the cubic unit cell parameter a of the Al material and its density ρx), but
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also of the microstructure (the average size D of crystallites and absolute value of average
microstrain εs in them) of the Al material of cable wires.

It is to be expected that the steel core will affect not only the average characteristics
of the wires but also their NSDLs. In order to investigate how the presence of a steel
core in a cable affects the state of NSDLs of wires from that cable, XRD profiling of the
structural and microstructural characteristics of AC50 wires in comparison with A50 wires
was carried out by means of the method described in [10]. As noted in experimental
Section 2.2.3, the essence of XRD profiling is that each Bragg angle 2θB of the reflection
with Miller indices hkl corresponds to the X-ray penetration depth Thkl

pen in accordance with
Formula (6), determined by the linear absorption coefficient μl and the X-ray density ρx of
the material (Al in the case of the wires under study). If the samples were powder or there
was no profile dependence on the depth of penetration of X-rays, then the structural and
microstructural characteristics obtained from the analysis of reflections, i.e., at all depths
from the sample surface, would have close values statistically disordered for different
reflections within e.s.d.

Figure 15a,b presents a comparison of the distributions of the values of the cubic unit
cell parameter a and the XRD mass density ρx of the wire Al material, which are calculated
from the structural data with Formula (4), along with the penetration depth T = Thkl

pen of
X-rays, which is estimated with the Formula (6) from the Bragg angles 2θB of the observed
reflections, for wires from AAAC (A50) and ACSR (AC50) cables.

(a) (b)

Figure 15. Distribution of (a) the cubic unit cell parameter a(T) and (b) the XRD mass density ρx(T)
of the wire Al material along the depth T from the surface of the A50 and AC50 wires. Samples are
numbered according to Table 2 and their service lifetimes are shown in (a). The symbols for (b) are
the same as shown in (a). At the right sides of (a,b), the axes are shown corresponding, respectively,
to the lattice defect Δa/a and the density defect Δρx/ρx, which are estimated with respect to the bulk
of the non-exploited sample of A50 type (N5-2, 0 years of operation). The approximation lines in
(a,b) are drawn according to the exponential decay law. In (b), the thicknesses Tlayer of the NSDL
are estimated for AC50 wires from the intersection of the distribution curves for AC50 samples of
different non-zero service lives with the curve corresponding to a non-used sample (N5-2, service life
of 0 years). The inset in (b) presents the extrapolations of the distribution curves of AC50 wires to
depths of 200 μm from the surface for samples. The shown estimates of the total thickness Tlayer

sat of
the NSDL for wires are obtained from the intersection with tangents drawn at the points when the
distribution curves reach a plateau (when ρx reaches the value ρx

sat = 99.99% of the density estimated
from the distribution curve at a depth of 200 μm).

As one can see from Figure 15a,b, the cubic unit cell parameter a and the density ρx of
the Al material of wires with different service life lengths from cables of both types are not
the same at different depths T from the surface of the wires, but show smooth dependences
a(T) and ρx(T), which are fairly well described by approximation curves that correspond to
the exponential decay law. To simplify the perception, the fitting curves are not shown in
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Figure 15b for the experimental points corresponding to the A50 wires. An analogue of
Figure 15b with all fitting curves is given in SM Figure S3.

Since the XRD density ρx is inversely proportional to the cube of the parameter
a (ρx ~1/a3, see Formula (4)), it is satisfactory to consider the dependences ρx(T) alone. For
wires from cables of both types, the density ρx is maximum and practically does not change
at a sufficient distance from the surface in the bulk of the wires. Near the surface, ρx is
minimum, which is the result of the formation of defects of a void nature in the near-surface
layers [10] (i.e., of the formation of NSDLs).

The main changes in the structure and density of the wire Al material occur in the
near-surface layer with a thickness of Tlayer = 36.4–39.1 μm for A50 wires or a bit smaller,
Tlayer = 35.9–38.2 μm, for AC50 wires, which were determined from the intersection of the
approximation curves ρx(T) referring to wires after operation with the fitting curves of
unused wires of the corresponding type (see Figure 15b for AC50 samples and Ref. [10]
for A50 wires). The approximation curves ρx(T) of the unoperated A50 (N5-2) and AC50
(N5) wires are very close. At depths T from ~25 μm for both wires, the density defect is
Δρx/ρx ≈ −0.05% and practically does not change. When approaching the surface, only a
slight drop in density is observed in the wires of both types (Δρx/ρx ≈ −0.2% at a depth
of T ≈ 12.5 μm). Thus, NSDL with almost the same negative density defect (i.e., with a
decrease in density due, apparently, to defects of a void nature), which does not exceed
~0.2% in absolute value at a depth of T ≈ 12.5 μm, already exists in wires from unused
cables of both A50 and AC50 types.

As follows from the definition of the Tlayer value (see above), in A50 and AC50 wires
after operation at a depth equal to Tlayer ~35.9–39.1 μm from the surface, the density defect
is the same as in non-operated wires (Δρx/ρx ≈ −0.05%). However, after operation, the
density of the near-surface layers noticeably decreases the greater the closer the layer is
to the surface, and in A50 wires (from AAAC cables without a steel core), this decrease in
density is significantly greater than in AC50 wires. For example, in A50 wires at depths
of T ≈ 12.5 μm, the density defect reaches Δρx/ρx ≈ −0.68% and −1.17% for wires after
10 (sample N8) and 18 years (N7) of operation in comparison with Δρx/ρx ≈ −0.48% and
−1.04% for AC50 wires after service life durations of 8 (sample N2-2) and 20 years (N6),
respectively, i.e., the density defect in AC50 wires is less in absolute value by ~30% and
~10% after ~10 and ~20 years of operation. Thus, the use of a steel core in AC50-type ACSR
cables leads to less degradation (smaller decrease in the density) of near-surface layers with
a thickness of at least ~25 μm (as can be seen from Figure 15b, the largest deviations of the
approximation curves ρx(T) for A50- and AC50-type wires start at depths from the surface
of less than ~25 μm).

Extrapolation of the approximation curves ρx(T) to large depths from the surface
shows that, for wires of both types, the estimated density ρx

200μm at depths of ≥200 μm
does not change with an accuracy of a thousandth of a percent, and the dependence ρx(T)
almost reaches a plateau, which can be related to the mass density ρx

bulk of the wires in
the bulk.

Estimates show that the density ρx
Tlayer at a depth of Tlayer for A50 and AC50 wires

after operation is ~99.6% of ρx
200μm (i.e., of ρx

bulk). Most of the XRD mass density ρx drop

is occurring in a layer with a thickness equal to Tlayer from the surface ( ρ12.5μm
x − ρ

Tlayer
x

ρ12.5μm
x − ρ200μm

x
·100%

~70% for most samples (N8 (A50 type, 10 years of service life), N7 (A50 type, 18 years),
and N6 (AC50 type, 20 years)) and ~50% for AC50 sample N2-2 after 8 years of operation).
Apparently, this significant drop of ρx evidences that most of the defects of a void nature
after the operation of cables of both types are formed in a layer of wires with a thickness
equal to the value of Tlayer from the surface of the wires.

We have also made estimations of the depth Tlayer
sat from the surface where the

density ρx
sat is 99.99% of the value ρx

200μm (which is taken as the value of ρx
bulk). In the

inset of Figure 15b, these estimates are shown graphically for AC50 samples and were

given in [10] for A50 wires. According to the ρ12.5μm
x − ρsat

x

ρ12.5μm
x − ρ200μm

x
·100% ≈99% criterion for all
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studied samples of both types, in the near-surface layer of thickness Tlayer
sat, almost the

entire observed decrease in the XRD mass density ρx occurs in comparison with the values
of density ρx

bulk in the bulk of the wires.
Figure 16 presents a comparison of the thickness estimates obtained for both charac-

teristic near-surface layers, namely, Tlayer (~50–70% reduction in density ρx) and Tlayer
sat

(~99% reduction in density ρx). The thickness Tlayer of NSDL, where most void defects are
concentrated, increases to 39.2(1) μm in A50 wires after a service life of 10 years (sample N8),
then remains practically unchanged (39.1(1) μm) in sample N7 after 18 years of operation.
Perhaps due to the influence of the steel core, the thickness of the Tlayer of a similar NSDL
in AC50 wires is a bit less, reaching 35.9(1) μm in sample N2-2 after 8 years of operation
and slightly increasing to 38.2(1) μm in sample N6 after 20 years of service. After the
operation of wires in cables of overhead transmission power lines, the thickness Tlayer

sat of
NSDL, where almost all void defects are concentrated, is significantly (3–4 times) greater
than Tlayer for wires from cables of both types. In A50 wires, the value of Tlayer

sat increases
almost linearly with service life duration from 55.8(1) μm (N5-2, service life of 0 years) to
96.3(1) μm (N8, 10 years) and 114.7(1) μm (N7, 18 years). In AC50 wires (with steel core),
the value of Tlayer

sat also increases, though non-linearly, from 21.6(1) μm (N5, 0 years) to
160.0(1) μm (N2-2, 8 years) and 119.1(1) μm (N6, 20 21.6(1) μm (N5, 0 years) to 160.0(1) μm
(N2-2, 8 years) and 119.1(1) μm (N6, 20 years). As one can see, NSDL is already present in
non-operated wires. The difference in its thickness by almost 2.5 times may be associated
not with the type of wires but with the features of their manufacture and with experimental
inaccuracies. Samples after 18 and 20 years of operation (respectively, A50 sample N7 and
AC50 sample N6) are characterized by similar values of the Tlayer

sat. At the same time, the
AC50 sample N2-2 after 8 years of operation has a Tlayer

sat value that is ~1.5 times greater
than that of the A50 sample N8 after a comparable 10 years of service. This difference may
also be related to the features of operation and inaccuracies of the experiment.

Figure 16. Comparison of dependences of thicknesses of the NSDLs, at which there is a ~50–70%
(Tlayer) and ~99% (Tlayer

sat) drop in XRD mass density, on the service life t of the wires from the
overhead power line cables of A50 and AC50 types (respectively, without and with steel core).

The unit cell parameter a and the calculated X-ray density ρx of the Al material are not
exclusive characteristics which demonstrate smooth dependences on the depth T (= Thkl

pen
in the case of the hkl reflection) from the surface from which the diffracted X-rays come.
There are the microstructural parameters too. As shown above, there is a microstrain in the
Al crystallites. Average size D of crystallites and absolute values of average microstrain
εs were estimated by WHP and SSP techniques using all the observed XRD reflections
(see Table 4, Figure 14, and SM Figure S2).

At the same time, with an increase in the X-ray penetration depth Thkl
pen, not only

the values of the Bragg angles 2θB of XRD reflections regularly change, which determine
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the value of the unit cell parameter a (i.e., the value ρx), but also their FWHMobs, from
which one can estimate the size of the crystallite Dhkl and the absolute value of microstrain
εs

hkl after making the appropriate correction of FWHMobs for instrumental broadening
(see [37,43]), corresponding to an hkl reflection.

Since it is impossible to determine two values, Dhkl and εs
hkl, from one reflection at

once, in order to identify patterns of trends in changes in microstructural parameters, we
first estimated the values D = Dhkl

0 within the model of the absence of microstrains (εs = 0)
for the A50 and AC50 wires under study (Figure 17a,b).

(a) (b)

Figure 17. Distribution of the crystallite size D = Dhkl
0 estimated in the framework of zero microstrain

assumption (model εs = 0) in the Al wires along the depth T from the surface of the (a) A50 and
(b) AC50 wires. Sample numbers according to Table 2 and their service lifetimes are shown in (a,b).
The approximation lines in (a,b) are drawn according to the exponential-decay law.

As one can see from Figure 17, wires from cables of both types (with and without a
steel core) demonstrate identical trends of a smooth change in the crystallite size D = Dhkl

0,
calculated in the zero microstrain approximation (εs = 0) for different reflections corre-
sponding to different depths T from the surface. It is worth noting that, obviously due
to the lower precision of determining the parameters of the microstructure compared to
the parameters of the structure, the scatter of the experimental points Dhkl

0 around the
approximation curves is rather large, which makes it difficult to obtain sufficiently accurate
quantitative characteristics, although the trends in Dhkl

0(T) are rather apparent.
The sizes of crystallites Dhkl

0 in non-exploited A50 (N5-2) and AC50 (N5) wires change
slightly and almost linearly at different depths T from the surface (if one considers the ap-
proximation lines at experimentally achievable depths up to T ~35.5 μm; see Figure 17a,b).
For the A50 N5-2 wire (service life of 0 years), the experimental values of Dhkl

0 correspond-
ing to different reflections (i.e., to different depths T from the surface) give an average
crystallite size of 109(16) nm, while for the AC50 wire N5 (0 years), the experimental points
corresponding to different T are scattered around an almost straight horizontal line corre-
sponding to a larger average value of 138(16) nm (model εs = 0 in Table 4). Approximation
curves of operated samples for experimental values of Dhkl

0 obey the exponential decay law
or the nearly linear drop law in the case of AC50 wires, i.e., in both cases, the farther from
the surface (within ~35.5 μm thick NSDL), the smaller Dhkl

0. For wires of both types, the
approximation curves for Dhkl

0(T) in wires with a service life of 8–10 years go higher than
for wires with a longer service life of 18–20 years. The presence of a steel core in AC50 type
wires leads to a smaller crystallite size Dhkl

0 near the surface than in the case of A50 wires
without a core, while the sizes Dhkl

0 of crystallites are almost the same far from the surface
(compare 185 nm and 208 nm near surface at a depth T of ~12.5 μm for AC50 and A50
wires after 8 (sample N2-2) and 10 (N8) years of exploitation, respectively, and ≈100 nm
for both wires at T ~35.5 μm with, correspondingly, 141 nm and 173 nm at T ~12.5 μm and
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≈90 nm at T ~35.5 μm for AC50 and A50 wires after 20 (N6) and 18 (N7) years). As a result,
the amplitude of variation of the Dhkl

0(T) approximation curves in NSDL at depths from
the surface T ~12.5 μm to ~35.5 μm for AC50 wires is noticeably smaller than for A50 wires
(respectively, ≈74 nm and ≈62 nm in AC50 wires with service lives of 8 (N2-2) and 20 (N6)
years compared with ≈94 nm (N8, 10 years) and ≈91 nm (N7, 18 years) in A50 wires).

As in [10] for wires of the A50 type, we have estimated the distribution of the absolute
value of microstrain εs in crystallites at depths up to T ~12.5 μm for AC50 wires under
the assumption that there are no microstrains near the surface at depths up to T ~12.5 μm
(εs = 0), while the crystallite sizes at large depths T ≥ 15 μm are fixed and equal to the
crystallite size D12.5μm at a depth of T ~12.5 μm.

Figure 18 shows the εs
hkl distributions obtained for AC50 wires with different service

lifetimes under the above assumptions. Similar estimates of the εs
hkl distribution for A50

wires with various service lifetimes can be found in [10].

Figure 18. Distribution of microstrain εs = εs
hkl along the depth T from the surface of the AC50

wire. The microstrain εs
hkl is estimated under the assumption of a fixed crystallite size equal to the

crystallite size D12.5μm near the surface (at a depth of T ~12.5 μm). Sample numbers according to
Table 2 and their service lifetimes are shown. The inset shows an example of estimation of the average
microstrain εs

sat in the NSDL at depths T ≥ 15 μm, if the crystallite size is fixed and equal to the
crystallite size D12.5μm.

An analysis of the obtained distributions of εs
hkl over depth T from the surface for

NSDLs of AC50 and A50 wires shows that the microstrains εs
hkl estimated under the

assumption of crystallite sizes fixed at D12.5μm at a depth T ~12.5 μm become constant in
value (“saturated”, εs

sat) already at depths of T ~15 μm. An example of evaluating the
value of εs

sat is given in the inset in Figure 18 for AC50 N2-2 wire with a service life of
8 years and in [10] for A50 wires. Upon comparing the distribution profiles εs

hkl(T), one
can conclude that the values of εs

sat for AC50 wires are smaller than for A50 wires with a
comparable service life. Figure 19 shows εs

sat vs. service life t for both wire types. As can
be seen, the form of the εs

sat(t) dependences is very similar for both types of wires. Yet, for
AC50 wires, the dependence εs

sat(t) is shifted to smaller values, i.e., the presence of a steel
core in AC50 type cables reduces the absolute value of microstrain in the wires of this type
of cable compared to A50 wires without a core. The results obtained confirm the trends
and even the numerical values of absolute values of average microstrain εs obtained by
the WHP and SSP techniques for microstrains averaged over NSDL with a thickness of
~35.5 μm (see Figure 14b).
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Figure 19. Microstrain εs
sat calculated under the assumption of a fixed crystallite size equal to the

crystallite size D12.5μm near the surface (at a depth of T ~12.5 μm) depending on the service life t of
the Al wires of the overhead power lines of the A50 and AC50 types (correspondingly, AAAC and
ACSR types, without and with steel cores).

It should be noted that both considered cases (the absence of microstrains (εs = 0,
Figure 17a,b) and a fixed crystallite size equal to the size of crystallites near the surface
of the samples (Figure 18)) are limiting. If, for example, the size D of crystallites from
the surface to the depth first increases and then decreases, then, in accordance with the
formulas for calculating the parameters of the microstructure (see [10,43]), the absolute
value of microstrain εs also first increases and then decreases. As a result, in this case, the
dependences Dhkl

0(T) and εs
hkl(T) in NSDL will acquire a form close to bell-shaped.

Thus, the XRD study of wires from A50 and AC50 cables of different service life lengths
from 0 to 20 years revealed the features of changes in the structural and microstructural
parameters of NSDL of wires (characteristics averaged over the NSDL with a thickness of
~35.5 μm in accordance with the values of the Bragg angles of the observed reflections and
the profiles of these characteristics in depth from the surface of the wire) depending on
the presence of a steel core in the cables of overhead power lines from which these wires
are extracted.

3.5. Results of Acoustic Studies

To study the quite probable scatter of experimental data of the acoustic study along
the wire segment, samples with a length of ~25 mm were cut from different sections of the
wire (as a rule, there were three pieces for each service life). This scatter can be caused both
by the different deformation prehistory of wire sections during cable manufacture and by
its operation duration. As an example, the results of the measurements of the amplitude
dependence (i.e., dependence on the amplitude of vibrational strain ε) of both the Young’s
modulus E(ε) and the decrement of elastic vibrations δ(ε), as well as the dependence of
oscillatory stress on the amplitude of the nonlinear inelastic deformation, σ(εd), for three
studied samples with the same service life are shown in Figures 20a and 21a (A50, samples
N8, 10 years of service life) and Figures 20b and 21b (AC50, N6, 20 years of service life).
It can be seen from the Figures that the data obtained from pieces cut from different
sections of wire of the same service life noticeably differ from each other. The greatest
difference (several times) is observed for the values of δ and σ. The Young’s modulus E
turns out to be structurally sensitive only in the third or fourth significant decimal place,
and, apparently, this sensitivity is determined mainly by the presence of defects and the
microplastic properties of a particular piece.
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(a) (b)

Figure 20. Dependences of the Young’s modulus E and decrement δ on the amplitude of vibrational
deformation ε for Al wires of (a) A50 type after 10 years of service before (N8_1,2,3) and after
(N8_1′) etching and (b) AC50 type after 20 years of service (N6_1,2,3). The measurements were taken
at room temperature.

(a) (b)

Figure 21. Diagrams of microplastic deformation σ(εd) of Al wires of (a) A50 type after 10 years
of service before (N8_1,2,3) and after (N8_1′) etching and (b) AC50 type after 20 years of service
(N6_1,2,3). The measurements were taken at room temperature.

We have made an attempt to reveal the effect of operating time on the studied pa-
rameters. To do that, one sample with the smallest value of the amplitude-independent
decrement δi was selected for each material (A50 and AC50) and service life. In such a wire
piece, the plastic deformation and, consequently, defect formation, which can occur during
the manufacture of the cable, are apparently less than in the other wire areas. When these
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values are the minimum, the effect of unfavorable factors (wind, snow sticking, etc.) on
the decrement, leading to the appearance of additional defects and their evolution during
operation, should be more apparent. The obtained data are summarized in Table 5 and,
for explicitness, are shown in Figure 22 in the form of dependences on the operating time,
the Table and Figure show the values of the elastic modulus E, amplitude-independent
decrement δi, and microplastic flow stress σs = σ measured at inelasticstrain amplitude
εd = 4 · 10−8 obtained for specimens with the lowest δi value for all investigated wires.

Table 5. Samples of cables of overhead power lines’ Young’s modulus E, amplitude-independent
decrement of elastic vibrations δi, and microplastic flow stress σs of the aluminum samples prepared
from wires of overhead power lines with different service life and selected according to the criterion
of the smallest value of the amplitude-independent decrement δi. For each sample, the number of
studied pieces cut from wires of the same service life is indicated.

Sample
N Type

Service Life t,
Years

E, GPa δi · 105 σs, MPa
at εd = 4 · 10−8

5-2 (3) A50 0 72.78 23 14
5 (1) AC50 0 71.84 27 15
8 (3) A50 10 71.30 133 8.0

2-2 (3) AC50 8 72.87 17 16
7 (1) A50 18 71.21 85 9.0
6 (3) AC50 20 71.58 31 13

Figure 22. Dependences of Young’s modulus E, amplitude-independent decrement δi, and microplas-
tic stress σs for Al wires on operating time t. The measurements were taken at room temperature.

When looking at Figure 22, the first thing that catches the eye is the noticeable effect
of the steel core. The use of this core in AC50 type samples maintains a low level of
amplitude-independent decrement δi and a high level of stress σs of microplastic flow in
comparison with the wires of the A50-type cables without a steel core. At the same time, as
expected, the values of δi and σs differ insignificantly for A50 and AC50 unused samples
(0 years of service life).
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As for the dependences of δi and σs on the operating time (Figure 22), these parameters
change much less for the wires of a steel core (ACSR) AC50 cable than for those of an
all-aluminum (AAAC) A50 cable. One can also note the difference in the behavior of
E, δi, and σs for wires from the former cable and the latter one, namely the fact that, at
approximately the service life, where there is a maximum in the operating-time dependence
of E(t), δi(t), and σs(t) for one, the minimum is observed for the other one. The presence of
a steel core in an ACSR AC50 cable at the beginning of operation for a service life of up to
8 years is favorable for Al wires from the cable (δi decreases while both E and σs increase),
then there are slight changes for the worse with an increase in service life up to 20 years.
On the contrary, in Al wires of an all-aluminum (AAAC) A50 cable, at first, significant
unhardening is observed after 10 years of service, then there is a slight improvement in
deformation characteristics with an increase in service life up to 18 years. However, it
should be noted that the results obtained should be treated with caution since the number
of samples studied is small. Nevertheless, the positive role of the steel core for power
transmission lines is not in doubt, as it has already been discussed in the review of the
available literature in Section 1 (Introduction).

In this paper, apparently, we need to once again pay attention to a result discussed
in detail in [10], namely, the fact that the defects are mainly located in the NSDL of the Al
wires. Figures 20a and 21a show data for A50 sample N8_1 (service life of 10 years) in its
original state and after etching (N8_1′), when a layer of about 35 μm thick was removed
from the surface. In the initial state before etching, this sample had the largest amplitude-
independent decrement δi, the lowest level of microplastic stress σ, and the smallest value
of Young’s modulus E. Upon etching, it turned out to have the smallest decrement δi and
the largest value of σ among all the investigated samples with numbers N8_i (i = 1 − 3).
Young’s modulus of the sample N8_1’ also increased noticeably, i.e., an improvement in
the deformation characteristics is observed after the removal of the near-surface layer by
etching. Evidently, this indeed means that most of the defects are located in the near-surface
layer. Undoubtedly, one can dare to attribute this result to other samples (N8_2 and N8_3,
N6_1,2,3 and so on), for which etching was not carried out.

4. Discussion

First of all, let us discuss the difference of 2 years in the service life of the compared
wires (A50 N8, 10 years and AC50, N2-2, 8 years; A50 N7, 18 years and AC50, N6, 20 years).
The results of data analysis have shown that the dependences of the wire parameters on
the service life (unit cell parameter a(t) of Al, Figure 13a; XRD density ρx(t), Figure 13b) are
linear or close to linear (fraction of aluminum oxide q(t), Figure 11). Thus, the difference of
2 years between the compared parameters for wires of different types does not play a role
because the dependences for the wires of different types differ well from each other, and the
values of these parameters for a wire of the same type with a difference of 2 years are close.
The same can be said about the time dependences of other parameters (Figures 16 and 19),
particularly about the dependence of the deformation characteristics of wires on their
service life (Figure 22).

As for the profile dependences (a(T) and ρx(T), Figure 15a,b), then, taking into account
that according to determined values of the rate of change of these quantities with time
(see Section 3.4), in 2 years they will change only by ~1 · 10−4 Å and ~2 · 10−4 g/cm3,
respectively. Moreover, the parameter a of the Al unit cell will increase, and the density
ρx will decrease. As a result, if we scale the values of a and ρx of A50 wires (service life of
10 years and 18 years) to the values for AC50 wires (service life of 8 years and 20 years)
by substraction/addition of the corresponding quantity for 2 years, then the difference
between the dependences a(T) and ρx(T) for different types of wire will change only slightly.
All trends remain, and numerical values are virtually unchanged (up to the fourth digit
after the decimal point). As an illustration, the SM Figure S3 shows an example of the
dependencies of ρx(T) Al wires on A50 cables, reduced to the same service life as the
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AC50 cable wires. Obviously, this conclusion also applies to the profile dependence of the
densitometric density ρdL of NSDL (density defect ΔρdL/ρdL, Figure 7).

Thus, the analysis of the data obtained indicates that when comparing the Al wires
of A50 and AC50 type cables, the difference of 2 years in service life does not significantly
affect the comparison results.

As stated in [37], the changes in structure, microstructure, and various physical
properties, which are observed for wires in overhead power transmission cables, are
probably related to processes occurring during operation. Among these processes, it is
worth emphasizing the stretching of wires due to either vibrations or swaying of cables
under the action of the variable wind and temperature of the surrounding air atmosphere,
the phenomenon of fretting (vibration fatigue due to the friction of the wires in the cable
against each other), and the formation of defects of a void nature, especially in the near-
surface layers of the wires. AAAC (A50) type cables are characterized by approximately the
same ~50 mm2 cross-sectional area of their aluminum component as ACSR (AC50) cables
(Table 1). The most significant difference in their design is the replacement of an additional
central aluminum wire in AAAC (A50) cables with a steel core wire of approximately the
same diameter in ACSR (AC50) cables. As can be expected, the presence of a steel core
in ACSR (AC50) type cables, which is much stiffer than the Al wires of these cables, will
reduce the influence of at least some of the above factors, such as stretching and abrasion
of wires, in ACSR (AC50) type cable wires compared to AAAC (A50) cable wires. As a
result of using the steel core, changes in the structure, microstructure, and, as a result, in
the physical properties of AC50 wires will occur more slowly.

Indeed, a comparative study of wires from A50 (AAAC type) and AC50 (ACSR type)
cables, similar in geometric dimensions and structure, with the exception of the material of
the central wire (Al wire in A50 (AAAC) cable and steel core wire in AC50 (ACSR), by means
of the XRD, EBSD, and densitometry methods in combination with acoustic studies, has
shown a noticeable difference in the structure, microstructure, and elastic-plastic properties
of these wires.

The methods of EBSD, densitometry, and XRD showed the presence of NSDL (near-surface
defect layer, in which most of the defects of the void nature are concentrated) in the wires
of cables of both types. A significant change in the Young’s modulus, decrement, and stress
of the microplastic flow after the removal of the surface layer also indirectly confirmed the
existence of defects in the near-surface layer of the Al wire and their significant contribution
to the physical properties of the wire.

Analysis of the EBSD maps (Figure 2 and Refs. [10,37]) taken in the center and at a
distance of ~150 μm from the edge of the facets of the cross-sections of the wires, which,
based on the constructed histograms of grain-boundary misorientation-angle distribution
(Figure 6), has made it possible to gain a qualitative conclusion about the difference in
the morphology of the near-surface layers and the bulk region in wires of both types after
operation. The presence of a steel core in AC50 cables makes the grain misorientation
change slightly both in the bulk and in the near-surface layers of AC50 wire over a service
life, in contrast to the wire from A50 cables without the stabilizing effect of the steel core,
where in the near-surface layers there is a more pronounced tendency to align the crystal
lattice of grains along one common direction. The formation of such a textured structure in
the near-surface layers of Al wires is probably associated with the combined effect for a long
time of the ambient temperature during operation, electric current, and electric voltage,
as well as the tensile load, which is noticeably higher in wires of A50 type cables than
in AC50 ones due to the absence of a steel core in the A50 cables. Such low-temperature
annealing under load contributes to the fact that the grain size in the direction of stretching
increases more than in the transverse direction, that is, there is some “pulling” of the grains
in the direction of the load [53], as it was observed on the EBSD maps obtained from the
longitudinal sections of A50 wires [10].

The application of the densitometry method to the wires after the sequential removal
of near-surface layers of a certain thickness by etching has made it possible to quantify the
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NSDLs’ characteristic thicknesses (Figure 7), amounting to ~10 μm and ~30 μm for wires of
both types. In both cases, when approaching the surface, the integral density ρd measured
by densitometric technique decreases according to a law close to the exponential-decay
law. The greatest drop in ρd is observed in a narrow near-surface layer up to ~10 μm
(~80–85% of the total reduction), the smallest value of ρd being near the surface. Taking into
account the absence of light chemical elements in sufficiently large quantities according
to the results of the EDX microanalysis (Table 3 and Section 3.1), obviously, it indicates
the presence of defects of a void nature (nano and micropores, microcracks) in the narrow
near-surface layer, the concentration of these defects increasing when approaching the
surface. Deeper inside a wire, ρd grows weakly until stabilization at depths from ~10 μm
to ~30 μm from the surface, apparently due to a decrease in the number of defects. Such a
change in the density and in the number of defects is expected since it is the surface of a
wire that is affected by the environment and neighboring wires in the first place.

As noted in Section 3.3, the presence of a steel core leads to the phenomenon that
in a narrow (~5 μm thick) near-surface layer of an AC50 wire, the integral density defect
ΔρdL/ρdL (calculated by Formula (3)) is somewhat smaller (by ~0.1–0.2%) in absolute value
than in an A50 wire (Figure 7), i.e., the integral density ρdL in this thin layer in the AC50
sample obtained by densitometric measurements of the wire after etching (Formula (2)) is
slightly higher than that in the A50 wire. Moreover, the integral density ρd of the entire
AC50 wire is ~0.05% higher than that of the A50 wire.

Thus, the density of NSDL in AC50 wire and the integral density of the entire AC50
wire are greater than in A50 wire, which can be caused by various reasons.

First, when the cable is stretched because of sagging and under the influence of the
surrounding atmosphere, changes in ambient temperature, and vibrations caused by the
wind, the parameter a of the unit cell of the wire Al-material increases, as was established
by XRD studies (Figure 13a). As a result of stretching the crystal lattice of Al wires after
operation, the X-ray density ρx of the wire Al material, calculated from structural data,
decreases (see Formula (4) and Figure 13b). Obviously, this also leads to a decrease in the
integral density ρdL of NSDL and the integral density ρd of the entire wire, measured by
densitometry. The same causes lead to the formation of microvoids (microcracks) with a
higher concentration of them near the surface due to the effect of fretting, which leads to a
decrease in the ρdL in NSDL and the integral density ρd of the entire wire. In the presence
of a steel core, the influence of many of the above listed factors (sagging, vibrations, etc.),
leading to a reduction in the integral density of the NSDL and the whole wire, is reduced.
As a result, the integral densities ρdL of NSDL in the AC50 wire and the ρd of the entire
AC50 wire degrade (decrease) less than in the A50 wire.

Second, as is known, the maximum acceptable operating temperature of wires of the
A50 and AC50 types does not exceed 90 ◦C, with the possible interval of air temperature
being from −40 ◦C to +40 ◦C. It is worth recalling that the coefficients of linear thermal
expansion are different for aluminum and steel. So, under certain conditions, despite the
fact that steel is much stronger than aluminum, the tension of the aluminum part of the
wire can noticeably weaken as the temperature rises, whereas the mechanical load on the
steel elements of the wire increases slightly. It is possible that this is just a circumstance that
provides a greater value of densities ρdL in NSDL and ρd of aluminum wires of an AC50
type cable after operation compared to an A50 cable without a steel core.

Furthermore, taking into account the fact that densities ρd of wire and ρdL of wire
NSDL obtained by the densitometric method are integral quantities averaged, respectively,
over the densities of all wire or wire NSDL components, the higher density ρdL in NSDL of
the Al wires of the AC50 cable compared to the A50 cable, at least at depths up to ~5–10 μm
(and, accordingly, a lower value in terms of the absolute magnitude of the negative density
defect ΔρdL/ρdL, see Figure 7) can be due to a larger proportion of Al oxides formed in the
NSDL of wires of the AC50 cable (Figure 11), probably as a result of the oxidizing action of
the steel core. These aluminum oxides (δ- and/or δ*-Al2O3) are characterized by a higher
nominal calculated XRD density (~3.7 g/cm3) [51,52] compared to Al (~2.7 g/cm3) [50].
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Hence, the observed integral density ρdL of NSDL and, consequently, the total integral
density ρd of the Al wires of an AC50 type cable will be higher than that of an A50 cable.
However, it should be noted that alumina crystallites formed in NSDLs of wires are much
denser and harder than aluminum crystallites. It enhances the influence of the fretting
effect and, as noted above, leads to the opposite effect of a decrease in density due to the
formation of void defects. Since in AC50 wires, probably due to the oxidizing effect of
the steel core, the proportion of aluminum oxides is higher compared to A50 wires, the
influence of both effects in AC50 wires will arise competitively. On the one hand, due to the
greater proportion of aluminum oxides with a higher XRD density than the XRD density of
aluminum, integral densities ρd and ρdL increase. On the other hand, due to the greater
influence of fretting, more voids are formed and the integral densities ρd and ρdL decrease.

Profiling the near-surface layer by analyzing XRD reflections with different Bragg
angles 2θB corresponding to different X-ray-penetration depths has confirmed the presence
of NSDLs in Al wires of both types and made it possible to obtain their quantitative charac-
teristics. All trends indicated by the results of density measurements discussed above are
also confirmed. As a result of the smooth expansion of the Al lattice (an increase in the unit
cell parameter a of the wire Al material) while approaching the sample surface, the X-ray
density ρx calculated from the structural data decreases (see Formula (4)). This decrease in
ρx with decreasing depth T from the surface occurs according to an exponential decay law
similar to the dependence of the densitometric density ρdL of the near-surface layer on the
thickness Tetch of the layer removed by etching, although flatter (cf. Figures 7 and 15b).

Based on the dependences ρx(T) obtained from the analysis of XRD reflections corre-
sponding to different X-ray penetration depths (i.e., different depths from the wire surface),
two characteristic thicknesses of NSDLs of the wires were estimated. One of the charac-
teristic thicknesses obtained from XRD studies (Section 3.4) is close to the characteristic
NSDL thickness of ~30 μm obtained from densitometric measurements. In particular, the
characteristic thickness Tlayer, corresponding to the density ρx

Tlayer ~99.6% of the density
ρx

bulk in the bulk of wire, is Tlayer = 36.4–39.1 μm for A50 wires and Tlayer = 35.9–38.2 μm
for AC50 wires of different service life lengths (Figure 16).

Thus, the presence of a steel core (in ACSR (AC50) cable) results in a lower Tlayer,
i.e., in a smaller thickness of that part of the NSDL where the main drop of the X-ray
density ρx occurs (~50–70% of the total decrease from ρx

bulk) when approaching the surface.
Although the second characteristic thickness Tlayer

sat, which corresponds to the density ρx
sat

~99.99% of ρx
bulk and thus to the entire thickness of the layer from the surface, where almost

the entire observed decrease in the X-ray mass density ρx (~99%) occurs, is practically the
same for A50 and AC50 type wires after 18–20 years of operation (115 μm–119 μm) and
~1.5 times more after 8–10 years of service for AC50 wire (with steel core) than for A50 wire
without steel core (160 μm vs. 96 μm, respectively). At the same time, in wires without
operation, the value of Tlayer

sat of the total thickness of NSDL in AC50 wire was, on the
contrary, ~2.5 times less compared to A50 wire (respectively, ~56 μm vs. ~22 μm, see
Figure 16). It is possible, however, that such a non-smooth (irregular) dependence of the
total thickness of Tlayer

sat of NSDL in AC50 wires on the cable-operation duration t, in
contrast to the almost linear increase in Tlayer

sat for A50 wires, is not due to the presence of
a steel core in AC50 wires, but to the peculiarities of manufacturing the cables under study.

A noticeable difference in the amplitude of changes in the unit cell parameter a of
the wire Al material and, thus, in both the calculated X-ray density ρx and density defect
Δρx/ρx depending on the depth T from the surface (Figure 15a,b) is another peculiarity
obtained from the analysis of XRD reflections from wires, which indicates a notable effect
of the steel core in cables AC50 and A50 of the same cross section of ~50 mm2 of the Al
component of the cables. For unused wires and at depths T ≈ 25 μm–36 μm from the
wire surface after operation for both types of cables, the approximation dependences ρx(T)
practically coincide. On approaching the surface, the approximation curves ρx(T) begin
to diverge for operated wires of different types, and the closer to the surface they get, the
greated. Moreover, in the presence of a steel core, the decrease in ρx(T) and in Δρx/ρx
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is smaller. For example, near the surface (T ≈ 12 μm) of wires from cables of the AC50
and A50 types, respectively, after 8 years–10 years of operation, the density defect Δρx/ρx
decreases in absolute value by ≈9 and ≈14 times compared to the value established for the
depth from the surface Tlayer. After 18 years–20 years of operation, this difference is ≈21
and ≈23 times for AC50 and A50 wires, respectively.

Thus, in the presence of a steel core in the cable after operation in overhead power lines,
the decrease in the X-ray density ρx in the NSDLs of the cable wires when approaching
the surface from the depth of the wire occurs more gently. This flatter course of ρx(T) in
NSDLs of AC50 wires indicates that the degradation (“aging”) of the AC50 wires from
cables with steel cores is slower. The quantitative characteristics of wire degradation
were obtained by analyzing the wire parameters averaged over all observed reflections,
i.e., over the NSDL with a thickness of ~35.5 μm (Figure 13a,b). In the presence of a steel
core (ACSR (AC50) cable), the rate of expansion of the crystal lattice and, thus, that of
decrease in the X-ray density ρx of the Al material of wires in NSDL with a thickness of
~35.5 μm is ~1.2 times lower (−2.13(7) · 10−4 g/cm3/year for AC50 wires in comparison
to −2.52(8) · 10−4 g/cm3/year for A50 ones, see Section 3.4). As a result, the delay in the
degradation of the lattice and ρx of the Al material of the AC50-type wires ranges from
~1 year after a service life of ~10 years up to ~3 years after ~20 years of operation.

The method of calculating ρx (namely, from the unit cell volume of the Al material in
NSDLs of wires (Formula (4)) directly indicates that the cables are less stretched because
of vibrations due to wind and, possibly, temperature fluctuations of the surrounding
atmosphere, which are the main reasons for the higher density ρx in NSDL of Al wires
from AC50 cables compared to A50 ones. Due to the stabilizing effect of the steel core, the
wires of an AC50 cable are less affected by vibrations and stretches. As a result, the Al
lattice of the wire material of AC50 cable expands less, and accordingly, the X-ray density
ρx estimated from XRD structural data decreases less compared to A50 wires.

The ~10% lower rate of amplification of the effects of the preferential orientation of
XRD reflections attributed to the Al material of the wires of the AC50-type cable during
operation with an increase in service life from 8 to 20 years compared to those of the
A50 one with an increase in service life from 10 to 18 years (Table 4 and Figure 10) can
probably also be associated with the stabilizing effect of the steel core in AC50 wires and,
thus, limitation of the cable stretch during vibrations because of the wind influence. This
observation is also consistent with the result of the EBSD analysis (Section 3.2), that in the
near-surface layer of AC50 wires there is a less pronounced tendency to align the crystal
lattice of grains along one common direction than for A50 wires.

The lower stretch of the AC50 cable during service due to the stabilizing effect of a
steel core in comparison to the A50 cable without a steel core is probably also a reason for
the lower value of average microstrain εs formed in the Al crystallites of NSDL of wires of
AC50 cables after service in comparison with that of A50 cables (Figure 14b). Moreover,
apparently, the same reason is associated with a lower value of microstrains εs

sat observed
at depths T below the wire surface in AC50 wires after operation compared to A50 ones
(Figure 19). In this case, directly at a depth from the surface down to T ≈ 12.5 μm, the
wires of both types are apparently relaxed (εs = 0), which seems to be the natural state of
the surface of the wires.

One can see from Figure 15b for AC50 wires and from [10] for A50 samples that the
value of the X-ray density ρx

bulk in the bulk of the wire at depths T of 200 μm and more (and,
accordingly, the value ρx

sat = 0.9999 · ρx
bulk), which are estimated by extrapolation from the

approximation curves ρx(T) for unexploited samples A50 and AC50, are close to each other.
Quantitative estimation by approximating curves ρx(T) gives ρx

bulk = 2.6987(2)g/cm3 and
2.6970(2) g/cm3 for A50 and AC50, respectively. These ρx

bulk values also agree satisfactorily
with the average density values in NSDL of wires ρx = 2.6973(2) g/cm3 and 2.6972(2) g/cm3

(Table 4). Therefore, the X-ray densities ρx estimated for NSDLs of wires and their bulk agree
satisfactorily for the two types of zero-service-life wires. These estimated values of ρx are
larger than the tabular calculated X-ray density of Al material at a temperature of 312.3 K,
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which is close to the temperature of XRD measurements in this work (ρx = 2.6964 g/cm3

according to PDF-2 card 01-071-4008). As discussed in Section 3.4, this discrepancy may be
because of the inclusion of a few Si and Fe atoms in the Al structure, which are present in
the composition of wires according to EDX (Table 3, Figure 1a,b and Ref. [37]).

For wires of both types, when service life increases from 0 to 18–20 years, a decrease
in both the X-ray density ρx of the Al material averaged over NSDL of 35.5 μm thick
(i.e., averaged over the near-surface layer with a thickness of about 1st characteristic thick-
ness Tlayer of NSDL from the wire surface, see Figure 13b) and the integral density ρd of
entire wire (Figure 8) obtained from densitometry measurements is observed. Moreover, for
A50 wire from the AAAC type cable, the average X-ray density defect Δρx/ρx (NSDL char-
acteristic) and the defect of the integral (densitometric) density of the entire wire increase
in absolute value from ~0% for unused wire to practically the same value ≈ −0.17% after
18 years of operation. In the case of AC50 wires from the ACSR cable, the average defect
of the X-ray density of NSDL wire is also ~0% for unused wire and Δρx/ρx = −0.162(1)%
after 20 years of operation, i.e., somewhat less in absolute value than for A50 wire with
a comparable service life. Thus, although the tendency to decrease the density ρx of the
NSDL with a thickness of Tlayer ~35.5 μm is the same for both types of cables, for AC50
wire the decrease is less than for A50 wire, which once again emphasizes the stabilizing
effect of the steel core in AC50 cables.

However, as one can see from the inset to Figure 15b for AC50 wires and Ref. [10] for
A50 wires, unlike the average ρx in NSDL of a thickness from the surface of about Tlayer

~35.5 μm, the XRD density ρx
sat = 0.9999 · ρx

bulk at depths T = Tlayer
sat (~100 μm–160 μm for

wires after operation ~10–20 years) does not decrease but increases with an increase in ser-
vice life from 0 to ~20 years. Figure 23 shows the obtained values of the density ρx

bulk and
the unit cell parameter abulk of the Al material in the bulk, recalculated from ρx

bulk using For-
mula (4) depending on the service life t. For both kinds of wires, the initial value (t = 0 years
of operation) of ρx

bulk is close to the tabular value ρx of pure Al powder at a temperature
approximately equal to the temperature of XRD measurements in this work. As can be seen,
the dependences ρx

bulk(t) for wires of both types qualitatively resemble the dependences of
the fraction q(t) of the Al2O3 phases in the wires (Figure 11). For wires of the A50 cables,
the dependences ρx

bulk(t) and q(t) are close to linear in the interval from 0 to 18 years, with
the density ρx

bulk increasing from the initial value by ≈0.4% to ρx
bulk = 2.7092(2) g/cm3

after 18 years of service. In the presence of a steel core (the AC50 cables), ρx
bulk increases

from the initial value to almost the same value ρx
bulk = 2.7091(2) g/cm3 after 8 years of

service, slightly decreasing to ρx
bulk = 2.7085(2) g/cm3 after 20 years of operation.

Figure 23. Dependences of the densities ρx
bulk and unit cell parameters abulk in the bulk of the wires

from the cables of AAAC (A50) and ACSR (AC50) types on the service life t of the cables.
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This contradiction can probably be qualitatively explained as follows. The integral
density ρd obtained in densitometric investigations is a characteristic of the entire wire
volume (NSDL and bulk, including all crystalline and non-crystalline phases), which is
measured experimentally. On the contrary, the X-ray densities ρx

bulk in the bulk of the wires
are estimated from the approximation dependences of the X-ray densities ρx(T) down to
large depths T ~200 μm from the surface, where the experimental values of ρx are calculated
from the experimental values of the unit cell parameter a of the Al material in the NSDL of
wires at depths T from ≈12.5 μm to ≈35.5 μm. Along with a possible partial overestimation
of the value of ρx

bulk due to experimental errors in determining the Bragg angles 2θB of
the observed Al reflections and, accordingly, the individual values of the X-ray density ρx
corresponding to these reflections, another physical reason for the increase in the X-ray
density of ρx

bulk in the volume (in the bulk) of wires can be considered. The increase in
the density ρx

bulk in the bulk of the wires corresponds to the compression of the lattice in
the bulk and correlates with the increase in the proportion of aluminum oxides δ- and/or
δ*-Al2O3 (Figure 11), with higher mass densities ~3.7 g/cm3 than ~2.7 g/cm3 of aluminum.
Presumably, the formed aluminum oxide crystallites compress the Al lattice of the wire
material, the values of ρx

bulk increasing consequently.
Structural and microstructural data obtained by the methods of EBSD, XRD, and

densitometry fully explain the changes in elastic and microplastic properties during the
operation of wires (Figure 22). The decrease in the elastic modulus E for the A50 for the
entire 18-year period of operation and after 8 years of service for the AC50 is most likely due
to a decrease in the integral (ρd) and XRD (ρx) density of samples detected by densitometry
and XRD methods. A slight increase in the E modulus for the AC50 from 0 to 8 years of
operation can be explained by taking into account the data on the proportion of aluminum
oxides shown in Figure 11. For AC50, after 8 years of service, the volume fraction of Al2O3
oxides in the wire NSDL is almost three times greater than for A50. According to the
literature data, the elastic modulus for Al2O3 is E = 247–380 GPa compared to E ~70 GPa
for Al, therefore, the formation of such a layer contributes to the increase in the elastic
modulus of the AC50 wire. With an increase in the service life of up to 20 years, it is likely
that the formation of defects of a hollow nature (nano and micropores, etc.) in Al wires is
decisive for changing the E modulus and leads to its decrease in AC50 wires. In addition,
the alignment of the crystal structure of grains in the near-surface layer along one direction
and their elongation in the direction of stretching [10] and the crystallographic texture of
crystallites along [011], which is enhanced for both types of wires during their operation,
can also affect the modulus of elasticity [54].

In the behavior of the amplitude-independent decrement δi, depending on the oper-
ating time t (Figure 22), it can be noted that for AC50, the decrement δi changes slightly,
while for A50, its changes are substantial. The observed change for the A50 is most likely
due to more intensive plastic deformation processes caused by a greater load resulting
from the absence of a steel core. This is also indirectly confirmed by the results of EBSD
for longitudinal sections of A50 wires, according to which the process of changing the
shape of the grains to a more elongated one in the direction of the load action takes place
in the surface layer [10]. At the same time, the non-monotonic nature of the change in
δi(t) for A50 correlates with the dependence of the sizes of the crystallites D(t) (Table 4
and Figure 14a). These microstructural changes are associated, among other things, with a
change in the dislocation structure of the material, which determines the changes in the
decrement δi. The same structural changes also affect the change in the microplastic stress
σs(t) (Figure 22), which demonstrates the positive effect of the steel core in overhead power
line cables, leading to the preservation of a high level of σs in AC50 wires with a service
life of up to 20 years for the studied samples.

Thus, EBSD, densitometry, and XRD methods have shown that the steel core in
AC50 type cables leads to a slower change in NSDL of Al wires from cables of this type
compared to wires from A50-type cables (without steel core). Remarkably, acoustic studies
demonstrated less change and even improvement in the deformation characteristics of
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AC50 wires compared to A50 wires, which correlates with the results of EBSD, densitometry,
and XRD.

5. Conclusions

The studies carried out using EDX, EBSD, densitometry, XRD, and acoustic tech-
niques have made it possible to quantitatively estimate the structural, microstructural,
and deformation characteristics of Al wires from AAAC (A50) and ACSR (AC50, or
AC50/8 in full designation) overhead power line cables after different service life periods
from 0 to 20 years.

It has been found that NSDLs with defects of a void nature are formed in Al wires of
both types. The integral density ρd, which is measured using the densitometric method,
and the X-ray density ρx, which is calculated from the unit cell parameter a of the lattice of
the Al material in NSDL of wires, decrease according to a law close to the exponential-decay
law as the depth T from the surface decreases, although more gentle in the case of ρx(T)
than ρd(T). With an increase in the operating time, the ρx and ρd values at depth ~12.5 μm
near the wire surface decrease significantly (density defect Δρx/ρx ≈ −1.1% after a service
life of ~20 years in comparison to Δρx/ρx ≈ −0.2% in non-exploited samples and ≈ 0% in
the bulk).

The characteristic thicknesses of NSDLs of ~10 μm, ~30 μm–40 μm, and ~100 μm–160 μm
for the two types of wires after operation were established, corresponding to ~(80–85)% of
the total drop of ρd, ~100% of the total decrease in the ρd and ~50%–70% of the total decrease
in ρx, and a ~99% decrease in the X-ray mass density ρx, respectively. The difference in the
results obtained by the methods of densitometric and XRD profiling is associated with the
different sensitivity of the methods to different effects on the wires during operation. In the
case of X-ray density ρx, which is calculated from structural data, the structural state of the
Al material of the NSDL of wire will play a major role. The Al lattice of the NSDL of wire
expands when approaching the surface, and, accordingly, the X-ray density ρx decreases,
which is mainly due to the formation of defects of a void nature in the NSDL of wires
under the action of vibrations due to wind, temperature fluctuations of the surrounding
atmosphere, and fretting. In the case of densitometric density ρd, which is an integral value,
an important role is also played by the contribution of other phases, aluminum oxides in
particular, the crystallites of which are formed when the service life increases, which, in
turn, leads to the formation of a larger number of void defects near the surface because of
the fretting amplification.

The presence of a steel core plays a stabilizing role in changing the structural, mi-
crostructural, and deformation characteristics.

In the presence of a steel core in the AC50 type cables, the wires of this cable show
a ~0.2% lower drop in both integral and X-ray densities in comparison with the wires of
AAAC A50 cables with comparable service life durations. Furthermore, in the presence of a
steel core (ACSR-type AC50 cable), the thickness Tlayer of that part of the NSDL where the
main decrease in X-ray density ρx (~50–70% of the total drop) occurs when approaching the
surface is 1–2% less than that in wires from AAAC-type A50 cables without a steel core. For
wires from AC50 cables, a smaller value of microstrains is observed, which are formed at
depths T ≥ 15 μm from the wire surface in NSDL after operation, compared to A50 cables,
and it is associated with the steel core effect limiting cable vibrations because of wind.

The degradation rate of the average parameter a of the Al cubic unit cell of wires
with a service life of 0–20 years and their density ρx, which is calculated from XRD data in
NSDL with a thickness of ~35.5 μm, with the service life in the presence of a steel core is
noticeably lower (respectively, 1.07(3) · 10−4 Å/year and −2.13(7) · 10−4 g/cm3/year for
AC50 wires compared to 1.26(4) · 10−4 Å/year and −2.52(8) · 10−4 g/cm3/year for A50
wires). As a result, the expansion of the lattice in the NSDL and, accordingly, the decrease
in the X-ray density ρx of the NSDL Al wire material from A50 type cables without a steel
core occurs faster by ~1 year after a service life of ~10 years and by ~3 years after ~20 years
of operation.
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At the same time, in comparison with A50 cables, the presence of a steel core in
AC50-type cables leads to a significantly smaller change in the deformation characteristics
of AC50 wires and, even, to some improvement in their early stages of operation, lasting at
least up to 8 years. This smaller change and improvement in the deformation characteristics
of AC50 wires is associated with less development of defects in the near-surface layer
of up to ~30 μm thick for wires made of AC50 type cables compared to wires made of
all-aluminum A50 cables.
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Abbreviations

The following abbreviations and nomenclature are used in this manuscript:
A50 AAAC cable with an Al conductor cross-section of 49.5 mm2

A7E grade of cold-drawn aluminum according to GOST
AAAC all aluminum alloy aonductor

AC50 (AC50/8)
ACSR cable with Al conductor cross-section of ~50 mm2 and ~8 mm2

cross-section of steel core
ACSR aluminum conductor steel reinforced
a.m.u. atomic mass unit
EBSD electron backscattering diffraction
EDX energy dispersive X-ray microanalysis
e.s.d., e.s.d.s. estimated standard deviation(s)
FWHM full width at half-maximum of XRD reflection
GOST interstate technical standard
NSDL, NSDLs near-surface defect layer(s)
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PDF-2 Powder Diffraction File-2
pV pseudo-Voigt
Ref., Refs. Reference(s)
SEM scanning electron microscopy
SSP size-strain plot
SM Supplementary Materials
WHP Williamson–Hall plot
XRD X-ray diffraction
e.g., Latin” exempli gratia” (for example)
i.e., Latin “id est” (that is)
etc. Latin “et cetera” (and so on)
cf. Latin “confer” (compare)
2θ diffraction angle

2θB
Bragg angle of XRD reflection corrected to angular corrections
(zero shift Δ2θzero and displacement Δ2θdispl)

2θobs observed Bragg angle of XRD reflection
Ar tabular value of the atomic mass of aluminium
a cubic unit cell parameter of Al

a0
parameter of the Al cubic unit cell in the bulk of a new
(0 years of service) wire

abulk parameter of the Al cubic unit cell in the bulk of wire of
non-zero service life

Bint integral width of XRD reflection
Ca.m.u. conversion factor of a.m.u. into gram
D average size of crystallites

D0

mean square root value of crystallite size after averaging the Dhkl
0

values over all reflections in framework of model with absence of
microstrains (εs = 0)

Dhkl size of crystallite corresponding to XRD reflection with Miller indices hkl

t
size of crystallite corresponding to XRD reflection with Miller indices hkl
in framework of model with absence of microstrains (εs = 0)

E Young’s modulus (modulus of elasticity, elastic modulus)
Ei amplitude-independent Young’s modulus
f oscillation frequency of wire-samples
FWHMcorr FWHMobs corrected for instrumental broadening
FWHMobs observed full width at half-maximum of XRD reflection
hkl Miller indices of XRD reflection
[hkl] Miller indices of crystallographic direction
KScherrer coefficient in Scherrer equation
Kstrain coefficient in Wilson–Stokes equation
Imax maximum intensity of XRD reflection

Imax
022, Imax

111, Imax
002 maximum intensitie of XRD reflection with Miller indices 022, 111,

and 002, respectively
Iint integral intensity of XRD reflection
Iint

Al integral intensity of the strongest Al reflection
Iint

Al
2

O
3 integral intensity of the 121 δ*-(212 δ-) Al2O3 reflection

l wire-sample length
m0 mass of the sample before polishing (etching)
mi mass of the sample after polishing of the ith layer
N5, N5-1, etc. Number 5, Number 5-1, etc.

p
a parameter of wire Al material (unit cell parameter a or X-ray
mass density ρx)

p0
a bulk parameter of Al material of a new (0 years of service) wire
(unit cell parameter a0 or X-ray mass density ρx)

q fraction of the Al2O3 crystalline phases in wires

R0
radius of the wire-sample in the form of a cylindrical rod
(before polishing (etching))

t service life duration
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T
depth from the wire surface or or penetratiun depth or temperature
(in dependence on context)

Tetch thickness of the layer removed by polishing (etching)

Tlayer
layer thickness corresponding to depth where ~70% of the decrease in the
mass density ρx occurs in comparison to the ρx

200μm value

Tlayer
sat layer thickness corresponding to depth where ~99% of the decrease in the

mass density ρx occurs in comparison to the ρx
200μm value

Thkl
pen

penetration depth of X-ray radiation, corresponding to XRD
reflection with Miller indices hkl

Vcell volume of the Al cubic unit cell
Z number of formula units in the Al unit cell
Δ2θdispl displacement correction
Δ2θstep 2θ step of XRD scanning
Δ2θzero correcting shift of the zero of the counter
Δa/a defect (relative change) of the unit cell parameter a
(ΔE/E)h amplitude-dependent Young’s modulus defect (amplitude-dependent variation of E)
Δρd/ρd defect (relative change) of the mass density ρd
ΔρdL/ρdL density defect value of the etched layer
Δρx/ρx defect (relative change) of the mass density ρx
δ (logarithmic) decrement of the sample material ((logarithmic) decrement of elastic vibrations)
δ2θB e.s.d. of Bragg angle 2θB
δρd/ρd relative error of integral density ρd
δa e.s.d. of the Al cubic unit cell parameter a

δi
amplitude-independent part of the logarithmic decrement
δ (amplitude-independent decrement of elastic vibrations)

ε vibrational strain amplitude (vibrational deformation)
εd non-linear inelastic strain (non-linear inelastic deformation)
εs absolute value of average magnitude of microstrains
εs

hkl absolute value of microstrain corresponding to XRD reflection with Miller inices hkl

εs
sat average microstrain εs

sat in the NSDL at depths T ≥ 15 μm if the crystallite size is
fixed and equal to the crystallite size at a depth of T ~12.5 μm

θ half a diffraction angle
θB half a Bragg angle of XRD reflection 2θB
λ wavelength of Cu-Kα1 radiation (after correction of Cu-Kα2 contribution)
μl the linear mass absorption coefficient of material
ρ mass density

ρd
mass density of material measured by densitometry technique
(‘densitometric density‘, ’integral density’)

ρd0
density of a sample before polishing (etching) measured
by densitometry technique

ρdi
density of a sample after polishing (etching) of the ith layer measured by
densitometry technique

ρdL mass density of the etched layer obtained by densitometry technique

ρx
mass density of material calculated according to XRD structural data
(‘XRD density’, ‘X-ray density’)

ρx
12.5μm XRD mass density at depth of 12.5 μm from the surface

ρx
200μm XRD mass density at depth of 200 μm from the surface

ρx
bulk XRD mass density in the bulk of the wire-sample

ρx
Tlayer XRD mass density of Al material at a depth of Tlayer

ρx
sat XRD mass density of Al material at a depth of Tlayer

sat

ρx0 XRD density in the bulk of a new (0 years of service) Al wire
ρx 0 years mean density of the A50 wire N5-2 (service life of 0 years)
σ amplitude of vibrational stress (microplastic deformation, microplastic stress)

σs
microplastic flow stress (microplastic stress, micro-flow stress) equal to σ at inelastic
strain εd = 5.0 × 10−8

Φ Euler angle (angle of nutation)
ϕ1 Euler angle (angle of intrinsic rotation)
ϕ2 Euler angle (angle of precession)
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Abstract: The Griffith crack problem and the interaction between screw dislocation and semi-infinite
crack in cubic quasicrystal piezoelectric materials are studied by using the complex variable function
method. The stress intensity factors and electric displacement intensity factors are obtained. The
effects of the linear force and coupling elastic coefficient on the stress intensity factor of phonon field
and phason fields are discussed in detail. By numerical examples, it is found that the linear force and
the coupling elastic constant have a significant effect on the stress intensity factor.
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1. Introduction

Since solid quasicrystals were reported in 1984, their physical properties have at-
tracted extensive attention. In terms of the piezoelectric effect of quasicrystals, researchers
have also done a lot of research. Hu et al. [1] derived the piezoelectric constants of two-
dimensional (2D) and three-dimensional (3D) quasicrystals using thermodynamics and
group representation theory. Altay and Dökmeci [2] studied the basic equation of qua-
sicrystal piezoelectricity and gave the basic equation of the quasi-static electric effect of
3D quasicrystal elastic materials through differential and variational forms. Li et al. [3]
studied the basic solution of the one-dimensional (1D) hexagonal quasicrystal piezoelectric
problem, and expressed the basic solution by five quasi-harmonic functions using operator
theory and generalized Almansi theorem. Yu et al. [4] derived the governing equations
of each crystal system of 1D quasicrystal piezoelectric materials, and gave the general
solutions of the governing equations by using the operator method and complex method.

Since the establishment of the elastic theory of quasicrystal piezoelectric materials,
although many achievements have been made, most of the research has been focused on
1D and 2D quasicrystal piezoelectric materials [5–13]; there have been few studies on the
fracture of 3D quasicrystal piezoelectric materials. Because the elasticity of quasicrystal
piezoelectric materials is similar to that of quasicrystal materials, the defect problem of 3D
cubic quasicrystal piezoelectric materials can be studied by means of the defect problem
of 3D cubic quasicrystal materials. However, due to the piezoelectric effect, the defects of
quasicrystal piezoelectric materials are more complicated. For cubic quasicrystal materials,
some research results have focused on the defects problem. Zhou et al. [14] studied the
anti-plane problem and mode ш crack problem of cubic quasicrystals, resulting in new
developments in the elastic theory of cubic quasicrystals. Zhang [15] studied the anti-
plane conjugate crack problem; general solutions for the stress and strain of conjugate
cracks in cubic quasicrystal were obtained. Gao et al. [16] studied the elliptical hole or
crack problem, and obtained analytical expressions for both entire and asymptotic fields.
Suo et al. [17] studied the effect of T stress on the cross-type cracks in cubic quasicrystals.
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These studies focused on cubic quasicrystal materials, and the methods involved can
be used to solve the defect problems of cubic quasicrystal piezoelectric materials. For
cubic quasicrystal piezoelectric materials, Zhang et al. [18] studied the free vibration of
plates, producing one of the few research studies focusing on the defect problem of cubic
quasicrystal piezoelectric materials. In this paper, the Griffith crack problem and the
interaction between screw dislocation and semi-infinite crack in 3D cubic quasicrystal
piezoelectric materials are studied. The main factors affecting the stress intensity factor will
be discussed.

2. Basic Equations of Cubic Quasicrystal Piezoelectric Material

In the spatial rectangular coordinate system xi(i = 1, 2, 3), the basic equations of the
anti-plane elasticity problem for cubic quasicrystal piezoelectric materials can be expressed
as follows:

The constitutive equation [19]

⎡
⎢⎢⎢⎢⎢⎢⎣

σyz
σzx
Hyz
Hzx
Dx
Dy

⎤
⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎣

C44 0 R3 0 −e14 0
0 C44 0 R3 0 −e14

R3 0 K44 0 −d123 0
0 R3 0 K44 0 −d123

e14 0 d123 0 λ11 0
0 e14 0 d123 0 λ11

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎣

2εyz
2εzx
2ωyz
2ωzx

Ex
Ey

⎤
⎥⎥⎥⎥⎥⎥⎦

, (1)

the equilibrium equation (regardless of body force) [20]

σiz,i = 0, Hiz,i = 0, Di,i = 0 (i = x, y, z), (2)

and the geometric equation

εyz =
1
2

∂uz
∂y , εzx = 1

2
∂uz
∂x , ωyz =

1
2

∂wz
∂y ,

ωzx = 1
2

∂wz
∂x , Ex = − ∂Φ

∂x , Ey = − ∂Φ
∂y ,

(3)

where uz represents phonon field displacement, wz represents phason field displacement,
and Φ represents electric potential. The σij, εij represent the stress and strain of phonon
field, respectively; Hij, ωij represent the stress and strain of phason field, respectively;
Dij represents electric displacement; Ei represents electric field strength; C44 is the elastic
coefficient of the phonon field; K44 is the elastic coefficient of the phason field; R3 is
the coupling coefficient between the phonon field and phason field; e14 and d123 are the
piezoelectric constant; and λ11 is the dielectric constant.

By Equations (1)–(3), the governing equations expressed by displacement and electric
potential can be obtained as follows:

C44∇2uz + R3∇2wz + 2e14
∂2Φ
∂x∂y = 0,

R3∇2uz + K44∇2wz + 2d123
∂2Φ
∂x∂y = 0,

2e14
∂2uz
∂x∂y + 2d123

∂2wz
∂x∂y − λ11∇2Φ = 0,

(4)

where ∇2 = ∂2

∂x2 +
∂2

∂y2 is the Laplace operator.
Thus, the anti-plane elasticity problem of cubic quasicrystal piezoelectric materials

is reduced to solving the system of partial differential Equation (4) under appropriate
boundary conditions.
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3. Basic Solution for the Fracture Problem of Cubic Quasicrystal
Piezoelectric Materials

Equation (4) can be rewritten [4] as follows:

AU = 0 (5)

where U = (uz, wz, Φ)T and A is a matrix of differential operators

A =

⎡
⎢⎢⎣

C44∇2 R3∇2 2e14
∂2

∂x∂y

R3∇2 K44∇2 2d123
∂2

∂x∂y

2e14
∂2

∂x∂y 2d123
∂2

∂x∂y −λ11∇2

⎤
⎥⎥⎦. (6)

From Equation (6), the determinant of A can be given as follows:

|A| = a
∂6

∂y6 + b
∂2

∂x2
∂4

∂y4 + b
∂4

∂x4
∂2

∂y2 + a
∂6

∂x6 , (7)

in which

a = λ11

(
R2

3 − C44K44

)
, b = 4

(
2e14d123R3 − d2

123C44 − e2
14K44

)
+ 3λ11

(
R2

3 − C44K44

)
.

Now, we introduce a function F that satisfies the equation

∇2
1∇2

2∇2
3F = 0 (8)

where ∇2 = ∂2

∂x2 + 1
t2
i

∂2

∂y2 (i = 1, 2, 3) and t2
i are the three characteristic roots of equation

at6 − bt4 + bt2 − a = 0.
According to the operator theory, the general solution of Equation (5) can be expressed

as follows:
uz = Ai1F, wz = Ai2F, Φ = Ai3F, (i = 1, 2, 3). (9)

Let i = 2, then the cofactor of the matrix A can be expressed as follows:

A21 = λ11R3
∂4

∂x4 + 2(λ11R3 + 2e14d123)
∂4

∂x2∂y2 + λ11R3
∂4

∂y4 ,

A22 = −λ11C44
∂4

∂x4 − 2
(
λ11C44 + 2e2

14
)

∂4

∂x2∂y2 − λ11C44
∂4

∂y4 ,

A23 = 2(e14R3 − d123C44)
(

∂4

∂x3∂y + ∂4

∂x∂y3

)
.

(10)

Substituting Equation (10) into Equation (9), one has the following:

uz = λ11R3
∂4F
∂x4 + 2(λ11R3 + 2e14d123)

∂4F
∂x2∂y2 + λ11R3

∂4F
∂y4 , (11)

wz = −λ11C44
∂4F
∂x4 − 2

(
λ11C44 + 2e2

14

) ∂4F
∂x2∂y2 − λ11C44

∂4F
∂y4 , (12)

Φ = 2(e14R3 − d123C44)

(
∂4F

∂x3∂y
+

∂4F
∂x∂y3

)
. (13)

Assuming that the form of the complex function F(x, y) is F(x, μy), then μ must satisfy
the following characteristic equation [7]:

aμ6 + bμ4 + bμ2 + a= 0 (14)
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Equation (14) has six pure imaginary roots

μ1 = is1 = i, μ2 = is2 = i
√

b + a +
√

b − 3a
2
√

a
, μ3 = is3 = i

√
b + a −√

b − 3a
2
√

a
,

μ4 = −μ1, μ5 = −μ2, μ6 = −μ3,
(

i =
√−1, s1 = 1, μ2μ3 = −1(or s2s3 = 1)

)
According to the properties of the analytic function and Equation (8), the complex

representation of the displacement function F can be given as follows:

F = 2Re
3

∑
k=1

Fk(zk), (15)

where Re represents the real part and Fk(zk) represents three arbitrary analytic functions
with the argument zk = x + μky (k = 1, 2, 3).

By Equations (1), (3), (11)–(13), and (15), the complex representations of the stresses
and electric potential can be obtained as follows:

σyz = −4e14(d123C44 − e14R3)Re
3

∑
k=1

(
μk − μ3

k

)
F(5)

k (zk), (16)

σzx = 4e14(d123C44 − e14R3)Re
3

∑
k=1

(
μ2

k − μ4
k

)
F(5)

k (zk), (17)

Hyz = Re
3

∑
k=1

(
lμk + mμ3

k + nμ5
k

)
F(5)

k (zk), (18)

Hzx = Re
3

∑
k=1

(
n + mμ2

k + lμ4
k

)
F(5)

k (zk), (19)

Dx = 2λ11(d123C44 − e14R3)Re
3

∑
k=1

(
μk − μ5

k

)
F(5)

k (zk), (20)

Dy = −2λ11(d123C44 − e14R3)Re
3

∑
k=1

(
1 − μ4

k

)
F(5)

k (zk), (21)

in which
l = 2λ11

(
R2

3 − C44K44
)− 4d2

123C44 + 4e14d123R3,
m = 4λ11

(
R2

3 − C44K44
)− 4d2

123C44 − 8e2
14K44 + 12e14d123R3,

n = 2λ11
(

R2
3 − C44K44

)
.

4. Griffith Crack Problem

Now, we study the Griffith crack problem with a crack length of 2a, which is subjected
to a pair of linear forces and charges at the distancefrom the origin of the coordinates. The
linear force intensity of the phonon field and the phason field per unit length are Q1 and
Q2, respectively, and the linear charge density is q, as shown in Figure 1.
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Figure 1. Griffith crack in cubic quasicrystal piezoelectric materials.

The complex function Fk
(5)(zk) is assumed as follows:

Fk
(5)(zk) =

Ak

(zk − c)
√

z2
k − a2

, (22)

the constants Ak = αk + βki (k = 1, 2, 3) can be determined by the boundary conditions.
When y = 0, |x| > a, it is required to uz = 0, wz = 0, Φ = 0, then

2λ11R3Re
3

∑
k=1

Ak + 4(λ11R3 + 2e14d123)Re
3

∑
k=1

μ2
k Ak + 2λ11R3Re

3

∑
k=1

μ4
k Ak = 0, (23)

− 2λ11C44Re
3

∑
k=1

Ak − 4
(

λ11C44 + 2e2
14

)
Re

3

∑
k=1

μ2
k Ak − 2λ11C44Re

3

∑
k=1

μ4
k Ak = 0, (24)

− 4(d123C44 − e14R3)

(
Re

3

∑
k=1

μk Ak + Re
3

∑
k=1

μ3
k Ak

)
= 0. (25)

and then we can deduce the following:

3
∑

k=1

(
2λ11R3 − 4(λ11R3 + 2e14d123)s2

k + 2λ11R3s4
k
)
αk = 0,

3
∑

k=1

(−2λ11C44 + 4
(
λ11C44 + 2e2

14
)
s2

k − 2λ11C44s4
k
)
αk = 0,

3
∑

k=1

(
s3

k − sk
)

βk = 0.

(26)

The integration along a small semi-circle around the point of action of a linear force
and charge on x = c, one has

∑ 3
k=1

(
sk + s3

k
)

βk =
Q1

√
a2−c2

4πe14(C44d123−e14R3)
,

πλ11
(

R2
3 − C44K44

) 3
∑

k=1

(
− 1

sk
+ sk + s3

k − s5
k

)
βk

+4πe14(d123R3 − e14K44)
3
∑

k=1

(
sk + s3

k
)

βk = Q2
√

a2 − c2,

3
∑

k=1

(
s4

k − 1
)
αk =

q
√

a2−c2

2πλ11(C44d123−e14R3)
.

(27)

Combining Equations (26) and (27), the expressions of the complex constant Ak can be
obtained as follows:

A1 = i
Q1

√
a2−c2

(
4e14(e14K44−d123R3)s2

3−(C44K44−R2
3)(−1+s2

3)
2
λ11

)
8πe14(−C44d123+e14R3)(C44K44−R2

3)(−1+s2
3)

2
λ11

−i Q2
√

a2−c2s2
3

2π(C44K44−R2
3)(−1+s2

3)
2
λ11

,
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A2 =
q
√

a2−c2s4
3

4π(C44d123−e14R3)(−1+s2
3)(1+s2

3)λ11

+i
√

a2−c2(Q1(e14K44−d123R3)+Q2(C44d123−e14R3))s5
3

2π(C44d123−e14R3)(C44K44−R2
3)(−1+s2

3)
2
(1+s2

3)λ11
,

A3 = q
√

a2−c2

4π(C44d123−e14R3)(−1+s4
3)λ11

+i
√

a2−c2(Q1(e14K44−d123R3)+Q2(C44d123−e14R3))s3

2π(C44d123−e14R3)(C44K44−R2
3)(−1+s2

3)
2
(1+s2

3)λ11
.

(28)

Thus, the complete elastic field can be obtained. After derivation, the corresponding
stress and electrical displacement intensity factors can be expressed as follows:

Kσ =
Q1

√
a + c√

a − c
√

πa
, (29)

KH =
Q2

√
a + c√

a − c
√

πa
, (30)

KDy =
q
√

a + c√
a − c

√
πa

. (31)

Now take a = 5 × 10−3 m to analyze the influence of linear force Q1 on the phonon
field stress intensity factor Kσ (both the phason field stress intensity factor and the electric
displacement intensity factor have similar variation rules with the phonon field stress
intensity factor).

It can be seen from Figure 2 that the stress intensity factor of the phonon field increases
with the increase of c, indicating that the farther the action point is from the origin, the
greater the stress intensity factor. Furthermore, the stress intensity factor increases with the
increase of linear force Q1, and the farther the action point is from the origin, the greater
the influence of the linear force.

Figure 2. Influence of linear force Q1 on the phonon field stress intensity factor Kσ.

5. Interaction between Screw Dislocation and Semi-Infinite Crack

In this section, the interaction between a semi-infinite crack and a screw dislocation
with the Burgers vector B = (b1, b2) is studied. Suppose that the dislocationi s located at
the distance c from the semi-infinite crack tip, as shown in Figure 3.
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Figure 3. A screw dislocation near a semi-infinite crack.

Suppose the analytical formula Fk has the following form:

Fk
(5)(zk) =

Bk
(zk − c)

√
zk

, (k = 1, 2, 3). (32)

the constants Bk = γk + δki (k = 1, 2, 3).
When x < 0, make σyz = 0, Hyz = 0, Dy = 0, we have the following:

3
∑

k=1

(
sk + s3

k
)
γk = 0,

3
∑

k=1

(
lsk − ms3

k + ns5
k
)
γk = 0,

3
∑

k=1

(
1 − s4

k
)
δk = 0.

(33)

when x = c, we have the following:

2π
3
∑

k=1

[−λ11R3 + 2(λ11R3 + 2e14d123)s2
k − λ11R3s4

k
]
δk = b1

√
c,

2π
3
∑

k=1

[
λ11C44 − 2

(
λ11C44 + 2e2

14
)
s2

k + λ11C44s4
k
]
δk = b2

√
c,

3
∑

k=1

(
s3

k − sk
)
γk = 0.

(34)

The following can be obtained from Equations (33) and (34):

γ1 = γ2 = γ3 = 0, (35)

δ1 =

√
c
(

b1

(
4e2

14s2
3 − C44

(−1 + s2
3
)2

λ11

)
+ b2

(
4d123e14s2

3 − R3
(−1 + s2

3
)2

λ11

))
8πe14(−C44d123 + e14R3)

(−1 + s2
3
)2

λ11

, (36)

δ2 =

√
c(b2d123 + b1e14)s4

3

4π(C44d123 − e14R3)
(−1 + s2

3
)2

λ11

, (37)

δ3 =

√
c(b2d123 + b1e14)

4π(C44d123 − e14R3)
(−1 + s2

3
)2

λ11

. (38)

Substituting Equations (35)–(38) into Equations (16) and (18), the analytical expressions
of the stresses were obtained, as follows:

σyz = 4e14(d123C44 − e14R3)
3
∑

k=1

(sk+s3
k)δk

(x−c)
√

x ,

Hyz =
3
∑

k=1

(−lsk+ms3
k−ns5

k)δk
(x−c)

√
x .

(39)
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Substituting Equation (39) into the expressions of the stress intensity factors for phonon
field and phason field, respectively, and introducing

Kσ = lim
x→0

√
2πxσyz,

KH = lim
x→0

√
2πxHyz.

then one has the following:

Kσ = −
√

2
(

b1

(
2e2

14s3 + C44(1 + s3)
2λ11

)
+ b2

(
2d123e14s3 + R3(1 + s3)

2λ11

))
√

πc(1 + s3)
2λ11

, (40)

KH = b1

(
2(2e2

14(e14K44−d123R3)s3−C44d123R3(1+s3)
2λ11)√

2πc(C44d123−e14R3)(1+s3)
2λ11

− e14(C44K44(−1+s3)
2−R2

3(1+s2
3))√

2πc(C44d123−e14R3)s3

)

+b2

(
2e14R3(−2d2

123s3+K44(1+s3)
2λ11)√

2πc(C44d123−e14R3)(1+s3)
2λ11

+
(d123(4e2

14K44s2
3+(1+s3)

2(R2
3(−1+s3)

2−C44K44(1+s2
3))λ11))√

2πc(C44d123−e14R3)s3(1+s3)
2λ11

)
.

(41)

The influence of coupled elastic coefficient on stress intensity factor will be discussed
in detail by numerical examples. To this end, the material properties have been chosen by
referring to the previous work [3], such as follows:

C44 = 50 × 109 Nm−2, R3 = 0.5 × 109 Nm−2, K44 = 0.3 × 109 Nm−2,
e14 = −0.138 Cm−2, d123 = −0.16 Cm−2, λ11 = 82.6 × 10−12 C2N−1m−2.

Other parameters are x = 1 × 10−3 m, b1 = 1.6 × 10−9 m, b2 = 10.7 × 10−9 m.
It can be seen from Figures 4 and 5 that the coupling elastic coefficient R3 has a

significant impact on both the phonon and phason filed stress intensity factors. When the
distance between the dislocation and the crack tip is determined, it can be found that the
stress intensity factor decreases with the increase of R3.

Figure 4. Influence of coupling elastic coefficient R3 on the phonon filed stress intensity factor.
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Figure 5. Influence of coupling elastic coefficient R3 on the phason field stress intensity factor.

6. Conclusions

The Griffith crack problem and the interaction between screw dislocation and semi-
infinite crack in cubic quasicrystal piezoelectric materials were studied. With the help of
complex function theory, the analytical expression of stress intensity factor was obtained.
Numerical examples showed that for the Griffith crack problem, the magnitude of the
linear force and the distance from the crack tip have obvious effects on stress intensity
factor, while for the interaction between screw dislocation and semi-infinite crack problem,
the coupling elastic constant of the phonon and phason fields has a significant effect on the
stress intensity factor.

Author Contributions: Project administration, Writing—review & editing, J.P.; Conceptualization,
Methodology, L.L. All authors have read and agreed to the published version of the manuscript.

Funding: This study was supported by the National Natural Science Foundation of China (Nos. 11962026,
12002175, 12162027 and 62161045), the Natural Science Foundation of Inner Mongolia (Nos. 2020MS01018,
2021MS01013) and the Fundamental Research Funds for Inner Mongolia Normal University (Nos.
2022JBYJ020, 2022JBZD010).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare that they have no conflict of interest with this work. We
declare that we do not have any commercial or associative interest that represents a conflict of interest
in connection with the work submitted.

References

1. Hu, C.Z.; Wang, R.H.; Ding, D.H.; Yang, W.G. Piezoelectric effects in quasicrystals. Phys. Rev. B 1997, 56, 2463–2468. [CrossRef]
2. Altay, G.; Dökmeci, M.C. On the fundamental equations of piezoelasticity of quasicrystal media. Int. J. Solids Struct. 2012, 49,

3255–3262. [CrossRef]
3. Li, X.Y.; Li, P.D.; Wu, T.H.; Shi, M.X.; Zhu, Z.W. Three-dimensional fundamental solutions for one-dimensional hexagonal

quasicrystal with piezoelectric effect. Phys. Lett. A 2014, 378, 826–834. [CrossRef]
4. Yu, J.; Guo, J.H.; Pan, E.N.; Xing, Y.M. General solutions of plane problem in one-dimensional quasicrystal piezoelectric materials

and its application on fracture mechanics. Appl. Math. Mech. (Engl. Ed.) 2015, 36, 793–814. [CrossRef]
5. Zhou, Y.B.; Liu, G.T. Electroplastic analysis of anti-plane type ш crack in one-dimensional hexagonal quasicrystal piezoelectric

materials. Chin. J. Solid Mech. 2015, 36, 63–68.

209



Crystals 2022, 12, 1250

6. Guo, J.h.; Zhang, Z.Y.; Xing, Y.M. Antiplane analysis for an elliptical inclusion in 1D hexagonal piezoelectric quasicrystal
composites. Philos. Mag. 2016, 96, 349–369. [CrossRef]

7. Cui, X.W.; Li, L.H. Anti-plane problem of finite large one-dimensional hexagonal quasicrystal piezoelectric wedge with screw
dislocation. Chin. J. Appl. Mech. 2019, 36, 1058–1062.

8. Zhou, Y.B.; Liu, G.T.; Li, L.H. Effect of T-stress on the fracture in an infinite one-dimensional hexagonal piezoelectric quasicrystal
with a Griffith crack. Eur. J. Mech.—A/Solids 2021, 86, 104184. [CrossRef]

9. Loboda, V.; Sheveleva, A.; Komarov, O.; Lapusta, Y. An interface crack with mixed electrical conditions at it faces in 1D quasicrystal
with piezoelectric effect. Mech. Adv. Mater. Struct. 2022, 29, 3334–3344. [CrossRef]

10. Jiang, L.J.; Liu, G.T. The interaction between a screw dislocation and a wedge-shaped crack in one-dimensional hexagonal
piezoelectric quasicrystals. Chin. Phys. B 2017, 26, 249–255. [CrossRef]

11. Zhang, F.; Li, X. The Analytic Solutions of a Circular Hole with Four Cracks of One-Dimensional Hexagonal Piezoelectric
Quasicrystals. J. Jiangxi Norm. Univ. (Natural Sci. Ed.) 2015, 39, 50–54.

12. Bai, Q.M.; Ding, S.H. Anti-plane problem of hexagonal hole edge crack in one-dimensional hexagonal quasicrystal piezoelectric.
Appl. Math. Mech. 2019, 40, 1071–1080.

13. Pi, J.D.; Zhao, Y.; Li, L.H. Interaction between a ScrewDislocation and Two Unequal Interface racks Emanating from an Elliptical
Hole in One Dimensional Hexagonal Piezoelectric Quasicrystal Bi-Material. Crystals 2022, 12, 314. [CrossRef]

14. Zhou, W.M.; Fan, T.Y.; Yin, S.Y.; Wang, N.P. Anti-Plane Elasticity Problem and Mode III Crack Problem of Cubic Quasicrystal. J.
Beijing Inst. Technol. (Engl. Ed.) 2001, 10, 250–254.

15. Zhang, L. Stress Intensity of Antiplane Conjugate Cracks in Cubic Quasicrystal. J. Southwest JT. Univ. (Engl. Ed.) 2008, 16, 285–289.
16. Gao, Y.; Ricoeur, A.; Zhang, L. Plane problems of cubic quasicrystal media with an elliptic hole or a crack. Phys. Lett. A 2011, 375,

2775–2781. [CrossRef]
17. Suo, Y.R.; Zhou, Y.B.; Liu, G.T. Effect of T stress on the presence of cross-shaped cracks in an optically shaped quasicrystal. Acta

Mech. Solida Sin. 2022, 43, 95–110.
18. Zhang, J.M.; Mao, Z.H.; Feng, X.; Zhang, L.L.; Gao, Y. Free Vibration of Three-Dimensional Piezoelectric Cubic Quasicrystal

Plates. In Proceedings of the 2020 15th Symposium on Piezoelectrcity, Acoustic Waves and Device Applications (SPAWDA),
Zhengzhou, China, 16–19 April 2021.

19. Wang, R.H.; Hu, C.Z.; Gui, J.N. Quasicrystal Physics; Science Press: Beijing, China, 2004.
20. Gao, Y. Governing equations and general solutions of plane elasticity of cubic quasicrystals. Phys. Lett. A 2009, 8, 885–889.

[CrossRef]

210



Citation: Liu, J.; Sun, J.; Chen, Q.; Lu,

L. Intergranular Cracking in

Mg-Gd-Y Alloy during Tension Test.

Crystals 2022, 12, 1040. https://

doi.org/10.3390/cryst12081040

Academic Editor: Sergio Brutti

Received: 10 July 2022

Accepted: 25 July 2022

Published: 27 July 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

crystals

Article

Intergranular Cracking in Mg-Gd-Y Alloy during Tension Test

Jianhua Liu 1,2, Jie Sun 1,2,*, Qingqiang Chen 1,2 and Laixiao Lu 1,2

1 School of Mechanical and Electronic Engineering, Shandong Jianzhu University, Jinan 250101, China;
ljh@sdjzu.edu.cn (J.L.); 13770@sdjzu.edu.cn (Q.C.); lulaixiao@sdjzu.edu.cn (L.L.)

2 Research Center of High Performance Materials Forming, Shandong Jianzhu University, Jinan 250101, China
* Correspondence: sunjie20@sdjzu.edu.cn; Tel.: +86-0531-86367021; Fax: +86-0531-86367021

Abstract: The intergranular cracking in the Mg-Gd-Y alloy was investigated by an in situ tension
test combined with an electron backscattered diffraction (EBSD) measurement and digital image
correlation (DIC). During the tension test, the crack was found at the triangle point of the grain
boundary area with profuse slip traces. DIC results show that inhomogeneous strain distribution can
be found at the triangle point area, leads to serious deformation incompatibility at this point. This
also leads to a weak point for crack initiation, and as tension strain increases, the crack would extend
from the weak point along the grain boundary.

Keywords: magnesium alloy; ductility; grain boundary; characteristics; electron microscopy

1. Introduction

The elongation of wrought magnesium at ambient temperature can achieve 20% or
even more, which is larger than that of traditional aluminum alloys [1–4]. However, the
formability of wrought magnesium still cannot be compared with aluminum alloys at
ambient temperature, which impedes the development of wrought magnesium.

It is common to think that damage nucleation during the deformation process occurs
at locations with large strain concentrations, where substantial heterogeneous deforma-
tion occurs. If large local strains are effective in accommodating the required geometry
changes, they may prevent damage nucleation, whereas it is conceivable that damage
may nucleate where insufficient strain or shape accommodation occurs. Such variability
in shape accommodation is connected to crystal orientations and crystallographic defor-
mation mechanisms. In previous studies, cracking was thought to be related to {10–12}
tension twinning [5], {10–11}–{10–12} double twinning [6,7], persistent slip bands [8] or
grain boundaries [9]. J. Koike et al. [7] thought {10–11}–{10–12} double twinning would lead
to the formation of large surface steps, cracks and final failure. An Luo et al. [10] thought
that fatigue cracks mainly exist as transgranular cracks, and the crack propagation path is
related to the orientation of target grains and the loading direction. Small cracks usually
initiate on basal planes in grains with a larger Schmid factor.

This paper focused on the microstructure evolution and fracture behavior in the Mg-
Gd-Y alloy, which is critical to its ductility. In situ tension tests were used in combination
with electron backscattered diffraction (EBSD) and digital image correlation (DIC) to
correlate the activation of deformation modes and fracture behavior. Strain accommodation
in the grain boundary area was carefully analyzed, and the effects of grain orientation and
grain boundary compatibility were discussed.

2. Experimental Procedure

The alloy used had a chemical composition of Mg-8.0Gd-3.0Y (wt%) (GW83). It was
prepared by extrusion at 450 ◦C with an extrusion ratio of 25:1.

The in situ tensile test was performed using a micro-test system provided by Deben
UK Ltd, Suffolk UK. with a load cell of 5 KN capacity, installed inside an FEI Quanta
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250 FEG SEM. Before tensile tests, the sample surfaces were mechanically polished using a
sequence of ethanol-based diamond suspensions of 6, 3 and 1 μm. This was followed by
fine-polishing using a colloidal silica suspension (OPS), and a final 2–4 s etching using a
solution of 5% HNO3, 15% acetic acid, 20% H2O and 60% ethanol before SEM and EBSD
observations. The microstructure and grain orientation analysis was performed via EBSD
(TSLTM OIM) measurements. Micro grids, illustrated in this study that had a 1 μm step size
and 20 μm width were deposited on polished surfaces of the tension samples by using an
FEI Nova 600 I dual-beam focused ion beam miller. During the tensile test, the samples were
deformed at room temperature at a displacement rate of 0.5 mm/min along the loading
direction. The loading test was carried out in steps. SEM pictures from the same area of the
sample surface were collected during interrupted loading with the displacement held.

3. Results and Discussion

3.1. Initial Microstructure

Figure 1a shows the microstructure from the longitudinal section of the extruded bar.
The specimen exhibits a full recrystallization microstructure with obvious extrusion streaks
along the extrusion direction. Figure 1b shows the (0001) PF (pole figure) of the extruded
tube. The texture intensity is only 2.752, which is much lower than that of an extruded
AZ31 alloy. Figure 1c shows the grain size distribution of this alloy, and the average grain
size is 15 μm. Figure 1d shows the stress–strain curve of this alloy. Yield strength and
ultimate strengths are 180 MPa and 295 MPa, respectively. The elongation of this alloy
reached 24% due to the randomized texture.

Figure 1. (a) Initial microstructure, (b) (0001) pole figure (c) grain size distribution and (d) stress-strain
curve of this alloy.

3.2. Microstructure Evolution during Tension Test

Figure 2 shows the microstructure during the in situ tension test. At the strain of 9.5%
(Figure 2a), a small amount of slip trace can be observed in Grain 1. This kind of straight
slip trace was thought to be a basal slip trace. However, no obvious slip trace can be found
in Grain 2. At a strain of 11.5% (Figure 2b), the slip trace in Grain 1 becomes denser at
the boundary close to Grain 2. As the strain increases to 12.5%, the slip trace grows much
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denser than before and an obvious change in the shape of the grain boundary can be found
between Grain 1 and Grain 2. At the strain of 13.5%, a crack initiated at the boundary
between Grain 1 and Grain 2 with an obvious slip trace in Grain 1 and negligible shape
change in Grain 2. As the strain increases to 15.5%, the crack starts to propagate. Due
to the in situ observation at the initiation of the grain boundary crack, it can be deduced
that the slip close to the boundary and strain concentration had a significant effect on
the initiation of the grain boundary crack. Moreover, noticeable fluctuation at the grain
boundaries can be found as the strain increased. This indicates that strain accommodation
is incompatible at the grain boundary area, which causes strain concentration during the
deformation process.

 

Figure 2. Microstructure during in situ tension test at strain of (a) 9.5%, (b) 11.5%, (c) 12.5%,
(d) 13.5%, (e) 15.5%.

In order to quantitatively analyze the effect of the slip and strain concentration of the
initiation of the grain boundary crack, the grid was marked on the surface of the polished
tension sample to calculate the strain distribution after deformation. Figure 3 shows the
deformed microstructure during tension at the strain of 0.15. Profuse slip traces can be
found in grains and transferred slip traces can be found in grain boundary areas. The red
lines in Figure 3 indicate basal slip traces, which were drawn by OIM software, and the blue
lines indicate prismatic slip traces. An obvious crack can be found between Grain 1 and
Grain 2. Furthermore, this crack was linked to the triangle point among Grain 1, Grain 2
and Grain 3.

Figure 3. Microstructure after 0.15 tension strain.
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The strain tensor caused by the activation of a single slip (x-axis is the a-axis in the
crystallography coordinates and z-axis is the c-axis in the crystallography coordinates) is
assumed as:

ε =

⎡
⎣0 0 1

0 0 0
1 0 0

⎤
⎦ (1)

The direction of the crack is set as the y-axis and the direction perpendicular to the
crack is set as the x-axis (the crack coordinate); the y-axis is approximately perpendicular
to the tension direction. The strain caused by the basal slip can be calculated and the
results are:

ε1 =

⎡
⎣ 0.7294 −0.6368 0.0481
−0.6368 −0.5651 0.3912
0.0481 0.3912 −0.1643

⎤
⎦ ε2 =

⎡
⎣ 0.0903 −0.3818 −0.8464
−0.3818 −0.2953 0.2630
−0.8464 0.2630 0.2051

⎤
⎦ (2)

ε1 is the strain tensor caused by the basal slip in Grain 1 and ε2 is the strain tensor caused
by the basal slip in Grain 2. εyy in Grain 1 is −0.5651 and the absolute value is much higher
than that in Grain 2. The negative value indicates a compressive strain, which is induced
by the activity of the basal slip. Thus, a large compressive strain is induced by the activity
of the basal slip in Grain 1. The DIC analysis shown in Figure 4 confirmed the calculation
above, that a large compressive strain exists at Grain 1 close to the boundary. The macro
engineering strain is 0.15 and the local strain achieves −0.2 along the x-axis, which shows a
huge strain concentration.

Figure 4. DIC analysis of (a) εyy, (b) εxx and (c) γyx at the strain of 0.15 (x-axis is parallel to the
tension direction).

3.3. Analysis of Crack Initiation

Figure 5a,b show microstructure evolution during tension at the strain of 0.1 and 0.15
superimposed with grain maps. Strain concentration can be found at the grain boundary
area between Grain 1 and Grain 2, especially at the strain of 0.15. This is because the crack
extended along the grain boundary as the strain increased. Strain amplitude at the GB1
area is also high compared to that at the GB2 area. Moreover, both cracks at these two strain
conditions are linked to the triangle point among Grain 1, Grain 2 and Grain 3.

It is a common thought that crack initiation is related to the activation of deformation
modes in the surrounding area. Therefore, firstly, the Schmid factors of basal slip systems
and prismatic systems in Grains 1–4 were calculated and shown in Table 1. The Schmid
factor of the basal slip system in Grain 1 is 0.486, which is close to 0.5. Additionally, a
large amount of basal slip traces can be found in Grain 1, especially in the grain boundary
area near Grain 3 and Grain 4 in Figure 3. Conversely, in Grain 2, the Schmid factor of
the prismatic slip system shows the highest value at 0.483. However, slip traces cannot be
found obviously in Grain 2, especially at the grain boundary area near Grain 3 in Figure 3.
This is because activation of the slip in the magnesium alloy needs not only its preferred
grain orientation, but also needs good deformation compatibility in the adjacent grains.
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Figure 5. (a) Strain map after 0.1 tension strain and (b) strain map after 0.15 tension strain.

Table 1. Schmid factors of basal slip systems and prismatic slip systems in Grains 1–4.

Grain 1
Basal

{11−20}
Basal

{1−210}
Basal

{2−1−10}
Prismatic
{11−20}

Prismatic
{1−210}

Prismatic
{2−1−10}

0.486 0.330 0.156 0.220 0.088 0.132

Grain 2
Basal

{11−20}
Basal

{1−210}
Basal

{2−1−10}
Prismatic
{11−20}

Prismatic
{1−210}

Prismatic
{2−1−10}

0.161 0.125 0.035 0.483 0.284 0.199

Grain 3
Basal

{11−20}
Basal

{1−210}
Basal

{2−1−10}
Prismatic
{11−20}

Prismatic
{1−210}

Prismatic
{2−1−10}

0.020 0.019 0.002 0.467 0.388 0.079

Grain 4
Basal

{11−20}
Basal

{1−210}
Basal

{2−1−10}
Prismatic
{11−20}

Prismatic
{1−210}

Prismatic
{2−1−10}

0.216 0.266 0.050 0.290 0.450 0.160

In our previous study [11,12], strain accommodation at the grain boundary area
was found to be related to both grain orientation and grain boundary misorientation.
Grain orientation is quantified by the Schmid factor and grain boundary misorientation is
quantified by deformation compatibility parameter m′ [13,14]. Therefore, the m′ values of
two slip systems were calculated and shown in Table 2. Because three different prismatic
slip systems own different slip planes, the activated prismatic slip system was identified as
the (1–100) {11−20} slip system by slip trace analysis. This method was fully introduced
in our previous paper [15]. The m′ value between the (0001) {1−210} slip system in Grain
1 and the (1–100) {11−20} slip system in Grain 3 is 0.425, which shows good deformation
compatibility between these two slip systems. The Schmid factors for these two slip systems
are 0.330 and 0.467, which are also high numbers. Both high values of the Schmid factor and
m′ value indicated high strain amplitudes at the grain boundary area. Because the activation
of basal slip systems is not favored in Grain 2 and Grain 3, and because of the relatively
high CRSS of the prismatic slip, strain amplitudes are low at the grain boundary area.

It appears that the GB1 area shows high strain amplitudes and the GB2 area shows low
strain amplitudes. This leads to serious deformation incompatibility at the junction point,
which is a weak point for crack initiation. Thereafter, as the tension strain-increased crack
extends from the weak point along GB3, it leads to intergranular cracking as seen in the
results shown in Figure 5a,b. This kind of crack can also be found in the Mg-2% Gd (wt%)
alloy used in a previous study [16] that used a predictive fracture initiation parameter to
evaluate the probability of microcrack nucleation at the grain boundary.
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Table 2. m′ value between different slip systems from Grain 1 and Grain 3.

m′ Value

Grain 3
Basal

{11−20}
Basal

{1−210}
Basal

{2−1−10}
Prismatic
{11−20}

Prismatic
{1−210}

Prismatic
{2−1−10}

Grain 1

Basal
{11−20} 0.427 0.341 0.086 0.258 0.135 0.092

Basal
{1−210} 0.037 0.562 0.526 0.425 0.012 0.563

Basal
{2−1−10} 0.391 0.221 0.612 0.167 0.123 0.655

Prismatic
{11−20} 0.035 0.545 0.509 0.629 0.016 0.364

Prismatic
{1−210} 0.013 0.011 0.003 0.376 0.605 0.027

Prismatic
{2−1−10} 0.367 0.207 0.574 0.004 0.387 0.617

There are other researchers who have studied grain boundary cracking behavior.
Ashmawi and Zikry [17,18] used the slip transfer criteria to correlate dislocation density
with damage based upon two assumptions: (1) damage occurs due to the dislocation
accumulated and (2) the slip transfer mitigates dislocation accumulation. Because there is no
reason to correlate concentrated dislocation activity with damage (concentrated dislocation
activity could either mitigate or cause damage), this approach may not be effective. Ma
et al. [19,20] also developed grain boundary elements that increase deformation resistance
in boundaries and allow some slip transfer, but this has not been used to examine damage
nucleation. There is clearly a need for an effective but simple way to identify how damage
nucleates that takes into account the active slip system history in the vicinity of the boundary.
In this study, intergranular cracking was found to be related to deformation incompatibility
at the triangle grain boundary. If inhomogeneous strain distribution at the triangle grain
boundary can be quantified, the prediction of intergranular cracking would be more
accurate. Furthermore, this would provide a new perspective for preventing cracking and
achieve higher ductility in magnesium alloys.

4. Conclusions

In situ tension in SEM combined with EBSD and DIC techniques was applied to
investigate fracture behavior in a Mg-Gd-Y alloy. Intergranular cracking was found at the
triangle grain boundary area with serious inhomogeneous strain distribution conditions.
The difference in strain amplitude between linked grain boundaries along the tension
direction led to severe deformation incompatibility at the triangle point, which makes it a
weak point for crack initiation. As the tension strain increases, the crack extends from the
weak point along the grain boundary and causes intergranular cracking.
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Abstract: The polymorphism of molecular crystals is a well-known phenomenon, resulting in
modifications of physicochemical properties of solid phases. Low temperatures and high pressures
are widely used to find phase transitions and quench new solid forms. In this study, L-Leucinium
hydrogen maleate (LLHM), the first molecular crystal that preserves its anomalous plasticity at
cryogenic temperatures, is studied at extreme conditions using Raman spectroscopy and optical
microscopy. LLHM was cooled down to 11 K without any phase transition, while high pressure
impact leads to perceptible changes in crystal structure in the interval of 0.0–1.35 GPa using pentane-
isopentane media. Surprisingly, pressure transmitting media (PTM) play a significant role in the
behavior of the LLHM system at extreme conditions—we did not find any phase change up to
3.05 GPa using paraffin as PTM. A phase transition of LLHM to amorphous form or solid–solid
phase transition(s) that results in crystal fracture is reported at high pressures. LLHM stability at low
temperatures suggests an alluring idea to prove LLHM preserves plasticity below 77 K.

Keywords: plastic crystals; Raman spectroscopy; low temperature; high-pressure; L-Leucinium
hydrogen maleate; plasticity; bending crystal

1. Introduction

Studying molecular crystals and their phase transitions is of great importance for many
scientific fields such as crystallography [1,2], thermodynamics [3,4], computational [5–7]
and solid state chemistry [8–10], etc. Solid forms of many organic molecules are being de-
veloped, studied, and produced in the pharmaceutical industry [11–15] and in arising sub-
fields of materials science [16–18]. The last one, among others, focuses the attention on the
mechanical properties of molecular crystals [19–25] and metal-organic complexes [26–28].
Several dozens of organic crystals show anomalous plasticity and elasticity at ambient
and extreme conditions under mechanical stress [29–33]. L-Leucinium hydrogen maleate
(LLHM) is a unique example of organic crystals that preserves plasticity at a cryogenic
temperature [34]. This phenomenon was studied and explained recently using a mainly
crystallographic approach [34,35].

One of the methods to understand the nature of an important property of molecu-
lar crystal is to apply significant outside impact—low temperature, hydrostatic pressure,
mechanochemical stress, etc. [36–39]. These methods help to follow the behavior of the
systems at changing environments at macroscopic (thermodynamics) and microscopic
(molecular contacts) levels, depending on the availability of experimental and theoret-
ical techniques [40–47]. Moreover, low temperatures and high pressures often trigger
phase transitions, resulting in new solid forms, including polymorphs. The application
of extreme conditions is a powerful tool to find and sometimes stabilize new forms of
organic molecules.

Crystals 2021, 11, 1575. https://doi.org/10.3390/cryst11121575 https://www.mdpi.com/journal/crystals219
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Thus, studies of new forms of molecular crystals using extreme conditions [11,37,48]
as well as a search of new bending crystals [30,49,50] are of great interest for modern
science. Nevertheless, the interrelation of these two areas is just an emerging field. There
are very few works that search for new forms of plastic crystals at high pressures or low
temperatures [34,35,51]. To fulfill this gap, in this work we applied low temperatures and
high pressures to crystals of LLHM, chasing new forms of these bending crystals. In this
work we continue examination of the LLHM system at different conditions, reporting
experimental behavior of this crystal at extreme conditions.

L-Leucinium hydrogen maleate crystals were grown for the first time by Arkhipov et al. [52]
as an individual system in a series of amino acid maleates. Providing single crystal X-ray
diffraction (SCXRD) experiments, the plasticity of LLHM was noted and formulated as
“interesting mechanical behavior: mechanical action on crystals of (LLHM) results in elastic,
and then plastic bending”. Further, a detailed study showed that crystals preserve their
plasticity at temperatures down to 77 K. It was proven using video and photo recording
of the bending process [34]. Using SCXRD, authors showed that no significant changes
in crystal structure of LLHM occurred during the cooling down to 100 K, preserving the
layered structure [34]. The system behavior on bending was also investigated using optical
and scanning electron microscopy, as well as SCXRD [35]. Scrupulous analysis of crystal
structure allows authors to provide a simple model for bending LLHM crystals—layers of
L-Leucinium cations and maleic acid anions connected via H-bonds (forming bc planes)
were stacked over a direction (interacting with weak VdW interactions). This results in the
possible slipping of layers along b direction (Figure 1).

Figure 1. Crystallographic (left) and schematic (right) representation of the layered structure of
LLHM, showing layers that shift resulting in plasticity under mechanical stress (adapted from [34,35]).
Layers’ shifts are marked with an arrow sign depending on the direction of displacement.

Nevertheless, no experiments below 100 K and high pressures were provided before,
leaving an opportunity for a combined study of possible phase transitions at extreme
conditions using powerful methods of XRD and Raman spectroscopy.

2. Materials and Methods

2.1. Crystal Growth

Crystals of LLHM were obtained by slow evaporation of an equimolar aqueous
solution of L-leucine and maleic acid using the ‘sitting-drop’ approach [53] as described
in previous work [34]. L-leucine (>98%, HPLC) and maleic acid (>99%, HPLC) were
purchased from Sigma-Aldrich (St. Louis, MO, USA) and used without further purification.
The crystallization procedure leads to ‘hedgehog’ polycrystalline material as presented
in [35]. This bulk material was used to find and cut single crystals for low-temperature and
high-pressure experiments. Crystals were operated with care at every stage of isolation
and setting to the diamond anvil cell (DAC) to avoid accidental bending.

2.2. High-Pressure Generation and Measurement

Hydrostatic pressure was generated in diamond-anvil cells (DAC) of ‘Almax–Boehler’
type without beryllium backing plates [54] with natural diamonds suitable both for X-ray
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diffraction and for Raman experiments. Paraffin (ROTH GmbH, Karlsruhe, Germany,
hydrostatic limit ~3 GPa) and a 1:1 stoichiometric pentane–isopentane mixture (PIP) (hy-
drostatic limit 7 GPa) were used as a pressure-transmitting medium (PTM) in two separate
experiments [55]. A special chamber was used to facilitate the DAC loading [56]. Pres-
sure measurement was done with a precision of 0.05 GPa using the ruby fluorescence
method [57,58].

2.3. Optical Microscopy

Optical microscopy was provided using the OLYMPUS BX41 microscope (Olympus,
Tokyo, Japan) with a MPlan N 10×/0.25 FN22 objective. Euromex fiber optic light source
EK-1 was used for illumination.

2.4. Single-Crystal X-ray Diffraction (SCXRD)

Data were collected using an Oxford Diffraction Gemini R Ultra X-ray diffractometer
(Crawley, Australia) with a CCD area detector and Mo Kα radiation. The quality of data
was not high enough to refine the atomic coordinates or determine unit cell parameters,
mainly because of the DAC usage. It was mentioned before that the diffraction of LLHM
crystals is not very high for accessible laboratory instruments either. [34]

2.5. Raman Spectroscopy

Raman experiments were performed for low-temperature and high-pressure samples.
Raman spectra were recorded using a LabRam HR 300 spectrometer from HORIBA Jobin
Yvon (Edison, NJ, USA) with a CCD detector. For spectral excitation, a 488 nm line of an
Ar+ laser was used with a beam size of ~1 μm at the surface of the sample and a power of
~8 mW. All data were collected using a Raman microscope in backscattering geometry. The
spectral resolution was ~2 cm−1 providing seven scans 30 s each for every spectrum.

Raman spectra of LLHM were recorded in the temperature range of 300–11 K during
cooling without repeating on heating.

Two distinct experiments were performed for samples at high pressures. Raman
spectra for LLHM in PIP were recorded at pressures of 1.35, 2.03, 2.48, 3.06, 3.63, 4.05, 4.48,
5.03, 5.50, and 6.15 GPa on loading and 3.05, 1.82, 1.15, 0.41, and 0 GPa on pressure release.
Spectra for LLHM in Paraffin were recorded at pressures of 0, 0.38, 2.55, and 2.90 GPa.

2.6. Computational Methods

Gas-phase calculations of vibrational spectra (both IR and Raman) were done for
L-leucine cation, Maleic acid anion, and LLHM dimer to provide a more reasonable
assignment of experimental modes. Ions of L-Leucine, maleic acid, and their dimer were
extracted from the LLHM crystal structure from [34] and were further freely optimized
at B3LYP/6-311+G(d,p) level of theory, providing vibrational calculations subsequently.
None of the atoms or groups were fixed for gas-phase optimization, making possible the
ion formation of L-Leucine and Maleic acid in the gas phase calculations. Gaussian09
package was used for all calculations [59]

Solid state calculations, as suggested in literature, were attempted to perform for
the simulation of high-pressure behavior [3,7,46] and the vibrational band assignment.
Nevertheless, even the usage of supercomputers (80 cpu, 384 Gb RAM, max time for task
without interruption—240 h) did not allow for the performance of such calculations in
reasonable time, providing the ’simple’ optimization of one full unit cell in several months.
Thus, only gas-phase calculations were used for this work.

3. Results

Crystals of LLHM were grown as described in the’ Section 2. One crystal was used for
the low temperature experiment, and another two were used in high pressure experiments
in PIP and paraffin PTM. All crystals were selected using optical polarized microscopy.
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3.1. Room Temperature Raman Spectra and Vibrational Mode Assignment

The crystal structure of LLHM contains six molecules in the asymmetric unit cell,
resulting in 24 molecules in the full unit cell (Figure 2). Multiple H-bonds are located in
directions not coinciding with cell axes or crystal faces, which limits the utility of polarized
Raman spectroscopy.

Figure 2. Molecular (left) and crystal structure fragment of LLHM at 298 K (right), showing
12 molecules of L-leucine and maleic acid each in the unit cell (CCDC# 1889564). Hydrogen bonds
are shown by dashed lines.

The complicated structure of LLHM significantly constrains precise band assignment
in Raman spectra. Nevertheless, literature data and calculated gas-phase vibrational spectra
of L-Leucine and maleic acid ions and their dimer helps to assign main band regions of
obtained experimental spectra (Figure 3) [60–66]. All literature data except ref. [67], which
contains multiple inaccuracies, confirm the suggested band assignment.

Figure 3. Experimental Raman spectra bands assignment in LLHM crystal structure at 298 K. Calcu-
lated gas-phase vibrational spectra are presented in Figure S1 (please see Supplementary Materials).

Main changes are expected in the region before 200 cm−1 (lattice vibrations) and
3000–3400 cm−1 (valence –OH and –NH3 vibrations). A significant change in mode posi-
tion or appearance of new modes is key evidence of phase transition, while slight changes
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in peak positions or their intensities are traditional for low temperature or high-pressure
behavior of the original phase.

3.2. Low Temperature Study

Low temperature Raman spectra of LLHM crystal were recorded in the temperature
range of 300–11 K, cooling down the sample. No additional peaks of a new phase were
found in spectra (Figure 4). No crystal changes were also found using optical microscopy
on cooling.

Figure 4. LLHM Raman spectra at low temperatures, showing no phase transition on cooling. Lone
spurious peaks in the region of 2000–2500 cm−1 at temperatures 40 and 100 K were not vanished
from spectra to preserve original data. Same is true for spurious peaks at 40 K in the region between
3100–3250 cm−1.

Wide bands split on cooling due to the thermal motion decrease. At low temperatures,
the motions of functional groups in the molecule (e.g., different CH3 groups motion in
L-Leucine ion) become distinguishable in Raman spectra. Moreover, vibrations of the same
groups in symmetry unequal molecules are close in spectra, but they have slightly different
frequencies (2–10 cm−1) because of the crystalline environment and become distinguishable
at low temperatures as well. This is a typical behavior of molecular crystals, especially with
a high Z’ number [68–70]. Low and high-frequency regions are shown in detail in Figure S2.
Stretching vibration of CO2

− group (1699 cm−1 and 1734 cm−1 at 298 K, see Figure 3) has
a different intensity ratio, which changes at 160 K and 80 K, and may be evidence of a phase
transition, e.g., a doubling of the unit cell. Nevertheless, we assume change of this vibration
intensity is the result of structure shrinking and corresponding intermolecular interaction
changes, but not phase transition. SCXRD in ref. [34] showed no phase transition at 160 K
or at the 0–200 cm−1 region in Raman spectra. Based on scrupulous analysis of Raman
spectra at low temperatures, one can suggest no phase transition on cooling. This coincides
well with our previous X-Ray study in the temperature range of 100–300 K [34]. Summing
up these two experiments, LLHM plasticity preservation can be proposed below 77 K down
to liquid helium temperatures.

3.3. High Pressure Study

High pressure experiments were provided in different PTMs using DAC as reported in
the Section 2. Usage of SCXRD was limited due to the poor diffraction data, which is a result
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of the nature of the LLHM crystal structure (defining plasticity) and DAC construction.
Thus, only Raman spectra were recorded for all high-pressure experiments.

Surprisingly, the behavior of LLHM crystals differs significantly in paraffin and PIP.
An effect of PTM, as well as experiment protocol on molecular crystals phase transition
at high pressure, is a documented phenomenon [43,71,72]. The low-frequency region in
Raman spectra shows no phase transition in paraffin up to 2.9 GPa (close to pressure limit
for paraffin) and some changes in LLHM crystal in PIP at 1.35 GPa (Figure 5).

Figure 5. Raman spectra of LLHM at multiple pressures at (a,c) low-frequency and (b,d) high-
frequency regions, showing different behavior in paraffin (left) and PIP (right) PTM.

The high-frequency Raman region is not very informative, lacking -OH and -NH3
vibrational modes information at high pressures [73,74]. Nevertheless, some changes in
-CHx vibration modes confirm crystal changes in PIP in contrast to paraffin (full Raman
spectra at all pressures are shown in Figure S3). We also report spectra of LLHM crystal
in PIP at 0 GPa before pressure impact and after relaxation from 6.15 Gpa (Figure 6).
Significant background level (halo) may be explained with possible amorphization of
plastic LLHM crystal at high pressure or luminescence, which was not observed before
pressure impact.

Possible phase transition in PIP was additionally confirmed by optical microscopy,
which recorded crystal destruction at 1.35 GPa (Figure 7). No obvious changes of LLHM
crystal in paraffin occurred in the whole pressure range according to optical microscopy.
This confirms different behavior of LLHM crystals under pressure in different media.

An absence of SCXRD did not allow for the report of phase transition in LLHM
crystal at high pressure in PIP unequivocally. Nevertheless, relevant changes in optical
microscopy and Raman spectra allowed us to speculate about crystal destruction because
of one or a cascade of phase transitions in the crystal structure or amorphization of the
LLHM sample.
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Figure 6. Raman spectra of LLHM at PIP PTM at 0 GPa before (bottom black line) and after (upper
red line) pressure impact. * Asterisk mark the signal from DAC.

Figure 7. Photographs showing LLHM crystal destruction in PIP at pressure 1.35 GPa. LLHM crystal
at 0 GPa (left) and 1.35 GPa (right). Crystal size is 0.3 mm × 0.05 mm × 0.02 mm.

4. Discussion

A search of new phases of molecular crystals at extreme conditions is an important area
of modern chemistry. In this work, a unique bending crystal of LLHM, which preserves its
plasticity at 77 K, was studied at low temperatures and high pressure. Based on literature
data and computational vibrational spectra, major band regions were assigned to follow
their changes at extreme conditions. Raman spectra of LLHM were recorded down to 11 K,
showing no phase transition. Based on this experimental fact, we suggest the possibility to
preserve LLHM plasticity below liquid nitrogen temperature. High pressure experiments
showed different behavior of LLHM crystal in paraffin and PIP used as PTM. We found no
phase transition using paraffin up to 2.95 GPa. Raman spectra and optical microscopy gave
reasons to postulate the LLHM phase transition, phase transition cascade, or amorphization
at high pressure, which results in crystal destruction at PIP PTM at 1.35 GPa. Additional
XRPD or SCXRD using synchrotron radiation may be applied to highlight additional details
of LLHM high pressure behavior in future studies.
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Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/cryst11121575/s1, Figure S1: Gas phase calculated (a) Raman and (b) IR spectra of L-Leucine
(Black), Maleic acid (Red), and L-Leucinium hydrogen maleate (Blue), Figure S2: Experimental
LLHM Raman spectra at low temperatures, showing no phase transition on cooling. Detailed three
different regions of Raman spectra, Figure S3: Raman spectra of LLHM at multiple pressures in PIP
(left) and paraffin (right) PTM. Diamond peak from anvil cell is marked with *.
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