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the light. More than 200 authors have contributed to this book.

Thanks to Sensors journal and the team of people involved in the edition and production of this
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Abstract: It was recently proposed that the lateral resonances around the working resonance
band of ultrasonic piezoelectric sandwich transducers can be stopped by a periodic array of
circular holes drilled along the main propagation direction (a phononic crystal). In this work,
the performance of different transducer designs made with this procedure is tested using laser
vibrometry, electric impedance tests and finite element models (FEM). It is shown that in terms of
mechanical vibration amplitude and acoustic efficiency, the best design for physiotherapy applications
is when both, the piezoceramic and an aluminum capsule are phononic structures. The procedure
described here can be applied to the design of power ultrasonic devices, physiotherapy transducers
and other external medical power ultrasound applications where piston-like vibration in a narrow
band is required.

Keywords: phononic crystals; piezoelectric transducers; physiotherapy

1. Introduction

Ultrasonic piezoelectric power transducers normally work in the length mode and are made of
two sections: a piezoceramic resonator, as the active part, and either one or two different metallic
sections bonded or fixed by a screw (pre-stressed transducers). From these, the Langevin type [1] is the
most common design, where the transducer length is usually half the wavelength (λ) at the resonance
frequency. A slightly different design is that of the power transducers used for physiotherapy, which are
made with two sections: the piezoceramic resonator and a metallic capsule [2]. Piezoceramics and
metals with low mechanical losses are used to optimize energy delivery at the working frequency.

Langevin type transducers are mainly used when a clean length resonance with a piston-like
mechanical displacement at the emitting transducer surface is required. To achieve this,
a length-to-radial aspect ratio higher than 2 should be used to avoid any coupling between length and
radial resonance modes and to optimize the transducer electromechanical coupling coefficient [1].

In this work, we are interested in transducers for physiotherapy, where the typical design consists
of a piezoceramic disc resonator and an attached metal case that will be in contact with the human body.
The simplest device can be a piezoceramic disc bonded to a metallic disc. Most of these transducers
operate at discrete frequencies in the range 1–3 MHz, thus the desired length-to-radial aspect ratio
to produce no interference between the thickness and the radial modes cannot be achieved since the
required transducer acoustic aperture is bigger than the transducer length. The transducer aperture,
and in consequence the transducer diameter, is typically in the range between 10 mm and 30 mm,
and the thickness should be lower than 5 mm. These acoustic constraints imply a low length-to-radial
aspect ratio, thus radial modes always interfere with the main length mode. In this case the transducer
emitting surface is far from the ideal piston-like behavior [2].

Sensors 2017, 17, 729 1 www.mdpi.com/journal/sensors
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Although, as it has already been mentioned, this piston-like behavior can be achieved by
adequately controlling the geometry of the resonators, it would be desirable to find a way to
achieve this regardless the geometry and dimensions of the resonator. Piezocomposite structures
have been proposed since the 80s to improve the electromechanical efficiency of the piezoelectric
resonators by decreasing the specific acoustic impedance of the piezoceramics [3]. The most
successful piezocomposite design consists of dicing a piezoceramic resonator along its thickness,
forming a square pattern with grooves filled with a polymer. By controlling the width and pitch of the
dice, lateral resonances in the planar direction are strongly attenuated, the surface vibrates in-phase
and larger electromechanical coefficients are attained. Also, triangular-cut piezocomposites have been
designed for unimodal operation [4]. Piezocomposites are the best option for ultrasonic imaging
applications where low acoustic power is used and large frequency bandwidth is required. However,
they are not useful for ultrasonic high power applications at narrow frequency band, which is our
main interest in this work. The basic requirement of a piezocomposite design is to fix the spacing of
the bars away from one half the wavelength.

Recently we proposed the application of the principles behind photonic and phononic materials to
attenuate or even stop the lateral resonances, producing in this way a piezoceramic resonator adequate
for operation in the thickness mode with an in-phase vibration surface [5]. Phononic materials prevent
propagation of waves in certain frequency ranges by making use of the fundamental properties of
waves, such as scattering and interference, which can produce band gaps, that is, a range of frequencies
within which waves cannot propagate through the structure [6–11]. The dispersion relation of the
radial waves coming from the lateral contour of a transducer can be modified by making a periodic
array of holes along the longitudinal main vibration direction such that these radial waves cannot
propagate. Thus, contrary to the usual requirement of piezocomposite design, in this case the strict
Bragg condition is required, so the diffracting elements must be at half a wavelength. It should be
said that in the field of piezoelectric resonators, phononic crystals where the periodic array consists
of piezoelectric elements embedded on a substrate were first studied [12–14]. A different approach
consisting of a piezoelectric material with a periodic repetition of hollow cylinders was used to study
surface acoustic waves in these piezoelectric phononic crystals [15].

Here, we use the phononic crystal design proposed in [15] and compare the performance of
different transducer designs, looking for the most adequate for physiotherapy applications, that is,
in terms of mechanical vibration amplitude and acoustic efficiency. We study transducers consisting of
a periodic array of cylindrical voids drilled along the main vibrating direction in either one or both
the transducer component sections: the piezoceramic and the metallic (aluminum) capsule. We tested
four designs and concluded that that the best design for physiotherapy applications is obtained when
both, the piezoceramic and an aluminum capsule are phononic structures. For clinical applications
the design where only the piezoceramic is a phononic structure could also be adequate because the
emitting face (capsule) has no holes.

2. Materials and Methods

The materials used to prepare the samples were PZT-4 piezoceramic as active element and
aluminum as passive acoustic line. Four different transducer designs were built. Model 1 consists of
a piezoceramic PZT-4 disc with thickness tc = 2 mm and radius rc = 15 mm bonded to an aluminum disc
with thickness tAl = 3 mm and the same radius. With these dimensions, and the thickness condition,
the transducer should vibrate at 1 MHz. In Model 2 both transducer sections have the same dimensions,
but the commercial piezoceramic is transformed into a phononic structure by drilling a square lattice
of holes in the piezoceramic disc, with a lattice parameter a = 2 mm and holes of 1.3 mm diameter [2].
Model 3 is the same as Model 1, but with a square lattice of holes drilled only in the aluminum disc
(not in the piezoceramic); the lattice parameter and filling factor used are the same as in Model 2.
Finally, Model 4 consists of a transducer where both, the piezoceramic and the aluminum discs are
phononic structures with the same design as in Model 2. Geometries of the four models can be found
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in Figure 1, where the z axis is the piezoceramic polarization direction. Throughout this paper, the z
axis will be the out-of-plane vibration direction.

These models were studied numerically and experimentally. For the numerical study,
the piezoelectric devices were simulated first using finite elements with COMSOL Multiphysics® 4.4,
using the PZT-4 and the aluminum material properties included in the COMSOL library. The calculated
magnitudes were the module of the input electrical impedance, the phase of the piezoceramic and
the out-of-plane vibration mechanical amplitude of the emission face (in this case, the bottom face of
the aluminum).

Experimental measurements of the input electrical impedance were carried out with a 4294A
Impedance Analyzer (Agilent, Santa Clara, CA, USA) and the out-of-plane mechanical amplitudes
were recorded using laser vibrometry. The vibrometry experimental setup consisted of an OFV 50000
single-point vibrometer (Polytec, Waldwronn, Germany) with VD06 and DD900 decoders with a OFV
505 head, a set of UT 100-75 linear stages (Micro-Controle, Newport Co., Irvine, CA, USA) with
a Micro-Controler TL78 main frame, a 3000 Wave Surfer oscilloscope (Teledyne LeCroy, Heidelberg,
Germany,) and homemade software to control the stages and the signal acquisition.

3. Results

In a phononic crystal consisting of a square array of air holes, the lattice parameter of the
perforations must be around half the wavelength of the wave to be diffracted and the band-gap width
is proportional to the so-called filling factor π(r2/a2), where a is the lattice parameter and r is the
radius of the perforation [5]. When a transducer is made of different materials as it is the case of
the transducers studied here, the optimal lattice parameter is different for each transducer section.
Aluminum has propagation velocities at different propagation modes (bulk or plate), around 1.5 times
the corresponding to PZT. That means that both the lattice parameter and the hole diameter should be
1.5 times bigger for the same frequency. In Ref. [5] a PZT-5A piezoelectric disc with 20 mm of diameter
and 2 mm of thickness was studied. There, it was shown that with a lattice parameter a = 2 mm and
holes of 0.7 mm radius (38% of filling factor), clear indications of the filtering of radial modes at the
resonance frequency existed. With these lattice parameters, the band gap in aluminum should be
centered at a frequency around 1.5 MHz. Nevertheless, if we use these results, where a filtering band
close to 700 kHz around the thickness resonance was measured, we expected a good degree of filtering
of the radial modes in the aluminum plate around 1 MHz.

3.1. FEM Modelling

To compare with experimental results, a frequency range from 300 kHz to 1.2 MHz was used for
all calculations. In the four models, the bottom piezoelectric disc face was grounded and the upper
face was excited with an electric potential of 1V. A mechanical damping was introduced, as isotropic
structural factor, of 1 + 2 × 10−2i. Given the symmetry of the perforated disc, it is enough to consider
only a quarter of the disc, provided that symmetry conditions are applied. The typically sampling size
(the finite element mesh size) to solve a wave propagation problem should be at least five elements
per wavelength. In the calculated models, bulk and plate waves (mainly symmetric Lamb modes)
propagate. Velocities of cylindrical waves coming from the contour of the PZT and aluminum plates
with 2 mm and 3 mm of thickness are around 4000 ms−1, which means a wavelength of 4mm at 1 MHz.
Therefore, finite element mesh of about h = 1.5 × 10−4 m in the drilled domain and h = 5 × 10−4 m in
the remaining domain was used. The mesh was even refined at the boundaries.

Model 1 (Figure 1a) where neither the piezoceramic or the aluminum section have perforations, is
the typical commercial design of a 1 MHz physiotherapy transducer. Figure 2a shows its simulated
module input electrical impedance and its phase, calculated using a frequency step of 4.66 × 103 Hz
(about 193 points of the used frequency range). The first minimum of the impedance module is at
500 kHz and the second minimum is at 1 MHz, the first and second thickness resonances related to
half and one wavelength, respectively.
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(a) (b) 

(c) (d) 

Figure 1. Geometry of the piezoelectric transducer used for the simulations. The scale is in mm;
the piezoceramic PZT-4 disc is in blue and the aluminum plate in grey. (a) Model 1 and reference
mechanical axis; (b) Model 2; (c) Model 3 and (d) Model 4.

These two main thickness resonances are obviously coupled with all the radial modes of the entire
cylindrical structure. The plate modes excited at the cylindrical contour interfere with the thickness
mode, thus modifying the amplitude and phase of the out-of-plane displacement of both the PZT and
the aluminum transducer faces. The signature of a combination of Bessel functions are superimposed
to the plane wave in-phase displacement. The z component of the cylindrical waves is not so strong as
to create complete counter-phase vibration. The consequence of this mixture of thickness and radial
vibration modes is that the mechanical displacement amplitude pattern of the main circular surfaces of
the transducer at thickness resonance (997 kHz) becomes far from the thickness in-phase assumption,
showing the signature of radial modes both in the amplitude and in the phase, as shown in Figures 3a
and 4a. Consequently, the acoustic field emitted into a medium, such as the human body, is not related
to the acoustic diffraction piston-like assumption and the physiotherapists, even aware of the circular
diffraction theory, will have no idea about the real field distribution emitted into the body [2].

Figure 2b shows the input electrical impedance of Model 2. In this model, only the piezoelectric
disc is a phononic structure. As it can be seen, the signature of the radial modes is less evident;
the more one approaches the center of the phononic crystal frequency band (1 MHz), the cleaner this
signature is. Moreover, as reported in [5], the resonance frequency and the quality factor Q decrease.
The mechanical displacement amplitude pattern of the aluminum surface at the resonance frequency
(951 kHz) is shown in Figures 3b and 4b. It is evident that the influence of the radial modes is lower
than in the case of the device without phononic crystal. The out-of-plane vibration still has radial
symmetry, but it is less concentrated and in-phase (Figure 3b). The phononic crystal structure of the
piezoceramic was capable of improving the phase vibration, even at the aluminum transducer surface.

Figure 2c shows the input electrical impedance of Model 3, where only the aluminum disc is
a phononic structure. The filtering of the radial modes is not as evident as in Model 2 since the design
of the phononic crystal is not well fitted to the aluminum plate, as explained at the beginning of
this Section. The vibration is mainly in phase and its amplitude is more regular along the surface.
As expected, circular modes are not present (Figure 3c). Despite that the aluminum phononic crystal
is not centered at 1 MHz, Model 3 seems to be effective in some degree. The resonance frequency is
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lower than the measured in Model 1 because the aluminum section suffers the same softening effect
reported in [5].

 
(a)

 
(b)

 
(c)

(d)

Figure 2. Calculated input electrical impedance. (a) Model 1 impedance module in logarithmic scale
and phase. The same for Model 2 (b), Model 3 (c) and Model 4 (d).

Finally, concerning Model 4, where both the piezoceramic and the aluminum discs were drilled,
in Figure 2d we observe that the filtering is quite clear and effective in all the frequency range studied.
The softening effect is now stronger, lowering the frequency up to 890 kHz. Figures 3d and 4d show
that, apart from the transducer contour, all the surface vibrates in phase and with a quite regular
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amplitude distribution. Local maxima are located at the inter-hole space. No radial modes are observed,
neither in the input electrical impedance or in the vibration pattern. Figure 5 shows the maximun out of
plane vibration amplitude at the maximum elongation of the aluminum surface in the yz section (x = 0)
for each transducer model at their corresponding resonance frequency (997 kHz, 951 kHz, 988 kHz
and 894 kHz, respectively). All of them were excited with the same electrical amplitude signal (1 V).

(a) (b)

 

(c) (d)

Figure 3. Z direction vibration amplitude calculated results for the four models at their respective
main thickness resonance (one wavelength resonance). (a) Maximum elongation time position of
the aluminum face (up) and minimum elongation time position (bottom) of Model 1. The same
for Model 2 (b), Model 3 (c) and Model 4 (d). The excitation voltage of the piezoceramic disc in all the
models was 1V. The bar scale is in mm. The frequency for each model was 997 kHz, 951 kHz, 988 kHz
and 894 kHz, respectively.

6
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(a) (b)

(c) (d)

Figure 4. The z direction vibration amplitude calculated at the aluminum surface for the four models
at their respective main thickness resonance (one wavelength resonance). (a) Model 1, (b) Model 2,
(c) Model 3 and (d) Model 4. The excitation voltage of the piezoceramic disc in all the models was
1V. The bar scale is in mm. The frequency for each model was 997 kHz, 951 kHz, 988 kHz and 894
kHz, respectively.

To compare the transduction efficiency of the different models, the average of the maximum value
of the vibration along the z axis of all the calculated points in the aluminum face was calculated as
a function of the vibration frequency. Figure 6 shows the average, without taking into account the
effective radiating surface of each model. As observed, the highest value of each model is attained at the
corresponding resonance frequency. The bandwidth is similar. Model 4 displays the highest average
mechanical displacement. The softening of the resonance structure is correlated with the increase of the
mechanical displacements as expected (see [5]). If the actual emitting surface is considered (Model 3
and Model 4 has a surface with holes), if the average is multiplied by the surface, then these results are
modified. From Figure 7 we see that this average amplitude vibration is the same as the obtained from
Models 1, 2 and 4. Since Model 4 is the only one with a homogenous phase vibration, we conclude
that it is the most efficient.

Summarizing. Model 4 is the best option in terms of mechanical vibration amplitude and acoustic
efficiency. Nevertheless, Model 2 is more practical for clinical applications because the emitting face
has no holes. Model 2 has the same average mechanical displacement that Model 4 but the vibration
distribution is less uniform in amplitude (Figures 3–5).

Since the standard lowest frequency used in physiotherapy is 1 MHz, we now consider two more
models (Model 5 and 6), similar to Models 2 and 4, but where the piezoceramic disc has 1.5 mm
of thickness (Figure 8a). The KLM monodimensional model was used to choose this piezoceramic
thickness to get a transducer with a frequency close to the standard 1 MHz.

7



Sensors 2017, 17, 729

(a) (b)

 

(c) (d)

Figure 5. Maximum out-of-plane vibration amplitude at maximum elongation of the aluminum surface
in the yz section, x = 0, of the transducer for 1 V excitation of the piezoceramic. (a) Model 1, (b) Model 2,
(c) Model 3 and (d) Model 4. The bar scale is in mm. The frequency for each model was 997 kHz,
951 kHz, 988 kHz and 894 kHz, respectively.
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Figure 6. Average of the maximum value of the vibration along the z axis of all the calculated points in
the aluminum face (VA) as a function of the vibration frequency.
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Figure 7. Average of the maximum value of the vibration along the z axis of all the calculated points
in the aluminum face (VA × surface) as a function of the vibration frequency, multiplied by the real
surface of each mode.

Figure 8 shows the module and phase of the input electrical impedance as a function of frequency,
the out-of-plane component of the mechanical displacement at the aluminum surface for the resonance
frequency and the value of the maximum out-of-plane vibration amplitude at maximum elongation of
the aluminum surface in the yz section, for Models 5 and 6. The corresponding resonance frequencies
are 1.082 MHz and 1.042 MHz, respectively. We observe that behaviour of these models is quite similar
to those of Models 2 and 4.

Model 5 Model 6 

 

(a)

Figure 8. Cont.
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(b)

 

(c)

(d)

Figure 8. Simulations for Model 5 (left column) and Model 6 (right column) for a 1V excitation of the
piezoceramic disc. Scales are in mm: (a) Model Setup, (b) Module of the input electrical impedance
and phase, (c) Value of the out of plane component of the mechanical displacement at the aluminum
surface for the resonance frequency (1.082 MHz for Model 5 and 1.042 MHz for Model 6) and (d)
Value of the maximum out-of-plane vibration amplitude in the yz section of the transducers for the
resonance frequency.

3.2. Experimental Results

Ferroperm Pz26 hard piezoceramics were used to build Models 1, 3, 5 and 6. The aluminum discs
and the drilling of the piezoceramics were made at our workshop. The piezoceramic drilling process
was made with an automatic programmable drilling system. After several trials, a set of drilling
parameters including the maximum number of holes for each drill were defined and finally used to
produce the discs with holes. The piezoceramic and the aluminum sections were bonded with Araldite
D & HY935.

Models 1 was first tested to compare with the numerical results. Figure 9 shows the set of electrical
and mechanical outputs of Model 1. Figure 9a shows the electrical impedance module and phase
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and Figure 9b shows the aluminum surface out-of-plane mechanical displacement measured by laser
vibrometry in linear arbitrary units. Figure 9c shows the maximum amplitude of the mechanical
displacement along the radius.
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Figure 9. Experimental results with Model 1, (a) Module and phase of the electrical impedance;
(b) Aluminum surface out-of-plane mechanical displacement in linear arbitrary units; (c) Mechanical
displacement amplitude along the radius; (d) Relative mechanical displacement amplitude as a function
of time along the radius in logarithmic scale.

As it can be seen, the agreement with the simulated model is quite good (see Figures 2a, 3a, 4a
and 5). As the vibrometer spot is scaned from the centre to the border the maximum mechanical
amplitude, the wave phase along the radius and the recorded vibration signal as a function of time,
were measured and are shown in Figure 9d. The phase variation can be observed by following the
amplitude variation for a given time. Horizontal axis correspond to a time of 5 μs. Bar scale gives
the amplitude of the signal in relative units logarithmic scale. The figure shows that the phase of the
mechanical displacemet varies along the radius as a consequence of the strong coupling between the
thickness mode and the thickness component of the radial modes.

Now Model 3 was tested to observe the filtering produced by the aluminum section with drilled
holes. Figure 10 shows the same tests as those shown in Figure 9 for Model 1. As predicted by the
numerical results, the electrical and vibration measurements show a clear filtering of the radial modes.
Interestingly, the phase change observed in Figure 10d agrees with the one observed in Figure 3c.
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The surface pattern of Figure 10b displays the same square shadow, rotated in the 110 crystalographic
direction, which is also observed in Figure 4c. Finally, Models 5 and 6 were fabricated and tested.
Since the goal is to get power transducers with a vibration pattern close to the piston-like assumption,
the Model 6, with a complete phononic structure, is the best model as was also predicted by the
FEM model. The variation of the mechanical amplitude distribution along the radius is less than 25%
along the 75% of the entire transducer emitting face (Figure 11d) with an in-phase vibration behavior
(Figure 11f). Model 5 shows a 40% variation of the mechanical amplitude vibration along the radius in
the 50% of the emitting surface with in–phase vibration (Figure 11c,e). As in the case of the Model 2,
the Model 5 is also a possibility if a metal plate without holes is required for technical reasons.
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Figure 10. Experimental results for Model 3, (a) Module and phase of the electrical impedance;
(b) Aluminum surface out-of plane mechanical displacement in linear arbitrary units; (c) Mechanical
maximum displacement amplitude along the radius; (d) Relative mechanical displacement amplitude
as a function of time along the radius in logarithmic scale.
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Figure 11. Experimental tests of Models 5 and 6; (a) Module and phase of the electrical impedance of
Model 5; (b) Module and phase of the electrical impedance of Model 6; (c) Amplitude of the mechanical
displacement along the radius of Model 5; (d) Amplitudeof the mechanical displacement along the
radius of Model 6; (e) Relative mechanical displacement amplitude as a function of time, also along the
radius (logarithmic scale) in Model 5; and (f) Relative mechanical displacement amplitude as a function
of time, also along the radius (logarithmic scale) in Model 6.

Finally, in Figure 12 the calculated maximum z mechanical displacement of the Model 6 is
compared with the experimentally measured maximum out-of-plane mechanical displacement.
The vibration distribution agrees quite well. The bar scales show that the relative values also agree.

13



Sensors 2017, 17, 729

 

(a) (b) 

Figure 12. Model 6 out-of-plane mechanical displacement for the resonance frequency around 1 MHz.
(a) FEM model, (b) experimental measurement in linear arbitrary units.

4. Conclusions

Typical power ultrasonic transducer model with two sections, piezoceramic and metal, has
been modified following the phononic crystal working principle. This is achieved by transforming
the transducer into a phononic crystal by drilling a lattice of holes spaced by an adequate distance
calculated to stop the radial modes of the resonator, that is, the resonances arising from the cylindrical
contour and those coming from the holes themselves are stopped. The effect of the array of holes
in one of the sections or in both sections has been studied with FEM models and tested with real
transducers. Electrical and vibrational experimental tests have also been made. The effect produced by
performing a lattice of holes either in one of the transducer sections (PZT and aluminum plates) or
in both has been studied. Although cancelling the radial modes in the case of PZT is more effective
because the design is optimum for this case, the same crystal lattice and filling ratio are used for both
transducer sections. With only one section drilled with a phononic structure, a clear filtering of the
radial modes is observed, but the effect is maximum when the two transducer sections are drilled.
We conclude that in terms of mechanical vibration amplitude and acoustic efficiency, the most efficient
design is obtained when both, the piezoceramic and an aluminum capsule, are phononic structures.
However, for clinical applications the design where only the piezoceramic is a phononic structure
could also be a solution because the emitting face (capsule) has no holes. The method for designing
piezoelectric power transducer and testing procedure using here can be applicable to fabricate more
efficient physiotherapy ultrasonic transducers with piston-like emitting surfaces.
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Abstract: This paper proposes a multisensory system for the detection and localization of peripheral
subcutaneous veins, as a first step for achieving automatic robotic insertion of catheters in the near
future. The multisensory system is based on the combination of a SWIR (Short-Wave Infrared) camera,
a TOF (Time-Of-Flight) camera and a NIR (Near Infrared) lighting source. The associated algorithm
consists of two main parts: one devoted to the features extraction from the SWIR image, and another
envisaged for the registration of the range data provided by the TOF camera, with the SWIR image
and the results of the peripheral veins detection. In this way, the detected subcutaneous veins are
mapped onto the 3D reconstructed surface, providing a full representation of the region of interest
for the automatic catheter insertion. Several experimental tests were carried out in order to evaluate
the capabilities of the presented approach. Preliminary results demonstrate the feasibility of the
proposed design and highlight the potential benefits of the solution.

Keywords: SWIR camera; TOF camera; peripheral vein detection; subcutaneous vein localization;
automatic catheter insertion

1. Introduction

It is estimated that about 90–95% of patients in hospitals receive some kind of intravenous therapy.
In comparison with other methods of administration, the intravenous technique is the fastest means
of providing fluids and medications throughout the human body. That is the reason why it is widely
used to transfuse blood and blood products, provide parenteral nutrition, correct dehydration and
electrolyte imbalances, deliver medication and chemotherapeutic agents, and provide avenues for
dialysis/apheresis, hemodynamic monitoring, and diagnostic testing [1].

Within intravenous therapy, the peripheral venous catheter is the most frequently used vascular
access device. It is applied to most emergency room and surgical patients, and before some radiological
imaging techniques using radiocontrast, resulting in more than a billion peripheral intravenous
catheters being used per year worldwide [2]. The procedure implies inserting a catheter into the
vein by a needle, which is subsequently removed while the small tube of the cannula remains in.
The process involves then a very demanding motor coordination, requiring proper training and
significant experience, especially when dealing with children and the elderly. Even so, errors are very
common, and often, nursing staff has to try several times before to place the needle successfully, which
causes pain and distress to the patient, and frustration to the clinicians. Replacement of catheters and
rotation of site is recommended every 72 to 96 h in order to reduce the risk of phlebitis and bloodstream
infection [3–5], which means repeating the process several times in case of prolonged stays in the
hospital. In addition, the insertion of peripheral intravenous catheters exposes health care workers
to certain occupational risks, such as a needlestick injury and exposure to blood, which can lead to
bloodborne infections [6,7].

Sensors 2017, 17, 897 16 www.mdpi.com/journal/sensors
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In the last decade, several robotic systems have been integrated successfully in the medical field,
offering objective and measurable advantages in comparison with traditional procedures, mainly
due to the high accuracy and repeatability of their actions [8,9]. These features also make robotic
systems stand out as an alternative to provide faster, safer and less painful insertion of intravenous
catheters [10–12]. One fundamental step to attain such systems is the effective detection and localization
of target subcutaneous veins.

The current state of the art related to automatic detection of veins is predominantly focused on
the recognition of finger-vein patterns that can be used as biometric signatures in personal identity
authentication systems [13]. For instance, in [14], the repeated tracking of dark lines on an image
of a finger captured under infrared light is proposed for finger-vein pattern extraction. In [15], the
same authors present an improved method based on the calculation of local maximum curvatures in
cross-sectional profiles of the image. In [16], a mean curvature method, which uses geometrical properties
of the intensity field to find alley-like structures with negative mean curvatures is proposed for the
same purpose. In [17], authors present a finger vein extraction method using gradient normalization
and principal curvature calculation. In [18], a finger-vein pattern identification system based on PCA for
image pre-processing and feature extraction using LDA is described. Finger-vein image enhancement is
proposed in [19] by using a fuzzy-based fusion method with Gabor and Retinex filtering, whereas in [20],
authors propose a new finger-vein capturing device that ensures accurate finger positioning to reduce
misalignment when veins images are captured. All these methods have in common the fact that they
are based on an image of a finger illuminated with an infrared light and acquired by a CCD camera.

Vein identification for automated intravenous drug delivery was proposed in [21]. The system
consisted of a web-camera, a near-infrared light and a Digital Single Lens Reflex (DSLR) camera with
an external filter to block visible light. The authors concluded that better results are achieved for the
images captured with the DSLR and poor results for images obtained with the web-camera can be
attributed to the low contrast quality of these images.

Multispectral imaging systems and NIR spectroscopy have also been considered by several authors.
Subcutaneous vein detection using multispectral imaging is proposed in [22]. In this case, visible and
NIR images acquired by a multispectral imager are used in a normalized subtraction algorithm for
improving contrast, and consequently the vein detection performance. In [23], near-infrared spectroscopy
is proposed for an education-focused mobile medical application devised to help to improve the
decision-making skills of healthcare students in venipuncture. There are also three commercial devices
approved by the FDA that use NIR spectroscopy to facilitate peripheral intravenous catheter insertion:
the VeinViewer [24] (Christie Medical Holdings, Memphis, TN, USA), the AccuVein [25] (AccuVein LLC,
Cold Spring Harbor, New York, NY, USA) and the VascuLuminator [26] (De Koningh Medical Systems,
Arnhem, The Netherlands). All these solutions are conceived to improve visualization of subcutaneous
veins instead of detecting them automatically.

There is scarce literature related to 3D localization of subcutaneous veins. In [11,12,27], authors
propose active optical triangulation for range data acquisition and parametric surface modelling to store
the 3D shape of the patient arm. Active optical triangulation is achieved by combining a camera and
a laser stripe line generator. Worthy of mention is also the research presented in [28]. The proposed
system provides augmented vein structures that are back-projected and superimposed on the skin surface
of the hand for assisting doctors in locating the injection veins. The system consists of two industrial
cameras, a color micro projector, NIR light sources, a support structure with multi-degree of freedom, and
an underpan. Veins are segmented by a multiple-feature clustering method. Vein structures captured by
the two cameras are matched and reconstructed based on epipolar constraint and homographic property.
The skin surface is reconstructed by active structured light with special encoding values. Results show
that the system effectively provides augmented display and visualization of subcutaneous veins.

This paper presents an automatic system that combines a SWIR (Short-Wave Infrared) camera,
a TOF (Time-Of-Flight) camera, a NIR (Near Infrared) lighting system and the associated algorithm for
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the detection and localization of peripheral subcutaneous veins. The solution is intended to be used
for the future automation of peripheral intravenous catheter insertion.

The rest of the paper is organized as follows: Section 2 describes the design and implementation
of the proposed multisensory system and the associated algorithm. Section 3 presents the results
obtained from the different experimental tests that have been carried out. Section 4 discusses the main
results of this work and finally, Section 5 summarizes the major conclusions.

2. Materials and Methods

This section describes the multisensory system that has been designed for the data acquisition
and explains the processing algorithm that has been implemented for the automatic detection and
localization of peripheral subcutaneous veins.

2.1. Multisensory System Description

The proposed multisensory system is based on the combination of a GoldEye P-032 SWIR camera
(Allied Vision, Stradtroda, Germany), a SwissRanger SR-400011 TOF 3D camera (Mesa Imaging, Zürich,
Switzerland), and a NIR light source that consists of 96 LEDs of 940 nm distributed in two linear arrays.
The GoldEye P-032 SWIR camera has a high spectral response from 900 to 1700 nm thanks to its indium
gallium arsenide (InGaAs) sensor and features a maximum frame rate of 30 fps at its full resolution of
636 × 508 pixels with 14-bit A/D conversion. The TOF camera provides a depth map and amplitude
image at the resolution of 176 × 144 pixels with 16 bit floating-point precision, as well as x, y and z
coordinates to each pixel in the depth map. IR light can penetrate human tissues to about 3 to 5 mm
subcutaneous depth before losing coherence and directionality to diffusion due to the low optical
absorption of human skin and muscles in the NIR region of the electromagnetic spectrum [29,30].
On the contrary, blood is a strong absorber of NIR radiation, increasing the contrast between the
subcutaneous veins and the surrounding tissues in NIR images [31,32]. Thus, the SWIR camera enables
the acquisition of the required data for the detection of areas of interest that could belong to peripheral
subcutaneous veins, whereas the TOF camera supplies simultaneously fast acquisition of accurate
distances and intensity images of targets, enabling their localization in the coordinate space. Intrinsic
and extrinsic calibration parameters of both cameras were estimated by using the Matlab camera
calibrator app (http://www.mathworks.com/products/matlab/). A distance measurement calibration
was also carried out in Matlab for the TOF camera by following the method proposed in [33].

Figure 1 shows the layout of the different elements that make up the proposed system. Note that
the linear arrays of lEDs are placed side by side with the SWIR camera, so the SWIR camera captures
the light reflected by the patient arm.

 

Figure 1. Close-up view of the proposed multisensory system.
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In addition, the custom-made multisensory rig that integrates the SWIR camera, the TOF camera
and the two linear arrays of NIR LEDs is mounted in a Bosch frame, in such a way that the image
planes of the cameras are parallel to the table where subjects place their hands or arms for the automatic
detection and localization of peripheral subcutaneous veins.

2.2. Algorithm for Automatic Detection and Localization of Peripheral Subcutaneous Veins

Figure 2 shows a block diagram of the proposed algorithm, which consists of two main parts: one
devoted to the features extraction from the SWIR image, and another envisaged for the registration of
the range data provided by the TOF camera, with the SWIR image and the results of the peripheral
veins detection.

Figure 2. Algorithm for automatic detection and localization of peripheral subcutaneous veins.

For features extraction, the first step involves the segmentation of the acquired SWIR image into
two regions, the background and the foreground. The foreground represents the part of the patient’s
body where the detection of the peripheral veins is going to be carried out, whereas the background
represents the rest of the image pixels that are not required for further processing. Otsu’s method [34] is
then utilized for choosing a global threshold that minimizes the intraclass variance of the background
and the foreground pixels. With the attained threshold, a binarization of the original SWIR image is
conducted, followed by a dilatation of the background region. The aim of this dilatation is discarding
those pixels where the transition from background to foreground region takes place, and which can
produce detection errors in the subsequent steps. In fact, the dilatation process is performed twice by
using two square structuring elements with two different width values, 10 and 15 pixels, respectively.
Thus, two masks are obtained and applied to the original SWIR images. In this way, once the vein
extraction is accomplished, a logical AND will be applied to both images, eliminating false detections
due to the effects produced by the edges during the segmentation process. Thus, the obtained masks
ensure that only the region of interest of the original SWIR image is considered for features extraction,
increasing the algorithm performance.
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Next, contrast-limited adaptive histogram equalization [35] is applied to the masked images for
compensating non-uniform lighting conditions, followed by an adjustment of the image intensity
values. This last adjustment consists on mapping the intensity values to new values such that 1% of
data is saturated at low and high intensities of the SWIR image. In this way, the contrast between the
veins and the surrounding tissues on the SWIR image is enhanced. After these preprocessing steps,
features extraction is accomplished by two different techniques: the maximum curvature method and
the k-means clustering.

The maximum curvature method presented in [15], which is one of the better finger-vein
extraction methods [13], is based on the fact that a vein appears like a dent with high curvature
in the cross-sectional profile, and consequently, calculates the local maxima of each cross-sectional
profile (in four directions: horizontal, vertical and two diagonal directions).

On the other hand, the k-means clustering used in this application partitions the image pixels into
three clusters: background, surrounding tissues and subcutaneous veins. From these three clusters,
only the subcutaneous veins cluster is considered as final solution. In this case, the centroids of clusters
used to characterize the data are determined by minimizing the sum of squad errors given by:

JK =
K

∑
k=1

∑
i∈Ck

(xi − mk)
2 (1)

where (x1, . . . , xn) = X is the data matrix, mk = ∑i∈Ck
(xi/nk) is the centroid of the cluster ck and nk is

the number of points in Ck [36].
Once the peripheral subcutaneous veins have been detected on the SWIR image, second part of

the algorithm addresses the registration of the detection results with the range data provided by the
TOF camera, so that they share a common reference frame. Before registration, radial distortion of the
TOF data is corrected. The relationship between the distortion coordinate system and the imaging
coordinate system is given by:

xd = x
(

1 + k1r2 + k2r4 + k3r6
)

yd = y
(

1 + k1r2 + k2r4 + k3r6
)

(2)

where (xd, yd) is the distorted coordinate, (x, y) is the normalized imaging coordinate, k1, k2, k3 are the
radial distortion coefficients of the lens, and r2 = x2 + y2. Normalized image coordinates are calculated
from pixel coordinates by translating to the optical center and dividing by the focal length in pixels.
Thus, x and y are dimensionless. Radial distortion coefficients are determined with the intrinsic and
extrinsic parameters of the camera during the calibration process. This calibration process is carried
out once, by taking pictures of different orientations of a planar checkboard considered as a metric
reference for the system. The position of all the square corners in a set of 50 pictures was analyzed in
order to obtain the camera parameters.

Then, as SWIR image and TOF data are acquired with cameras that exhibit a different pixel array
and a different field of view, the random sample consensus (RANSAC) algorithm [37] is adopted
for registering the acquired data, in such a way that a direct correspondence between the pixels of
the different images is obtained. As relative positions of SWIR and TOF camera remain fixed on
the designed set-up, the RANSAC algorithm is used only once and offline, for finding the rotation
and the translation (R, T) that enable the mapping of the TOF data into the reference frame of the
processed SWIR image, being R a 2 × 2 matrix and T a 2 × 1 vector. For that, N pairs of control points’
correspondences between frames F1 and F2 are selected, where F1 and F2 correspond to TOF and SWIR
frames respectively. In this particular case, five pairs of control points were selected manually in 20
different scenes, resulting in a total of 100 pairs of control points (N = 100). The control points are
represented by 2D coordinates

(
Xi

1, Xi
2
)

in their respective reference systems. RANSAC samples the
solution space of (R, T) and estimates its fitness by counting the number of inliers, f0:
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f0(F1, F2, R, T) =
N

∑
i

L
(

Xi
1, Xi

2, R, T
)

(3)

where:

L
(

Xi
1, Xi

2, R, T
)
=

{
1, e = ‖RXi

1 + T − Xi
2‖ < ε

0, otherwise
(4)

and ε is the threshold beneath which a features match
(
Xi

1, Xi
2
)

is determined to be an inlier. RANSAC
chooses the transform with the largest number of inlier matches [38,39]. The resulting (R, T) is then
utilized online for matching the range data provided by the TOF camera with the processed SWIR
data that contains the resulting peripheral veins detection.

3. Results

In order to validate the proposed multisensory system and the associated algorithm for the
detection and localization of peripheral veins, several experimental tests have been carried out.
Figures 3 and 4 show the data acquired by the multisensory system for one of the experimental tests
performed to evaluate the detection of the peripheral subcutaneous veins on the front of the hand.

(a) (b)

Figure 3. Test 1—Acquired images. (a) SWIR image; (b) TOF amplitude image.

 

Figure 4. Test 1—Raw point cloud provided by the TOF camera.
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Figure 3 presents the SWIR image and the TOF amplitude image, whereas Figure 4 displays the
raw point cloud provided by the TOF camera.

The vein extraction results achieved after applying the proposed algorithms to the acquired SWIR
image are presented on Figure 5. Left-hand side image displays the result from the adapted maximum
curvature method, while right-hand side image shows result obtained with the method based on the
k-means clustering. Red color is utilized to visualize pixels identified or classified as vein.

Once the vein extraction is completed, TOF data are registered in order to locate the veins spatially.
Figure 6a shows the result from registering the original SWIR image with the TOF data (termed
SWIR-D visualization, as it combines the SWIR information with the estimated depth for each pixel),
whereas Figure 6b displays the 3D mapping of the veins detected with the method based on the
k-means clustering after applying the proposed registration algorithm.

(a) (b)

Figure 5. Test 1—Vein extraction. (a) Results from applying the proposed preprocessing and
the adapted maximum curvature method; (b) Results from applying the method based on the
k-means clustering.

(a) (b)

Figure 6. Test 1. (a) SWIR-D visualization; (b) Registered SWIR image with vein detection results.
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Figures 7 and 8 display the dataset acquired with the proposed multisensory system for a second
test scene. In this case, it is desired to evaluate the detection of the subcutaneous veins on the wrist
anterior view. The dataset includes the SWIR image (Figure 7a), the TOF amplitude image (Figure 7b)
and the raw point cloud provided by the TOF camera (Figure 8).

 

(a) (b)

Figure 7. Test 2 - Acquired images. (a) SWIR image; (b) TOF amplitude image.

 

Figure 8. Test 2—Raw point cloud provided by the TOF camera.

Figure 9a,b shows the results obtained after applying the adapted maximum curvature method
and the method based on the k-mean clustering, respectively. Next, Figure 10a displays the obtained
result after registering the TOF data with the original SWIR image, and Figure 10b illustrates the
SWIR-D visualization obtained after applying the proposed registration algorithm. In this SWIR-D
visualization, the subcutaneous veins detected on the SWIR image with the method based on the
k-means clustering are mapped onto the 3D reconstructed surface. Lastly, the third experiment is
intended to evaluate the detection and localization of subcutaneous veins on the anterior view of
the forearm. Figures 11 and 12 display the dataset acquired with the proposed multisensory system,
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including a SWIR image (Figure 11a), a TOF amplitude image (Figure 11b) and a raw point cloud
provided by the TOF camera (Figure 12).

(a) (b)

Figure 9. Test 2—Vein extraction. (a) Results from applying the proposed preprocessing and
the adapted maximum curvature method; (b) Results from applying the method based on the
k-means clustering.

(a) (b)

Figure 10. Test 2. (a) SWIR-D visualization; (b) Registered SWIR image with vein detection results.

(a) (b)

Figure 11. Test 3—Acquired images. (a) SWIR image; (b) TOF amplitude image.
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Figure 12. Test 3—Raw point cloud provided by the TOF camera.

Figure 13a,b shows the vein detection results obtained with the adapted maximum curvature
method and the method based on the k-means clustering, respectively. Finally, Figure 14a displays
the obtained result after registering the TOF data with the original SWIR image, while Figure 14b
illustrates the mapping of the veins detected with the method based on the k-means clustering onto
the 3D reconstructed surface, after applying the proposed registration algorithm. Note that in the three
presented experiments, only the registration results obtained with the detection based on the k-means
clustering are displayed. This is due to the fact that the method based on the adapted maximum
curvature provides a low number of image pixels identified as vein, which demerits the registration
results. On the contrary, the detection method based on the k-means clustering provides a higher
a proportion of image pixels that are correctly identified as vein, and consequently, fits better as input
for the subsequent registration procedure, improving performance results.

(a) (b)

Figure 13. Test 3—Vein extraction. (a) Results from applying the proposed preprocessing and
the adapted maximum curvature method; (b) Results from applying the method based on the
k-means clustering.
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(a) (b)

Figure 14. Test 3. (a) SWIR-D visualization; (b) Registered SWIR image with vein detection results.

In order to evaluate quantitatively the performance of the proposed approach, ground truth data
was carefully collected and produced for the three test scenes presented previously. This process
included the manual labelling of the pixels that visually appear to belong to the veins on the SWIR
images and the manual measurement of the Cartesian coordinates of ten control points located on the
test scenarios. These coordinates were measured with respect to the reference frame located at the
intersection of the optical axis with the front face of the TOF camera.

Figure 15 shows the labelled images for the SWIR images presented on Figures 3a, 7a and 11a.
Note that the same masks applied during the segmentation process were utilized after the manual
labelling of the SWIR images, in order to get the same regions of interest used during the features
extraction. These images were then utilized as ground truth data in the pixel-level comparison carried
out with the detection results obtained with the proposed methods. Detection performance is then
evaluated in terms of true positive rate, accuracy and total error rate. The true positive vein detection
rate, which is a proportion of the pixels that are correctly identified as vein, is defined as:

TP =
number of pixels correctly identified as vein

total number of pixels identified as vein
·100% (5)

Accuracy is the overall correctness of the detection algorithm and it is calculated as:

Accuracy =
sum of correctly identified pixels

total number of pixels
·100% (6)

Lastly, the total error rate is given by:

Error rate =
sum of incorrectly identified pixels

total number of pixels
·100% (7)

Performance evaluation results are gathered in Table 1.
On the other hand, after evaluating the data registered from the TOF camera with respect to

the collected ground truth, we obtained that the position errors measured for the defined control
points go from 2.1 to 3.5 mm in the x-axis, from 1.8 to 4.6 mm in the y-axis and from 0.1 to 9.9 mm in
the z-axis, with a mean error of 2.5 mm in the x-axis, 2.9 mm in the y-axis and 3.1 mm in the z-axis.
Note that the x-axis coincides roughly with the transverse axis of the hand or forehand, the y-axis
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with the longitudinal axis, and the z-axis with the optical axis of the TOF camera. Table 2 summarizes
these results.

Table 1. Detection performance evaluation.

Test TP Accuracy Error Rate

1
Method based on adapted max. curvature 21.9% 97.0% 3.0%

Method based on k-means 86.7% 96.5% 3.5%

2
Method based on adapted max. curvature 16.0% 97.3% 2.7%

Method based on k-means 72.3% 97.0% 3.0%

3
Method based on adapted max. curvature 22.0% 97.1% 2.9%

Method based on k-means 80.9% 96.1% 3.9%

Figure 15. Labelled images. (a) Ground truth data for test 1; (b) Ground truth data for test 2; (c) Ground
truth data for test 3.

Table 2. Position errors from the 3D registered data.

Axis Minimum Error Maximum Error Mean Absolute Error

x 2.1 mm 3.5 mm 2.5 mm
y 1.8 mm 4.6 mm 2.9 mm
z 0.1 mm 9.9 mm 3.1 mm

27



Sensors 2017, 17, 897

Lastly, the response time of the proposed algorithm was been evaluated on a 2.60 GHz Intel®

Core™ i5-4210M CPU with 8 GB of RAM memory. The average time for vein extraction using the
adapted maximum curvature method was 1.2 s and 588 ms for the method based on the k-means
clustering, whereas the average time for the registration procedure was 140 ms. That is, the total time
for automatic detection and localization of peripheral subcutaneous veins with the proposed system is
between 728 ms and 1.34 s.

4. Discussion

Performance evaluation results show that detection method based on the adapted maximum
curvature exhibits a slightly better performance in terms of accuracy and total error rate than the
method based on the k-means. This is due to the intrinsic nature of the algorithm, which provides
less pixels identified as vein, but with a very high level of correctness. On the other hand, the method
based on the k-means presents a much higher true positive rate detection, while keeping the accuracy
and the total error rate quite close to the values provided by the adapted maximum curvature method.
That means that a higher number of pixels are correctly classified as vein, and although incorrect
detections also increase, they do not demerit the algorithm accuracy. With a higher number of correctly
identified pixels, it is easier to determine some characteristics of veins, such as their width, which can
help in selecting the best target vein for the automatic insertion of catheters. In addition, as during
the mapping that takes place in the registration procedure some true positive detection points can be
lost, it is better to have a high positive detection rate that guarantees proper registration of the pixels
identified as vein.

Therefore, both methods attain a high level of correctness in identifying the image pixels that
belong to the peripheral subcutaneous veins, but the method based on the k-means clustering fits
better as input for the subsequent registration procedure, improving the overall performance result.
It is also important to remark that ground truth labelling of images that were used for the performance
evaluation was done manually, and this process is not 100% free from mistakes. Consequently, labelling
errors can also contribute to shorten the performance values.

Regarding performance results related to the TOF data registration procedure, it is relevant to
note that the TOF camera is characterized by suffering from flying pixels and noise. In addition, the
registration algorithm is dealing with a correspondence between images of 144 × 176 pixels from the
TOF camera and images of 636 × 508 pixels from the SWIR camera. Moreover, manual measurement
of distances for ground truth data is not exempt from errors, which could explain the appearance of
some isolated maximum errors, far from the mean values. Thus, the mean position errors obtained
during the experimental test are quite acceptable, but should be further improved in the near future
for increasing the reliability of the stated application.

On the other hand, the response time of the proposed algorithm satisfactorily fulfils the requirements
for real-time applications. This coupled with its affordable cost and its reduced size and compactness
makes it suitable for clinical routine use. Therefore, performance evaluation results highlight the
feasibility and the potential benefits of the proposed solution.

5. Conclusions

This paper proposed a multisensory approach for the detection and localization of peripheral
subcutaneous veins as a first step for achieving a guidance system that can be used in the future for
automatic catheter insertion with the help of a robotic system. The solution includes a SWIR camera
for acquiring reflectance measurements in the NIR region that are used for detecting the image pixels
that belongs to the subcutaneous veins, a TOF camera that provides fast acquisition of Cartesian
coordinates for enabling the localization of the target veins and a NIR lighting source for improving
the contrast between the subcutaneous veins and the surrounding tissues.
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The algorithm designed for the proposed multisensory system includes the vein features extraction
from the SWIR image and the registration of the detection results with the data provided by the TOF
camera, in such a way that range data can be associated to the image pixels identified as veins. For vein
features extraction, two methods were proposed and evaluated experimentally, one based on the
adaptation of the maximum curvature method and another based on the k-means clustering, both
combined with several preprocessing steps for improving detection performance. Although both
methods exhibit satisfactory detection accuracy, the method based on the k-means clustering fits better
for the posterior registration process, given its higher TP rate.

Preliminary experimental results demonstrate the feasibility of the proposed design and highlight
the potential benefits of the solution. However, future work should be directed to enhance the
localization performance in order to achieve a more reliable application.
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Abstract: This work deals with robot-sensor network cooperation where sensor nodes (beacons)
are used as landmarks for Range-Only (RO) Simultaneous Localization and Mapping (SLAM).
Most existing RO-SLAM techniques consider beacons as passive devices disregarding the sensing,
computational and communication capabilities with which they are actually endowed. SLAM is a
resource-demanding task. Besides the technological constraints of the robot and beacons, many
applications impose further resource consumption limitations. This paper presents a scalable
distributed RO-SLAM scheme for resource-constrained operation. It is capable of exploiting
robot-beacon cooperation in order to improve SLAM accuracy while meeting a given resource
consumption bound expressed as the maximum number of measurements that are integrated
in SLAM per iteration. The proposed scheme combines a Sparse Extended Information Filter
(SEIF) SLAM method, in which each beacon gathers and integrates robot-beacon and inter-beacon
measurements, and a distributed information-driven measurement allocation tool that dynamically
selects the measurements that are integrated in SLAM, balancing uncertainty improvement and
resource consumption. The scheme adopts a robot-beacon distributed approach in which each beacon
participates in the selection, gathering and integration in SLAM of robot-beacon and inter-beacon
measurements, resulting in significant estimation accuracies, resource-consumption efficiency and
scalability. It has been integrated in an octorotor Unmanned Aerial System (UAS) and evaluated
in 3D SLAM outdoor experiments. The experimental results obtained show its performance and
robustness and evidence its advantages over existing methods.

Keywords: robot-sensor network cooperation; SLAM; sensor networks

1. Introduction

This paper deals with Range-Only (RO) Simultaneous Localization and Mapping (SLAM) in which
the robot uses range measurements to build a map of an unknown environment and to self-localize
in that map. RO-SLAM does not require line-of-sight operation and is independent of lighting
conditions, whereas visual SLAM is sensitive to them and is not suitable in the presence of dense dust or
smoke [1]. Using radio beacons as landmarks naturally solves the data association problem, typical of
visual SLAM. Besides, RO-SLAM operates with shorter measurement and state vectors than visual
SLAM, resulting in significantly lower computational burden.

Our envisioned application is aerial robot autonomous navigation for maintenance and repairing
in industrial plants. We are interested in RO-SLAM schemes where the robot uses nodes from
a sensor network as landmarks. Consider a GPS-denied scenario where a large number of sensor
nodes (beacons) have been deployed at unknown static locations. For instance, they have been
placed at random locations for real-time monitoring an accident, or they are used for monitoring
an industrial facility, and their exact location was not registered during deployment. This is not a
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constraint: sensor nodes are already used for monitoring and maintenance in many industrial plants.
Each node periodically gathers and filters measurements and transmits them to a monitoring station.
We assume that each node can measure the distance to other nodes. This is not a limitation, in fact most
Commercial Off-The-Shelf (COTS) nodes can measure the Radio Signal Strength of Incoming packets
(RSSI) and estimate the range to the emitting node [2]. Mapping and robot localization is essential for
UAS navigation in the above GPS-denied environments. Besides, knowing the location of beacons
enables robot-sensor network cooperative missions of interest in these scenarios such as sensor node
transportation and deployment [3,4], collection of data from sensors [5,6] or node remote powering [7].
The potential capabilities of robot-sensor network collaboration have recently originated significant
interest in RO-SLAM methods that use sensor nodes as beacons [8–11]. However, most existing
techniques consider beacons as passive landmarks disregarding the computational, communication
and sensing capabilities with which they are actually endowed.

The performance of RO-SLAM methods improves as the number of measurements integrated
in SLAM increases. For instance, integrating beacon-beacon (inter-beacon) measurements improves
map and robot estimation accuracy [12]. However, using more measurements requires spending more
resources such as the energy, bandwidth and computational power required to gather, transmit and
integrate the measurements. SLAM is a resource demanding task. In the above scenarios the robot
and beacons perform many other tasks apart from SLAM, all of them sharing the available resources.
Besides, the available resources can be, and usually are, constrained by technological or application
limitations such as the available energy and computational capacity of beacons or the bandwidth of
the sensing channel. Resource consumption reduction has attracted high interest in SLAM, but very
few resource-constrained RO-SLAM methods have been reported.

This paper presents a RO-SLAM scheme that is capable of exploiting robot-beacon cooperation
in order to improve SLAM accuracy and efficiency while meeting a given resource consumption
bound. In this work, the resource consumption bound is expressed in terms of the maximum number
of measurements that can be integrated in SLAM per iteration. The sensing channel capacity used,
the beacon energy consumed or the computational capacity employed, among others, are proportional
to the number of measurements that are gathered and integrated in SLAM. The proposed scheme can
meet static and dynamic bounds, e.g., determined by an online resource allocation tool, enabling high
flexibility, which can be of interest in many cases. Our scheme employs a distributed Sparse Extended
Information Filter (SEIF) SLAM method, in which each beacon gathers and integrates in the SLAM
update stage robot-beacon and inter-beacon measurements. Like SEIF algorithm, our scheme can be
executed in constant-time. Our scheme also comprises a distributed tool that uses a gain-cost analysis
to dynamically select the most informative measurements to be integrated in SLAM.

The proposed scheme has a robot-beacon distributed approach were beacons actively participate
in measurement selection, gathering and integration in SLAM. It has the following main properties:
(1) adaptive resource-constrained operation, since it dynamically adapts to satisfy the given resource
consumption bound; (2) accuracy, since it integrates inter-beacon measurements, significantly
improving map and robot localization accuracies and speeding up beacon initialization; (3) efficiency,
since it gathers and integrates the most informative measurements and; (4) scalability, since all the
involved tasks are executed in a distributed manner. This paper presents the scheme, evaluates and
compares its performance with existing methods in experiments performed with an octorotor UAS.

The proposed scheme employs the distributed SEIF SLAM that we sketched in [13]. In this
paper, it is enhanced and combined with a distributed measurement selection tool that enables
resource-constrained operation. The main improvements in this paper over [13] are:

• development of a distributed robot-beacon tool that selects the most informative measurements
that are integrated in SLAM fulfilling the resource consumption bound;

• harmonious integration of the distributed SEIF SLAM and the measurement selection tool.
The resulting scheme outperforms that in [13], as described in Section 6;

• extension to 3D SLAM, integration and experimentation of the scheme with an octorotor UAS;
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• new experimental performance evaluation and comparison with existing methods;
• new subsection with experimental robustness evaluation;
• extension and more detailed related work. Furthermore, the paper has been restructured and all

sections have been completed and rewritten for clarity.

The paper is organized as follows. Section 2 summarizes the related work. Section 3 presents the
problem formulation. Sections 4 and 5 briefly describe the operation of the robot and beacons. Section 6
presents its evaluation, comparison and robustness analysis in 3D SLAM experiments. The conclusions
are in Section 7.

2. Related Work

As it is known, in Simultaneous Localization and Mapping (SLAM) a robot builds a map of an
unknown environment while simultaneously keeping track of its location within that map. RO-SLAM
methods solve the SLAM problem using only range measurements. Recursive Bayesian Filters (RBFs)
provide a solid statistical basis for estimation integrating measurements in presence of noise. A good
number of RO-SLAM methods have been developed in the last years. Most of them employ approaches
based on the Extended Kalman Filter (EKF) SLAM or on Fast-SLAM. These filters have been combined
with different initialization tools in order to deal with the partial observability of range measurements.
Particle Filters (PFs) [14] involve significant computational burden but provide accurate results.
Probability grids [12,15] have also been used but are computationally inefficient to implement in
3D. Trilateration [9] is the simplest approach but it can lead to high initialization errors, which can
originate inconsistent estimations. Gaussian mixtures [16,17] provide a multi-hypothesis representation
that allows integrating measurements from the beginning in undelayed SLAM methods. Dual to
Kalman Filters, Information Filters represent the state by its information vector ξ and its information
matrix Ω. The Sparse Extended Information Filter (SEIF) [18] for online SLAM maintains a sparse
representation of Ω. SEIF is naturally efficient in the update stage and the sparseness of Ω enables
using efficient algorithms for motion update and state recovery. SEIF can be executed in constant time
regardless of the map size.

Most RO-SLAM techniques employ only robot-beacon range measurements. Work [12] was
the first in using also measurements between beacons (inter-beacon). Integrating inter-beacon
measurements improves map and robot estimation accuracy and speeds up beacon initialization.
Despite its advantages few methods employ them. Integrating more measurements involves higher
consumption of energy, bandwidth and processing time to gather, transmit and integrate them in
SLAM. Work [19] integrates inter-beacon measurements adopting decentralized methods to deal with
the increase in the consumption of resources.

Efficiency in the use of resources has received high interest in SLAM. Some methods use decision
making tools based on information metrics to balance efficiency and accuracy. Work [20] developed an
approach that selects highly informative loop-closure links to simplify the Pose SLAM information
form and reduce its computational cost. They also achieve a compact information matrix reducing
the number of measurements by operating in open loop for long periods. This open loop operation
requires good odometry estimations, which are not always available in all scenarios and applications.
Work [21] presented a method for estimating the quality of visual measurements in single-camera
SLAM maximizing the mutual information between measurements and states in order to select the
best camera measurements. Despite its potential advantages, very few SLAM techniques, and even
less RO-SLAM, for resource-constrained operation have been reported.

In work [22] we proposed a RO-SLAM scheme that improves efficiency by choosing between two
measurement gathering modes. Mode selection is performed using a simple centralized tool based
on heuristics of robot and map estimation uncertainty: It does not consider resource consumption
requirements, hence it cannot adapt to given resource consumption bounds. Besides, mode decision
is fully centralized at the robot, lacking scalability. The scheme proposed in this paper is capable of
satisfying a given resource consumption bound. It uses a distributed measurement selection tool that
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prioritizes measurements analyzing cost and expected uncertainty improvement. Besides, the scheme
is distributed and beacons actively participate in measurement selection, gathering and integration
in SLAM.

2.1. Range Only SEIF SLAM in a Nutshell

This section briefly summarizes the SEIF SLAM algorithm as an introduction to the proposed
scheme. Most expressions have been omitted. For notation simplicity, time subindex t has also been
omitted. Refer to [23] for further details.

RO-SLAM methods commonly adopt a state vector �x comprised of the robot position (xr) and
the location of all the beacons in the map (x1, x2, . . . , xN). SEIF is based on Extended Information
Filter (EIF). Duals to Kalman Filters, Information Filters (IFs) employ the canonical representation
of multivariate Gaussian distributions. The standard representation is based on the mean vector μ

and the covariance matrix Σ, whereas the canonical representation is based on the information vector
ξ = Σ−1μ and the information matrix Ω = Σ−1.

Ω =

⎛⎜⎜⎜⎜⎝
Ωxr ,xr Ωxr ,x1 · · · Ωxr ,xN

Ωx1,xr Ωx1,x1 · · · Ωx1,xN
...

...
. . .

...
ΩxN ,xr ΩxN ,x1 · · · ΩxN ,xN

⎞⎟⎟⎟⎟⎠ (1)

The information matrix Ω is symmetric and positive-semidefinite. Each off-diagonal entry of
Ω, called the link [18], represents the relation between two elements in �x. At any time in the SEIF
SLAM operation some of the off-diagonal elements of Ω are zero meaning lack of information between
the involved elements; some of them have high values, called strong links, meaning high amount of
information; and a number of them have values close to zero, called weak links. Weak links have lower
impact on the estimation of �x than strong links but both involve similar computational burden. SEIF
operates as EIF but maintains a sparse representation of Ω by keeping the number of active beacons
bounded by a threshold. At each step the discovered beacons are classified in active and passive.
Active beacons are those with non-zero links to the robot. Every time the number of active beacons is
above the bound, the sparsification step is performed deactivating the beacons with the weakest links.

EIF measurement update modifies only the entries of Ω corresponding to the elements involved in
the measurement. Factorizing Ω allows efficient update stages regardless of the map size. SEIF inherits
this efficiency. Furthermore, by bounding the number of active beacons, SEIF significantly reduces
the computational burden in the prediction stage. For linearizing the prediction and observation
models it is necessary to recover the state estimate μ from the predicted Ω̄ and ξ̄. SEIF recovers
only the useful part of �x, robot and active beacons. Of course, enforcing sparseness in Ω involves
an approximation error in the estimations obtained by SEIF. Work [18] suggests using sparsification
bounds in the range [4,5,7–11] to balance between accuracy degradation and burden reductions.

2.2. Integration of Range Measurements

Range measurements have the problem of partial observability. To cope this it SEIF should
be combined with an auxiliary beacon initialization mechanism. Our scheme uses PFs for beacon
initialization due to their high flexibility. Each beacon can be in the “initialization phase” or in the
“state vector phase”. In the “initialization phase” each beacon executes its own PF. When the PF
converges, the beacon initializes its state vector: The “state vector phase” starts.

The observation model used for range measurement zr,i taken by the robot to beacon bi is:

hr,i(μ) =
√

δ2
x + δ2

y + δ2
z , (2)

where δx = μx − μi
x, δy = μy − μi

y and δz = μz − μi
z. (μx, μy, μz) and (μi

x, μi
y, μi

z) are respectively the
estimated positions of the robot and of beacon bi. hr,i is nonlinear. Its Jacobian is:
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Hr,i =
∂hr,i

∂μ
=

[
δx
hr,i

δy
hr,i

δz
hr,i

· · · −δx
hr,i

−δy
hr,i

−δz
hr,i

· · ·
]

(3)

All the entries of Hr,i that are not shown in (3) are zero. Only the entries of Hr,i corresponding to
the robot and beacon bi are not zero. The proposed method also integrates inter-beacon measurements,
such as zi,j gathered by beacon bi to bj. The adopted model hi,j is an extension of that in (2) taking

δx = μi
x − μ

j
x, δy = μi

y − μ
j
y and δz = μi

z − μ
j
z. The entries of its Jacobian Hi,j are zero except for those

corresponding to the beacons involved in the measurement:

Hi,j =
[
0 · · · δx

hi,j

δy
hi,j

δz
hi,j

· · · −δx
hi,j

−δy
hi,j

−δz
hi,j

· · ·
]

(4)

3. Problem Formulation

Consider a GPS-denied scenario where a number of sensor nodes endowed with sensing,
computational and communication capabilities have been deployed at static locations. We assume
that the location of the nodes is not known. For instance, they have been deployed at unknown
locations or their exact location has not been registered during deployment. Each node is assumed
equipped with a range sensor and can measure the distance to the robot or to other nodes within
its sensing region. Range measurements are assumed affected by statistically independent Gaussian
noise. We are interested in RO-SLAM techniques that use sensor nodes as radio beacons (landmarks),
to online estimate the locations of sensor nodes and of the robot. The SLAM method can exploit the
capabilities of the beacons deployed but, at the same time, should make efficient use of the available
resources and should comply with resource consumption constraints.

In conventional RO-SLAM techniques the robot gathers range measurements to the beacons within
its sensing region and integrates these measurements in the update stage, see Figure 1a. In the adopted
scheme measurement gathering and integration in SLAM is distributed among the beacons. The robot
computes the SEIF SLAM prediction stage and transmits the predicted state to the beacons within
its sensing region. Each beacon receiving the message: (1) gathers range measurements to the robot
and other beacons (inter-beacon measurements), see Figure 1b; (2) integrates these measurements
and computes its contribution to the update stage and; (3) transmits its contribution to the robot.
Finally, the update stage of SLAM expressed in the information form is additive [23] and the robot
reconstructs the updated state by simply adding the contributions it received. The proposed scheme
naturally exploits robot-beacon cooperation to solve online SLAM: Accurately, since it integrates
inter-beacon measurements; efficiently, distributing measurement gathering and integration in SLAM,
and hence sharing burden and energy consumption; and in a scalable manner.

Efficiency in the use of resources is very important in robot-sensor network cooperation. In most
cases the SLAM algorithm is executed simultaneously with other tasks, all of them sharing the
available resources. Furthermore, radio beacons gathering range measurements such as RSSI, Time
of Arrival (ToA) or Differential ToA, make use of some kind of communication, which requires
using a channel with a certain (constrained) capacity. In fact the capacity of the sensing channel
is one of the most relevant constraints in settings with a high number and density of deployed
beacons. In our problem resource consumption can be expressed in terms of the maximum number
of measurements that are gathered and integrated in SLAM at each iteration. The use of the sensing
channel, the consumption of beacons energy and of beacons computational capacity are proportional
to the number of measurements that are gathered and integrated in SLAM. Hence, bounding the
number of measurements constrains the consumption of the main resources involved.
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z2,3
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(b)

Figure 1. Measurement gathering in conventional SLAM methods (a) and in the proposed distributed
SLAM scheme (b). Gray circles represent the sensing regions of the robot (a) and beacons b1, b2 and
b3 (b).

A diagram of the proposed scheme with its main modules is shown in Figure 2. The scheme
combines (1) a distributed SEIF SLAM method in which beacons gather and integrate in
SLAM robot-beacon and inter-beacon measurements; and (2) a distributed information-driven
measurement selection tool that dynamically selects the measurements that are integrated in SLAM
in order to improve performance while fulfilling the bound in the total number of measurements.
Both components are executed in a distributed manner by the robot and by the beacons. Each beacon
maintains a local version of the SLAM state whereas the global state is maintained only by the robot.
The message interchange and the operation of the robot and beacons is summarized in Figure 3.

Methods that select the measurements that best reduce the uncertainty in the SLAM global state are
necessarily centralized and have to deal with the information matrix of the global state. These methods
incur in high computational burden with large maps and scale badly with the map size. The proposed
scheme approximates this centralized measurement selection by a robot-beacon distributed tool that
preserves the constant time execution and scalability. In Section 6.2 it is experimentally shown that the
adopted tool is almost as accurate as the centralized measurement selection, adifference in map and
robot RMS errors lower than 3%.

The distributed measurement selection tool is performed in two steps: Measurement distribution
and measurement allocation. In measurement distribution the robot dynamically decides the number of
measurements that are assigned to each beacon within the robot sensing region using expectations
of uncertainty reductions. In measurement allocation, each beacon bi decides the actual measurements
that it will gather and integrate in SLAM analyzing the cost and expected uncertainty improvement of
integrating each measurement.

The bound in the number of measurements that can be gathered in each iteration is NMmax.
As example where NMmax has a high value is shown in Figure 1b: Each beacon within the robot sensing
region gathers and integrates a measurement to each beacon within its sensing region. An example
with a low NMmax in shown in Figure 4. b1 and b2 are assigned with only one measurement and gather
z1,r and z2,r. b3 is assigned with two measurements and besides z3,r, it gathers z3,2, the measurement
that achieves the best expected uncertainty improvement-cost trade-off.
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Figure 2. Diagram of the proposed resource-constrained RO-SLAM scheme.

Figure 3. Operation and message interchange in the proposed scheme.

b1

b5
b2

b3

b4

z1,r

z3,r
z3,2

z2,r

Figure 4. Measurement gathering with a low value of NMmax; b1 gathers z1,r; b2 gathers z2,r; b3 gathers
z3,r and z3,2.

4. Operation of the Robot

The operation of the robot can be decomposed in four main tasks: (1) computation of the SEIF
SLAM prediction stage; (2) reconstruction of the updated state using the contributions received by the
robot; (3) computation of the sparsification step; and (4) measurement distribution. For brevity, most
SEIF equations have been omitted. Refer to [23] for further details.

The robot operation is as follows, see Algorithm 1. First, the robot computes the SEIF
SLAM prediction. Static beacons and nonlinear robot kinematic model are assumed. The robot
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Jacobian is computed at each time, which requires recovering the state. Our scheme uses the
efficient algorithm described in [18] for motion update and state recovery. This algorithm computes
the predicted information vector ξ̄t and information matrix Ω̄t and recovers the predicted μt.

Algorithm 1: Summary of the operation of the robot.
Require: ξt−1, Ωt−1, NMmax, LM

1: SEIF motion update and state recovery
2: Create and broadcast UpdateReq message
3: Receive UpdateResp messages
4: Extract ξi, Ωi and uii from UpdateResp messages
5: Compute ξt and Ωt as in (6)–(7)
6: SEIF Sparsification
7: Measurement distribution. Create LM
8: return ξt, Ωt, LM

As the robot moves beacons go in and out of the robot sensing region. The robot maintains BSr,
a list with the beacons that are currently within its sensing region. At each time t the robot broadcasts
an UpdateReq message that includes μt and LM, a list created by the robot at t − 1 that contains the
number of measurements that have been assigned to each beacon bi ∈ BSr. Transmitting the whole μt

in the UpdateReq message is not suitable in cases with large maps. Only the elements in μt required for
each beacon are transmitted. Let evi be the vector with the estimates required by beacon bi to compute
its contribution to the update stage:

evi = [μr μi μj]
T , (5)

where μr is the estimation of the robot current location, μi is the estimation of the location of beacon bi
and μj represents the estimations of the location of every beacon bj within the sensing region of bi.

When bi receives the UpdateReq message, it performs as described in Section 5 and transmits to the
robot an UpdateResp message with ξi,t and Ωi,t, its contribution to the SLAM update stage. The robot
reconstructs the updated state, ξt and Ωt, using ξ̄t and Ω̄t and the update contributions it received:

ξt = ξ̄t + ∑
i

FT
i ξi,t, (6)

Ωt = Ω̄t + ∑
i

FT
i Ωi,tFi, (7)

where Fi is the projection matrix that implements the operations necessary to allocate ξi,t and Ωi,t at
the suitable entries in ξt and Ωt.

Next, the robot checks if Ωt satisfies the SEIF sparsification bound. If not, the beacons with the
weakest links are deactivated as described in [18].

The final step performed by the robot is to distribute the number of measurements NMmax

between bi ∈ BSr. NMmax is considered an input to our scheme. It can be static or dynamic,
computed by an online resource allocation tool, for instance analyzing the capacity of the channel
using link quality estimators, see e.g., [24]. Measurement distribution is performed proportionally to
IGi,t, the usefulness of the measurements from beacon bi to reduce the uncertainty of the SLAM state.
bi has impact on the SLAM state only if its update contribution reaches the robot, i.e., if bi receives
the UpdateReq message sent by the robot and if the robot receives the UpdateResp message with the
update contribution from bi. These two events are statistically independent. Taking pr,i as the Packet
Reception Rate (PRR) from the robot to bi and assuming symmetric PRRs, IGi,t can be estimated as:

IGi,t = p2
r,i uii,t, (8)
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where uii,t estimates the capability of the measurements gathered by bi to reduce the uncertainty in
the SLAM state. Transmission errors in sensor networks are not infrequent. This criterion naturally
assigns more measurements not only to the most informative beacons, but also to those with better
communication with the robot.

Each bi computes its own uii,t, described in Section 5, and transmits it to the robot in an UpdateResp
message. The robot can measure pr,i to each bi ∈ BSr by simply analyzing message transmission
success. Next, the robot allocates the NMmax measurements among beacons bi ∈ BSr proportionally to
IGi,t and creates LM, the list with the number of measurements assigned to each beacon bi ∈ BSr.

5. Operation of Beacons

The operation of beacons is summarized in Algorithm 2. Once beacon bi has received the
UpdateReq message it performs as follows: (1) executes measurement allocation and selects the most
informative measurements; (2) gathers and integrates in SLAM the selected measurements and; (3)
transmits to the robot its update contribution in an UpdateResp message.

Algorithm 2: Summary of the operation of beacon bi

1: Receive UpdateReq message. Extract evi and LMi
2: Measurement allocation. Compute Ji,j and uii
3: Gather the LMi measurements with the highest Ji,j. Create MSi
4: if (bi is at “state vector phase”) then

5: Compute ξi,t and Ωi,t with MSi as in (15)–(16)
6: else

7: Use MSi to update the PF of bi
8: end if
9: Create UpdateResp message and transmit it to the robot

5.1. Measurement Allocation

UpdateReq messages include LM. Once beacon bi has received an UpdateReq message, it extracts
LMi, the number of measurements it was assigned with. Let BSi be the set of beacons bj within the
sensing region of bi. In measurement allocation each beacon bi selects which measurements zi,j, bj ∈ BSi
it should gather and integrate in SLAM. We adopt a common approach in information-driven
measurement selection and formulate the problem as the greedy optimization of a utility function that
establishes a trade-off between information gain and resource consumption:

Ji,j = ri,j − αci,j (9)

ci,j is the cost of the resources consumed in gathering and integrating measurement zi,j. In sensor
networks energy is maybe the most constrained resource. We take ci,j as the energy consumed by
bi in gathering and integrating zi,j. ci,j could be different for each beacon, e.g., depending on the
remaining energy in its batteries. For simplicity, ci,j was assumed the same for all measurements.
The reward ri,j = uii,j is the expected SLAM uncertainty improvement resulting after integrating zi,j.
α is a weighting factor that balances the cost the reward. Its effects will be evaluated in Section 6.3.
This cost-reward approach has been used in the literature, like in [25], where they used it to make
decisions on a robot exploration problem. In our work, α was determined experimentally.

The reward ri,j = uii,j is determined as follows. In our distributed scheme each beacon maintains
its own local state. Ωi,t is the predicted information matrix for time t of the local state of bi. Ωi,t was
computed by bi at t − 1. It is easy to notice that the updated information matrix of the local state of bi
that would result after integrating measurement zi,j is:

Ω‘i,t = Ωi,t + Ωi,j,t (10)
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where Ωi,j,t is the expected contribution of zi,j and is computed as follows:

Ωi,j,t = HT
i,j,tR

−1Hi,j,t, (11)

where R is the covariance matrix of the measurement noise and Hi,j,t is the Jacobian of the observation
model of measurement zi,j computed with evi, just received from the robot in the UpdateReq message.

On the other hand, in case of not integrating zi,j, the updated information matrix for bi would
be Ωn

i,t = Ωi,t. The uncertainty improvement uii,j is the difference of the uncertainty in Ω‘i,t and in
Ωn

i,t. Entropy is maybe the most widely-used metric for the uncertainty in a probability distribution.
It is adopted in our scheme. Entropy can be used to measure the uncertainty of beacons in the “state
vector phase” and also of beacons in the “initialization phase”, giving the same treatment to both cases.
If beacon bi is in the “state vector phase”, its state follows a Gaussian probability distribution and its
entropy can be computed using an exact expression. In this case uii,j is as follows:

uii,j =
1
2

log

(
|Ωi,t|

|Ωi,t + Ωi,j,t|

)
(12)

If bi is in the “initialization phase”, i.e., its PF has not converged, its probability distribution
is approximated by the set of PF particles. In this case, there is not an exact expression and each bi
computes its uii,j using the approximate calculation described in [26].

It should be noticed that if bj is in the “initialization phase”, it is still not in the state vector of its
neighbor bi. Hence, zi,j is not useful to update the local map of bi, either if bi is in the “initialization
phase” or in the “state vector phase”. Hence, the uncertainty improvement uii,j is taken as zero.

Long-term optimization of Ji,j involves high computational burden and bad scalability.
We adopted a simple but efficient greedy approach: At each time bi selects the LMi beacons bj ∈ BSi
that achieve the highest value in Ji,j. Of course, measurements with negative gain-cost utility, Ji,j < 0,
are not selected.

Each beacon bi receiving the UpdateReq message also computes uii, which will be used by the robot
in measurement distribution. uii estimates how good it is to assign measurements to bi, i.e., the expected
improvement in the uncertainty of the local state of bi if bi integrates one measurement to each beacon
bj ∈ BSi. Similarly, the updated information matrix for bi that would result after integrating one
measurement to each beacon bj ∈ BSi is:

Ω“i,t = Ωi,t + ∑
j∈BSi

Ωi,j,t (13)

As above, if no measurement is integrated, the updated information matrix is Ωi,t−1. Thus, uii is
computed as follows:

uii =
1
2

log

(
|Ωi,t|

|Ωi,t + ∑j∈BSi
Ωi,j,t|

)
(14)

5.2. Integration of Measurements

At this step, beacon bi has already gathered one measurement to the robot and to each of the
beacons selected in measurement allocation. Let MSi be the set of gathered measurements. The next step
is to integrate them. If beacon bi is in the “initialization phase”, it updates its PF with the measurements
in MSi. If bi is in the “state vector phase”, it integrates them in its local state and computes its update
contribution as follows:

ξi,t = ∑
j∈MSi

HT
i,j,tR

−1[zi,j − hi,j(evi) + Hi,j,tevi], (15)
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Ωi,t = ∑
j∈MSi

HT
i,j,tR

−1Hi,j,t, (16)

where hi,j(evi) and Hi,j,t are respectively the predictions and Jacobians for each measurement in MSi,
either robot-beacon or inter-beacon measurement. Finally, bi transmits an UpdateResp message to the
robot with its contribution to the SEIF update (ξi,t and Ωi,t) and to measurement distribution (uii).

6. Experiments

The validation of the proposed scheme was performed in sets of 3D SLAM outdoor experiments
with AMUSE UAS, an octorotor developed in the UE-FP7 ARCAS project for maintenance and repairing
of industrial facilities [27], see Figure 5. Maintenance of industrial facilities is currently performed
using sensor nodes that gather measurements for process monitoring and anomaly detection. In these
complex scenarios GPS is often unavailable or has bad quality. UAS are suitable tools for confirming
and eventually repairing the anomalies detected but they require accurate localization. The proposed
resource-constrained RO-SLAM scheme is very interesting in this problem. Besides the typical
technological constraints of UAS and beacons, in these scenarios there are often a high number
of sensors and wireless devices involving significant bandwidth limitations. Besides, the energy
consumed by nodes (beacons) is constrained in order to avoid frequent battery replacements.

Figure 5. AMUSE UAS flying during one experiment at the School of Engineering of Seville.

A total of 24 beacons were deployed at random locations and different heights in a 20 × 20 m
scenario, beacons are marked in Figure 5. Each beacon was comprised of a RaspberryPi running Linux
connected through USB to a Nanotron nanoPAN 5375 [28] Time-of-Flight (ToF) range sensor and to a
WiFi USB adapter, all powered by an external battery, see Figure 6b. The performance of Nanotron
sensors in outdoors was characterized experimentally. Their range error can be modeled as a Gaussian
PDF with zero mean and a standard deviation of σm = 0.6 m, see Figure 6c. The resolution of these
sensors is 0.01 m. It should be noticed that measurements from two or more different beacons can
always be distinguished because the measurements are tagged with a unique identifier for each beacon.
Each beacon run an independent ROS (Robots Operating System) node. The ROS node implements
the beacon algorithm, gathers range measurements with the Nanotron ToF range sensor using an
ad-hoc developed ROS driver and communicates with the other beacons using WiFi. One beacon was
mounted on the landing skid of AMUSE, see Figure 6a. In the experiments the proposed SLAM scheme
was executed at a rate of 1 Hz, one iteration per second. The robot beacon transmitted UpdateReq
messages at a rate of 1 Hz. In these experiments the main resource constraint was imposed by the
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sensing channel bandwidth. NMmax = 80 was the maximum number of range measurements per
iteration that we could gather without interference in the experiments.
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Figure 6. (a) Picture of AMUSE octorotor during one experiment; (b) Picture of a beacon comprised of
a Nanotron ToF range sensor connected through USB to a RaspberryPi module powered by a battery; (c)
Experimental outdoor characterization of Nanotron nanoPAN 5375 sensors.

In these experiments AMUSE was in manual flight. The objective was not to use the proposed
scheme for real-time navigation. AMUSE is equipped with a Novatel OEM6 GPS unit with 2 cm
accuracy. We used GPS only as ground truth for accuracy assessment. SLAM provides the generated
map and robot location in a local coordinate frame. To compare with the ground-truth, an affine
transform is performed on the final beacon locations, re-aligning the local solution into the same global
coordinate frame. UAS odometry obtained from Inertial Measurement Units is often too noisy to be
used in SLAM. Like most works in 3D SLAM, e.g., [29], we opted for employing some beacons, 5 in
the experiments performed, as anchors for correcting the UAS localization.

The auxiliary PFs for beacon initialization were set with 500 particles. Each beacon executes its
own PF, initializes the PF when it receives the first measurement and decides that it has converged
when the maximum eigenvalue of the covariance matrix is lower than 0.4. The eigenvalues of the
covariance matrix are directly proportional to the variance along the corresponding eigenvectors.
Thus, the maximum eigenvalue is a measure of the volume (or at least the largest axis) of the confidence
ellipsoid of the distribution. Using the eigenvalues puts the convergence condition on each axis.
Our scheme has only two parameters: NMmax and α. We used NMmax = 80 and α = 7.5 in all the
experiments. For simplicity in these experiments the cost of measurement zi,j in Ji,j was taken constant
and equal to the energy consumed by beacons when taking one measurement ci,j = 6.6 mJ.

6.1. Validation

The result of the proposed scheme in one experiment in XY (left) and 3D (right) views is shown
in Figure 7. Blue lines and stars represent respectively the ground truth UAS trajectory and beacon
locations. Red lines and triangles are the resulting estimates. The total number of measurements
integrated at each iteration along the experiment is shown in Figure 8a. At the beginning all beacons
gathered all the measurements they were assigned with: In total NMmax = 80 between all the beacons.
As the experiment advanced the beacon local states had lower and lower uncertainty and inter-beacon
measurements became less and less informative. From t = 108 s on, some measurements achieved
Ji,j < 0; their reward was lower than the cost, and were not gathered anymore. In average the number
of measurements per iteration in this experiment was 61, lower than NMmax. The proposed scheme
ensures the given NMmax bound avoiding reward-cost inefficient measurements.
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Figure 7. Results of the proposed scheme in a 3D SLAM experiment with AMUSE UAS: XY (a) and 3D
views (b).
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Figure 8. (a) Number of measurements integrated at each iteration along the experiment; (b) Evolution
of beacon localization errors; (c) Number of measurements gathered by three beacons along the
experiment; (d) Values of IGi along the experiment for the beacons in (c).

The evolution of beacon localization errors along the experiment is shown in Figure 8b.
The drawing for each beacon starts when its PF converged. The majority of the PFs converged
between t = 6 s and t = 16 s, shortly after the start of the experiment. The UAS localization errors in
the three coordinates are shown in Figure 9. The red dashed lines represent the 3σ bounds showing
the consistency of the estimations.
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Figure 9. Evolution of UAS localization error in the experiment.

The cumulative number of inter-beacon measurements gathered by three beacons along the
experiment is shown in Figure 8c. Similar curves were obtained for all beacons. The shape of each curve
is a ramp with almost constant slope until the beacon stops gathering measurements. This evolution
is useful to analyze the performance of measurement distribution and measurement allocation. At the
beginning each beacon gathers all the measurements it is assigned with. Measurement distribution
assigns measurements to bi proportionally to IGi. More measurements are assigned to beacons with
higher uncertainty. Hence, measurement distribution naturally balances the values of IGi of all the
beacons. Figure 8d shows that the three beacons represented in Figure 8c have similar evolution in IGi.
This can be observed for all beacons. As a result all beacons are assigned with a similar number of
measurements, resulting in similar slopes in Figure 8c. Beacon bi gathers and integrates zi,j as long
as Ji,j > 0. The uncertainty of bi will be lower as it integrates more measurements. After a while, the
measurements gathered by bi will not satisfy Ji,j > 0 and it will stop taking measurements, the lope
becomes zero in Figure 8c. Each beacon has its own different situation (number of neighbors, time of
PF convergence, etc.) hence, they will reach zero-slope at different times.

The proposed scheme can dynamically adapt to different values of NMmax. The previous
experiment was repeated simulating that during interval t ∈ [90, 105] the number of measurements
was bounded by NMmax = 30, see Figure 10. In this case the robot RMS error was 0.516 m, very similar
to that with NMmax = 80 along the entire experiment, which was 0.51 m. The difference in the map
error was even smaller. The scheme selects the most informative measurements reducing the impact of
changes in NMmax. The only effect is that beacons stop gathering inter-beacon measurements, reaching
Ji,j < 0, later in the experiment. They keep gathering measurements and at the end of the experiment
the number of measurements integrated are the same in both cases.
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Figure 10. Experiment in Figure 8 taking NMmax = 30 during t ∈ [90, 105].
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6.2. Performance Comparison

The proposed scheme was evaluated and compared with other methods in 20 sets of real
experiments with different beacon settings and UAS trajectories. Method M1 is a conventional
SEIF SLAM scheme that integrates only robot-beacon measurements. Method M2 is the distributed
SEIF SLAM reported in [13]. It integrates robot-beacon and all inter-beacon measurements. Method M3
is M2 combined with a tool that selects the NMmax measurements that best improve the uncertainty in
the global state: This tool is necessarily centralized at the robot. In the proposed distributed scheme
each beacon selects the best measurements to improve its local uncertainty. Comparing with method
M3 allows evaluating how far our distributed measurement selection is from the centralized selection.
The data from the sets of experiments was logged and the four methods were executed offline with
the same parameters. Their performance is compared in Table 1, which analyzes robot and map RMS
errors, convergence times of auxiliary PFs, number of measurements actually integrated per iteration,
average energy consumed by beacons and average robot CPU time consumed evaluated in percentage
w.r.t. that of M1. Recall that the number of measurements integrated per iteration is proportional to
the energy consumed by beacons (shown in the table) and to the beacon computational time required
for measurement integration (not shown in the table).

Table 1. Comparison of the proposed scheme versus methods M1, M2 and M3.

M1 M2 M3 Proposed

Map RMS error (m) 0.49 0.33 0.34 0.34
Robot RMS error (m) 0.59 0.49 0.50 0.51

PF convergence times (s) 25.2 5.4 5.6 5.7
# of measurements/iteration 33.2 206.9 80 61.7

Beacon energy consumption (J) 43.7 272.2 105.2 81.1
Robot CPU time (% of M1) 100 65.6 265.5 58.6

M1 does not integrate inter-beacon measurements and hence had the poorest errors and PF
convergence times. M2 integrates inter-beacon measurements, which significantly reduces PF
convergence times, 78%, and map and robot RMS errors, 32% and 16%, respectively, over M1. On the
other hand, M2 gathered and integrated 523% more measurements, which largely increased beacon
energy consumption. M2 distributes computation between the robot and beacons and hence reduces
the robot CPU times over M1. M3 is M2 combined with a centralized tool that selects the NMmax

measurements that best improve the uncertainty of the global state. M3 integrated 80 measurements per
iteration, 61% lower than M2, and achieved similar RMS errors (difference <3%) and PF convergence
times (<4%). However, it required much larger robot CPU times: It uses the information matrix
of the global state to select the most informative measurements and computing determinants has
O(n3) complexity.

The proposed scheme obtained similar RMS errors, PF convergence times and robot CPU times
to M2 [13] requiring 70% less measurements and 70% lower beacon energy consumption. Besides,
our scheme achieved similar RMS errors and PF convergence times to M3 but required 23% less
measurements (and beacon energy consumption). Each beacon uses the information matrix of its local
state for measurement selection, requiring 78% lower robot CPU burden than M3. Besides, in our
scheme each beacon maintains a local version of its map, which can be useful in some cases. Once
beacons have built their local map, they can transmit it to any robot, which can immediately recover
the full map applying map-joining techniques.

6.3. Discussion

In the following we discuss on the scalability of the proposed scheme and analyze the impact of
transmission errors and of the parameters of the method: NMmax and α.
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The proposed method preserves the scalability of the distributed SEIF presented in [13].
Measurement distribution involves only the beacons within the robot sensing region, whereas
measurement allocation, performed by each beacon bi, involves only the beacons within the sensing
region of bi. Thus, the computational complexity depend on the beacon density, not on the map size.
Beacons are used as landmarks in RO-SLAM: Highly inhomogeneous local beacon densities are not
suitable in RO-SLAM. It is often more interesting if beacons are deployed in densities with some
homogeneity, leading to constant time execution regardless of the map size.

NMmax is taken as an input to our scheme. The performance of the proposed scheme with
different values of NMmax is summarized in Table 2. The measurements from all the experiments were
logged and the proposed scheme was offline executed with NMmax. The integration of measurements
is critical for PF convergence and low values of NMmax decelerate PF convergence. On the other
hand, the estimation accuracy was only slightly affected, which is attributed to its capability to
select informative measurements. With NMmax = 80 the average number of measurements actually
integrated in SLAM was similar to that with NMmax = 60. The explanation is the role of α. In the
experiments all measurements are assumed to have the same cost. Thus, α acts as a threshold since
measurement zi,j is gathered only if Ji,j = ri,j − αci,j > 0.

Table 2. Average performance of the proposed scheme with different values of NMmax.

N Mmax = 40 N Mmax = 60 N Mmax = 80

Map RMS error (m) 0.35 0.346 0.34
Robot RMS error (m) 0.52 0.51 0.51

PF convergence times (s) 15.8 9.5 5.7
# of measurements/iteration 40 56.5 61.7

The performance of the proposed scheme with different values of α is summarized in Table 3.
α allows setting our scheme to prevent integrating measurements that are not very informative.
With α = 1.5, almost all measurements satisfy Ji,j > 0 and the number of measurements integrated
in SLAM is almost NMmax. With α = 15, many measurements do not satisfy Ji,j > 0 soon in the
experiments and in average only 49.3 measurements were integrated per iteration. These were the
two extremes in the range of α, an intermediate value α = 7.5 was used. Despite the difference in the
number of measurements, the value of α affects accuracy very slightly as shown in Table 3.

Table 3. Average performance of the proposed scheme with different values of α.

α = 1.5 α = 7.5 α = 15

Map RMS error (m) 0.34 0.34 0.37
Robot RMS error (m) 0.51 0.51 0.52

PF convergence times (s) 5.7 5.7 5.9
# of measurements/iteration 78.9 61.7 49.3

The proposed distributed scheme needs communication between the robot and beacons. In this
sense the transmission errors in sensor networks cannot be ignored. Its performance assuming
different PRR levels is summarized in Table 4. Our method explicitly considers PRR in the estimation
of IGi and assigns more measurements to the beacons that have better link quality with the robot.
As expected, it exhibits good robustness to PRR. Even with PRR = 40%, transmission error rate of 60%,
its performance is very slightly perturbed.
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Table 4. Average performance of the proposed scheme with different PRR levels.

PRR = 40 PRR = 60 PRR = 80 PRR = 100

Map RMS error (m) 0.4 0.37 0.35 0.35
Robot RMS error (m) 0.57 0.53 0.52 0.51

PF convergence times (s) 9.6 7.1 6.4 5.7
# of measurements/iteration 44.8 51.4 57.1 61.7

7. Conclusions

RO-SLAM has some characteristics that make it more suitable than visual SLAM in a wide
range of robot-sensor node cooperative missions. Most RO-SLAM methods consider beacons as
passive landmarks and do not exploit the capabilities with which beacons are actually endowed.
The accuracy of RO-SLAM estimations improves with the number and variety of measurements that
are integrated in SLAM. However, using more measurements requires consuming more resources
to gather, transmit and integrate the measurements in SLAM, which often contrasts with existing
technological or application constraints.

This paper presents a scalable robot-beacon distributed RO-SLAM scheme for resource-constrained
operation. The objective is to improve SLAM performance while meeting a given resource consumption
bound expressed as the maximum number of measurements that can be integrated in SLAM per
iteration. In our problem, the number of measurements is a good metric for resource consumption
since it directly impacts the sensing channel capacity used, the beacon energy consumed and the
computational capacity employed, among others.

The proposed scheme efficiently combines a distributed SEIF SLAM method that integrates
robot-beacon and inter-beacon measurements, together with a distributed information-driven tool
that selects the measurements to be integrated in SLAM balancing uncertainty improvement
and resource consumption. The scheme has a robot-beacon distributed approach where beacons
actively participate in measurement selection, gathering and integration in SLAM. Our scheme
ensures resource-constrained operation with static or dynamic bounds, showing significant flexibility.
It achieves higher accuracy and lower beacon initialization times than conventional SLAM methods.
Besides, it can be executed in constant time regardless of the map size.

Its performance was validated and compared with existing methods in sets of 3D SLAM
experiments. Robustness analysis confirmed its stable and predictable performance against
transmission errors and different values of its parameters.
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Nomenclature

Σt Covariance matrix of the SLAM global state at time t
μt Mean of the SLAM global state at time t
Ωt Updated information matrix of the SLAM global state at time t
ξt Updated Information vector of the SLAM global state at time t
Ω̄t, ξ̄t Predicted information matrix and predicted information vector of the SLAM global state for time t
ξi,t, Ωi,t Update contribution of beacon bi to ξt

zr,i, zi,j Measurement gathered by the robot to beacon bi. Measurement gathered by beacon bi to bj
hr,i, hi,j Observation models for robot-beacon and inter-beacon measurements
Hr,i, Hi,j Jacobians of the observation models for robot-beacon and inter-beacon measurements
BSr, BSi Sets of the beacons that are currently within the sensing region of the robot and beacon

bi, respectively
LM List with the number of measurements assigned to each beacon in BSr in measurement distribution
MSi Set of measurements gathered by beacon bi
NMmax Maximum number of measurements that can be gathered and integrated per SLAM iteration
Ji,j Utility function for measurement zi,j
ri,j, ci,j Reward and cost for measurement zi,j
α Weighting factor between reward and cost
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Abstract: Weather conditions can affect sensors’ readings when sampling outdoors. Although sensors
are usually set up covering a wide range of conditions, their operational range must be established.
In recent years, depth cameras have been shown as a promising tool for plant phenotyping and other
related uses. However, the use of these devices is still challenged by prevailing field conditions.
Although the influence of lighting conditions on the performance of these cameras has already been
established, the effect of wind is still unknown. This study establishes the associated errors when
modeling some tree characteristics at different wind speeds. A system using a Kinect v2 sensor and
a custom software was tested from null wind speed up to 10 m·s−1. Two tree species with contrasting
architecture, poplars and plums, were used as model plants. The results showed different responses
depending on tree species and wind speed. Estimations of Leaf Area (LA) and tree volume were
generally more consistent at high wind speeds in plum trees. Poplars were particularly affected by
wind speeds higher than 5 m·s−1. On the contrary, height measurements were more consistent for
poplars than for plum trees. These results show that the use of depth cameras for tree characterization
must take into consideration wind conditions in the field. In general, 5 m·s−1 (18 km·h−1) could be
established as a conservative limit for good estimations.

Keywords: RGB-D images; Kinect sensor limits; depth information; wind speed; woody crops

1. Introduction

Plant reconstruction by non-destructive methods is of high value for decision making processes [1].
The use of sensors for plant characterization may lead to a better knowledge of the processes involved
in plant development all over throughout the life cycle and may improve the decisions taken for plant
production, contributing to create new protocols to enhance the profitability of crops [2].

Current techniques for plant characterization vary from manual to fully automatic, using a great
variety of imaging to non-imaging technologies [3]. Plant characterization using machine vision
by portable imaging and analysis software is the most investigated technique [4]. RGB cameras
have been widely used for phenology monitoring [5], plant geometric characterization [6], nitrogen
application [7], yield monitoring [8] and weed/crop discrimination [9]. These cameras can acquire
images with a high resolution and at a low cost. However, their limited capacity to provide spectral
and structural information is a deterrent to their usage in plant reconstruction. In addition, under
outdoor conditions, the variable and uncontrolled illumination and the presence of shadows may
represent a serious problem [10].
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Although various systems can be used to estimate plant parameters, the third dimension is
usually missing. Distance sensors, which measure the distance from the sensor to an object, allow
one to create 3D models, increasing the effectiveness in plant description [11]. There are two main
types of distance sensors available: ultrasonic and light detection and ranging (LiDAR). Both of them
can be used for plant height and volume estimation. The ultrasonic sensors measure the reflected
echo that the sensor transmits as sound waves of high frequency toward an object. They have been
used for tree canopy characterization [12] and for discrimination between plant types (grasses and
broad-leaved) [13,14]. Distance measurements may be improved by using a terrestrial laser scanner
(TLS). This is a simple device that is able to provide 2D or 3D plant models by displacing the sensor
along the row and storing the relative position of the sensor. The sensor measures the distance to
the impacted object with a laser beam by time-of-flight method or phase-shift measurement. Llorens
et al. [15] used a dual methodology of LiDAR and ultrasonic sensors in the characterization of tree
canopies, concluding that LiDAR assessments were the most accurate. Andújar et al. [16] obtained
promising results using a TLS to characterize the profile of poplar trees. Various other systems have
also been explored for plant characterization in precision agriculture, including radar systems [17],
hemispherical photography [18], stereo-vision [19], and magnetic resonance or X-ray visualization [20].

In the last few years, a new geometric reconstruction concept based on the use of depth cameras
has arisen [21]. The Kinect device, originally designed by Microsoft to track body position and
movement for video-games and digital entertainment, has also been used for plant characterization in
agriculture. Paulus et al. [22] compared two low-cost 3D imaging systems (a Kinect device and a David
laser scanning system) with a high precision laser scanner to estimate volumetric shape of sugar beet
leaves and taproots and of wheat ears. They concluded that the two low-cost sensors could replace the
expensive laser scanner in some of the plant phenotyping scenarios. Chéné et al. [23] developed an
algorithm to segment depth images of plant obtained from top view. They showed the potential of
this sensor for volume estimation, leaf curvature and morphology, or the use for pathogens detection.
Similarly, Andújar et al. [24] proposed the use of depth cameras for determining the weed volume and
defining herbicide spraying date [25]. Wang and Li [26] used volume estimation from Kinect models
for onions, showing that volume and fruit density were directly related with Kinect measurements.

The use of sensors located on field platforms may allow monitoring plant growth under natural
environments. However, these sensors may be influenced by different environmental conditions
present throughout the growing season. Recent studies have showed the influence of light on sensors
measurements [27]. Although daytime light contamination has limited the potential use of Kinect v1
(projected light pattern and triangulation) sensors in open spaces [28], the new version (Kinect v2) uses
a completely different measurement principle (time-of-flight) that should overcome, at least partially,
this problem [29–31]. Other parameters such as wind can modify the captured information related to
the plant structure. When a plant is moving due to wind conditions sensor readings can differ along the
time. Decision making requires standardized conditions when the information is captured. Since wind
speed cannot be controlled outdoors, the influence of its effect should be quantified. The overall
objective of this work was to assess the effect of wind speed on measurements recorded by a Kinect
v2 sensor related to plant height, volume and leaf area, as well as to establish the limits and errors in
these parameters measured in cultivated plants and associated with different wind speeds.

2. Materials and Methods

2.1. Hardware, Software and Other Equipment

Microsoft Kinect is a RGB-D camera that uses the time-of-flight method for the calculation of
the camera distance to an object. The Kinect one is composed by an RGB camera of 1080 p, a depth
camera, an infrared (IR) camera and an array of microphones. Kinect v2 has a self-adaptation of the
exposure time of the RGB image. Thus, by automatically adapting this parameter the sensor obtains
brighter images. However, this limits the number of frames that are captured in a time interval to
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a minimum frame rate of 15 fps. The time-of-flight system modulates a camera light source with a
square wave. It uses phase detection to measure the time it takes light to travel from the light source to
the object and back to the sensor, estimating distance from the results. The system calculates distance
from the speed of light in air by estimating the received light phase at each pixel with knowledge of the
modulation frequency. The RGB camera creates raw color images with a 1920 × 1080 resolution. Kinect
only provides an array of pixel RGB values that are converted into a proper Windows Presentation
Foundation (WPF) representation. The IR camera can take a clear view into the dark. It has a resolution
of 512 × 424 pixels. The sensor allows tracking of IR reflective objects while filtering out IR lights.
The Kinect v2 has a wider field of view in the IR being able of acquiring depth information at 70 degrees
horizontally and 60 degrees vertically. This effect allows to capture objects closer to the camera and still
in its field of view. The camera is effective at distances from 0.5 m to 4.5 m. The use of reconstruction
tools allows the creation of bigger models by displacing the sensor and using custom software based
on the Iterative Closest Point (ICP) algorithm [32].

The acquisition process was based on an Intel desktop computer with Windows 8 supported
by Kinect SDK, which helped to acquire data by classes, functions and structures that also provided
options to combining more than one sensor. The SDK provides the necessary drivers for the sensor,
and some sample functions that were implemented for the measurements combined with some
OpenCV functions [33]. The RGB, depth and infrared images use classes and functions to the
camera acquisition process and, if applicable, also coordinate the images acquired by different sensors.
The software creates a point cloud by detecting the overlapping areas in sequential frames taken during
the acquisition process by assessing the relative position of the sensor for each frame. The overlapped
areas allow the creation of the final 3D model and removal of outliers in the mesh.

The assessment of the influence of wind speed was conducted by placing the sensor at 1 m height
and at 1 m of distance from the tree. The sensor was located on a tripod and turned from 45◦ to
−45◦, allowing a full view of the tree. The time to complete the acquisition was 10 s from the top
(45◦) to the ground view (−45◦). The system was supplied with electric power by a field vehicle that
allows field measurement and also the storage of the additional devices needed during the process
(Figure 1). A set of measurements were conducted at different wind speeds: 0, 2.5, 5, 7.5, and 10 m·s−1.
Measurements were performed on a sunny cloudless day without natural wind, to avoid the influence
of meteorological parameters other than the purpose of this study, i.e., wind speed in a fix direction.
In order to create the wind draft a hand-held blower-vacuum (StihlTM model SH 86, Stihl Inc., Virginia
Beach, VA, USA) equipped with a plastic tube was used to artificially create the windy conditions.
The wind speed was assessed with a portable anemometer (Testo model 410-1, Testo, Lenzkirch,
Germany) at each measurement with a precision of ±0.2 m·s−1. Consequently, under these artificial
but controlled conditions we assessed the isolate effect of wind on the 3D models created with a
RGB-D camera.

Figure 1. Schematic design of the portable system electrically powered at 220 V by an electric car.

2.2. Site Study and Field Measurements

Field experiments were conducted on tree plantations located at the experimental farm
“La Poveda” (Arganda del Rey, Madrid, Central Spain) during May 2016 and April 2017. Measurements
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were taken at direct sunlight in a sunny day (approx. 40,000 lux) and without any shading structure.
Two tree species with contrasting shape and plant structure were considered: poplar (Populus spp.)
and plum (Prunus domestica L.).These two species were selected for their agronomic importance in the
study area, which were naturally available on the experimental farm. The first study was conducted
on poplar grown as short rotation coppice, with 1-year old trees, scanning a total of fourteen trees at
different wind speeds. The distance between trees was 0.5 m. Trees were selected randomly within the
field, but including a representative sample of the population (within 95% confidence interval of mean
plant height; data not shown). The adjacent trees were separated with solid wooden sheets in order
to avoid interferences from neighboring tree leaves in the model. At sampling time, poplar heights
ranged from 0.4 m to 0.6 m. A second study was conducted on a 2-year old plum orchard following the
same procedures described previously. Fourteen trees were randomly selected covering the variability
in height present within the field.

After the Kinect measurements, the actual height of every tree was manually measured. Thereafter,
trees were cut for determination biomass and Leaf Area (LA). Biomass values were determined
by drying the samples (stems plus leaves) of the ten trees in an oven at 78 ◦C during 48 h and
weighting the dry biomass. The LA was calculated from the set of images by placing all the leaves
on a white surface. As a reference surface, a standard 100 cm2 black square was also placed in the
image in order to calculate, by correlation, the leaf area of each sample (Figure 2). The images
were obtained with a Canon EOS 7D (Canon, Tokyo, Japan) camera fitted with a 50 mm lens.
The RGB images were transformed to binary images. A linear combination of the RGB planes with
coefficients (r = − 0.884, g = 1.262, b = − 0.311) was performed. The applied coefficients were obtained
by a genetic algorithm optimization process [34] that proved to perform better than Excess Green
coefficients (ExG = 2G-R-B) [35]. In the resulting grey level image, the green objects (plants) appear
bright, in contrast to objects with a different color which appear dark. Then, the Otsu’s thresholding
method [36] was applied to separate the objects pixel-wise into foreground (plants) and background in
a binary image. From this image, the values marked as black denoted leaf area and those pixels off the
range, which corresponded to white, denoted the background.

 
(a) (b)

Figure 2. RGB images (a) used to quantify the leaf area, after their transformation to binary images (b)
and subsequent application of the Otsu’s thresholding method. Upper side corresponds to a poplar
sample. Down side corresponds to a plum-tree sample. A 100 cm2 black square was included in each
image as reference area.
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2.3. Data Processing

The raw data were recorded using Kinect Studio in video mode during a whole period including
every wind speed. Thereafter, the file was divided in sections of time corresponding to each wind
speed. The meshes were then reconstructed using Kinect fusion algorithm (Microsoft, Redmond, WA,
USA). The parameters selected corresponded to Volume Max Integration Weight = 300, Volume Voxels
per meter = 128 and Volume Voxels Resolution = 384. From the processed mesh, the desired parameters
were calculated by offline processing using the open software Meshlab® (University of Pisa, Italy)
(Figure 3). The processing tools incorporated into the software use filters to remove duplicated points,
unreferenced vertices, and null faces. The software allows the cleaning, smoothing, visualization
and processing of the acquired data readings and plots them as new meshes. The point cloud was
processed in two steps [21,37].

(a) Data outliers and noise in the point cloud were filtered out. The filter identifies the points
with no connection (1 cm out of the grid and removes them. (b) Tree volumes were calculated from
the mesh by computation of polyhedral Mass properties [37]. The algorithm locates the body’s center
of mass and computes the moment of inertia about various axes in a dynamic simulation in rigid
bodies considering a uniform density. The algorithm is based on a reduction of the volume integrals,
minimizing the errors that result from poorly conditioned alignment of polyhedral faces. The volume
integrals of a polyhedron are simultaneously computed in a single walk over the boundary of the
polyhedron. The algorithm computed the normal, weighting the product over the k-nearest neighbors.
The obtained isosurface is approximated from the normal field, whose gradient is related to the
indicator function that describes the isosurface. Then, the mesh volume was obtained.

 

Figure 3. Example of poplar (figures on top) and plum (figures at the bottom) tree models created at
different wind speeds, from 0 to 10 m·s−1.

Information extracted from models was analyzed and compared with ground truth data. From the
model, parameters regarding plant volume, maximum height and surface were extracted. These values
were correlated with actual parameters of height, dry biomass and LA. Pearson’s correlation coefficients
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were used in the evaluation on simple linear relationships between the data from models and ground
truth data. The analyses were repeated for both kinds of trees. The correlation analysis provided the
initial information for the scatter plots comparing the cited parameters. The scatter diagrams provided
the functional relationship existing between actual parameter and the models at different wind speeds.

3. Results and Discussion

In general, variability in Kinect measurements, noise and invalid pixels increased as wind speed
increased (Figures 4–6). This was expected since the wind moved the trees during data acquisition,
changing their position. At null and low wind speeds, the actual height, LA, and biomass showed
good correlations with those estimated from the models. However, correlations decreased as wind
speed increased.
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(b) plum trees at wind speeds ranging from 0 to 10 m·s−1.
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Figure 5. Regression analysis comparing Leaf Area (LA) vs. tree volume for (a) poplar trees and
(b) plum trees at wind speeds ranging from 0 to 10 m·s−1.

Actual poplar height ranged from 43 to 58 cm (average: 50.6 cm). These values were strongly
correlated (r = 0.996) with those measured by the Kinect v2 under no wind conditions. When wind
speed increased to 2.5, 5 and 7.5 m·s−1, correlations decreased slightly (r = 0.980, r = 0.970 and r = 0.961,
respectively). In contrast, the mean absolute error (MAE) increased from 0.21 in the absence of wind
to 1.21 for 2.5 and 5 m·s−1, and to 1.14 for 7.5 m·s−1. Similarly, the root mean square errors (RMSEs)
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increased with the wind speed (2.21, 2.14, 2.00 and 5.50 cm for 2.5, 5, 7.5 and 10 m·s−1, respectively)
relative to the windless scenario (0.21 cm). Nevertheless, actual and estimated measurements of poplar
height were still significantly correlated (Figure 4a). In general, although Kinect measurements tended
to slightly underestimate plant height when wind speed increased in a fixed direction, we can conclude
that this parameter could be satisfactorily estimated by this method up to 7.5 m·s−1.
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Figure 6. Regression analysis comparing dry biomass (g) vs. tree volume for (a) poplar trees and
(b) plum trees at wind speeds ranging from 0 to 10 m·s−1.

In the case of plum trees, a good agreement was observed between actual and model estimated
tree height up to 5 m·s−1 wind speed. Actual tree height ranged from 91 to 142 cm (average: 118 cm).
The Kinect v2 measurements achieved correlations of r = 0.996, r = 0.970 and r = 0.930 for wind
speeds of 0, 2.5 and 5 m·s−1, respectively. No significant correlations were obtained with higher wind
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speeds. MAE resulted in values of 2.14, 3.71 and 4.21 cm in the absence of wind and for the two
lower wind speeds. When speeds increased to 7.5 and 10 m·s−1, MAE increased up to 12.21 and
17.07 cm. Regression analysis showed good fittings till wind speeds of 5 m·s−1 (Figure 4b). Apparently,
plum trees were more affected by high wind speeds than poplar trees. The model showed good
estimations until 5 m·s−1. In general, plum-trees compared with poplar trees were easier affected by
higher wind speeds.

The calculation of maximum height using Kinect v2 sensors may have various sources of
errors. Wind moves the top of the trunk and the small leaves located in that area affecting the
reconstruction of this parameter. This measurement could be improved by analyzing data without
filters. However, under these conditions, noise and invalid pixels increase and volume calculation
led to worse predictions. The errors associated with the Kinect sensor have been assessed for the
previous [38] and the new version [39]. The first version of Kinect was unable to detect branches
smaller than 6 mm width. The results were tested for distances of 0.5 to 1.25 m with similar results.
In the case of Kinect v2, the range of measurement is higher and error tended to decrease. Under field
and laboratory conditions and no influence of other external factors, absolute errors lower than 12 mm
were obtained when cotton plants were measured [39]. The accuracy of the system depends not only
on the sensor; the target object highly influences the accuracy of measurements. Azzary et al. [21]
compared manual and Kinect v1 measurements of plant basal diameter and plant height, concluding
that the underestimation or overestimation depends on the plant species and the characteristic of the
plant to measure. In our study, models for large leaves were more accurate than those with small
leaves. In general, solid objects create more accurate models than complex shapes such as trees. In a
study conducted to estimate the dimensions of commercial onions, a 2 mm error in diameter was
obtained [26]. The study compared the models obtained with Kinect v1 sensor and RGB cameras.
Although both sensors underestimated onion dimensions, depth images created more accurate models
than those obtained with RGB images. In a similar study, Andújar et al. [40] showed an error higher
than 1 cm when cauliflower dimensions were measured with the first version of Kinect. Those errors
could be reduced with Kinect v2, which have showed lower error. However they depend of several
parameters such as object reflection, distance object-sensor, foreground, etc. [41]. Measuring the shapes
of trees and other plants is an important challenge due to their complex shape.

The parameters extracted from 3D models allowed to characterize leaf area, photosynthetic active
area, leaf orientation, dynamics of plant growth, etc. These parameters are directly related with
phenotyping processes.

In poplar trees, LA was highly correlated with volume estimation in models created at 0 and
2.5 m·s−1 and correlation was still significant at 95% at 5 m·s−1. Higher wind speed resulted in not
significant correlations. The regressions between poplar volume and LA obtained from the RGB
images indicate good agreements at wind speeds below 2.5 m·s−1 (Figure 5a). Above this speed
wind impedes a good estimation of LA. Since, LA is a parameter directly related with plant growth
and productivity and it is a good indicator for nutrient application, the use of sensors in precision
applications in poplars should be avoided when wind conditions exceed 2.5 m·s−1. In plum trees,
model measurements improved significantly compared to poplar trees. Correlations were significant
under all wind conditions. However, regression results suggest a decrease in the accuracy when wind
speed exceeds 5 m·s−1 (Figure 5b). The differences in shape between poplar and plum trees created
different patterns in the models. Plum trees were more elongated and internal parts of the trees were
less occluded, improving LA estimation under windy conditions.

The actual biomass and the volume estimated using the Kinect v2 were consistent at different wind
speeds for the two tree species studied (Figure 6). Poplar trees showed correlations of r = 0.968, r = 0.851
and r = 0.848 for wind speeds of 0, 2.5 and 5 m·s−1, respectively. Regression analysis showed similar
results. Tree biomass was not properly estimated when wind speeds exceeded 5 m·s−1 (Figure 6a).
In plum trees, the relationship between actual biomass and the estimated volume was significant at
99% at all wind speeds. However, dispersion of values was greater at high wind speeds (Figure 6b).
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Volume quantification using Kinect sensors has been tested previously [32]. These studies concluded
that plant volume can be properly estimated although with some errors. However, when working with
solid objects, such as onions or cauliflowers, estimated values were more similar to real objects [26,40].
When working with whole plants, many points of the cloud impact on internal parts, introducing some
errors [2]. In order to reduce these errors, algorithms more accurate than those used for characterization
of solid plant products are required.

Structural parameters extracted from the models generated by depth cameras such as Kinect
must take into consideration the natural conditions present on the field. The used sensor should work
properly outdoors when the scene has low ambient IR light. The Time-of-Flight distance measurement
method is based on measuring the difference between two accumulators in the sensor, each one
containing a portion of the returning IR light. However, when sunlight radiation is high the captured
radiation on accumulators can be low and this limits the data output. In addition the accuracy depends
on the angle of incidence of sunlight. However, several papers have been published evaluating the
effect of sunlight in outdoors conditions [42]. Thus the study took constant values of light, time and
angle of measurements coinciding with a sunny day at midday. Deformations caused by wind are
different from those caused by illumination and they are more difficult to correct by software. In our
study, we set up the Kinect Fusion algorithm for a good plant reconstruction at different wind speeds
and we extracted values from the created model. The practical relevance of the information generated
at high wind speeds is conditioned by the fact that, to avoid the drift of agrochemicals, spraying
pesticides or liquid nutrients must be done when wind is almost null. This study confirms the need of
considering every weather conditions, including wind speed, when monitoring vegetation outdoors.

4. Conclusions

This study has proved that a constant one-direction wind can influence the acquisition of visual
depth information. This conclusion is supported by studies conducted with two different tree species
(poplars and plum trees) at various wind speeds (up to 10 m·s−1). Higher wind speed resulted in
higher variability in Kinect v2 height and volume measurement due to tree movement. In general,
this sensor was unable to obtain accurate 3D models when wind speed exceeded a 5 m·s−1 threshold.
Although this threshold was similar for both tree species, individual cases should be studied when
performing an outdoor study.

Branch flexibility, leave shape and size affect the fidelity of the 3D models. New algorithms
processing maximum height while reducing invalid pixels are required in order to estimate plant
volume and height from a single-shot model developed at high wind speeds.
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Abstract: Due to the high intensification of poultry production in recent years, white chicken breast
striping is one of the most frequently seen myopathies. The aim of this research was to develop a
spectrophotometry-based sensor to detect white striping physiopathy in chicken breast meat in whole
chicken carcasses with skin. Experiments were carried out using normal and white striping breasts.
In order to understand the mechanism involved in this physiopathy, the different tissues that conform
each breast were analyzed. Permittivity in radiofrequency (40 Hz to 1 MHz) was measured using two
different sensors; a sensor with two flat plates to analyze the whole breast with skin (NB or WSB), and
a two needles with blunt-ended sensor to analyze the different surface tissues of the skinless breast.
In the microwave range (500 MHz to 20 GHz), permittivity was measured as just was described
for the two needles with blunt-ended sensor. Moreover, fatty acids composition was determined
by calorimetry techniques from −40 ◦C to 50 ◦C at 5 ◦C/min after previously freeze-drying the
samples, and pH, microstructure by Cryo-SEM and binocular loupe structure were also analyzed.
The results showed that the white striping physiopathy consists of the partial breakdown of the
pectoral muscle causing an increase in fatty acids, reducing the quality of the meat. It was possible
to detect white striping physiopathy in chicken carcasses with skin using spectrophotometry of
radiofrequency spectra.

Keywords: white striping; poultry; dielectric spectroscopy; fatty acids; radiofrequency; microwave;
spectrophotometry; dispersion; microstructure

1. Introduction

In recent decades, the overall consumption of chicken and turkey meat has increased considerably
and it is expected that in the coming years, chicken will become the most produced type of meat in the
world. It has been estimated that in 2020, global chicken meat production will be around 122.5 million
tons [1]. The two main reasons that are driving the success of poultry meat are the low price and the
healthy nutritional profile compared to pork and beef.

As a result of increasing demand, there has been an intensification in poultry production,
where modern hybrid broilers show a pectoral development greater than 20% of the body weight [2].
This production intensification has increased the incidence of abnormalities in the pectoralis
muscle [3–5]. The most common malformations are deep pectoral myopathy [6,7] and white
striping [8,9].

White striping disease is a serious, emerging issue characterized by the appearance of white
stripes (WS) parallel to the muscle fiber on the surface of the pectoralis major muscle [10]. Some authors
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have classified the incidence into three categories, according to the intensity and thickness of the WS:
NORMAL when the breast is not affected, MODERATE when the thickness of the WS is less than 1 mm
and SEVERE when the WS covers most of the surface and the thickness is greater than 1 mm [11,12].

The presence of WS on the surface of chicken breasts affects the visual appearance of the product
and decreases the degree of consumer acceptance [11]. However, the negative visual impact is not the
only problem; white striping also affects the chemical composition: protein content decreases as the
degree of affection increases, while there is an opposite trend in fat content, thus the presence of this
hypertrophy decreases the nutritional value of the meat [13].

For this reason, white striping breasts (WSB) should not be commercialized as normal breast
(NB), and should be used in the formulation of meat products such as sausages and nuggets, however,
when the chicken is sold whole, the presence of the skin means that it is not possible to see the effects
of this disorder. Considering this issue, it is necessary to find a reliable, efficient industrial system to
detect the presence of white striping; for this reason, non-invasive sensors based on spectrophotometry
at range of radiofrequency and microwaves could be a good tool to meet this challenge.

Dielectric properties expressed as permittivity can be explained as vector, polar or complex
numbers. As a complex number, permittivity (ε) is composed of two terms, the dielectric constant ε′

and the loss factor ε′ ′, which are the real and imaginary terms of permittivity, respectively. The dielectric
constant is related to the tissue’s ability to absorb and store electric energy, and the loss factor is related
to the dissipation of the electric energy into other energies such as thermal or mechanical energies.

In the radiofrequency and microwave range, the interaction of the photon flux with biological
tissue produces three main dispersions: α, β, and γ [14]. In particular, α-dispersion (from a few Hz
to a few kHz), also called the counterion effect, is induced by the orientation of mobile charges in a
dielectric medium [15]. β-Dispersion (from kHz to tens of MHz) is related to the orientation of fixed
charges in macromolecules such as proteins [16]. At higher frequencies of the radiofrequency range,
β-dispersion results due to the surface tension charges, this phenomenon is called the Maxwell-Wagner
effect. Finally, in the microwave range, γ-dispersion occurs at GHz frequencies and is due to the
orientation and induction of dipolar molecules such as water [17–19]. Another important effect in
the microwave range is ionic conductivity. It only affects the loss factor, as it produces a repulsion of
charged molecules, transforming electric energy into other types [20].

The usefulness of spectrophotometry at low frequencies in the food industry has been
demonstrated as a monitoring technique in a wide range of the permittivity spectra: radiofrequency,
microwave and infrared (from Hz to THz). Talens et al. [20] developed a dielectric isotherm
technique capable of predicting the water activity in dried orange peel using the ε′ at 20 GHz
(microwave range); Shang, Guo, and Nelson [21] identified the apple varieties in the radiofrequency
range. Castro-Giráldez et al. [22] demonstrated the usefulness of two dielectric ageing indexes at
different frequencies (140 Hz, 500 Hz and 300 kHz) to determine pork meat ageing. Also, Trabelsi and
Roelvink [23] and Damez et al. [24] demonstrated that dielectric spectroscopy is able to predict chicken
and beef ageing using microwave and radiofrequency ranges, respectively. Finally, Cuibus et al. [25]
and Traffano-Schiffo et al. [26] demonstrated that infrared is a good non-destructive technique to
monitor freezing and drying processes.

The aim of this research was to develop a sensor based in spectrophotometry to detect white
striping physiopathy in chicken breast meat in whole chicken carcass with skin.

2. Experimental

2.1. Raw Material

The experiments were carried out using boneless broiler breasts (pectoralis major) obtained
from the SADA Group slaughterhouse located in Rafelbunyol, Valencia, Spain. After slaughter,
male broilers of 42 d were bled, plucked, tempered in a cooling tunnel at 4 ◦C for 3 h and finally
dismembered. Breasts were classified by the quality experts of the slaughterhouse plant, according to
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the appearance of severe WS (WSB) or NB. The selected breasts (including the skin) were transported
using an isothermal bag with ice blocks to the laboratory of the Institute of Food Engineering for
Development (IuIAD) at the Polytechnic University of Valencia (UPV). The samples were measured at
12 h post-mortem and maintained at 2 ◦C during the experimental procedure.

2.2. Experimental Procedure

Experiments were carried out using 40 chicken breasts: 20 were classified as NB and 20 as WSB.
Prior to the dielectric measures, pH analyses of the samples were carried out using a punch pH-meter
S-20 SevenEasyTM (Mettler Toledo, Barcelona, Spain) to characterize the samples according to their
quality. Permittivity of the samples was measured in the surface of the breasts (ventral side) in
radiofrequency and microwave ranges (non-destructive measurements). In radiofrequency range,
firstly, a sensor of two flat plates with circular surfaces was used to measure the permittivity of whole
breast with skin (NB or WSB). After that, a two needles with blunt-ended sensor was used to measure
the permittivity of each tissue of the skinless breast (muscle and adipose tissues of NB and WSB,
and white stripes of WSB). In the microwave range, permittivity was measured as described above
for the two needles with blunt-ended sensor. Subsequently, with the aim of analyzing the state of the
fatty acids, a differential scanning calorimetry (DSC) study was performed by triplicate for samples of
the ventral portion of NB and WSB. Finally, a macro and microstructural study of NB and WSB was
performed using a binocular loupe and a low-temperature scanning electron microscope, respectively.

2.3. Structural Analysis

2.3.1. Low-Temperature Scanning Electron Microscopy (Cryo-SEM)

The microstructure of NB and WSB was analyzed by Cryo-SEM. A Cryostage CT-1500C unit
(Oxford Instruments, Witney, UK), coupled to a JSM-5410 scanning electron microscope (Jeol, Tokyo,
Japan), was used. The sample was immersed in N2 slush (−210 ◦C) and then quickly transferred to the
Cryostage at 1 kPa where sample fracture took place. Sublimation (etching) was carried out at −95 ◦C.
The final point was determined by direct observation under the microscope, working at 5 kV. Then,
once again in the Cryostage unit, the sample was coated with gold under vacuum (0.2 kPa) applied for
3 min, with an ionization current of 2 mA. The observation in the scanning electron microscope was
carried out at 20 kV, at a working distance of 15 mm and temperature ≤ −130 ◦C.

2.3.2. Optical Measurements

Optical measurements were made with a Leica MZ APO™ binocular loupe (Leica Microsystems,
Wetzlar, Germany) with low magnification (8× to 80×) using incident light illumination (light reflected
off the surface of the sample). It uses two separate optical paths with two objectives and two eyepieces
to provide slightly different viewing angles for the left and right eyes. In this way it permits a
three-dimensional visualization of the sample.

2.4. Permittivity Measurements

2.4.1. Radiofrequency Range

As explained above, two different sensors were used to carry out this experimental work
(see Figure 1). One of them consists of two flat plates with circular surfaces sensor (Figure 1a)
and it was used to measure the whole breast with skin (NB or WSB) (this configuration has high
penetration depth). The other sensor consists of two needles with blunt-ended (Figure 1b) and it
was used to measure the different tissues of surface breast (this configuration has low penetration
depth): muscle and adipose tissues in NB and WSB, and WS in WSB. In case of the two needles sensor,
its size was small enough to touch the specific tissue, and its penetration depth was low enough just to
include the specific tissue. In WS and in adipose tissue, the globular conformation of the fat adipocytes,
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similar in the three axes, does not affect to the displacement of photon flux. However, in case of muscle,
the mobility of liquid phase in the direction of the fibers changes the displacement of photon flux if it
is compared with the perpendicular direction. Therefore, it was measured in perpendicular direction
of fibers. It is important to highlight that the muscle tissue of WSB is referred to the muscle between
the WS.

Both sensors were developed by The Institute of Food Engineering for Development (IuIAD)
and The Institute for Molecular Imaging Technologies (I3M), both at the Polytechnic University of
Valencia. The sensors were connected to an 4694A impedance analyzer (Agilent, Santa Clara, CA,
USA). Permittivity were estimated using Equations (1)–(3). The frequency range measured was from
40 Hz to 1 MHz. Calibration of the equipment was performed in open (air) and short-circuit.

The signal obtained by the Agilent analyser is the impedance Z, and taking into account that
the impedance as a complex number is Z = R + jX, where the real part of the impedance is the
resistance R and the imaginary part is the reactance X. The parameters R and X were transformed in
ε′, ε′ ′ as follows:

ε′ = −X
(R2 + X2)

1
2πC0

(1)

ε′′ =
R

R2 + X2
1

2π f C0
(2)

C0 =
ε0 S

d
(3)

where f is the frequency (Hz), C0 is the capacitance in the vacuum (F), S is the surface of the electrodes
(m2), ε0 is the vacuum permittivity (F/m) and d is the separation between the electrodes with
differential tension (VH − VL) (m).

 

Figure 1. Permittivity measurement in radiofrequency, detail of each sensor: (a) two flat plates sensor
to measure the whole breast with skin; (b) two needles with blunt-ended sensor to determine the
permittivity in surface of the breast and (c) electric circuit of both sensors.
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2.4.2. Microwave Range

Permittivity of the samples in the microwave range was measured with an Agilent 85070E
open-ended coaxial probe connected to an Agilent E8362B Vector Network Analyzer. The system
was calibrated using three different types of loads: open (air), short-circuit and 4 ◦C Milli®-Q water.
Once the calibration was carried out, 4 ◦C Milli®-Q water was measured again to check calibration
suitability. All determinations were made from 500 MHz to 20 GHz. All permittivity measurements
were performed in triplicate.

2.5. Differential Scanning Calorimetry (DSC)

The thermal transitions of the fatty acids was performed according to the method proposed by
Benedito et al. [27] using a Mettler Toledo DSC 1 differential scanning calorimeter (Mettler Toledo,
Barcelona, Spain) provided with a full range temperature sensor FRS5. The calibration of the equipment
was performed with the automatic calibration function FlexCal supplied by the manufacturers.
Samples taken from the surface of tissue (around 22–25 mg) were introduced into aluminium pans
(Mettler Toledo, ME-00026763). Water was removed by lyophilisation for 48 h using a lyophiliser Telstar
Lyoalfa-6 (Telstar, Dewsbury, U.K.) as it can interfere with the fat melting in the DSC curve. The pans
were hermetically sealed and an empty one was used as the reference sample. Before obtaining the
DSC curves, the samples were tempered at 60 ◦C for 5 min, cooled to −40 ◦C at 10 ◦C/min and held at
−40 ◦C for 5 min. The DSC curves were obtained by heating the sample from −40 ◦C to 50 ◦C at a rate
of 5 ◦C/min.

2.6. Statistical Analysis

The statistical analysis was carried out with the Statgraphics Centurion XVI software (Statgraphics,
Warrenton, VA, USA). One-Way ANOVA analyses were made in order to find statistically significant
differences between the parameters studied for the different samples. The logistic model of modified
Gompertz was fitted by using nonlinear regression.

 

Figure 2. Micrographs of normal breast (NB) (a) 500×; (b) 1000× and breast affected by white striping
(WSB), with the detail of the white stripe (WS) (c) 750× and (d) 1000× at 12 h post-mortem.
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3. Results and Discussion

All the samples presented a pH value between 5.7 and 6.1, which were classified as NORMAL
according to the Zhang and Barbut [28] classification. In Figure 2, a microstructural analysis of NB and
WSB samples is shown. Figure 2a,b correspond to NB, where muscle tissue with correct packaging
of the myofibrils is observed. However, in Figure 2c,d, it is possible to observe the deposition of
adipocytes, conforming a new adipose tissue surrounded by muscle tissue, defined as white stripe
(WS). This deposition of adipocytes is produced in areas which have suffered muscle breakdown.
Other authors suggested that there is also an accumulation of collagen in the WS [13,29].

Figure 3 shows a detail of WS in chicken breast, where a muscular rupture, from the surface breast
to the internal muscle, can be appreciated, induced by forces perpendicular to the fissure, and filled
with fat tissue, in order to maintain the breast integrity. Thus, the accelerated muscular growth induced
by pectoral hypertrophy has caused a partial muscular rupture and the deposition of adipose tissue in
this area.

 

Figure 3. (a) Micrographs showing the detail of a white stripe (WS) (1000×); (b) binocular microscope
images of WS in surface breast samples (8×).
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Adipose tissue maintains the cohesion between muscle fibers and the elasticity of muscle tissue
and therefore its activity of contraction-relaxation, conferring to the muscle the ability to transmit
mechanical tension.

In addition, it is possible to appreciate that tissue breakdown is generated from the outside to
the inside, so the quantity of adipose tissue is higher at the surface of the breast than the interior.
Major muscle breakdown is in the external surface because the maximum tension is caused by the
pectoral activity of poultry during flapping. This phenomenon produces a pectoralis major expansion,
being maximum in the surface (reaching in this area the breakdown tension level).

Compared to NB, the WSB contains higher quantities of fatty acids, which cause the diminution
of the protein content [30]. In particular, collagen increases due to hypertrophy as it is necessary to
maintain the muscle structure, however, sarcoplasmic and myofibrillar proteins decrease [13].

The fatty acids of WSB and NB, in the surface, were measured by differential scanning calorimetry.
The thermograms obtained show four transitions for the WSB (Figure 4a). According to the melting
temperatures, it was possible to relate each transition to the different groups of fatty acids [31,32],
where polyunsaturated fatty acids (PUFA) show a melting point in the range between −17 ◦C and
−5 ◦C; monounsaturated fatty acids (MUFA) between −5 ◦C and 27 ◦C and saturated fatty acids (SFA)
between 27 ◦C and 40 ◦C.

 

Figure 4. DSC thermogram of (a) white striping breast and (b) normal breast.
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Figure 4b shows a thermogram corresponding to a NB, where it is possible to appreciate that
there are only two transition peaks associated with PUFA and MUFA, which suggests that there is a
big difference in fatty acids content between NB and WSB. Energy values and the temperature of the
different transitions for both groups of samples are shown in Tables 1 and 2, respectively.

Table 1. Energy (J/g) and temperatures (◦C) values of the fatty acids transitions of the white striping
samples. Where: T0 corresponds to the initial transition temperature, Tp peak transition temperature
and Tf the final transition temperature.

1st Transition 2nd Transition 3rd Transition 4th Transition

E (J/g) 3.3 ± 1.3 2.9 ± 1.3 3.8 ± 1.9 1.3 ± 0.5
T0 (◦C) 17 ± 2 4.6 ± 1.7 5 ± 3 27 ± 6
TP (◦C) 12.6 ± 1.6 0.9 ± 1.8 13.68 ± 0.96 35.0 ± 1.9
Tf (◦C) 5 ± 2 4 ± 3 27 ± 5 39.9 ± 1.4

Table 2. Energy (J/g) and temperatures (◦C) values of the fatty acids transitions of the normal samples.
Where: T0 corresponds to the initial transition temperature, Tp peak transition temperature and Tf the
final transition temperature.

1st Transition 2nd Transition 3rd Transition 4th Transition

E (J/g) 0.57 ± 0.04 0.24 ± 0.06 - -
T0 (◦C) 20 ± 2 7.3 ± 0.2 - -
TP (◦C) 15.1 ± 0.4 1.5 ± 0.6 - -
Tf (◦C) 8.1 ± 1.5 3.5 ± 0.6 - -

According to Kuttappan et al. [31] and Knothe and Dunn [32], the majority of fatty acids per groups
are PUFA: linoleic acid (18:2n-6), MUFA: palmitoleic (16:1c) and oleic acids (18:1c), and finally SFA:
palmitic acid (16:0). The transition temperatures of these fatty acids correspond to the temperatures
1st, 2nd, 3rd and 4th, respectively, from Tables 1 and 2.

Mass fraction of fatty acids of NB and WSB (Table 3) were obtained from the transition energies
and the latent heat of fusion of the major fatty acids in each transition [32] according to Equation (4):

x f a =
E

ΔH f (4)

Being x f a the mass fraction of fatty acids (kg/kg), E the transition energy of specific fatty acids
group (J/g) and the ΔHf the latent heat of fusion of specific fatty acid (J/g).

As can be appreciated in the table, WSB show a much higher total fatty acid content than NB.

Table 3. Mass fractions of fatty acids performed by DSC in normal (NB) and white striping (WSB) samples.

Fatty Acid Chain ΔHf * (J/g) NB xfa (kg/kg) WSB xfa (kg/kg)

SFA
Palmitic Acid 16:0 208.2 0 0.0050 ± 0.0013

MUFA
Oleic acid 18:1c9 75.5 0 0.059 ± 0.019

Palmitoleic acid 16:1c 189.6 0.0013 ± 0.0003 0.013± 0.005

PUFA
Linoleic acid 18:2n-6 139 0.0041 ± 0.0003 0.0235 ± 0.0091

TOTAL Fatty Acids 0.005367 ± 0.000007 0.101 ± 0.013
* Data obtained from [33,34].

The fatty acid profile also differs between NB and WSB. WSB showed approximately 5% SFA,
23% PUFA and a 72% MUFA (expressed in relation to total fatty acids); while samples NB showed
76% PUFA, 24% MUFA and no presence of SFA (expressed in relation to total fatty acids). The change

70



Sensors 2017, 17, 1024

in the fatty acid profile of WSB is very important, mainly due to the presence of saturated fatty
acids, principally palmitic acid. Numerous studies have shown that the consumption of saturated
fat increases blood cholesterol levels, especially the LDL fraction [35–37]. Furthermore, the presence
of WS produces, in tissue surface, an increase in total fatty acid content from 0.54% to 10.1%, so the
chicken breast can no longer be considered a totally lean meat.

Permittivity was measured with different sensors. A small sensor with two needles with
blunt-ended was used at radiofrequency and a coaxial probe was used in the microwave range
in order to characterize the dielectric properties of the different parts of breast: muscle and adipose
tissues, in NB and WSB, and WS in WSB.

One of the main problems to fit the full spectrum of radiofrequency and microwave is the
appearance of three dispersions on a very large frequency range with sigmoidal shape. The Debye
model is a physic model that explains the electric behaviors in this specific frequency range. This model
uses different parameters to define each relaxation [38], but it is tedious to handle and difficult to fit
with statistic tools. Others authors have used different math models trying to approach the Debye
model [39,40]. A powerful sigmoidal model used in biological systems is the Gompertz model [41].

The dispersions shown in the dielectric constant spectra, α, β and γ, are similar to the sigmoidal
models aforementioned. Therefore, dielectric constant (ε′) was modelled adjusting the experimental
data using an own adaptation of the modified Gompertz model (Equation (5)) in order to obtain
information on each of the dispersions:

lε′(ω) = lε′∞ +
3

∑
n=1

Δl′εn

1 + e((lω2−l�τ
2)∗αn)

(5)

where lε′ represents the decimal logarithm of the dielectric constant, lε′∞ the logarithm of the dielectric
constant at high frequencies, lω represents the decimal logarithm of the angular velocity (obtained from
the frequency), Δlε′n (Δlε′n = log ε′n − log ε′n−1) the magnitude of the dispersion, lωt the logarithm of
the angular velocity at relaxation time for each dispersion n, and αn are the dispersion slopes.

Figure 5 shows an example of the different dispersions that have been modelled. In the figure the
parameters of the Gompertz model are also represented.

(rad/s)

-dispersion -dispersion -dispersion

Figure 5. The adapted modified Gompertz model application, where the black line corresponds to the
values of the mathematical model and the black diamonds are the measured data of normal breast.
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From the Gompertz parameters, it is possible to determine the relaxation frequencies and dielectric
constants of each relaxation (Equations (6)–(9)):

ε′α = 10(lε
′
∞+Δlε′γ+Δlε′β+

Δlε′α
2 ) (6)

ε′β = 10(lε
′
∞+Δlε′γ+

Δlε′
β

2 ) (7)

ε′γ = 10(lε
′
∞+

Δlε′γ
2 ) (8)

fi = 10
l�τi
2·π (9)

Being i for Equation (9) each dispersion (α, β and γ). Figure 5 shows an example of radiofrequency
and microwave spectra for each tissue. From the Gompertz adjustment and using Equations (6)–(9),
it was possible to obtain the relaxation dielectric constants and the relaxation frequencies for each
dispersion (Tables 4 and 5).

Table 4. Relaxation dielectric constant at each dispersion (α, β and γ) of the different tissues of normal
breast (NB) and white striping breast (WSB). Data obtained by the two needles with blunt-ended sensor.

Sample
ε′

α (106) β (102) γ

Muscle tissue WSB 22 ± 6 a 25 ± 3 a 17.3 ± 0.2 a

White stripe WSB 13 ± 6 b 11 ± 5 b 15.5 ± 0.9 b

Adipose tissue WSB, NB 6 ± 2 c 4 ± 1 c 15.0 ± 0.9 b

Muscle tissue NB 18 ± 4 a 21 ± 5 a 17.15 ± 0.14 a

Different letters (a–c) indicate significant difference between values in each column with p < 0.05.

Table 5. Relaxation frequency at each dispersion (α, β and γ) of the different tissues of normal breast
(NB) and white striping breast (WSB), obtained by the two needles with blunt-ended sensor.

Sample
f

α (kHz) β (MHz) γ (GHz)

Muscle tissue WSB 6 ± 1 b 8 ± 4 b 45 ± 3 a

White stripe WSB 7 ± 4 b 10 ± 1 b 38 ± 1 b

Adipose tissue WSB, NB 6 ± 4 b 110 ± 7 a 34 ± 2 c

Muscle tissue NB 18 ± 4 a 13 ± 5 b 43 ± 1 a

Different letters (a–c) indicate significant difference between values in each column with p < 0.05.

As Figure 6 shows, three relaxations per tissue can be appreciated. In α-dispersion, the relaxation
dielectric constant of muscles tissues (WSB and NB) shows a significant higher value (p < 0.05) than the
fatty tissues (WS and adipose). The main mobile charges in muscle tissue are Ca2+, K+, Na+ and Mg2+,
which have different functions, for example as the second messenger of ATP signaling; these electrolytes
are solved in liquid phase, and their mobility is high. However, in fatty tissues, the electrolytes suffer
the high attraction of surface tension of fatty globules, thus electrolytes maintain their orientation ability
although this ability is reduced. Moreover, the white stripe sample shows a significantly higher value (p
< 0.05) than the adipose tissue because white stripe has an accumulation of electrolytes in the interface
between the partially breakdown muscle tissue and the fat globules deposited in this fissure (Table 4),
where the MUFA predominance increases the adsorption of electrolytes. In order to understand
the nature and interaction of the electrolytes responsible of α dispersion, the relaxation frequencies
were analyzed (Table 5). The fatty tissues show the electrolytes in the same state (spin orientation);
nevertheless, in case of muscle tissues, the muscle in WSB shows a similar state of electrolytes as fatty
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tissues. This could be due to the effect of the partial breakdown of muscle in WSB, where the nature of
the electrolytes associated with the interface between fat globules and muscle tissue is different from
the electrolytes in the liquid phase. This is shown clearly in the very significant difference (p < 0.001) of
the relaxation frequency (state of electrolytes) between the muscle tissue in NB (muscle fibers without
fat interactions) and the muscle in WSB.

 

Figure 6. Dielectric constant spectra in radiofrequency and microwave ranges of the different tissues of
white striping breast (WSB) and normal breast (NB). Where, the lines correspond to Gompertz model
and the diamonds to the experimental data for each tissue.

With regard to β-relaxation, the dielectric constant of muscles tissues (WSB and NB) shows
a significant higher value (p < 0.05) than the fatty tissues (WS and adipose), being also significant
(p < 0.05) the difference between WS and adipose tissue.

The β-relaxation phenomena are explained by the orientation of fixed charges of the dielectric
media. In muscle tissue, the structural proteins have active sites, fixed charges with orientation
capacity; moreover, the main of these charges with orientation capacity are the charges involved in the
actin-myosin complex [42]. This phenomenon is produced in the low MHz range as Table 5 shows,
where muscles tissues have 8 ± 4 and 13 ± 5 MHz, for WSB and NB, respectively, without significant
differences. Nevertheless, in the high MHz range another phenomenon occurs which is associated
to the surface tension, this phenomenon is called the Maxwell-Wagner effect [15,43], and produces
less absorption of energy than the effect of the active sites of proteins. In case of adipose tissue, as the
relaxation frequency shows (110 ± 7 MHz), the high surface tension of the fat globules is the main
contributor to β-relaxation, being the relaxation dielectric constant the lowest. In the case of WS,
the breakdown of the muscle tissue and the formation of the white stripes by fat globule deposition
produces both effects: the breakdown of the structural proteins of muscle tissue produces a partial
degradation of myosin-actin complex and new active sites with orientation capacity, and the effect
of the orientation of surface charges of fat globules. Comparing the dielectric constant of muscle
tissue and adipose tissue (Table 4), it is possible to observe that the orientation capacity of active
protein sites produces more absorption of energy than the capacity of orientation of surface charges
of the fat globules. Taking into account that the WS is composed by broken muscle tissue and fat
globules, then the β-relaxation of WS should be affected by the stronger effect, which is the orientation
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of active sites of proteins. This theory is strengthened by observing the β-relaxation frequency in
range of the effect of protein charges (10 ± 1 MHz) and an intermediate dielectric constant value
between muscles tissues and adipose tissue. The partial denaturalization of myosin-actin complex,
the protein breakdown and the reduction of the electric field space occupied by proteins (Figure 3)
produces a reduction of the absorption energy capacity in the WS with regard to the muscles tissues,
as Table 4 shows.

Finally, regarding the γ-dispersion, the dielectric constant of the muscle tissues is higher than
that of the adipose tissues (Table 4). Orientation of the dipolar molecules occurs at these frequencies,
the main dipolar molecule in animal tissue is water; the adipose tissue shows less interaction with
water molecules than muscle tissue due to its hydrophobic character. Water molecules in adipose
tissue interact with adsorbed electrolytes of the fat, while in muscle tissue the water can be in liquid
phase and also adsorbed to the tissue. Therefore the relaxation frequency is larger in muscle tissue
with regard to the fat tissue since water has a higher mobility in liquid phase than adsorbed in the
solid matrix (Table 5).

The permittivity of NB and WSB samples were also measured using a sensor with two flat circular
plates. This kind of sensor with a raised surface was used in order to increase the penetration and to
measure the permittivity at radiofrequency through the chicken skin.

Table 6 shows the average values of the dielectric constant of α and β dispersions after adjusting
the data with the adapted modified Gompertz model (Equation (5)). The ANOVA performed on the
WS samples compared to the normal samples reveals that the differences in the dielectric constant are
significant (p < 0.05). As was explained in the analysis of the different tissues, in α and β dispersion,
the muscle tissue produces the major effect in the dielectric constant. The measurements made in the
whole breast (including the skin) follows the same behaviors, where the NB (Table 6) behaves as the
muscle of the NB (Table 4) and the WSB (Table 6) behaves as a mixture between muscle of the WSB
and WS (Table 4). Therefore, using sensors in the radio frequency range, it is possible to segregate
chickens with white striping physiopathy before dismembering, carrying out the measurements on
whole chickens.

Table 6. Values of dielectric constant in α and β dispersions of white striping breast (WSB) and normal
breast (NB), obtained by the sensor with two flat plates with circular surfaces.

Sample
ε′

α (106) β (102)

WSB 3.1 ± 0.8 b 21 ± 5 b

NB 4.2 ± 0.3 a 31 ± 3 a

Different letters (a–b) indicate significant difference between values in each line with p < 0.05.

4. Conclusions

It was possible to conclude that white striping physiopathy consists of the partial rupture
of the pectoral muscle, possibly associated with the overgrowth process of hypertrophic breeds;
the organism solves this rupture of the tissue by depositing fat globules in the break area in order to
maintain the functionality of contraction-relaxation of the muscular system. The fat content and the
relationship between types of fatty acids vary when white striping occurs. The change in fat content
is remarkable, rising from 0.5% to 10.1%, exhibiting a higher content of MUFA and SFA fatty acids;
thus, WSB cannot be considered to be a healthy food with low saturated fats. Finally, it was possible
to detect white striping physiopathy in chicken carcasses with skin using sensors with flat circular
surfaces in radiofrequency spectra.
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Abstract: Radon gas is the second leading cause of lung cancer, causing thousands of deaths annually.
It can be a problem for people or animals in houses, workplaces, schools or any building. Therefore,
its mitigation has become essential to avoid health problems and to prevent radon from interfering in
radioactive measurements. This study describes the implementation of radon mitigation systems at a
radioactivity laboratory in order to reduce interferences in the different works carried out. A large
set of radon concentration samples is obtained from measurements at the laboratory. While several
mitigation methods were taken into account, the final applied solution is explained in detail, obtaining
thus very good results by reducing the radon concentration by 76%.

Keywords: radon; mitigation; positive ventilation; sump system; sealing; radon reduction

1. Introduction

Radon is a gas produced by the natural radioactive decay of U238, a very active chemical element
capable of associating with many others and moving with them [1]. Uranium is present in small
proportions (ppm) in almost all rocks and soils of the planet [2]. Galicia Autonomy (Spain) is an area
prone to radon gas due to the common presence of granites, a type of rock and soil that has great
uranium concentration [3,4].

Radon is a naturally produced inert radioactive gas. It is odorless, colorless and tasteless [5]. It is
easily released from the soil into the air, where it disintegrates forming various short-lived products
known as radon progeny [6]. In the decay mode of radon gas, alpha particles are emitted, which
adhere to aerosols, dust and other airborne particles [7]. As a consequence, when people breathe, radon
progeny is deposited on epithelial cells lining the airways where alpha particles can damage DNA and,
therefore, cause lung cancer [8] and thousands of deaths all over the world each year [9]. According to
the United States Environmental Protection Agency (EPA), radon gas is the second leading cause of
lung cancer, after smoking, causing 21 thousand deaths per year in the United States [10].

Due to its accumulation, radon can be a severe issue in houses, workplaces, schools or any
building where people or animals are located. It comes from the soil basement where buildings are
located and it enters them through cracks in the floors, construction joints, gaps in suspended floors,
cavities inside walls or water supply.
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Normally, radon gas is not produced by common building materials [9] and, as a general rule,
outdoor radon concentration is very low. On average, it varies between 5 and 15 Bq/m3 [7]. Conversely,
indoor concentrations are higher and reach maximums at places such as mines, caves and treatment
water plants, among others [7].

Like in other fields [11,12], Spanish legislation establishes that the average concentration of radon
at workplaces should be less than 600 Bq/m3 (300 Bq/m3 for workplaces with high permanence of
workers). Over this value (>600 Bq/m3), a mitigation control system with periodical tests should be
installed to keep radon levels low [13].

The equipment used for environmental radioactivity measurements is very sensitive and needs
specific conditions, especially regarding temperature, pressure and relative humidity. Consequently,
it is necessary to achieve optimal operating conditions and, therefore, there should be no presence of
perturbation or any radioactive contamination such as radon gas concentration in the place where the
equipment is located. Significant radon gas levels will involve an undesirable increase in the variability
of measurements. Of course, this should not occur if very precise measures are required.

There are some studies about radon mitigation in the literature, mainly in households; however,
there are no cases of laboratory measurement rooms. This research shows a specific study of this last
case, where an initial analysis and monitoring of radon gas concentration was made with common
equipment. Then, consequent mitigation solutions were checked and implanted for the required
reduction, providing specific data during operation for the adopted solutions. It should also be
taken into consideration that the laboratory location is in a geographical area with high radon gas
concentrations due to the soil nature, which significantly complicates the main goal.

The use of a high precision sensor under a strictly controlled scenario enables the validation of a
certain set of assumptions neither verified nor published so far.

Different factors play an important role in decreasing radon gas concentration when the number of
air changes per hour in a room is above four. This is of particular importance in laboratories equipped
with environmental radioactivity measurement devices, each one of them having its own sensor. These
specific measurement rooms are key to controlling environmental radioactivity, a vital issue both at
national and European level.

The EU Member States have a collective responsibility to ensure continuous monitoring of
radioactivity in the air, water and soil, in accordance with Articles 35 and 36 of the Euratom
Treaty concerning monitoring of radioactivity in the environment. Additional EU legislation sets
out detailed criteria for the quality of water intended for human consumption, and the maximum
permitted levels of radioactive contamination of foodstuffs (Directive 98/83/EC and Regulation
733/2008/EC respectively).

Reliability of the environmental radioactivity equipment measurements largely depends on
the mitigation methods adopted to reduce radon gas concentration. As a consequence, in a critical
area such as environmental radioactivity monitoring, it is essential not only to include a contrast
methodology but also to establish a clear configuration of the measurement room and its equipment.

In order to reduce radon gas concentration at workplaces, several mitigation solutions can be
implemented, such as:

• Sealing: trying to seal all obvious cracks, gaps and holes in floors or walls to prevent radon from
entering the building. However, in most cases, reduction is not effective [14,15].

• Positive ventilation: installing small fans to blow filtered fresh air into the building. The
fundamental principle is to increase the pressure inside the building in relation with outside
pressure, so radon gas cannot flow inside [4,14,15].

• Sump systems: the purpose is to discharge the air from inside the building when the concentration
reaches a set point value. Usually, the extraction is forced to improve the performance and to
reduce the response time [15–17].

• Underfloor ventilation: installing vents at the foundations to provide natural or force ventilation
underfloor to suck or blow radon [4,15].
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The proposed solutions in the present work are based on positive ventilation and their main aim
is to avoid interferences with the measurement equipment at the radioactivity laboratory. This study is
focused on the analysis of different steps that have been carried out in the mentioned case. For each
step, a change has been introduced and several measurements have been done. Finally, a comparison
was made, taking into account all recorded cases.

This paper begins with a description of the case study, where both the installation and all the
different components used to decrease radon concentration are detailed. It follows with the carried
out process that analyses the approach, step by step. Then, the results are shown and finally the
conclusions are drawn.

2. Materials and Methodology

In this section, the specific radiation monitoring sensor as well as the followed methodology
are described.

2.1. Materials

The sensor employed to measure radon gas activity is the AlphaGUARD PQ 2000PRO model
from SAPHYMO [18].

AlphaGUARD PQ 2000PRO is a portable device used for instantaneous or continuous radon
concentration measurements, both for short- or long-term tests in buildings and outdoors.

This sensor, which is insensitive to vibrations as well as humidity, has a pulse-counting ionization
chamber (alpha spectroscopy) and allows radon gas levels to be measured in a wide range, between 2
and 2, 000, 000 Bq/m3. Operating in diffusion mode, the user can select measuring cycles from 10 min
to 60 min, while operating in flow-through mode the cycle time varies between 1 and 10 min.

Among its many advantages, AlphaGUARD PQ 2000PRO performs fast response with high
detection efficiency (1 cpm at 20 Bq/m3), and enables maintenance-free operation with a stable
calibration. The instrument calibration error amounts to 3%, plus uncertainty of the primary standard.

In addition to the radon gas concentration, AlphaGUARD PQ 2000PRO is equipped with different
integrated sensors that enable other essential parameters in radon mitigation to be measured and
stored, such as ambient temperature, atmospheric pressure and relative humidity. The internal sensor
included to measure ambient temperature, from −10 oC to 60 oC, is a precision monolithic integrated
circuit. The device also has a laser-trimmed silicon bridge transducer in order to determine atmospheric
air pressure, from 800 mbar to 1050 mbar. Finally, the integrated sensor that allows to measure relative
humidity, from 0% rH to 99% rH, is an hydrophilic polymer film on hybrid.

A specific software called DataEXPERT, included together with the AlphaGUARD Radon Monitor
in the basic configuration sold by company Saphymo GmbH, was used for storing and analyzing
these data.

The main technical characteristics of the AlphaGUARD PQ 2000PRO sensor are provided
below (Table 1).
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Table 1. AlphaGUARD PQ 200PRO characteristics.

Physical Characteristics

Measurement range (Rn-222)
-Lower limit 2 (Bq/m3)
-Upper limit 2, 000, 000 (Bq/m3)

Foldback protection >10,000,000 (Bq/m3) verified

Type of radon detector Ionization chamber (HV = 750VDC)

Operation mode 3D alpha spectroscopy and current mode

Detector volume
-Total 0.62 liter
-Active 0.56 liter

Type of Rn-FP filter Glass fiber filter
(detector entry window) (retension coefficient > 99,9 %)

Detector filling mechanisms Design optimized for fast passive diffusion (10/60 min cycle)
Flow mode (1/10 min cycle) Rn/Tn mode (10 min cycle)

Detector signal acquisition Fast digital signal sampling network, using three separate
ADC-channels

Calibration error (Rn-222) ±3%

Detector efficiency 1 cpm at 20 (Bq/m3)

Background signal due to <1 (Bq/m3)
detector contamination

Measurement cycle time
-Diffusion mode 10 min or 60 min (user selectable)
-Flow-through mode 1 min or 10 min (user selectable)

Storage capacity 3 days at 1 min measuring cycles
1 month at 10 min measuring cycles
6 months at 60 min measuring cycles

Internal sensors
-Ambient temperature Precision monolithic integrated circuit (−15 oC–60 oC)
-Atmospheric air pressure Laser-trimmed silicon bridge transducer (800 mbar–1050 mbar)
-Relative air humidity Hydrophilic polymer film on hybrid (0% ∼ 99%rH)

Environmental Characteristics

System operating range
-Operating temperature −10 oC–50 oC
-Air pressure 700 mbar–1150 mbar
-Relative humidity 0% ∼ 95%

Mechanical Characteristics and Display

Dimensions (excluding handle) 120 mm × 315 mm × 175 mm (H × W × D)

Weight 4.5 kg

Electrical Characteristics

Power supply Battery or external mains (120 V–230 V)

Battery Rechargable, allows > 10 days autonomous operation,
>30 days using external booster

Interfaces

DataEXPERT software for data collection, management and professional analysis
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2.2. Methodology

The AlphaGUARD PQ 2000PRO detector is based on a design-optimized pulse ionization chamber.
In regular operation, the measuring gas enters diffusion mode through a large-surface glass fiber
filter into the ionization chamber. In addition, the glass fiber filter protects the interior of the chamber
and thus prevents contamination of dusty particles. While the radon progeny products do not enter
the ionization chamber, only the gaseous Radon-222 reaches the chamber passing through the glass
fiber filter.

For our purpose, the AlphaGUARD sensor operates in diffusion mode measuring radon gas
concentration every 10 min. With the obtained values, the equipment calculates the average as in
Equation (1).

Average =
1
n
·

n

∑
i=1

xi (1)

It also calculates the uncertainty as the standard deviation using the Equation (2).

Uncertainty =

√
∑n

i=1(xi − x)2

(n − 1)
(2)

3. Case Study

The Environmental Radioactive Laboratory of the University of A Coruña (Spain) carries out
different works related to radioactive measurements and the analysis of the obtained data. These tasks
are carried out in a specific room (measurement room), where all equipment used in this study is
located. The case study is described in detail in the following subsections.

3.1. Environmental Radioactive Laboratory

The proposal has been implemented at the “Laboratorio de Radiactividad Ambiental” (LRA) of the
University of A Coruña, located at the Faculty of Engineering in Ferrol (Galicia Autonomy). The
laboratory carries out different studies on the radiological characterization of environmental samples
on the north coast of Galicia or with a specific agreement with the Nuclear Safety Council, on a program
of Environmental Radiation Monitoring, for example.

The characterization measurements of samples are done in a small room, where a concentration
of radon gas has been detected. This laboratory measurement room was chosen because it is a small
room, closed and with little ventilation, an appropriate place where radon gas concentrations can
be high.

The radon level was first measured in the laboratory measurement room. Because radon gas is
present in detectable concentrations in this specific laboratory, it was chosen to be the site to study
different mitigation methods. Some of these methods were implemented with the consequent reduction
of radon level.

3.2. Laboratory Measurement Room

The LRA measurement room is a small room of 20 × 60 m2 where all radioactive measurements
are done and where the used equipment is placed. The room is located inside the LRA, on the second
floor of the building. It is west-oriented and its dimensions are, approximately, 3.20 m high, 5.80 m
long and 3.55 m wide. Figure 1 shows the overall appearance of the room.

The building structure and the floor are made of reinforced concrete with the walls made of coated
and painted bricks. Due to the heavy weight of the equipment, it was necessary to install steel sheets
on the floor in order to distribute the weight uniformly. To get inside this room, there is a door that
connects with the chemistry laboratory and the office. Moreover, there is a window situated on the
west wall where the different mitigation systems are installed.
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Figure 1. Measurement room.

4. Radon Mitigation Solution Approach

With the aim of reducing radon gas concentration and avoiding perturbations in the equipment,
several mitigation methods have been taken into account. The implemented solution had to consider
building limitations and restrictions. On the other hand, due to the fact that the measurement room is
independent of the office, the applied solution does not disturb the work environment.

The measurement room is located on the second floor and, as a result, some mitigation methods
such as underfloor ventilation are impossible to carry out. In addition, sealing and sump systems
cannot be implemented because of the building age and because there are different entrances to the
room. In any case, radon gas would have entered the measurement room through the cracks.

Instead, positive ventilation could be a good solution because of its viability and low-cost
implementation and, due to the reasons described above, this is the chosen solution to mitigate radon.

4.1. Positive Ventilation Solution

Positive ventilation consists of fans that blow fresh and filtered air into the measurement room, by
pressurizing to prevent radon from entering and diluting it [14,15]. To implement the selected solution,
two fans and an air conditioning system were installed. Different steps were followed to carried out
this option.

The fans were installed in order to pressurize and dilute radon gas. Installation of two fans was
found to be necessary to provide enough ventilation.

Besides, an air conditioning system was installed to reduce air humidity, keep the temperature
around the value of 20 Celsius degrees and to weatherize the measurement room. Moreover, this
system blows filtered air into the measurement room, contributing to radon mitigation and its stability
throughout the year. Air conditioning was necessary to ensure constant environmental conditions.

These systems also benefit the installation because they reduce condensation.
They were installed at the unique window of the room, so the works carried out for their

installation were minimal. Figure 2 shows the measurement room with the installed systems.
The components used to decrease radon concentration are the following:

• Fans: The implemented fans are the HV-230 model from S&P, whose characteristics are:

– Rotating speed of 1250 revolutions per second.
– Extraction caudal at high speed of 600 m3/h and at low speed of 450 m3/h.
– Impulsion caudal of 330 m3/h.
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The power consumed by the fans amounts to 34 watts each, and the sourced current is
0.15 amperes.

• Air conditioning: The air conditioning system is the PCA-RP50xB7KA model from Mitsubishi
Electric, whose characteristics are:

– For cold, 5 kW and 4300 kCal/h.
– For hot, 5.5 kW and 4730 kCal/h.
– Sound level, for low speed, around 32/40 dB.

Figure 2. Measurement room with all systems.

4.2. Steps Followed until the Final Solution is Reached

In this subsection, the steps carried out to obtain the desired results are explained:

1. The starting point was the installation of one fan to pressurize the measurement room, see Figure
3. Radon concentration was measured some time later, once its level had achieved a steady state,
but the level did not decrease enough with this action.

Figure 3. Measurement room with one fan.
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2. As a result, a second fan was installed to increase the pressure inside the measurement room,
see Figure 4. After several measurements, it was noticed that the introduced air was sufficient to
reduce radon concentrations, thus avoiding interferences in the measurements.

3. Once the fan systems were implemented, air conditioning was installed, see Figure 2.
Furthermore, it blows air inside the measurement room and weatherized it at a constant
condition at all times. The air conditioning helps to have stable measurements and, therefore,
minimize the uncertainty due to the temperature control of the room and the reduction
in humidity.

Figure 4. Measurement room with two fans.

4. In the end, all systems—fans and air conditioning—were working together with the aim to
decrease radon concentration and to have repeatable conditions for the measurements. In
addition, different analyses were done periodically to keep control of radon levels in order to
know how they vary throughout the year.

In this particular case, fans work in impulsion mode and the air conditioning works keeping the
temperature around the value of 20 oC and controlling air humidity.

5. Results

In this section, the radon concentration measurements for the different cases mentioned above are
shown. At first, the radon concentration was measured on different days to quantify its level. Table 2
shows the average concentration for the period from April 25th to November 23th 2007, without any
mitigation solution.

Table 2. Concentration before applying any solution.

Radon-222 Activity Concentration (Bq/m3)

Average 79
Uncertainty 37

Maximum concentration 158
Number of measurements 212

Then, from November 30, 2007, to January 25, 2008, one fan was installed and measurements
were carried out. The next period of measuring was from January 25 to December 1, 2008. During this
period, a second fan was installed and several measurements were taken with both fans operating.
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Table 3 shows the concentrations during these periods. The analysis of the concentration while the
mitigation solutions were implemented revealed how it decreased to the values shown in Table 3.

Table 3. Concentration after installation of fans.

Radon-222 Activity One Fan (Bq/m3) Two Fans (Bq/m3) One/Two Fans (Bq/m3)

Average 29 19 21
Uncertainty 18 10 13

Maximum concentration 64 53 64
Number of measurements 56 278 334

After the installation of the two fans, an air conditioning system was installed, achieving the
results shown in Table 4. The period when this system (both fans and air conditioning) is on is from
1 December 2008 to nowadays. At this moment, the value of radon concentration is very low. Finally,
Table 5 shows the percentage concentration reduction summary by using the different components of
the mitigation solution. Remark, in general terms, it is necessary to apply a minimum overpressure of
5 mbar into the measurement room. Nowadays, both fans are always in operation to achieve this value.

Table 4. Concentration after air conditioning installation.

Radon-222 Activity Concentration (Bq/m3)

Average 19
Uncertainty 9

Maximum concentration 40
Number of measurements 1174

Table 5. Concentration reduction after mitigation systems installation.

Radon-222 Activity Mitigation Solution Compared with Reduction %

Average One fan Any method 62.8
Uncertainty One fan Any method 50.3

Average Two fans One fan 35.6
Uncertainty Two fans One fan 43.7

Average Two fans Any method 76.0
Uncertainty Two fans Any method 72.0

Average One or two fans Any method 73.8
Uncertainty One or two fans Any method 65.8

Average Two fans and air conditioning Any method 76.0
Uncertainty Two fans and air conditioning Any method 75.7

While Figure 5 shows the measurement room with all the installed systems, two fans and the air
conditioning system, Figure 6 shows a summary of the reduction of the radon gas with the different
systems, showing how it is reduced when the methods are implemented.
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Figure 5. Picture of the measurement room with all systems.

Figure 6. Evolution of radon gas measurement with the different systems.

6. Conclusions

With the radon mitigation solution approach explained in this paper, very good results have been
obtained. As it is shown in the results section, after the installation of different removing systems, the
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radon concentration decreased in a very significant way, up to the value of 76%. As a consequence, the
implemented solution avoids interferences in the laboratory measurements.

Positive ventilation achieved good results by pressurizing the measurement room and avoiding
radon entrance. For this purpose, two fans were installed with the aim of reducing the radon
concentration to a low value. In addition, air conditioning contributed slightly to radon mitigation
and allowed a very good repeatable condition performance for the measurements.
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Abstract: Ionizing radiation is one of the main risks affecting healthcare workers and patients
worldwide. Special attention has to be paid to medical staff in the vicinity of radiological equipment or
patients undergoing radioisotope procedures. To measure radiation values, traditional area meters are
strategically placed in hospitals and personal dosimeters are worn by workers. However, important
drawbacks inherent to these systems in terms of cost, detection precision, real time data processing,
flexibility, and so on, have been detected and carefully detailed. To overcome these inconveniences,
a low cost, open-source, portable radiation measurement system is proposed. The goal is to deploy
devices integrating a commercial Geiger-Muller (GM) detector to capture radiation doses in real
time and to wirelessly dispatch them to a remote database where the radiation values are stored.
Medical staff will be able to check the accumulated doses first hand, as well as other statistics related
to radiation by means of a smartphone application. Finally, the device is certified by an accredited
calibration center, to later validate the entire system in a hospital environment.

Keywords: gamma radiation; healthcare workers safety; dosimetry solution; verification; evaluation

1. Introduction

The exposure of healthcare workers to ionizing radiation is a relevant concern due to the health
risks involved [1]. Governments and authorities are working to foster ionizing radiation safety. In this
way, recent directives (e.g., Council Directive 2013/59/Euratom) [2] have set basic safety standards to
protect the health of individuals from dose exposures. Under these directives, healthcare workers in
charge of radiology exposed to this type of radiation need to be monitored on a daily basis.

The most effective way of protecting medical staff who regularly work in controlled areas is
the continuous measurement of the accumulated radiation level in their bodies. To this end, we
have performed an exhaustive analysis of the current commercial radiation monitoring instruments,
and divided them into two main groups: personal dosimeters and area survey meters. Personal dosimeters
are small devices which healthcare workers wear on the body part most exposed to radiation.
Thermo-luminescence based solutions are the most widely used technology where, after a period
(usually a few weeks), the device is sent to a specialized laboratory to analyze the received doses.
Therefore, the measurement is off-line, which restricts its usefulness. On the other hand, area dosimeters
measure the radiation doses in real time, with most of them lacking Internet connections or database
storage. These large devices are only placed in certain areas of the hospital (for instance, in the Nuclear
Medicine department).
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To overcome these drawbacks, a system has been designed, developed, verified and checked as a
hybrid solution, valid as both a personal dosimeter for specific zones and an area dose meter. The entire
system is based on open-source technology, integrating commercial off-the-shelf (COTS) electronic
components including Internet connections via 3G, Ethernet or WiFi. The system functionality is the
following one: a device collects the doses employing a commercial GM tube and dispatches them to a
remote database hosted in a server. It is responsible for storing all the information received for each
healthcare worker, immediately calculating accumulated, average and deviation doses, and providing
a highly flexible solution. Also, medical staff are aware of these values in real time, thanks to a
smartphone application. This code, as well as the remaining software developed for this work, is
available in [3].

The device was verified at the National Dosimetry Centre (CND) in Valencia, Spain under
reference laboratory conditions. The complete solution was tested at the Sta. Lucia University Hospital,
located in Cartagena (southeastern Spain), using two devices. The first one was placed in a corridor
next to the PET department and the second one at the control area of the Computer Tomography
(CT) area. The results were compared to calibrated electronic dosimeters, demonstrating the correct
procedure carried out by the system’s measurement.

The rest of this paper is organized as follows: Section 2 introduces the technological background
related to this research, where dosimetry concepts and a commercial dosimeter classification are
thoroughly described; Then, the following Section 3 presents our proposal detailing both its hardware
and software architecture, thus, the benefits of the solution offered in respect to the remaining
commercial dosimeters are also highlighted. Section 4 deals with the procedure for verifying the
device in hospital environments; Section 5 validates our system at Sta. Lucia University Hospital;
results are analyzed and discussed, and finally, Section 6 summarizes the main conclusions.

2. Technological Background

2.1. Ionizing Radiation

Ionizing radiation is that with enough energy to ionize matter, by removing electrons from their
states joined to their corresponding atom. It may be produced by radioactive substances, which emit
such radiation naturally, or by artificial generators such as X-ray generators and particle accelerators.

The ionizing radiation sources naturally occurring in the earth’s surface can be classified as alpha,
beta, gamma or X-ray particles. Their features are explained in the following paragraphs:

• Alpha particles (α): They are usually generated in nuclear reactions or radioactive disintegration.
Their capacity of penetration is low. They quickly lose their kinetic energy in the atmosphere,
because they interact strongly with other molecules due to their great mass and electrical charge,
generating a significant number of ions per centimeter of covered length. In general, they cannot
pass through the thickness of multiple sheets of paper. However, if an alpha emitter enters the
body it can be very harmful.

• Beta particles (β): They have greater penetration than alpha particles. They can be stopped by
a few centimeters of wood or a thin sheet of metal. However, as with alpha particles, they can
cause serious damage to the human body.

• Gamma particles (γ): Gamma radiation (γ) is a type of electromagnetic radiation [4]. Gamma rays
can cause serious damage to the nucleus of cells, so they are used to sterilize medical equipment
and food. Gamma rays easily pass through the skin and other organic substances; therefore, they
could cause serious damage to internal human organs. X-rays are included under this category.
They are also photons, but with a lower penetration capacity than gamma rays.

2.2. Recommended Criteria to Assign Dosimeters for Healthcare Workers

• The Spanish Health Protection regulation against Ionizing Radiation (Royal Decree 783/2001
(BOE 26/07/2001) defines exposed healthcare workers as those who, due to the circumstances
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in which their work is carried out, are habitually/occasionally subject to the risk of exposure to
ionizing radiation that may involve doses higher than the limits recommended for members of
the public. Exposed healthcare workers are further classified into two categories, A and B:

1. Category A includes those who can receive an effective dose greater than 6 mSv (miliSievert)
per official year, or a dose greater than 3/10 of the equivalent dose limit for eye lenses
(45 mSv/year), skin and limbs (150 mSv/year). In Category A, exposed workers must use a
personal dosimeter.

2. Category B includes exposed workers who rarely receive effective doses in excess of
6 mSv per official year, or 3/10 of the equivalent dose limit for eye lenses, skin and limbs.
These workers are not necessarily required to wear personal dosimeters. It is sufficient for
them to be controlled by a dosimetry monitoring system that guarantees that the doses
received are compatible with their level B classification.

3. Non-exposed workers, such as members of the public health system, do not require any
dosimetry control.

Table 1 summarizes the effective dose levels together with the equivalent doses in eye lenses, skin
and limbs used in this staff classification.

Table 1. Dose level ranged by exposition category.

Healthcare Professional Category Effective Dose Eye Lense Dose Extremity Dose

Exposed worker A classification >6 mSv/year >45 mSv/year >150 mSv/year
Exposed worker B classification <6 mSv/year <45 mSv/year <150 mSv/year

Non-exposed workers <1 mSv/year <15 mSv/year <50 mSv/year

A minimum number of people working under ionizing radiation conditions in the healthcare
environment are classified as Category A exposed workers, and would be required to be controlled by
individual dosimetry. These workers are the following:

• Those who have to stay close to the radiation beam in interventional radiology and hemodynamics.
• Healthcare workers preparing and administering radioactive doses in nuclear medicine.
• Healthcare workers who are involved in the preparation of treatment and care of patients in

radioactive metabolic therapy.
• Healthcare workers performing these functions in brachytherapy.

Table 2 shows the percentages of workers with accumulated annual doses exceeding the annual
dose limit for members of the public (1 mSv per year, established by the General Radiation Protection
Manual, CSN/SEPR/SEFM Forum, June 2003), classified by category and work type.

Table 2. Percentage of healthcare workers exceeding the annual dose limit according to their job type.

Job Type Doctor Medical Assistant Operator Other

Outpatient clinic Radiology 0.0% 0.40% 0.0% 0.0%
Hospital Radiology 2.7% 1.40% 0.5% 0.4%
Vascular Radiology 24.1% 5.90% 2.9% 1.5%

Radiotherapy 0.1% 2.60% 0.4% 0.7%
Nuclear Medicine 1.7% 50.70% 36.6% 13.0%

Interventional 2.2% 0.40% 0.0% 0.1%
Others 0.6% 0.30% 0.0% 0.0%
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2.3. Dosimetry Classification

2.3.1. Personal Dosimetry

Dosimetry estimates the doses received by a given person. Depending on the body area you wish
to estimate, personal dosimetry is classified into:

1. Dosimetry of the whole organism: It is implemented by a lapel dosimeter, which must be placed
in a position that is representative of the most exposed part of the body surface. In those cases
where a lead apron is required, the dosimeter should be placed under the apron.

2. Dosimetry of the upper extremities: It is implemented by wearing wrist or ring dosimeters.
Recommended only in those cases where the doses to the hands can be notably higher than those
of the whole organism, due to their proximity to the radiation beam.

3. Abdomen dosimetry: It is implemented by lapel dosimeters. Only used on the abdomen of
exposed pregnant workers. Where a lead apron is required, the dosimeter should be placed
under the apron.

There are a lot of personal dosimeters on the market. The most common ones are described below:

• Thermo-luminescence dosimeter (TLD) [5].

It incorporates anodized aluminum foil with four thermo-luminescent detectors. These detectors
are usually made of lithium fluoride activated with magnesium or calcium fluoride activated, in turn,
with manganese.

The detectors store the energy received from ionizing radiation. In order to know the amount of
radiation received by the dosimeter, it is necessary to heat it to a temperature of 300 ◦C, thus releasing
the stored energy in the form of light. The amount of light emitted is proportional to the radiation
dose received by each detector.

The lapel dosimeter is designed for the measurement of deep personal equivalent doses denoted
as Hp (10) and superficial doses called Hp (0.07) [6], as well as for energy discrimination from
incident radiation.

The main advantages are its low cost, easy handling, sensitivity, and that it does not depend only
on environmental conditions. Furthermore, it is reusable: Once the dosimeter receives the radiation
dose during a period of time, it can be employed again. However, its main drawback is related to that
the radiation cannot be observed in real time, which negatively impacts on its applicability.

• Film dosimeter [7].

It contains a small piece of radiographic film, placed between two metal filters (usually aluminum
or copper) inside a plastic casing, in order to protect the film from light exposure. Some film dosimeters
have two emulsions, one for low doses and the other for high dose measurements. These two emulsions
can be on separate film substrates or on either side of a single substrate.

When the film is irradiated, an image of the protective box is projected onto the film. In this
way, the amount of radiation received is proportional to the optical density of the film being exposed,
compared to the optical density of previously calibrated films.

The main advantage is its functionality. Film can provide information on the exposure conditions
such as the direction of the incident radiation or suspected contamination. The main drawback is that
the reading is estimated, not immediate, and not reusable. It also depends on external conditions,
such as humidity.

• Radiophotoluminescent Glass Dosimeter (RPLGD) [8].

It consists of a housing that incorporates a radiophotoluminescent (RPL) glass in the center.
The RPL crystal material is activated silver with crystallized phosphate glass (P2O5). When this
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material is exposed to radiation, stable luminescent centers are created in the silver ions, denoted as Ag◦

and Ag2+. These ions emit light when stimulated. To produce this stimulation, the crystal is irradiated
with ultraviolet light, measuring the light emitted with a photo multiplier tube. So, the intensity of the
light emitted will be proportional to the radiation dose received.

The main advantage is its reusability. In the reading procedure, the stored dose is not eliminated.
Therefore, it allows us to accumulate the radiation dose in the very long term. In addition, it is not
sensitive to ambient temperature, which favors the measurement precision. The main drawback is that
it doesn’t measure data in real time and it doesn’t export data.

• OSL (Optically stimulated luminescence) dosimeter [9].

These dosimeters incorporate a sheet of carbon-activated aluminum oxide, located between filters,
to obtain qualitative information on the conditions during exposure. To know the amount of radiation
dose received, the aluminum oxide is stimulated at specific frequencies by means of a laser. In this
way, the intensity of the light emitted will be proportional to the dose of radiation received.

As in previous cases, its main advantage is its reusability. It can be reused a few number of
times without losing sensitivity. On the other hand, commercial devices lack remote connectivity and
data storage.

• Electronic Personal dosimeter [10].

It uses electronic sensors and signal processing, and shows the radiation dose normally received
in microSievert (μSv). This dosimeter either has a miniature Geiger-Müller tube or is equipped with
silicone sensors.

The main advantage is that it can continuously display the accumulated dose on the screen, so it
is often used as an alternative in emergency cases in which it is necessary to know a specific amount
of radiation within a short period of time. Additionally, it can incorporate alarms if a previously
programmed accumulated radiation dose is exceeded during a certain period of time. It works with
batteries. The main drawbacks are the cost and the lack of connectivity.

• Pen/pocket dosimeter [11].

It is a small ionization chamber, cylindrical (approximately 2 cm3) in shape, filled with air and
equipped with a central electrode. It is shaped like a ballpoint pen and contains an ionization chamber
with a quartz fiber electrode that functions as an electroscope. By means of an optical arrangement,
the response of the radiation action can be observed.

The main advantage of this equipment is that the reading of this dosimeter is straightforward
and very easy to use. The main drawback is the fact that it has a poor range of use and low sensitivity
compared to other dosimeter systems. It requires daily radiation monitoring and daily charging.
Occasionally, it can even be discharged when hit. Therefore, for some years now, its use has been
reduced significantly.

Finally, Table 3 summarizes the radiation ranges for each personal dosimeter type listed above.

Table 3. Radiation range for personal dosimeter.

Dosimeter Range

Film and TLD dosimeters 100 μSv–10 Sv
OSL and RPL dosimeters 10 μSv–10 Sv

Self-reading pocket dosimeters 50 μSv–0.2 Sv
Electronic Personal dosimeter 0.1 μSv–10 Sv
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2.3.2. Non-Personal Dosimetry

Non-Personal Dosimeters are devices that estimate the received dose in a particular place [12].
They can be classified as:

1. Area dosimetry: It is performed by means of lapel dosimeters. It is reserved for the estimation of
doses in places or areas where workers are exposed under category A.

2. Dosimetry of rotating workplaces: It is performed using lapel and/or wrist dosimeters. It is
focused on estimating doses in those workplaces where an activity is occasionally performed,
and category B workers could be exposed.

3. Research dosimetry: It is carried out using lapel and/or wrist dosimeters. It is requested
by a Radiation Protection Service to measure doses in all those situations not covered in the
previous cases.

The following paragraphs will describe the main types of area dosimeters used in hospital
environments today. To this respect, they can be divided into two main groups: (i) gas detectors and
(ii) solid-state detectors.

• Gas detectors

Gas detectors are based on the direct gathering of the ionization phenomenon caused by a particle
when passing through a noble gas, enclosed between two electrodes subjected to a potential difference.
This type of gas is used because the dose rate that can be monitored should be as high as possible.
In this group, there are three main types of detectors: (1) ionization chambers; (2) proportional counters
and (3) Geiger-Müller counters. Each one accomplishes specific functions, implying different shapes
and sizes.

1. Ionization chamber [13]. It is the most straightforward gas detector, considered as a plane-parallel
capacitor, in which the region between planes is completely filled with a gas, preferably with
air. The electric field in this region prevents the recombination of the ions with electrons, which
involves electrons moving towards the positive electrode, while positively charged ions move to
the negative electrode. The applied voltage sets the velocity at which electrons and ions move
to the chamber electrodes. For instance, for a typical voltage value of about 100 V, ions move
at speeds of 1 m/s. Under these conditions, ions take up to 0.01 s to get through a 1 cm thick
chamber (note that electrons are more mobile than ions and they will move 1000 times faster).
An inconvenience is that these temporal values are excessively long for the time dealt with in
radiation detection (e.g., a Computer Tomography).

2. Proportional counter [14]. It consists of a metal case filled with a noble gas such as argon or xenon,
with a very fine thread crossing the center. The wire (anode) is set at a high potential difference
in relation to the box, so that an electric field constantly passes through the gas. The process is
the following: when an ionizing particle, such as an electron, goes through the gas, it releases
electrons from its atoms (it ionizes the atoms), leaving behind a positively charged ion and a free
electron. The free electrons generated in the gas are accelerated to the anode and their amount
is proportional to the initial energy of the particle or X-ray. Unlike simple ionization chambers,
the potential difference used in proportional counters is much greater, so the electrons accelerated
towards the anode have enough energy to produce secondary but proportional ionizations
(hence the name of the device), causing an electronic “cascade”. The electric current or voltage
generated in the anode can then be measured and digitized and, as mentioned above, the voltage
or charge is proportional to the energy of the particle or X-ray incident. To be able to observe
individual pulses, we must increase the applied voltage (which means exceeding 1000 V, its main
inconvenience). To this respect, the largest electric field is capable of accelerating electrons so
that they can generate secondary ionizations. Accelerated secondary electrons produce new
ionizations, eventually creating an avalanche or cascade of ionizations.
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3. Geiger-Müller counter [15]: If the electric field increases further, the Geiger-Müller region is
reached. In this case, secondary avalanches are generated anywhere in the tube, caused by
photons emitted by atoms stimulated in the original avalanche. These photons move relatively
far from the original avalanche location and, in a short time, the entire tube is involved in
the process. Counters based on this principle are known as Geiger-Müller meters. Since the
entire tube is involved in each initial avalanche, there is no information on the energy of the
original radiation (all incident radiation produces identical output pulses valued around 1 V).
So, Geiger-Müller counters are employed as pulse counters. However, in these counters there
is a serious problem. During their movement into the tube, ions can be accelerated, reaching
the anode with enough energy to release electrons and starting the process again (due to the
nature of the multiple avalanches). To overcome this inconvenience, a second type of gas, called
quenching gas, is added. This gas is made up of complex organic molecules such as ethanol
(while the primary gas is usually made up of simple molecules, such as argon). A typical mixture
of gases will be: 90% argon and 10% ethanol. The molecular nature of this added gas prevents
the appearance of continuous avalanches. Geiger-Müller sensors allow the obtaining of accurate
radiation doses with a remarkably low cost, and its integration into any electronic system to
manage the information and dispatch it to remote places is a straightforward process. These are
the main reasons why the Geiger-Müller counter has been adopted as part of our proposal.

• Solid State Detectors

The solid state detector, also known as Semiconductor Radiation Detector, is a radiation detector
in which a semiconducting material (silicon or germanium) constitutes the detecting medium.
Solid detectors have higher densities that provide reasonable absorption probabilities for a normal
detector size. Two types will be described: (1) scintillating counters and (2) semiconductor detectors:

1. Scintillator counters [16]. The scintillator counter works as follows:

• Incident radiation interacts with the atoms and molecules of the material, stimulating them.
• Stimulated states are de-energized by emitting visible (or nearly visible) fluorescent light.
• The light reaches a photosensitive surface by pulling out photoelectrons.
• The electrons accelerate and multiply in number to form an electrical pulse.

There is a wide variety of available scintillators and photomultiplier tubes, depending on the type
of application. The properties to be considered in the selection of the material include the fraction of
incident energy that appears as light, efficiency (the probability of radiation being absorbed), response
time and energy resolution.

2. Semiconductor detectors [17]

Semiconductor solid materials (germanium and silicon) are alternatives to scintillators for building
radiation detectors. When a type-p semiconducting material is in contact with a type-n semiconducting
material, the electrons of the type-n semiconductor can diffuse through the junction in the type-p
semiconductor and combine with the vacant ones. In the vicinity of the p-n junction, the charge
conductors are neutralised, creating a region called the depletion zone. The diffusion of electrons from
the n-type region leaves behind ionized, fixed donor states, while in the p-type region there are fixed
acceptor states charged negatively. Thus, an electric field is created, which ultimately makes diffusion
phenomenon advances impossible. A typical p-n junction of a diode is formed.

If any radiation penetrates into the depletion zone and creates an electron-hole pair, the result is very
similar to that of an ionization chamber. The electrons flow in one direction and the vacancies/holes in the
other. The final number of collected electrons creates an electronic pulse whose amplitude is proportional
to the energy of the radiation.
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Concerning the manufacturing of these detectors, it is possible to initiate them from a p-type
semiconductor in which lithium atoms are diffused. The n-type layer created by producing detectors
such as Ge (Li) or Si (Li) is in the order of 1 mm thick, which is easily penetrable by medium-energy
gamma rays (the range of a photon of 100 kiloelectronvolt in Ge is about 4 mm and in Si about 2 cm).
However, in the case of charged particles the range is much smaller (e.g., for 1 megaelectronvolt electron
the range is 1 mm in Si and Ge; for 5 megaelectronvolt alpha particles, the range is only 0.02 mm in
both) and there is a 1 mm thick layer to prevent the particles from accessing the depletion zone.

The main advantages are that the time required to collect the load of large detectors is in the
range of 10–100 ns, depending on the shape of the detector (flat or coaxial) and the point of entry
of the radiation with respect to the electrodes. This time is less than that obtained in an ionization
chamber, since here the path followed by the created loads is reduced by several orders of magnitude.
Another clear advantage of these types of solid detectors is related to energy. Less energy is required to
create an electron-hole pair (~3.6 eV/pair in Si at 300 ◦K), thus, excellent energy resolution is obtained.
An inconvenience is the lack of connectivity in commercial devices.

2.4. Discussion

As for personal dosimetry, thermo-luminescent dosimeters are the most widely used in Spanish
hospitals. However, as previously mentioned, their main drawback is the lack of real time
measurements. Each personal dosimeter will be transferred at least once a month to a specialized
center (in Spain, the National Dosimetry Centre—CND) which will heat it to up to 300 ◦C. The amount
of light thus emitted is proportional to the radiation dose received.

During this period of time, in which the CND estimates the level of radiation received by the
dosimeter, health personnel will have another dosimeter made available to measure the radiation of
the following month. So, a monthly radiation level is obtained and there is no possibility of knowing
specific periods of time with higher doses during this time because the radiation dose is accumulated.

As for area dosimetry, most of the devices used in a hospital environment lack any connection to
remote systems in order to receive the dose. Usually, the only way to get the data is to be in front of
the dosimeter and to check the dose.

On the other hand, there is an important concern regarding data storage. These types of devices
store the average radiation values in specific temporal periods. Data are released after each period
to restrict data storage. To carry out a later evaluation of emitted radiation, it will not be possible to
access radiation values outside of the current period.

In addition, if users want to store the data directly on a PC, it is necessary to have it in the same
room as the area dosimeter, which in some cases, can be a complex or impractical task, for instance,
in a hospital corridor or in a computer tomography room (cases of study proposed in this work).

In summary, the major drawbacks detected in the current instrumentation for ionizing radiation
measurement are described in the following points:

1. Limited storage. There are devices that can store the radiation captured internally. However, due
to the limited memory capacity of these devices, it is not possible to have a large amount of
stored data.

2. Scarce Flexibility. Most devices do not allow the collection of data in any other way than
that established by the manufacturer. In the particular case of personal thermo-luminescent
dosimeters, where the stored data can be accessed, radiation collection must be stopped and be
replaced by another device while accessing the data.

3. High cost. Those alternatives that have some storage capacity and offer results in accurate,
real time radiation doses (especially for area dosimeters) have a clear impact on the cost.
Therefore, these solutions are addressed to public entities or big, private companies.

4. Power supply. A large number of dosimeters described in this section are supplied by batteries.
In the case of failing batteries, the received dose is not computed and a health risk could result.
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5. Manufacturer dependent. A priori, any modification of the device firmware to adapt it to new
conditions of the application/environment is not possible.

3. Proposal

3.1. General Overview

The radiation measurement proposal is a step forward, which solves diverse problems presented
by current radiation systems. Figure 1 shows the main system components where the entire system
integrating wireless communications, database, mobile application and measurement device have
been highlighted.

Figure 1. System components.

As a general approach, the radiation is measured with a commercial Geiger-Müller tube [18],
receiving two values: (i) the effective dose-rate value (μSv/h) and (ii) the counts per minute (CPM).
These values are stored in two redundant databases: one hosted on a remote web server and the
second in a database implemented in a Raspberry Pi [19] (localhost), which in addition, provides
memory storage, processing and connectivity. Note that this commercial detector can be replaced by
another; without thereby the system functionality lessen. Therefore, it is not an objective of this work
to characterize and study this sensor, tackling these concerns in future works. For instance, it should
be interesting to model the GM directivity, to later implement it in the Raspberry. Furthermore, in the
case of using detectors such as the solid state ones (because the application requires it), environmental
parameters (temperature, pressure, humidity, etc.) must be considered to adjust its operation. As in
previous case, the detector adjustment will be developed in the corresponding software module of the
Raspberry. Under these premises, to have of a COST-based system facilitates the design of specific
solutions in accordance with application or service requirements.

The set of radiation measurement, capture, and storage procedure is performed in periods of
one second, i.e., the sensor measures radiation doses and counts per minute (both values form the
data) at one-second intervals and stores both values in the Raspberry Pi and web server. In this way,
it provides a versatile solution for the storage problem that current systems are facing today.

The data uploading to the database of the web server is carried out through 3G, Ethernet or WiFi
technology, which ensures flexibility and reliability in the face of any contingency in the transmission
of information (e.g., falling 3G network, WiFi router failure, etc.). Furthermore, the user has access to a
smartphone application, which is able to show information in real time, or statistics of radiation values
computed in remote web server: Daily measurements, averages, deviations and so on.
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The user could access data through the web server, as well as being able to export them to other
formats, for instance, a spreadsheet (e.g., Excel) to analyze the data in more detail. In addition, access
to the data does not stop the operation of the device, which is the main drawback of some of the
current systems.

The system could be used either as a personal dosimeter and/or as an area dose meter.
Regarding area dosimeters, it is obvious, since its functioning is the same as Geiger counters. To use
it as a personal dosimeter, healthcare staff have to log in and register in the smartphone application.
So, for each registered user, the received radiation is stored in the corresponding databases, to later
consult instantaneous, accumulated, mean radiation values of dose. In this regard, it provides a
real-time solution in personal dosimetry, avoiding long waiting periods in order to know the received
radiation data, as occurs in many of the current systems (e.g., thermo-luminescent dosimeters) which
are connectable from any place through Internet access.

The Geiger-Müller detector is powered by the Raspberry Pi, so this device just has to be
connected to the power supply, thus avoiding the energy limitations of other electronic dosimeters.
Once connected to the power supply, the first step that the system performs is to connect to the remote
database and start receiving radiation values.

Among all the aforementioned technologies, the system has a Geiger-Müller tube, therefore a
Geiger counter. A sensor of this type usually triggers pulses, which is not an energy value, so it would
not be useful for knowing the dose of radiation received by health personnel. Users could get the
radiation value multiplying CPM by a conversion factor (K):

CPM × K (μSv/h) (1)

This conversion factor is achieved by means of a thorough calibration process by the manufacturer.
In our case, this factor is valued in 0.008120 [18], thus the radiation received is derived in units of micro
Sieverts per hour. The app shows Counts Per Minute (CPM), and Radiation Value (μSv/h) at the same
time. This is a new feature that commercial Geiger counters do not provide today.

It is important to note that the system is able to estimate the radiation value in real time and send
this information to a database. This system contributes to monitoring radiation in two ways: (i) by
acquiring/collecting radiation values in real-time and (ii) in the ability to store each radiation value
labeling it with its corresponding date/time along with the user receiving the dose. Figure 2 shows
how the proposed system works.

Nowadays, there are some alternatives, including GM detectors, which show radiation in real
time, and in which data are also stored. To accomplish these functions, in [20], the device only ensures
connectivity to a PC via USB, while the system proposed in [21] sets a proprietary system up to send
data to a PC. Therefore, comparing with our proposal, the lack of remote communications incurs in
a clear disadvantage. Furthermore, an additional advantage to our system, contrasted with similar
systems such as the one mentioned above, is its low cost. Currently, this type of system is valued at
thousands of Euros. In this sense, the work [22] tests a medical environment through a proprietary and
costly solution, although in this case, remote communications are considered. We offer an alternative
capable of improving current services at a much lower cost (the prototype proposed here does not
exceed 200 Euros).
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Figure 2. System’s block diagram.

Different low-cost dosimeter-based solutions can be found in [23,24]. In [23], a dosimeter
prototype captures the dose rate at 5 Hz through a CMOS camera. However, this proposal lacks
communication support which prevents, for instance, statistics calculations. The work [24] leads
to security concerns in power nuclear plant communications when data include radiation values.
To face this, authors propose a solution based on XBee module communication, a well-known Wireless
Sensor Network (WSN) device. Authors carefully explain aspects such as modulation, packet format
or firmware, and how this device takes actions when malicious attacks occur; although they never
evaluate its operation under the proposed nuclear environment.

The work [25] presented a low-cost, open-source and remote communication solution. In this
paper, authors analyzed the variation of the energy in relation to the dose rate in a commercial and
personal X-rays detector denoted as POKEGA. It is conceived to monitor the radiation received
by members working in interventional radiology. The POKEGA solution was proposed in other
works [26,27]; it is composed of a photodiode detector capturing the radiation, and a smartphone
responsible for dispatching the dose (together with, for instance, GPS position, time, date, etc.) to
Google docs, to later visualize the emplacement where each dose was collected. Both, photodiode
and smartphone are connected by a cable. In comparison with our system providing reliability and
robustness to the communication thanks to diverse wireless interfaces, POKEGA depends on the
smartphone and its telephony connection. Furthermore, our system stores the monitored radiation
both in a remote server and in the local device (Raspberry).

In summary, our system could be used as a personal and area dosimeter. It provides the
advantages of displaying data in real time and storing it, either at an area level or for a specific
user. In addition, the data reading procedure is more suitable and quicker than in the case of current
personal dosimeters.
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These features are also ensured by its connectivity (USB, Ethernet, WiFi or 3G). So, this
heterogeneous connectivity allows us to know the amount of received doses outside of the
measurement location. It is notable that its connectivity, together with the ability to connect it to
electrical current, guarantees robustness and reliability. Finally, the device has been verified by the
CND simulating hospital conditions and validated in a real hospital environment, giving accuracy to
our proposal as a real alternative.

3.2. Advantages of Our Proposal in Respect to Current α, β, γ Radiation Meters

The main advantages of our proposed system in respect to other proposals are the following:

1. Low cost. In comparison to other systems, the features and functions offered by our system are
more competitive in terms of cost.

2. Double functionality. The device can be used for both personal (in specific places as, for instance,
the CT room) and area dosimetry.

3. Real time doses. This system is capable of displaying the dose values in real time either as a
personal or area dosimeter.

4. High storage capacity. In contrast to other current systems, our system has a large storage capacity,
due to the database usage.

5. Statistics. Several statistics are calculated immediately by the remote server, available for users at
any time.

6. Connection alternatives. The device is able to connect to remote databases through a set of
interfaces (USB, Ethernet, WiFi and 3G).

7. Data recovery. If the device loses the connection to the remote database, all radiation values are
stored in the device until the connection is restored.

8. Flexibility and modulation. The system is built using general-purpose and open-source
technologies, which allows software/hardware modifications.

9. Easy access. Users can check the data everywhere, due to the fact that the interface is a smartphone
app that is connected to the remote database.

10. Reliability. Different connection alternatives, replicated databases, and continuous energy supply
contribute to a robust and reliable system.

11. Verification. The device has been verified in CND, under standard calibration protocols.
12. Easy handling and installation. Once the power is turned on, the device is automatically set to

capture radiation, store it on the system and connect to the remote web service.
13. Authentication. Security tasks will be implemented in a future work; however, the user must

register to access dose values.
14. Validation. This proposal has been validated at St. Lucia University Hospital in different

environments, which will be further described in Section 5.

Finally, Table 4 summarizes a comparison among different current radiation meters. This comparison
is extended to include our proposal.
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Table 4. Comparison among different dosimeters including our system.

Device Real Time Reusable Low-Cost Internet Database Reliability
Smartphone

App
Open

Source

TLD Dosimeter No Yes Yes No No Yes No No
Film Dosimeter No No N/A No No Yes No No

RPLGD No Yes N/A No No Yes No No
OSL Dosimeter No Yes N/A No No Yes No No

Personal Elec. Dosimeter Yes Yes No No No Yes No No
Pocket Dosimeter Yes Yes Yes No No No No No

Ionization Chamber Yes Yes No No N/A Yes No No
Proportional Counter Yes Yes No No N/A Yes No No

Geiger-Müller Counter Yes Yes No No Yes Yes No No
Scintillator Counter Yes Yes No No N/A Yes No No

Semiconductors detector Yes Yes N/A No N/A Yes No No
Instadose-Mirion Yes Yes N/A No Yes N/A Yes No

Dosicard-Canberra Yes Yes N/A No Yes N/A No No
PROPOSED SYSTEM Yes Yes Yes Yes Yes Yes Yes Yes

3.3. In Detail: Description HW/SW of the System

In the following sections, the system proposed here will be discussed in depth from a twofold
perspective: (i) hardware components used, their connection/integration and (ii) software implemented.

3.3.1. Hardware Description

The device hardware is built as the integration of different printed circuit boards. These include:

1. A Raspberry Pi.
2. The radiation sensor board.
3. The Bridge board that connects the Geiger counter to the Raspberry Pi, denoted as Arduino

Shield Connection Bridge.

Figure 3 shows the Raspberry Pi and Geiger Sensor, while Figure 4 depicts the entire system
integrated and connected.

 

Figure 3. Raspberry Pi and Geiger Sensor (left) connected to the Bridge board and the Geiger Sensor
board (right).
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Figure 4. End device.

In the following paragraphs, we describe the main components of the system in detail.

• Raspberry Pi [19]. It is a low-cost embedded board developed by the Raspberry Pi Foundation
in the UK. Its size is approximately that of a credit card and encapsulates a Broadcom BCM2835
chip with an ARM processor up to 1 GHz speed. In our work, the Raspberry Pi B++ model has
been selected for its low cost and ability to carry out all the functions of our system. Note that a
MicroSD card including the operating system (Raspbian), is inserted in the back of the Raspberry,
which will be explained later.

The following components of the Raspberry Pi are employed and configured in our development:

− A/V connector power boards to operate (5 V).
− USB ports used to connect the 3G dongle or wireless adapter. In addition, if the Raspberry needs

to be programmed, they will be used to connect the mouse and keyboard.
− A General Purpose Input/Output (GPIO) port consisting of 40 pins allows the Raspberry Pi to

communicate with external elements. In particular, GPIO pins are managed and handled directly
through code from the intermediate Bridge board.

− An Ethernet port joins our system to the Internet.
− An HDMI port connects the Raspberry to a monitor, for configuration tasks.

The following functions are carried out using the Raspberry:

1. Executing the code corresponding to the Geiger counter in order to display/visualize the dose values.
2. Connecting to the Internet via Ethernet, WiFi adapter or 3G dongle through USB.
3. Enabling the automatic execution of the Geiger counter code and automatic internet connection.
4. Running a localhost, including its corresponding database, which allows us to have a backup database.
5. Ensuring that collected doses are uploaded to the database on the remote web server every second.

• Raspberry Pi to Arduino Shield Connection Bridge [28]. Since the connection between the
Geiger Sensor Board and Raspberry is not possible, an intermediate board or bridge is required.
This board is called Raspberry Pi to Arduino Shield Connection Bridge, but for the sake of brevity,
we will denote it a bridge board.

The goal of this bridge board is to facilitate the integration of modules designed for Arduino on
Raspberry Pi. This allows us to attach analog and digital sensors using the same pins for Arduino, but
with the power and capacity of a Raspberry Pi. So, on the back of this main board, a bridge board will
be connected through the GPIO pins. The board including the Geiger counter will be connected to the
pins I/O, UART, SPI and I2C, belonging to the bridge board.
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• Geiger Sensor Board [18]. This board is responsible for measuring radiation values using a
Geiger-Müller tube. The radiation board is composed of two parts: the supply side and the signal
side. The supply side is responsible for ensuring the high voltage required by the Geiger-Müller
tube (400 V–800 V). The signal side adapts the output analog pulses from the GM tube to digital
data understandable by the Raspberry Pi.

To achieve high voltage in the GM tube, an oscillator connected to a voltage multiplier consisting
of diodes, transistors, resistors and capacitors is employed. This electronic circuit guarantees a potential
difference of 500 V. In the particular case of requiring voltage values above 500 V to feed the tube, they
will be obtained from zener diodes connected in series.

• 3G dongle. When connecting to the Internet via 3G, it is necessary to put a 3G dongle into the
interface USB of the Raspberry Pi. Although there are several models compatible with Raspberry
Pi, the selected dongle [29] together with a prepaid card have allowed the use of the device
anywhere in the hospital environment. In addition, in the specific case of not having access to
WiFi or Ethernet in the hospital under study, or when the system was verified at CND, the use of
the 3G dongle has been essential to dispatch the captured radiation data to the remote web server.

• WiFi Adapter. This component is placed in a USB port, providing access to the Internet thanks to
the WiFi hospital infrastructure. It should be noted that our device ensures an Internet connection
(and therefore, the dose information for each user in the remote web server) by selecting of one
these technologies: WiFi, 3G and Ethernet.

Figure 5 shows the complete system with 3G USB dongle connected.

 

Figure 5. Device with 3G dongle attached.

Figure 6 depicts the complete system inside the protection cover.

 

Figure 6. Cover case including device.
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3.3.2. Software Description

1. Operating System. The operating system (OS) for Raspberry Pi is denoted as Raspbian.
In particular, Raspbian Jessie was the version installed, because it offers multiple functionality
and documentation in terms of capturing data and communication issues.

2. Geiger sensor code. This code, implemented in C language, quantifies the counts per minute
and equivalent radiation measured by the GM detector on the board. Raspberry Pi executes
the programmed code obtaining the dose data from the Geiger detector through its GPIO pins.
Since the sensor uses the same connections as Arduino, it is necessary to include the arduPi
library codes provided by the manufacturer.

Figure 7 shows a flowchart of the way a Geiger operates (and its associated code).

 

Figure 7. System general diagram.

Every time the code is initiated, the application remains waiting for a stimulation to occur in the
GM tube, increasing the number of counts. Then, the application enters into an infinite loop, in which
the radiation values are continuously captured in periods of one second. In reference to the previous
figure, each of the blocks is discussed:

• Radiation measurement: display by console terminal

As mentioned above, the app shows counts per minute (CPM) and radiation dose (μSv/h).
Firstly, it is necessary to calculate the number of counts per minute and to later obtain the equivalent
radiation value related to the CPM calculated, multiplying the CPM by the conversion factor provided
by the manufacturer. The number of counts corresponding to the GM tube stimulation is stored in a
specific variable. The temporal interval lasts one second. In order to obtain equivalent CPMs, it will be
necessary to multiply the number of counts per second by 60 (countPerMinute = 60 ∗ count).

Finally, before the radiation values are stored in the local and remote databases, the number of
counts is reset (variable is set to zero), so when the loop is restarted, a new count value is obtained.

• CPM and radiation value upload to remote web server

Once CPM and radiation values have been obtained, the next step is to upload these data to the
MySQL remote web server database. To this end, it is necessary to use a method which connects to the
server by IP, user name and his/her password. Then, the programmer/developer selects the database
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which connects to it. Note that each device will have its own database on the web server. Thus, each
device is independent of the other ones.

On the other hand, to upload the CPM and radiation values, a SQL query is implemented.
In this case, programmers dispatch an INSERT type query, including countPerMinute (CPM) and
radiationValue (equivalent radiation) values to the remote database. Finally, once these values have
been stored, the connection is closed.

The results displayed by the smartphone application will be the data (together with their statistics)
stored in this database installed in the remote web server.

• CPM and radiation value storage in localhost

The dose values are also stored in the localhost database.
Any error detected in the remote web server will be mitigated by the localhost. That is, those

radiation values which were lost in the period of non-operation of the web server will be recuperated
by the localhost. This function is carried out by a method which shares the same code as the previous
one, except for the IP address.

• End of loop

Finally, once data has been uploaded to the web server and stored in the localhost, there is
a one second delay in the following set of measurements. This delay implies an appropriate time
interval, from the time the radiation level is measured by the Geiger detector, to the time the Android
application displays this value on the screen. If the delay decreases to values inferior to one second,
the GM detector would be able to measure more accurately. However, there would not be enough time
to upload the data to the web server and download it onto the app. It is notable that other systems
are capable of showing radiation levels, but taking more time, demonstrating that this system is more
accurate in adjusting the intervals to radiation samples.

Finally, an automatic code startup has been implemented. To avoid the manual execution of the
code in Raspberry Pi (resulting in inefficient application in hospital environments), a script has been
programmed to automatically start the code every time the Raspberry Pi is connected to a power
supply or is booted. To this end, as Raspberry Pi is a Unix system, the script will be created within the
/etc./init.d directory, in which the start and stop commands are specified. Additionally, the different
interfaces to access Internet (WiFi, 3G and Ethernet) will also connect automatically, without requiring
support from specialist personnel or developers.

3. Servers. A server is required to store the dose data collected by the device. The one selected
for both the remote web server and the localhost is Apache [30], which is a free-service and
open-source HTTP server with the same features as other high-cost competitors. The Apache
web server is responsible for storing the GM-captured radiation data and managing them in an
Android application. In this case, the Android application accesses this server, both to log in
or register a new user, and to display the radiation measurements/statistics. The remote web
server requires Internet access, so, it must have a domain and therefore, a public IP address.
In a certain way, both the device and the Android application connect to the server through
this public IP. Under this premise, note that a web server allows us to access data anywhere.
Using the Android application or a PC, we check the radiation values at any time and place, even
if the detector fails or turns off. This also allows us to control the login and registration of users,
avoiding, for instance, that two different users employ the same user name. The Apache localhost
is configured as a backup service, lacks an Internet connection, and data are recovered via USB.

4. Database. They are responsible for storing both radiation data from the GM detector and
information from user registers. PhpMyAdmin [31] has been selected as the tool to generate
database, both in the local server and the remote web server. PhpMyAdmin written in PHP
ensures the database management and handles the MySQL facilitates. For instance, the user can
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create/delete databases, generate/delete/modify tables, delete/edit/add fields, execute any SQL
statement, handle keys in fields, manage privileges, and export data in various formats.

Keeping in mind that the devices are independent from each other, labeling each device with its
own unique identification number means that each device has its own database. The result is a more
intuitive and appropriate management of different devices deployed in a hospital, thus facilitating the
data recovery and the data security.

The fields composing the databases are, as well as the CPM and radiation value, the following:
(i) an identifier for each measurement uploaded; (ii) a timestamp of the captured dose, both coming
from the device; and (iii) registered users, including user name, password and email data, dispatched
by the smartphone application. Regarding the latter, the goal is for each hospital to have its own
databases of users, which would be independent of the others.

5. Android application. The application developed for smartphones is in charge of displaying all the
radiation results captured by devices. This application has been implemented in Android because,
among other factors, it is an open source. Furthermore, Android makes the simulation and testing
of different versions of our application on different devices easier, without the requirement of
them having been previously developed in emulators. The development of the app is divided
into two main parts: The appearance, focused on the graphic interfaces and the specific functions
of each of them.

Figure 8 presents a flowchart including the overall functionality of the app.

 

Figure 8. App flow-chart.

The application links the database through SQL queries. These communications are asynchronous
due to the fact that the server runs diverse processes, so this issue will stop the main application if it is
coded in a synchronous way. To implement asynchronous tasks, the AsyncTask class [32] is employed.
This communicates with the process of the main thread, only performing operations and showing the
results in the main thread.

An advantage of our implementation is the reduction of the number of database accesses.
So, the application is more efficient and dynamic, decreasing the probability of connection errors.
To this end, the Intent class [33] is in charge of sending the user name and device number, among
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different activities, without requiring remote connection to the database. Therefore, SQL queries
are only demanded when users want to obtain some type of results, such as radiation statistics.
Finally, in the following subsections, the appearance and function of each of the parts in which the app
has been divided will be detailed, according to the general diagram shown in Figure 8.

App Initialization

Each time the app is started, an image, like in Figure 9, presenting a login form, appears.

Figure 9. Login screen.

As shown, this form inputs the user name, password and device number. First of all, the user
name linked with the password is required. Those values are stored in the database.

The device number is the identifier assigned to each device. Each hospital has a specific number
of catalogued devices, allowing the user to select the device which they want to receive radiation
information from. This selection is manually accomplished when logging in, and depends on the area
where the staff is working. Therefore, by filling in the device number field, the app connects to the
database corresponding to that device. This is possible because, as discussed above, each healthcare
worker is exposed to radiation in an enclosed hospital area, and it will not be necessary to modify the
device number every time.

On the other hand, if the user doesn’t input data in the form fields or a device number is not one
of those assigned to the hospital, an error message will be shown, alerting the user. The Inputvalidation
class is in charge of these functions. However, if the proccess is correct, the Login button is enabled
and the user name and password are checked against the database through the CheckUser class. In the
affirmative case, the main view of the application is depicted in Figure 10.
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Figure 10. Login successful.

All views and styles have been programmed in XML. To achieve this, the official Android API
has been used. The code corresponding to Start session is denoted as “LogicActivity”. The flowchart
of this activity is presented in Figure 11.

 

Figure 11. Start procedure flow-chart.
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User Register

Each time the user clicks on the screen “No account yet? Create one”, located in “LoginActivity”,
the activity called “RegisterActivity” will start. This activity shows a registration form, as shown in
Figure 12.

Figure 12. User registration.

As we can see, this form asks for the user name, e-mail address, password and password
confirmation of the user. As in “LoginActivity”, the login form is accessed again by clicking on
the sentence “Already a member? Login”, shown in the following Figure 13.

Figure 13. App login screen.

“RegisterActivity” contains the same features as “LoginActivity”. The InputValidation class
executes a function in charge of ensuring that if the user introduces empty fields in the form or if the
password field does not match the confirm password field, an error message will alert the user. The class
CheckUserRegis, extended to the class AsyncTask, checks if the application has a user name which already
exists, thus comparing the one introduced in the application with the user’s database. Finally, if a user
name doesn’t match a previous one introduced in the database, it means that this name is available and
the new user’s data is stored in the database. The class responsible for this function is called AddUser.
The following flowchart summarizes how this activity works (Figure 14).
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Figure 14. User register flow-chart.

Main Menu

The appearance of the main menu corresponds to the Technical University of Cartagena (UPCT)
logo as well as a dropdown menu which lets us select the action we want the device to furnish is
shown in Figure 15.

 

Figure 15. App statistical options.
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Each menu item is associated with a different activity. A particular case is the “Sensor” action,
which shows GM detector (sensor) results in real time. The MainActivity allows a user who requires
any stadistical action, for example, to download the monthly average radiation, to finish this action,
and again access real time dose values in their smartphone. The goal is to provide an extra function
to the main menu, which goes beyond an intermediary between activities. Finally, the function
corresponding to the main activity is “MainActivity”, and is reflected in the following flowchart
(Figure 16).

 

Figure 16. Main menu method flow-chart.

As shown in Figure 16, depending on the item of the dropdown menu which the user clicks,
one action or another starts, and then a different activity begins. As previously illustrated in the
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“Intent” description, before starting a new activity, the user name and device number are obtained
from “LoginActivity”.

Sensor (GM Detector)

This activity is implemented in the “MainActivity”, sharing appearance and functionality with
the dropdown main menu. The appearance depends on its state. If the “Sensor” icon has not been
clicked by the user to start collecting and displaying values in real time, the following Figure 17 depicts
the graphic user interface which appears. However, if the user clicks the “Sensor” icon, the window is
Figure 18.

 

Figure 17. Main screen.

 

Figure 18. Dose values screen shot.

Values belong to counts per minute (CPM) and their corresponding radiation value, together with
the user who has downloaded them, as shown in this view (Figure 18). These values are updated each
second, collected by the GM detector. If the device turns off, the last value captured by the sensor is
displayed. Note that the appearance changes (each second) once the first SQL query arrives to the
database. The Query class directs this issue.
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Showing Last Values

This activity addresses the last counts per minute (and thus, radiation values) and the timestamp
registered by the user device as well. The activity in charge of this function is Main2Activity.
However, the class which leads to the connection to the database is Last class. This furnishes the
required operations to obtain last dose values by means of SQL queries as shown in Figure 19.

 

Figure 19. Last values screen shot.

Statistics

The appearance and functionality for the daily, weekly, monthly and annual average is the
same. Only the SQL queries vary, taking into consideration the time period to compute. The statistic
view shows the user name, the device number and the average value that is required to download
from the remote database. The function is similar to the previous Last Values view. However, they
are very different in the SQL query message. In detail, the activity addressed to the daily average is
Main4Activity and the attachment to the database is carried out by the diarilyaverage class. Regarding the
weekly average, it is accomplished by Main5Activity and the weeklyaverage class. The monthly average
is run by Main3Activity and the Middle class. Finally, for the annual average, Main6Activity, together
with the MediaAnnual class exhibit the annual statistics. These codes, together with the complete
software here proposed, are available in [3].

4. Verification of the Device

To guarantee the reliability and traceability of radiation measurements, it is necessary to verify
the appropriate operation of the device in hospital environments. The verification procedure was
carried out in the Laboratory of Ionizing Radiation Metrology at the National Dosimetry Center (CND).
The CND is the largest Personal Dosimetry Service in Spain, and one of the largest in Europe in terms
of monthly reading volume. It has been authorized for this purpose by the Nuclear Safety Council.
Likewise, the National Dosimetry Center has been authorized to act as a Radiological Protection Unit
in radio diagnostic installations.

The CND has an Ionizing Radiation Metrology Laboratory, available to the public healthcare sector
and private initiatives. The calibration laboratory was certified by the National Accreditation Agency
(ENAC) for calibrations in ionizing radiation and radioactivity. The certification is also recognized by
the European Organization for Accreditation of Laboratories (EA). The Laboratory performs calibration
of instruments for measuring ionizing radiation, as well as irradiation of personal dosimeters (DTL,
film dosimeters, etc.), at protection and diagnostic levels.
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4.1. Verification Procedure

The verification performed on the system corresponds to the PT-03 procedure, which is
characterized in the certification of instruments for measuring ionizing radiation under X-rays.

To furnish the procedure, the device was set-up in the Test Room without any external casing,
taking the center of the GM tube as a reference point. In this room, the device was put in a vertical
position, orienting the GM tube towards the X-ray source, so that the tube was parallel to the
anode-cathode direction.

In order to obtain the best measurement quality, the reference point was matched to the center of
the radiation field. This was accurately marked by a laser, so the device was displaced to that point,
as can be seen in the sequence of images in Figure 20.

 

Figure 20. Device verification sequence.

The distance between the X-ray source and the reference point is 5 m. The appropriate radiation
field diameter is 19 cm, capturing the radiation dose in the GM tube. The radiation qualities
employed in the verification process are defined as N-80 and N-300 of the Narrow Spectrum ISO
Series. The characteristics of these radiation qualities are broken down in Table 5, below. Note that
Kerma is the sum of the kinetic energies of all charged particles set in motion by the radiation; its
magnitude in the international system is the Gray, equivalent to a 1 Joule per Kilogram. On the other
hand, the so-called half-value layer (HVL) is the layer thickness of copper reducing the intensity of
radiation due to absorption and scattering phenomena by half (first half-value layer) and by four times
(second half-value layer), respectively. As it will be observed in the next subsection, one of the test was
carried out in the PET surroundings. In this device, the energy peak is 511 keV around, value that is
out of the range of the N-300 quality. However, in usual medical tests where the radionuclide is inside
the human body, the continuous spectrum generated is lower than the maximum peak. This fact is
even greater in our case since we measure doses in the PET surroundings. Therefore, the N-300 quality
is, a priori, appropriate to validate our device under these conditions. This also is in accordance with
the CND standards. On the other hand, N-80 is the spectrum recommended for X-rays which usually
varies from 20 to 125 keV; N-80 is selected as a central energy value.

Table 5. Main features for N-80 and N-300 Qualities.

Quality
Code

Voltage
(Kv)

Eavg

(keV)
1st HVL
(mm Cu)

2nd HVL
(mm Cu)

Kerma (Air) (μGy/min)
Minimum

Kerma (Air) (μGy/min)
Maximum

N-80 80 65 0.05776 0.619 1.9 1000
N-300 300 250 6.28 6.29 2.9 450

Thus, the verification process performed is summarized in Table 6.
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Table 6. Verification procedure for N-80 and N-300 Qualities.

Quality Code System Scale Kerma Air Rate (μGy/h) Radiation Time

N-80 100 110–130 360
N-80 100 180–210 360
N-300 100 350–400 180

Table 6 exhibits the three tests performed on our device. They were defined by the CND according
to the environment where our system will be deployed. Additionally, a thorough study should be
carried out to enhance the GM measurement accuracy. For instance, in a future, a correction factor
which reflects the difference between the response of the commercial GM in relation to the dose rate
could be computed, to later program it in the Raspberry.

As regards the tests, firstly, an N-80 was implemented with a radiation range from 110 to
130 μGy/h, at an interval of 360 s. The second test was carried out with similar characteristics
to the previous one, but increasing the radiation level from 180 to 210 μGy/h. Finally, an N-300 test
was furnished with a radiation range from 350 to 400 μGy/h for an interval of 180 s.

In each test, the radiation values captured/sensed by the device were written down in Table 7.
Later, these values were compared to the radiation values measured by the certified laboratory
instrumentation at the same time interval. Thus, the relationship between the values captured by
the device and those collected by the laboratory instrumentation results in an NH verification factor.
This factor must be multiplied by the radiation values measured by the device to obtain the true
radiation values.

4.2. Verification Results

The verification results are shown Table 7 below.

Table 7. Verification results for our proposal.

Quality Code System Scale Kerma Air Rate (μGy/h) Radiation Time NH

N-80 100 110–130 360 3.37 ± 0.20
N-80 100 180–210 360 5.28 ± 0.58
N-300 100 350–400 180 10.2 ± 1.0

Concerning the first N-80 test, the verification factor NH is 3.37 with a deviation of ±0.20.
The second N-80 test results in a NH factor of 5.28 with a deviation of ±0.58. Finally, for the last N-300
test, the verification factor NH is 10.2 with a deviation of ±1. Observing these results, we notice that
as the radiation level increases, the radiation factor also grows considerably, having to multiply the
radiation value of our device by 10.2 in the case of N-300 quality.

However, a last correction factor (which has been denoted as NF), motivated by the sampling
period to which the GM tube is subject, must be considered. This factor adjusts our sampling times
(1 s) to the one defined by the manufacturer (10-s blocks). In other words, by dividing the sampling
period indicated by the manufacturer by 10, the sampling period under study is obtained, and then
the CPMs are calculated. Therefore, the final verification equation is as follows:

Real Radiation Measurement = Captured Radiation Level *(NH/NF), (2)

where NF = 10.
This means that for the N-300 radiation quality, the standard deviation obtained in the verification

process at the CND is the only one that computes.
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5. Performance Evaluation in the Hospital

The main contribution of this work is to offer a step forward in radiation measurement systems
and in particular, those affecting healthcare personnel. As a final issue in the development of the
proposal, it was tested in a hospital environment under real conditions.

Two devices were configured to be tested at St. Lucia University Hospital in Cartagena. A device
was placed in the corridor adjacent to the Nuclear Medicine department (near the Positron Emission
Tomography room, Figure 21), specifically, in the same place as the current area dosimeter. The device
continuously measured the ambient radiation for 7.5 h. Its main purpose was to capture the radiation
emitted by patients who walked by and stayed in this area.

The second device was located in the CT area, specifically, in the room where the healthcare
staff control the procedures (Figure 22). As in the previous case, this device measured environmental
radiation. However, the radiation received by the healthcare staff was collected, measured, stored and
computed in our databases and smartphone application.

An additional dosimeter was placed into our device cases for comparison purposes after the
data collection. Those dosimeters were two small GM dosimeters from the Radiation Protection
Department at Sta. Lucia University Hospital. The goal was to contrast the accumulated radiation in
μSv/h measured by our devices with that obtained by Sta. Lucia dosimeters.

 

Figure 21. Device located in Positron Emission Tomography (PET) corridor.

 

Figure 22. Device placed next to the CT room.

Result Discussion

The radiation values obtained by the devices can be observed in Figures 23 and 24. Figure 23 shows
doses captured in the corridor, while Figure 24 depicts results in the room next to CT. We will discuss
the entire results, dividing them into two subsections depending on the placement of the devices.
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Figure 23. PET corridor results.

 

Figure 24. Results in room next to CT room.

Device Located in the Corridor

Before starting the tests, it was verified that the environmental radiation value captured by the
device was similar to the one measured by the area dosimeter belonging to St. Lucia University
Hospital. In detail, the latter obtained a dose range from 0.005 μSv/h to 0.5 μSv/h in a period of
ten minutes. During the same interval, our device collected a radiation range from 0.0044 μSv/h to
0.4872 μSv/h.

As shown in Figure 23, we can observe that the radiation values increase to a maximum value
(peak) and then they decrease gradually. As expected, a patient in treatment increments the activity
of the device. Therefore, when values grow, it indicates that the patient is approaching the device.
The maximum radiation value points out that the patient is closest to the device. Finally, as the patient
moves away, the radiation values decrease.

Results were compared to the portable GM device at St. Lucia University Hospital. Our platform
obtained an accumulative radiation of 2.46 μSv/h, compared to the 2.12 μSv/h of the hospital device
during the time period evaluated. All in all, the viability and operation of our system as an area
dosimeter is demonstrated, and validates the design and development proposed. Furthermore, these
results can be displayed in real time, thanks to the app, or later analyzed, by dispatching data from the
database (e.g., PC).

Device Located in the Room Next to CT System

Once installed and configured, the device was checked to observe if it captured radiation values
when patients were scanned in real time. This task was carried out by two healthcare staff members,
downloading and using the smartphone application, simultaneously. The result was that both received
an accumulative dose of 0.45 μSv/h in their working day (eight hours).

Figure 24 shows the radiation values received by personnel during an 18 h period. As can be
observed, the number of samples indicating a radiation level above the background value is lower
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than in the previous case. Therefore, the time dedicated to a complete CT scan is shorter than the
radioactive pharmacological treatment received by a patient.

On the other hand, as in the corridor device, data obtained was compared to the portable GM
device at St. Lucia University Hospital. Our platform obtained an accumulative radiation of 1.86 μSv/h
in comparison with the value of 2.09 μSv/h measured by the hospital device during the time period
evaluated, validating our system as a personnel dosimeter for specific areas. As in the previous case,
these results can be monitored in real time or later, by transferring data from the database.

In both scenarios, it is noteworthy to mention that medical devices barely interfere in the
communications of our devices due to the distances among them. This means that packet losses
motivated by interferences are scarce, ensuring that data dispatched each second by the device are in
turn received by the mobile application. Additionally, medium access mechanisms such as CSMA-CA
(Carrier sense multiple access with collision avoidance) in WiFi support packet collision; the device
transceiver senses the physical medium and, only when it is free of interferences, sends the packet
including the collected dose.

6. Conclusions

In this paper, we propose the design and implementation of a low-cost, open-source, portable,
COTS system to collect ionizing radiation (gamma particles) in real time, deriving (i) the average
radiation in different temporal periods and (ii) the accumulated radiation received by medical
personnel. The solution is offered by a device that contains a commercial Geiger-Muller detector
and all the electronic boards required (hardware and software) to dispatch the dose values to a remote
database. Healthcare staff will obtain information of the radiation received in their bodies through a
mobile application, developed in Android, and connected to the database.

To validate the complete system, a twofold procedure was adopted. Firstly, it was verified in
the CND Calibration Laboratory, an authorized and accredited center for this type of calibrations.
Secondly, a test-bed was set up at Sta. Lucia University Hospital, deploying two devices in two potential
radiation areas and comparing measurements with other validated dosimeters placed next to our
devices. Results show that this solution is able to accurately measure the radiation doses received
by two heathcare workers in real time, and generate statistics for later studying and analyzing.
Finally, the system proposed appropriately operates as a general purpose area dosimeter.
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Abstract: This paper presents the vibration pattern measurement of two tower-typed holonomic
mobile robot prototypes: one based on a rigid mechanical structure, and the other including a passive
suspension system. Specific to the tower-typed mobile robots is that the vibrations that originate
in the lower part of the structure are transmitted and amplified to the higher areas of the tower,
causing an unpleasant visual effect and mechanical stress. This paper assesses the use of a suspension
system aimed at minimizing the generation and propagation of vibrations in the upper part of the
tower-typed holonomic robots. The two robots analyzed were equipped with onboard accelerometers
to register the acceleration over the X, Y, and Z axes in different locations and at different velocities.
In all the experiments, the amplitude of the vibrations showed a typical Gaussian pattern which has
been modeled with the value of the standard deviation. The results have shown that the measured
vibrations in the head of the mobile robots, including a passive suspension system, were reduced by
a factor of 16.

Keywords: holonomic robot; omnidirectional wheels; spring-based suspension system; vibration;
tower-typed mobile robots; Assistant Personal Robot

1. Introduction

The use of mobile robots is gaining popularity as an alternative way to offer reliable and more
efficient solutions to problems faced not only in industries [1–3] but also in domestic environments [4].
Providing appropriate assistance and care to elderly people has become one of the main concerns
in developed countries. This problem has already been highlighted by organizations such as the
United Nations [5] and the World Health Organization [6], whose studies on the evolution of the world
population postulate that the percentage of elderly people (aged 60 or more) will rise from 12% to 21%
during the next 35 years, as a result of the clear increase of human life expectancy. In this context, the
use of robots in domestic environments is a way of offering proper assistance to people of advanced
years due to the evolution of robotics and electronic health systems.

The motion system of assistive robots must be able to maneuver in unstructured and limited
spaces without interfering with the inhabitant’s lifestyle. This is a disadvantage for mobile robots
equipped with conventional two-independent driving wheels, as their mobility is restricted to one
directional movement due to the motion system only providing two degrees of freedom (DOF).
As a result, mobile robots equipped with classical steering mobility systems are unable to perform
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lateral displacements. To overcome these limitations, it is essential to develop omnidirectional mobile
robots (OMR), where the term omnidirectional describes the ability of a motion system to change
the direction of movement without having to perform any intermediate rotation. As the Assistant
Personal Robot (APR) [7] is equipped with three omnidirectional wheels shifted 120◦ (kiwi drive),
it offers a 3-DOF motion system over a two dimensional plane [8]. This allows the robot to move in
any angle or direction [9], as well as perform arbitrary movements in arbitrary directions without
changing its orientation.

The primary components involved in creating an OMR are the omnidirectional wheels. There are
several types of omnidirectional wheels which are based on the same operating principle, providing
traction in the direction normal to the motor axis while using the inner passive rollers placed along the
periphery of the main wheel which can, as well, slide in the direction of the motor axis.

Figure 1 shows different types of omnidirectional wheels and their traces. Figure 1a shows a wheel
(universal wheel) designed with multiple passive rollers (or inner passive wheels) where the axes
are at a tangent with the main wheel circumference. This construction cannot avoid the existence of
discontinuities in the trace; therefore, it provides irregular contact with the surface due to the presence
of gaps between the successive rollers producing vibrations in the robot. Some solutions are proposed
to minimize those effects in these types of wheels, such as reducing the size of the gap between the
passive rollers [10]. Figure 1b shows the Mecanum [11,12], invented in 1973 by Bengt Ilon, an engineer
working for the Swedish company Macanum AB. This wheel is based on the use of overlapping rollers
providing continuous contact between the wheel and the ground. The design and adjustment of this
type of wheel’s parameters allow for a remarkable decrease of the vibrations [13]. These wheels are
often positioned in pairs over the same axle but in opposite orientations to a four-wheel structure.
The drawback of these wheels is the generation of horizontal vibrations due to the parasite torque
generated as a result of the contact points moving along a parallel line to the wheel shaft. Figure 1c
shows the double wheel concept based on the use of two overlapping parallel wheels. In this case, the
contact between the assembled wheel and the ground is continuous; however, this design still generates
a significant horizontal vibration originated by the gaps between the rotating inner wheels [14]. Finally,
in the design shown in Figure 1d the contact points are aligned in order to reduce the horizontal
vibration while using alternating passive rollers of different sizes and shapes in order to minimize the
gap between them, thus causing a slight vertical vibration. As with Macanum wheels, there are jobs
where vibrations are analyzed according to the design parameters [15].

(a) 
 

(b)
 

(c) (d) 

Figure 1. Types of omnidirectional wheels and their traces: (a) multiple passive rollers (or inner passive
wheels) in which the axes are positioned tangent to the main wheel circumference; (b) with the rollers
arranged in an overlapping way where the contact between the wheels and the ground is continuous;
(c) based on two overlapping parallel wheels; (d) based on using alternating passive rollers with
different size and shape.

The common point of the omnidirectional wheels (Figure 1) are the vibrations generated due to
the inner trace wheel discontinuities. In the case of the tower-typed mobile robots, these vibrations can
cause visible oscillations at the top of the mobile robot. For example, the proposal of [16] analyzes this
problem in the case of two-wheeled mobile robots, testing a vibration minimization technique based on
using different acceleration and deceleration velocity profiles along with the effects of using soft and
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hard wheels instead of using a dedicated suspension system. The occurrence of vibrations is frequently
used for reconnaissance of the terrain [17–20], or even power generation [21], but is often a problem
for the safety of the components and for their correct operation and comfort [22–26]. The vibrations
appearing at the head of the mobile robot cause mechanical stress, cracks [27], and also an undesired
visual effect during the displacements.

This paper proposes the measurement of the vibrations originating in two tower-typed APR
mobile robot prototypes: APR-1 and APR-2. The second prototype has been improved by including
a suspension system mounted at the holonomic base, which is equipped with three omnidirectional
wheels based on the alternation of passive rollers (previously exemplified in Figure 1d). The vibration
patterns of the two mobile robots have been obtained by measuring the accelerations at one wheel,
chassis, and at the top of the structure.

2. Materials and Methods

The materials used in this paper are two prototypes of the mobile robot APR. The mechanical
structure of the first APR-1 prototype was described in [7] and the second improved APR-2 prototype
was described in [28]. This paper is focused on the measurement of the vibration patterns found in both
prototypes by using multiple linear three-axis accelerometer devices in order to gather the vibration
patterns from different locations on the mobile robots and evaluate the improvements achieved.

2.1. Mobile Robot Prototypes

The experimental part of this paper has been carried out using two APR prototypes (Figure 2);
both devices are tower-typed omnidirectional mobile robots with three omnidirectional wheels shifted
120◦. The APR-1 [7] was the first APR prototype implemented (Figure 2a) and was built on a rigid
structure with a motion system, with the wheels and a tower directly attached. The APR-2 was the
second improved prototype implementation (Figure 2b) and it includes a passive suspension system
implemented at the base of the robot.

 
(a) 

 
(b) 

Figure 2. Images of the two mobile robot prototypes analyzed; (a) APR-1, (b) APR-2.
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Humans are the inspiration for the physical design of the APR, which resembles them; it is
designed to navigate through environments planned to ease their mobility and it is also capable of
moving its head and arms. The mobile robot design lacks, on purpose, sharp edges or projecting parts
for safety reasons and to facilitate its use in domestic unstructured environments. The structure of the
APR is also designed to maintain its reliability as a multipurpose mobile platform; therefore, the main
body of the robot is a single thin aluminum tube, on which various measuring devices can be easily
clamped on.

The inner mechanical structure of the APR was made with a combination of stainless steel and
aluminum parts to guarantee its durability and resistance. All of the heavy elements are located at the
base of the robot, lowering its center of mass almost to ground level, and also reducing vibrations at
the top of the robot. In both prototypes, the structure of the APR is divided in two parts, the holonomic
motion system and the thin body or tower.

The mobile robot has a circular base section which supports the holonomic motion system
composed of three omnidirectional wheels, the batteries, the Light Detection and Ranging (LIDAR)
device, and the main electronic boards. The inner design of the base is covered with a low-cost
3D printed thermoplastic polymer, Acrylonitrile Butadiene Styrene (ABS), which provides flexible
protection that will contribute to absorbing part of the energy of impacts in the case of collision.
The circular design minimizes the probability of getting accidentally hooked on furniture objects such
as mats, curtains, or clothing, and plays a crucial role when operating in tight indoor spaces, simplifying
the mobile robot tele-control when passing through doorways, small corridors, or complicated
environments. This three-wheeled robot has three independent geared DC motors attached to the
omnidirectional wheels that provide 3 DOF to the motion system. Each wheel has the same distance,
R, from its center to the center of the mobile robot. The APR has a triangular contact area with the
ground due to the three wheels used in the motion system.

The mobile robot has a thin body and an upper part mainly designed for human interaction.
The head of the mobile robot has a multi-touch panoramic screen and two arms each with one degree
of freedom in order to move them forward and backward. The chest and shoulders of the APR are
located approximately at 1.3 m height, which is slightly lower than the average for human shoulders.
The shoulders of the APR enclose two DC geared motors which are connected to two soft arms with
a 35 cm separation in between. The arms are 55 cm long for esthetical reasons and can be used as
a support by elderly people when walking or can be used for basic gesture interaction. The arms
are periodically moved during a forward displacement in order to replicate the natural movements
performed by humans when walking. Table 1 summarizes the main physical features of the two mobile
robots used in this paper.

Table 1. Physical specifications of the two APR prototypes.

Height (cm) Width (cm) Weight (kg) Suspension Screen (Inches)

APR-1 164 48 34.5 No 7
APR-2 168 54 38.3 Yes 13

Figure 3 shows the structural diagram of the two mobile robot prototypes used in this paper.
The chassis in the design of the APR-2 prototype (Figure 3b) improves the wheels and tower joints.
The improved joints are based on a damped arm and a joint between the tower and the chassis,
allowing the tower to balance and improve its stability as the pivot point is positioned above the
tower’s center of gravity. Figure 4 shows the CAD design of the suspension system. Finally, Figure 5
shows an overview of the implemented suspension system (Figure 5a), and a close-up image of a
single arm of the base (Figure 5b). The red parts of the APR-2 prototype are made of a flexible 3D
printing filament. This prototype also includes two sets of spring-based connections; the first one is
located between the motor’s and batteries’ structures; and the second one is found between the mobile
robot batteries’ and the central tower’s structures.
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Figure 3. Structural diagram of the (a) APR-1 prototype and the (b) APR-2 prototype. The dark green
dots depict the location of the measurement points: wheel, chassis, and head.

Figure 4. CAD design of the passive suspension system of the APR-2.

 
(a) (b) 

Figure 5. Image of the passive suspension system of the APR-2; (a) overview, (b) arm detail.
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2.2. Profile Wheel Vibration

The most common holonomic motion system for robots is based on the use of three or four
omnidirectional wheels. The operational function of the different types of omnidirectional wheels
is based on providing traction in the natural direction towards the motor axis, and using numerous
passive rollers (where the axes are at the tangent of the wheel circumference) that can slide in the
direction of the motor axis. This implementation allows the wheel to spin as well as perform
perpendicular displacements from the wheel’s forward trajectory, allowing the robot to move in
any direction.

The common motion system implemented in the APR is based on the use of three omnidirectional
wheels shifted 120◦ and is composed of passive rollers placed along the periphery of the main wheel.
Figure 6 shows the design of one omnidirectional wheel based on the use of alternating passive rollers
with different sizes and shapes in order to minimize the gap between the rollers. Table 2 summarizes
the main mechanical features of the wheels. In this case, the theoretical contact points between the
wheel and the ground are aligned, but the gap between rollers and some manufacturing defects cause
horizontal and vertical vibrations.

Figure 6. CAD section showing the alternate use of the two passive roller types and the gap
between them.

Table 2. Main mechanical features of the omnidirectional wheels.

Diameter
(cm)

Width
(cm)

Outer Rollers
Specifications

Inner Rollers
Specifications

Gap
(mm)

Maximum Vertical
Displacement 1 (mm)

300 44.48 7 units Ømax 44.48
mm Length 67.5 mm

7 units Ømax 26.52
mm Length 60.5 mm 2.82 0.0066

1 Maximum distance of the typical shape of the vertical displacement profile.

Equation (1) describes the analytical expression used to obtain the gap or distance between the
rollers depending on the mechanical wheel features:

gap = 2·r· sin

⎛⎝2·π·r − ni
(

2· sin−1
(

li
2·r

)
·r
)
− no

(
2· sin−1

(
lo
2·r

)
·r
)

2·r

⎞⎠, (1)

where ni and no are the number of the inside and outside passive rollers, li and lo are the length of the
inside and outside passive rollers, and r is the radius of the wheel.
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Equations (2) and (3) describe the analytical expression used to obtain the vertical displacement
profile, d, of the center of the wheel when the gap between the passive rollers are in contact with
the ground.

d(α) =

∣∣∣∣r·(sin
(

3·π
2 − sin−1( gap

2·r
))

+
cos( 3·π

2 −sin−1( gap
2·r ))

tan(( 3·π
2 −sin−1( gap

2·r ))+α)

)∣∣∣∣√(
−1

tan(( 3·π
2 −sin−1( gap

2·r ))+α)

)2
+ (−1)2

→ α = 0 : to : sin−1
( gap

2·r
)

, (2)

dmax = r −
√

r2 −
( gap

2

)2
(3)

where α is the angle that forms the gap.
Figure 7 shows the vertical displacement profile’s typical shape, d, that appears in the center of

the omnidirectional wheel due to the gap between the rollers. This displacement profile has a sharp
transition that causes strong vertical vibrations. The maximum theoretical amplitude or displacement
is 0.006 mm but in the practice this value is also affected by the weight of the mobile robot that crushes
asymmetrically the soft cover of the passive rollers.

D
is
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ac

em
en

t (
m

m
)

Figure 7. Profile of the vertical displacement of the wheel’s center found across the gap.

2.3. Vibration Measurement

The vibrations measurement is carried out by a LIS3DSH accelerometer manufactured by
STMicroelectronics (Rennes, Switzerland). The LIS3DSH is a low-power high-performance three-axis
linear accelerometer of compact size (3 × 3 × 1 mm), the dynamic measurement range is selectable
between ±2 to ±16 g, the sensitivity is between 0.06 to 0.73 mg/digit depending on the range, and it
has a maximum sampling rate of 1.6 kHz.

The complete data acquisition system is based on the STM32F4-Discovery board from
STMicroelectronics that includes on the same board the LIS3DSH accelerometer sensor and a
STM32F407VGT6 32-bit high-performance microcontroller based on the ARM Cortex™-M4 processor
developed by ARM (Cambridge, UK), and which is also manufactured by STMicroelectronics (Figure 8).
This acquisition system has an USB 2.0 on the go (OTG) interface for connectivity, a reset pushbutton,
and a user configurable pushbutton used for data or experiment triggering.
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Figure 8. Data acquisition system based on the STM32F4-Discovery board.

The microcontroller uses an internal timer to read the raw accelerometer data using a Serial Port
Interface (SPI). The maximum sampling rate is 1.6 kHz and the raw accelerometer data is stored in the
microcontroller’s RAM and then transferred as a text file to a USB flash-disk memory connected to
the USB 2.0 OTG interface. The microcontroller is able to store up to 12,424 samples of the three-axis
accelerometer, which means 7.765 s at the maximum sampling rate supported by the accelerometer.

The measurements have been carried out by configuring the accelerometers with a dynamic range
of ±4 g and a sensitivity of 0.12 mg/digit. This range has been obtained by a trial and error procedure in
order to avoid any saturation in the raw data obtained from the accelerometers. The standard deviations
of the sensor for the X, Y, and Z axes at zero speed were 0.0132 g, 0.0181 g, and 0.0144 g, respectively.

3. Measurements

The vibration measurement has been performed by attaching the accelerometers to one wheel, to
the chassis, and to the top of the mobile robot (see Figures 3 and 9 for reference). The accelerometers’
axes orientation is the same as the reference axes plotted in Figure 9, where the Z axis corresponds to
the normal vector, the X axis to the longitudinal vector, and the Y axis corresponds to the side vector.

 
(a) (b) 

Figure 9. Mobile robot APR-1 with a red box representing the location of the accelerometers: front
(a) and side (b) view. The longitudinal, normal, and side axes of the measurements are depicted with a
blue, green, and red arrow, respectively.

Tables 3–5 show the raw data obtained by the accelerometers located on both robots along the
longitudinal, side, and normal axes, respectively. The maximum speed of the two mobile robots is
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100 cm/s. The operational speed range is in an array from 19 and 66 cm/s hence the data provided
in the tables depicts these two extreme velocity cases. The gathered data from the APR-1 (without
suspension) is shown in blue; the gathered data from the APR-2 (with passive suspension) is shown
in orange.

Tables 3 and 4 show the vibrations’ dynamic evolution measured in both the wheels and chassis
of the two mobile robots. The dynamic evolution is similar even though the APR-2 prototype (with a
passive suspension) reduces the overall vibrations’ amplitude in the normal axis, hence a reduction in
the transmission of the vibrations to the upper part of the mobile robot is expected. Tables 3 and 4 also
show the presence of some acceleration peaks in the APR-2 prototype caused by small irregularities
on the ground, although these peaks are not directly transmitted to the head of the mobile robots
(see Table 5).

Table 3. Vibration representation measured in the wheel of the APR-1 and APR-2 prototypes.
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Table 4. Vibration representation measured in the chassis of the APR-1 and APR-2 prototypes.

Forward Velocity (Chassis Measurements)
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Table 5 shows the vibrations’ dynamic evolution measured at the head of the two mobile robots
at two velocities. In this case, the passive suspension system has reduced the overall amplitude and
peaks of the vibrations measured in all axes. The maximum amplitude of the vibrations in the APR-1
prototype (without suspension) was raised from 0.45 g for a forward velocity of 19 cm/s to 3.97 g
for a forward velocity of 66 cm/s (~8.8 times). The vibrations’ maximum amplitude measured in the
APR-2 prototype (with passive suspension) was raised from 0.17 to 0.40 g in the same velocity range
(~2.3 times). Therefore, the vibrations’ maximum amplitude in the head of the APR-2 prototype was
lower than the minimum vibrations measured in the APR-1 prototype. Additionally, the measurements
over the longitudinal axis also showed a smooth undamped effect caused by the passive suspension
when accelerating and decelerating the APR-2 prototype.
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Table 5. Vibration representation measured at the head of the APR-1 and APR-2 prototypes.
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The raw data measured during the displacements has been manually divided in four different
states: repose, initial acceleration, constant speed, and deceleration (Figure 10). The data gathered by
the accelerometers while the robot is going forward at a constant speed (reference speed) has been
selected to create a histogram of the accelerations’ amplitude measured during the displacement. As an
example, Figure 11 shows the histogram of the side acceleration measured at the head of APR-1 when
moving forward at a reference velocity of 55 cm/s. Figure 11 shows a typical Gaussian distribution
with a standard deviation of 0.80 g. The value of the standard deviation will be used in this paper to
compare the overall vibrations measured in both mobile robots.
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Repose Repose Acceleration DecelerationReference speed

Figure 10. Raw accelerometer data obtained at the head of the APR-1 prototype when the forward
speed was fixed at 66 cm/s.
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Figure 11. Histogram of the side accelerations measured at the head of the APR-1 prototype when
moving at a constant velocity of 55 cm/s during a forward displacement.

For the sake of comparison, Tables 6–8 summarize the vibration pattern histograms obtained
from each mobile robot when moving forward at two different constant velocities (23 and 66 cm/s).
These histograms also represent a typical normal distribution. Note that, in some cases, the
Gaussian distribution is not zero centered due to small misalignments between the accelerometer axes
and gravity.
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Table 6. Vibration pattern histograms measured in the wheel of the two APR prototypes.

Forward Velocity (Wheel Measurement)

23 (cm/s) 66 (cm/s)

Longitudinal

Side

Normal

Table 7. Vibration pattern histograms measured in the chassis of the two APR prototypes.

Forward Velocity (Chassis Measurement)

23 (cm/s) 66 (cm/s)

Longitudinal

Side

Normal
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Table 8. Vibration pattern histogram measured in the head of the two APR prototypes.

Forward Velocity (Head Measurement)

23 cm/s 66 (cm/s)

Longitudinal

Side

Normal

Table 9 compares the evolution of the standard vibration deviation measured at different velocities
in the wheel, chassis, and head of the APR-1 and APR-2 mobile robot prototypes. The results show that
the vibrations on the APR-1 (without suspension) have a clear tendency to increase proportionally with
the velocity. Alternatively, the vibrations measured at the head of the APR-2 (with passive suspension)
are almost constant with a standard deviation of 0.80 g at the maximum speed. This is because in the
first prototype the wheels’ vibrations are directly transmitted and amplified due to the tower-typed
structure, reaching a maximum acceleration peak of almost 4 g at the head when moving forward at a
constant speed of 55.2 cm/s. The measurements also show that the longitudinal and side measures
at the chassis of the APR-1 are similar while there is a considerable variation between them and the
normal axis; this is mainly caused by the edge of the rollers hitting the ground during their transition,
shaking the structure along the normal axis.

The acceleration data gathered at the head of the APR-2 shows that the suspension system allows
the central structure to balance itself in a controlled way when the robot is moving at a constant velocity.
The measures obtained at the wheel of the APR-2 prototype show that the addition of flexible shock
absorbers and spring based suspensions are an effective method to minimize and stabilize the wheels’
vibrations which are almost constant and not transmitted to the tower. The rigid APR-1 prototype
cannot absorb the vibrations originating in the wheels which are directly transmitted to the chassis
and the tower of the mobile robot.

Finally, Figures 12 and 13 show the frequency spectra of the accelerations measured over the
longitudinal axis at the head of the two mobile robot prototypes in the case of moving forward at a
constant speed of 66 cm/s (Table 9—Longitudinal and Head data). Figure 12 shows that in the case
of the APR-1 prototype (without suspension), the highest peak frequencies are in a range from 10
to 300 Hz, while Figure 13 shows that in the case of the APR-2 prototype (with passive suspension),
these frequencies have overall smaller amplitudes. These spectra differences go along with the results
shown in Table 9 based on the computation of the standard deviation of the vibrations measured in
the mobile robots.
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Table 9. Comparison of the vibrations’ standard deviation measured in the APR-1 and
APR-2 prototypes.
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Figure 12. Frequency spectra of the accelerations measured over the longitudinal axis at the head of
the APR-1 prototype (without suspension).

Figure 13. Frequency spectra of the accelerations measured over the longitudinal axis at the head of
the APR-2 prototype (with passive suspension).
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4. Conclusions

This paper presents the vibration pattern measurements obtained from two tower-typed mobile
robots based on a holonomic motion system. The mobile robots are both configured as Assistant
Personal Robots (APR). The first implemented prototype (APR-1) includes a rigid structure whereas
the second implemented prototype (APR-2) includes a passive suspension system. The design of the
APR-2 prototype includes flexible joints between the wheels and the chassis and between the chassis
and the tower, and also a damped arm between the chassis and the tower. This design improves
the stability as the pivot point is positioned above the center of gravity of the tower. The vibrations
have been measured in one wheel, the chassis, and the head of the tower-type mobile robots. In both
cases the omnidirectional wheels’ gap is the main vibration source. The results have shown that the
vibration amplitude measured on both mobile robots when going forward at a constant speed have
a typical Gaussian distribution that can be modelled with the value of the standard deviation, and
similar results are shown for the vibrations measured in the wheels and in the chassis of the two mobile
robots, as they use the same wheel design. Similarly, the results have shown a large reduction of the
vibration standard deviation measured in the head of the mobile robot without suspension (1.3 g) and
with the passive suspension system (0.08 g). These results represent a huge vibration reduction (1/16)
and a huge reduction of associated problems, such as the electronic devices’ mechanical stress located
at the head of the mobile robots.
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Abstract: This paper presents a state machine-based architecture, which enhances the flexibility
and reusability of industrial robots, more concretely dual-arm multisensor robots. The proposed
architecture, in addition to allowing absolute control of the execution, eases the programming of new
applications by increasing the reusability of the developed modules. Through an easy-to-use graphical
user interface, operators are able to create, modify, reuse and maintain industrial processes, increasing
the flexibility of the cell. Moreover, the proposed approach is applied in a real use case in order to
demonstrate its capabilities and feasibility in industrial environments. A comparative analysis is
presented for evaluating the presented approach versus traditional robot programming techniques.

Keywords: intelligent robotics; flexibility; reusability; multisensor; state machine; software
architecture; computer vision

1. Introduction

An analysis [1] of the current situation in manufacturing plants highlights three major trends:

• An ever-increasing customization of products and short lifecycle, which require an increase in the
flexibility of the production means (one unique system must handle all of the product diversity
and operations) [2,3]. Robots fit perfect into this topic due to their versatility; robot programs can
adapt to the customizations of the products.

• A large variation in production volumes, which requires an increase in the reconfigurability
of production (one system for one product/task within recombinable production lines) [2,4].
Robotic mobile platforms play an important role in this trend; easy to move robots are necessary
in some production chains where production volumes change frequently.

• Limited access to skilled operators due to an aging workforce, changes in education and an
ever-faster technology development. This requires new solutions to assist operators and provide
collaborative work environments [5]. Collaborative robotics are being developed for this topic.

The research addressed in this paper focuses on the first trend: the need for highly flexible and
intelligent robotic systems. Despite the large effort in the research community, large companies, as well
as small and medium enterprises (SME) still do not have appropriate software tools and solutions to
react rapidly with economic viability for an interesting return of investment for the automation of their
processes. The direct consequence is that production operations are mostly performed manually, with
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high operation costs that endanger those companies with respect to lower wage countries. This research
is thus oriented toward developing and providing a software ecosystem that allows for a rapid and
efficient programming of production processes, providing the required flexibility and permitting
an effective integration of auxiliary sensors and artificial vision systems. Even if this approach is
generic and applicable to industrial manipulators, this paper will be focused on dual-arm multisensor
robotic operations.

The dual-arm robots provide more dexterity, in addition to the advantage that they can be used in
the existing workstations. Due to these arguments, the dual-arm robot deployment is growing year
by year, not only in large multinationals, but also in SMEs. Sector experts [2,6] affirm investments for
robot deployment are amortized in 1–2 years; however, this information cannot be extrapolated to all
cases. However, applications with short production batches, environments prone to many changes
and processes that need human-robot collaboration or special environment supervision do not comply
with this trend. Dual-arm robots are being introduced in such contexts. The growth of dual-arm
systems [7] is resulting in many efforts made by robotic researchers to manage them. Programming,
coordinating and supervising bi-manual robots is a need that is increasingly being demanded by the
community; even more with the rise of collaborative robots, which have to integrate different sensors
for cell supervising and monitoring [8,9]. In this scenario, the need for actuation when external signals
are received becomes essential, e.g., a person enters the workspace of the robot, and the robot must
stop its movement and adapt its behavior.

In this paper, we present an approach to alleviate the challenges that can be identified for dual-arm
robotic programming. The presented framework eases the deployment of industrial applications
and allows managing the execution control, increasing the reliability and traceability of the system
(Section 2). To ease the deployment of this kind of application, we present how the framework can
integrate skill-based programming. For understanding the advantages, the assembly operation of
an aeronautical part is detailed. Moreover, an evaluation of the architecture is presented (Section 3).
Finally, we present the discussion, conclusions and future work (Sections 4 and 5).

2. Materials and Methods

2.1. State Machine-Based Execution Coordination for Dual-Arm Robots

Traditional robot programming is still not very flexible; thus, the dual-arm programming suffers
the same problems. In the industry, smaller and smaller batches are ordered, and as a consequence, the
costs of reprogramming the robots grow. Even though there are usually different parts, the process is
very similar, e.g., assembling parts with different types of screws. In this case, the assembly operation
is the same; only the screw size, type or position is changing. Those tasks can be modeled; the key is to
be able to subdivide a task (screw operation) into smaller operations (robot movement, end-effector
actuation, etc.). Then, re-using these tasks can be made parametrizing correctly the corresponding
suboperations without needing to reprogram the whole task. Grouping the robot basic movements
(primitives) according to tasks or skills is an alternative that many authors have followed [10–14].

One of the most relevant issues in dual-arm robotic programming, especially for industrial
applications, is the lack of powerful and easy to use graphical user interfaces [15]. An easy to configure
graphical user interface (GUI), which allows the previously-mentioned skill-based programming,
will enable operators to program and maintain the industrial processes. This, in addition to the
workers feeling a part of the automation process, will also contribute to reduce the costs of the robotic
systems’ deployment.

Regarding the execution control, state machines can address dual-arm challenges. These tools are
commonly used for general-purpose processes, and in particular, they have been extensively adopted
by the robotics community. In this aspect, the work made by different authors combining finite
state machines with knowledge and skills is very relevant [16–18]. State machines are an easy way
for describing behaviors and for modeling how components react to different external and internal
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stimuli [19,20]. In this area, there are different implementation alternatives, e.g., there are many
projects using Orocos rFSM [21]. rFSM is a small and powerful state-chart implementation designed
for coordinating complex systems, such as robots. SMACH [22] is another implementation of state
machines. It can be defined as a task-level architecture for rapidly creating complex robot behavior.
In this work, SMACH has been selected for implementing the state machine. One of the reasons is
because SMACH can be used under the ROS (Robot Operating System) [23,24], which is a flexible
framework for writing robot software. ROS is a collection of tools, libraries and conventions [25] that
aims to simplify the task of creating complex and robust robot behavior across a wide variety of robotic
platforms [26]. As a complementary element to the execution control, multi-agent systems can be
useful for decision making in coordination and synchronization tasks [27,28].

2.1.1. Proposed Architecture

As illustrated in Figure 1, the proposed state machine interconnects the application development
framework (graphical user interface) and the robotic lower level control system. The presented state
machine is composed of different states where each state corresponds to one of the basic operations that
the robot can execute. Basic operations are considered the functions or commands that by themselves
are able to achieve a goal, e.g., Cartesian point to point interpolation. It can be understood as a robot
API (application programming interface). Following the program provided by the user, the active state
triggers its corresponding state to execute the necessary functions.

Figure 1. Proposed overall architecture. The figure shows how it is divided into three levels.

In this research, all of the prototypes are being tested and validated in a dual-arm robot, specifically
in a Kawada Nextage Open Robot (Figure 2). This robot has humanoid aspects, with two arms of
6 degrees of freedom (DOF) attached to a rotatory torso; it is equipped with a 2-DOF head, which
incorporates the stereo vision system. In conclusion, it is a 15-DOF robot managed by a single controller.
In order to obtain more precision, other stereo vision systems have been added to each wrist.

As is detailed in Section 3.1, the applications are composed of tasks, and these in turn are
composed of primitives (or previously-mentioned basic operations), which are translated to states.
On the one hand, the execution engine triggers state changes at the low level. On the other hand, in the
case of the Kawada Nextage Open robot, the states are connected to the robotic system through an
OpenRTM bridge [29]. Even so, it should not be forgotten that ROS allows hardware independence,
and changing the bridge properly, another robotic system can be used (for example, Orocos or the Fast
Research Interface [30] to interface a Kuka LWR with the proposed architecture).

This combination of the application development framework and a low level state machine
allows us to considerably improve the flexibility and hardiness, make the programming easier, achieve
hardware independence and environment control, resulting in a more industry-oriented solution.
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Figure 2. Nextage Open Robot where all developments are being tested.

2.1.2. Core Description

One of the first requirements that was identified was introspection, which is a tool able to
provide the current execution state continuously, allowing us to manage possible errors and improving
the recovery from them. In Figures 3 and 4, the proposed architecture is outlined. The proposed
architecture consists of two state machines, one per arm, with some common states. These common
states are used when a synchronization between the arms is required, i.e., when both arms of the robot
have to move at the same time. This combination of two state machines related by some common
states combines the advantages of having individual machines for processes that do not need dual-arm
cooperation, with the robustness that allows centralized states for dual-arm requiring processes.
The use of the SMACH/ROS combination provides some tools that are very useful for introspection.
SMACH uses ROS messages for publishing, besides other information, the current state; thus, any
module of the software can be checked easily.

Figure 3. Proposed state machine-based architecture. The figure represents an overview of
the architecture.

When the application is launched, the system starts from a ready state and keeps changing to
different states that can be seen as available abilities or capacities of the robot. Note that some states
have not been included in order to simplify the diagram. These states are pause/stop, error handling
and finish. The proposed work in this paper allows either human or sensor-based supervision of
the environment and permits canceling or adapting plans according to sensor values and perception
system information. When an error occurs, e.g., in a trajectory execution, the system is able to cancel
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the current operation in order to handle the error and return to a safe position (if possible) or enter an
alarm state that requires operator intervention.

Figure 4. Proposed state machine-based architecture in detail. The figure shows existing states
and transitions.

2.1.3. Description of the Developed States

Each state has been implemented as a module that generally is independent from the core. Only a
few modules have been defined as fundamentals. These special modules are articular/Cartesian,
full body coordinated motion and trajectory execution. All available modules for this version are
shown in Figure 3. It should be emphasized that according to the requirements of the different
applications, the available states can be updated by incorporating new capabilities or removing others
that will not be used.

Table 1. Summary of the main elements of the state machine.

State Description

Ready
The state machine is ready for receiving new instructions. This state is waiting
until the execution engine sends a new request.

Cartesian
articular motion

Manages the robot movements both in the Cartesian space and the articular
space. If the movement cannot be executed correctly, there is an error handling
state to manage it.

Full body
coordinated

motion

Allows controlling both arms in coordination. Two arms must be in this state
to start coordinated motion. Sending the values of the 15 joints of the robot
is necessary.

Record
trajectory

Allows recording trajectories with a trajectory planner or teaching by
demonstration. These trajectories are stored in a database for future use.

Trajectory
execution

Executes trajectories, provided by a trajectory planner or previously stored in
a database.

End-effector
operation

Manages end-effector operations; depending on the end effector, different
operations can be made, e.g., gripper open/close, deburring tool
activate/deactivate, screwing operation, etc.

Vision
operation

Manages different computer vision operations. This includes picture
acquisition, processing and reference frame transformation, among others. As
the robotic system has multiple vision systems, this state is responsible for
managing them depending on the operation that will be executed.

Master/slave
mode

Puts robot in bi-manual coordinated manipulation mode; one arm actuates
as the master and the other one as the slave. Consists of planning a trajectory
for the master arm and then computing this trajectory with an offset for the
slave arm.
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In order to understand the proposed architecture, Table 1 summarizes the different states and
their utility. Besides, in Table 2, a summary of the signal and transitions is presented. Each state may
contain a more or less complex structure according to its purpose. On the one hand, for example,
the vision operation state only contains the calls to different vision functions. On the other hand, the
articular/Cartesian motion state is highly general, i.e., this state contains all of the required code to
manage motions both in Cartesian and articular spaces. For a state transitioning, different events are
handle; these events can be thrown out by the safety supervision system or by any module.

Table 2. Summary of the signals and transitions of the state machine.

State Signal Transition to

Ready motion_request Cartesian/articular motion
vision_request Vision operation
end_effector_request End effector operation
... ...
end Finish

Cartesian ok Ready
Articular pause Pause
motion stop Stop

error Error handling

Pause resume Cartesian/articular motion
stop Stop
error Error handling

Stop error Error handling

Error ok Ready
handling end Finish

2.2. Flexible Application Development

The proposed architecture in this paper not only refers to the state machine-based execution
manager, but contains everything necessary for deploying different robotic applications. One of the
key advantages of the proposed work is that different applications reuse the common structure of
the framework.

2.2.1. Software Structure of the Framework

In order to ease the maintainability and assure software quality, the developed framework is
organized into different packages. In this way, following the ROS philosophy, each package must fulfil
minimum quality criteria.

The simplest application is composed by at least the following three packages: execution engine,
core functions and application functions. Figure 5 illustrates these packages (three columns) and the
relation between them. As can be seen, the execution engine creates (instantiates) the state machines.
Each state machine has an instance of an application function (RivetInstallation, AntenaAssembly, etc.).
Application functions inherit from core functions all of the attributes and methods, which allows using
the robot basic operations (Section 2.1.3), enhancing and particularizing them for applying into specific
industrial applications. In this way, all applications are composed by core functions (basic operations)
and application functions, which are a combination of the previous ones. These function libraries
basically configure the requests for the state machine filling required parameters. This organization
also allows having specific graphical user interfaces for each project (rivet_installation_gui) and a
common one for basic robot guiding or teaching (dashboard).
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Figure 5. Software structure of the framework.

2.2.2. Execution Engine

The execution engine creates two threads, one per arm; these threads will contain instances of the
proposed state machine. The execution engine will continue its execution managing the request of
operations, i.e., the execution engine is responsible for orchestrating the application flow.

At this point, it is important to think about the change of paradigm for executing robotic
applications. As has been explained here, there are three “independent” threads. As the proposed
architecture is running under ROS, the state machine threads are actually ROS nodes and basically
act like threads with their own parametrization and independent behavior. The execution engine
communicates with these nodes via ROS messages, which contain robot commands with the necessary
parametrization; in this way, each node receives commands to execute and starts triggering the state
machine to the convenient state. When the operation is finished, the state machine returns to the
ready state. The heart of the matter remains in how these messages are generated and managed
(Section 2.2.3).

The consistency of the execution is guaranteed by the deterministic operation of the state machine.
Each node will not receive the next operation until necessary synchronization requirements are met,
i.e., until the execution engine can assure that state machines are in the ready state. In Section 3.1,
a real use case is presented explaining how the operations are executed maintaining the coordination
of both arms.

2.2.3. Application to Executable XML

As mentioned above, applications are stored in XML files, with the particularity that each group
of the robot (left arm, right arm and torso/head) has its own instructions. This is because each state
machine needs to execute operations both synchronously and asynchronously: in some cases, a process
requires both arms of the robot at the same time, e.g., a big part that needs two arms for a correct
handling; in other cases, some process can require the use of both arms, but not at the same time. XML
files contain, in addition to the operations, the necessary flags and synchronization tools to assure this
coordination. In this paper, for the presented use case, the simplest instruction for coordination is used:
a wait instruction. This allows one arm to wait until the other arm finishes its ongoing operation.
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Generating a simple application (as can be seen in Figure 6) can be performed writing each XML
file by hand; however, when the application and complexity grow, it is difficult to maintain the correct
perspective and timeline, leading to errors. To address this, a simple graphical interface can be used.
The presented GUI in Figure 7 obtains a list of available functions from core functions and application
function packages (introduced in Section 2.2.1). For creating new applications, the user has to add
functions and parametrize them. With the help of the graphical interface many programming errors
are avoided, especially for the synchronization of both arms, allowing a global vision of the execution
flow. In Figure 7, at the right frame, the application program is represented; the displayed example is
for rivet installation process. When the application is ready, an XML file is created, containing the list
of commands that each arm has to execute. The wait function represents the simplest synchronization
mechanism, because in those time lapses, the left arm has to wait until the right arm finishes; therefore,
in the generated XML file, this will be translated as the wait synchronization operation.

Figure 6. Application program fragment.

Figure 7. Simple GUI for new application development.
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3. Results

3.1. Validation in a Real Use Case

As Tecnalia [31] is in direct contact with companies in different industrial sectors,
these developments have been tested in several scenarios with different requirements. One of the
most relevant use cases is for the aeronautics sector; Tecnalia and Airbus Operations (Puerto Real
facilities, Spain) have been working together for several years developing pilot cells for a dual-arm
robot (see LIAA [32] (the EU’s FP7 program) for flexible assembling operations). The first steps
toward the technology transfer for industry validation of this architecture are currently in process in
the Rapid Reconfiguration of Flexible Production Systems (ReCaM) (this research has received funding
from the European Union’s Horizon 2020 research and innovation program under Grant Agreement
No. 680759) [33] project (the EU’s Horizon 2020 program). The relation between a technological center
(Tecnalia), a robotic system integrator (DGH [34]) and the end user (CESA [35]) is a key issue in
ReCaM, where the aim to demonstrate a set of integrated tools for the rapid reconfiguration of flexible
production systems, particularly the assembly of aeronautical actuators, is addressed.

As had been mentioned in previous work [36], one of the most relevant tasks in the aerostructure
assembly is the rivet installation operation. In this paper, the progress made on the automation
of the riveting installation is presented; in the current prototype a deburring operation has been
added, because this prepares the surface of the drilling perimeter for the correct rivet installation.
This operation is performed with an integrated deburring tool in one of the grippers of the robot.
The other gripper is prepared for taking and introducing rivets into drilled holes. This demonstration
takes advantage of the dual-arm capabilities. Furthermore, for robot perception, a stereo vision system
has been incorporated for the precise hole detection; using incorporated stereo cameras on the arms,
production tolerances (0.2 mm) can be achieved [37]. In the same way that the vision system is used,
different kinds of sensors can be integrated adding the corresponding state to the state machine.

Summarizing, the current demonstrator is composed of the following steps:

a. Detect and debur the drilled hole with the left arm (Figure 8).
b. Pick and extract the rivet from a tray with the right arm (Figure 9a).
c. Insert the rivet into the detected hole with the right arm (Figure 9b).

Figure 8. A drilled hole is deburred after detecting its position by vision.
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Figure 9. (a) The right arm of the robot is taking a rivet from a tray; (b) after taking the rivet, it is
introduced in the previously-detected drilled hole.

Note that Steps a and b can be performed at the same time, because the rivet extraction operation
take more time than the deburring operation.

If these operations are viewed as skills, the deburring skill, pick rivet skill and rivet inserting
skill are obtained. Figure 10 shows how skills are decomposed into primitives. The organization
into skills eases the composition of new programs, because the parametrization is perceptibly easier.
This parametrization contains the key features that vary between different skill executions. The way
to determine the parameters is as follows: the system programmer starts by selecting the references
or elements that change for different scenarios. For example, in the case of deburring and insertion,
the references of the holes and rivets to be inserted must be parametrized. If that would not be
enough, the parameters that allow one to configure the differences between scenarios would be added.
Once these skills have been validated, abstracting from primitives is possible. In the case of the
deburring operation, only the theoretical position must be provided, taking into account that this
information can be extracted from the CAD model of the piece.

Calibration or the referencing process of the cell is beyond the scope of this work (even if it will
be addressed in future work); nevertheless, it can be easily summarized in three steps: at first, the
positions of the drilled holes are obtained, referenced to the origin of the CAD model. After that, using
an accurate tool center point (TCP), three known points of the real piece are touched; the easiest way is
usually touching one corner and their adjacent edges with the TCP. With these points, the position and
orientation of the piece can be estimated. Finally, using the obtained theoretical position of the piece in
the robot frame and the position of the hole in the piece frame, a frame transformation can be done to
obtain the approximate position of the piece drillings. Of course, this approximate position must be
corrected using artificial vision to achieve the required 0.2 mm of precision.

Returning to the proposed architecture, once the skills are decomposed, the resulting primitives
are the ones that are executed by the state machine. Each state is processing the primitive callbacks and
handling errors if they take place. Thus, the error handling is simpler, and it is managed specifically
in each state or module. Taking one of the operations that are being analyzed, the sequence of the
machine state is shown in Figure 11.

The execution engine sends to the state machines the request for the next operation, based on the
information that is stored in the application XML (see Figure 6). The state machine changes from one
state to another, completing the requested operations. As can be seen in Figure 12, some operations
of the task of installing one rivet can be performed using both arms of the robot at the same time,
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improving the cycle time. After these coordinated operations, an exclusive movement of the right arm
is performed; at this moment, the left arm is waiting until the right arm finishes the installation of the
rivet. The whole process of rivet installation is composed by the repetition of this block of skills. In
order to demonstrate the adaptability of the presented framework, the CESA [35] use case is presented.

Figure 10. Install rivet process organized into skills. Skills are composed by primitives.

Figure 11. Debur drilling skill mapping into the state machine.
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Figure 12. Coordination between both arms’ timeline.

As has been mentioned above, Tecnalia is working on different projects with assembling
operations in the aeronautical sector. This use case is being developed under the ReCaM
project [33], one of the principal topics of which is the development of assembly capabilities for
robots. In the ReCaM project, the starting point will be the product requirement description, which is
first matched against the resource capabilities existing on the current system layout. If no matches
are found, the system needs to be reconfigured. New resources can be searched from the resource
catalogs. This matchmaking and search is allowed by the OWL-based capability model [38], which
is used to describe the resource capabilities in a formal, computer- and human-interpretable manner.
The capability matchmaking approach is presented in [39]. Once the system has been re-configured
(or found suitable as such), the actual operations need to be programmed and executed. For this
programming, the skill-based approach by Tecnalia is utilized. Basically, the required steps are the
following: pick and assembly various elements (valves, springs, caps, etc.) into a manifold. All of the
elements are stored in a kit, which can be referenced and located by artificial vision.

In this demonstrator, the information extracted from CAD models (an offline process that is not
in the scope of this work) plays an important role. This information is modeled into different XML
files: fixture information and element information. The fixture information XML file contains the
position and orientation of the relevant points of the fixture; these points are marked as targets for pick
and place operations. The element information XML file contains the grasp position, the necessary
gripper for grasping and the assembly point in the model, i.e., the point that is necessary to align
with the fixture relevant point. This skill is able to perform the steps listed above to complete the
assembly of different elements into the manifold, only taking into account the information provided in
the XML files. Figure 13 shows a detailed example of how the assembly skill is parametrized using the
provided information.
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Figure 13. Assembly skill configuration for one cap of the manifold.

As can be seen, different applications can be modeled following the same schema; the parameters
that appear in the skill configuration are codified in an XML file (as has been presented for the
previous use case in Figure 6). This XML is completely compatible with the state machine and
execution engine (Sections 2.1.1 and 2.2.2, respectively). The system capacity to adapt to changes in the
environment provides advantages. For instance, if there is variation in the position of parts (elements)
or in the number of parts to process, the high-level program can be adjusted through minor changes
(e.g., reprocess the CAD model for updating positions and adding more blocks of a particular skill).
No changes in the low-level program are needed. As a consequence, an increase of system flexibility
has been achieved.

3.2. Evaluation

In the last few years, several methods for evaluating software architectures have been defined:
scenario-based (SAAM, architecture tradeoff analysis method (ATAM), ALMA, etc.) [40–45],
mathematical model-based (reliability analysis, performance analysis) [46] and metrics-based software
architecture evaluation methods (QuADAI ) [47]. In order to evaluate the advantages of the proposed
architecture, based on the previously-mentioned methods, a simplified approach of the architecture
tradeoff analysis method (ATAM) has been selected to perform a comparative analysis [40,48,49].
This method is widely used by the research community for architecture evaluation [50–52]. When
the architecture is evaluated, depending on the requirements, different qualities must be analyzed.
ATAM concentrates on evaluating suitability; therefore, the selection of the appropriate qualities has a
remarkable relevance.

As has been mentioned above, ATAM is a scenario-based method; that is why different scenarios
have been selected in order to compare different desirable qualities. On the one hand, the creation
of a new application from the beginning scenario has been chosen. New application deployment
implies working environment definition, relevant position acquisition, fixture calibration, robot process
programming, simulating, testing and adjusting. On the other hand, another common scenario is
proposed, adapting an existing application to new product references (the required process would be
the same, but could change the number of operations or the dimensions of the elements).

The proposed architecture has been compared with different ways of addressing the automation of
an industrial process [53,54]. The traditional and most commonly-used method is online programming,
i.e., teach by demonstration (moving the robot with the teach pendant), replicating the process and
acquiring required way points. In other cases, the use of offline programming software can be found.
This approach is composed by the following steps: the generation of the 3D scene, tag creation,
trajectory planning, process planning, post-processing simulation and calibration [54]. As can be seen,
the proposed framework in this article is very similar to an offline programming process, though with
some improvements.

In order to evaluate different approaches, a set of desirable qualities have been analyzed:
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Ease of use: To deal with the first scenario, differences between online programming and other
alternatives are evident. A new application deployment requires stopping the production for fixture
calibrations, way point acquisition, process replication, simulations and adjustments. These tasks
require a high expertise in robotics and programming. With offline alternatives, the process can
be offline almost entirely; only calibration and final adjustments require stopping the production.
Generally, offline programming software is very complex and also requires highly trained staff. The cost
of these technicians (plus license costs) could not be affordable for SMEs. The proposed framework
provides a set of ease-to-configure primitives and skills, which reduces the training costs.

Adaptability: This quality impacts the second scenario. Modifying an existing process using
online programming is very time consuming; new position acquisition moving the robot implies
stopping the production. For offline programming, changes can be made without stopping the
production, although depending on the nature of the changes, this could imply repeating many tasks
in order to adapt the application. In the case of the proposed approach, the process is similar to offline
programming, though with the particularity that the developed skills are programmed keeping in
mind possible changes. For example, in the case of deburring and riveting holes (Section 3.1), possible
changes in the hole positions and rivet size are anticipated, so the skill takes the information of the hole
position and size from a processed CAD file. Then, the skill adapts its behavior, configuring the target
position and gripper aperture with respect to the obtained information. The same idea is applied in the
assembly operation; the developed skills can adapt to usual changes in this kind of process: changes in
assembly points’ positions, changes in parts’ size, etc.

Reliability: The presented approach provides an implicit supervision tool: the state machine
allows knowing the current status of the execution. Besides, the modular error handling permits an
individualized response for the different types of errors. Traditional robot programming techniques
require ad hoc error handling in each critical part of the program.

Subsetability: This is the ability to support the production of a subset of the system [54].
This concept could be important in different ways. For the commercial side, the possibility of having
different optional modules (states or even skills) is an advantage. In the case of requiring incremental
developments, the possibility to deliver simple prototypes that are enhanced with new modules and
abilities is interesting. For the end user, having only the functionalities that are required could reduce
the training time and increase the ease of use. Subsetability quality does not exist for traditional online
programming, and for offline programming, software usually is used only for the commercial aspect.

Performance: Both online programming and offline programming have the best performance,
because these methods do not add any layer of software in the execution time, i.e., when the
configuration or set-up phase concluded, only a robot specific code is executed in the controller.
In the proposed framework, the XML program is parsed for executing existing skills, which are
composed by primitives that execute directly in the robot controller. This, combined with the overhead
from the state machine, results in greater demands on processing resources. Even so, the executed
process and robot movements are the same for all alternatives, so these differences in performance do
not affect the overall operation.

Table 3 summarizes the strengths and weakness of different robot programming approaches.
Online programming is the simplest approach, which only has the performance as the clear advantage.
The proposed approach can be seen as an enhanced offline programming method; both have in
common many insights, in spite of the fact that through the skill programming and state machine-based
architecture, the ease of use, adaptability and subsetability have been improved. Thanks to the
developed skills, many of assembly applications that are composed by pick and place operations can
be easily modeled and resolved by the presented framework. This proposal is a step forward in the
generalization of this kind of problem. These improvements have a performance drawback, but taking
into account the advantages, the trade-off is acceptable.
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Table 3. Strengths and weakness of different robot programming approaches.

Quality
Online

Programming
Offline

Programming
State Machine and Skill Based

Programming Framework

Ease of use − + ++
Adaptability − + ++

Reliability − +− +
Subsetability − + ++
Performance ++ ++ −

Based on the obtained conclusions in Table 3, the representation of the claimed improvements
has been done. The more important qualities that have been improved are the ease of use and the
adaptability. These improvements are translated directly into the reduction of the development time.
Despite that the required time for the programming of different automation processes can vary widely,
one of the most usual operations has been selected: pick and place. If the CESA use case has been taken
as the reference (Section 3), in the following lines, an analysis of the required time for programming
the assembling operations can be found.

Figure 14 shows how the online programming development time grows linearly according to
the number of operations that must be programmed. Each operation requires moving the robot
manually and storing waypoints. Regarding offline programming, an initial overrun can be perceived,
mainly due to the required time for cell referencing, i.e., the transition between simulation and reality.
After that, successive operations require less time than manual teaching. Concerning skill-based
programming, higher initial overrun is necessary, due to the required cell referencing and the additional
information, which complements the skills (grasp positions, assembly positions, gripper information,
etc). When this information is modeled, the successive instantiation of assembly skills is faster; only
drag and drop and simple parametrization are required. In conclusion, it can be perceived how when
more than five operations are required, the skill-based programming offers better performance.

Figure 15 presents the required development time for adjusting an existing process, i.e.,
when something has moved or another reference of the product requires position adjustments.
As before, online programming will require repeating all of the process, teaching new waypoints and
assuring no collisions. Regarding offline programming and skill-based programming, in this case, they
behave in a similar way: one the one hand, an initial cell referencing is necessary, and on the other
hand, as the program is already created, only parameter modifications are required. Of course, the
necessary changes are different in both methodologies, but the same required time has been estimated.

Finally, Figure 16 shows the required time if the robot of the process is changed to a different
one. Taking a process composed by 10 operations, for an online programming approach, this is a
completely new process. Using an offline solution, in the best case, the program sequence can be
reused. However, it must be noted that a revision of all of the waypoints must be done. In the case of
skill-based programming, the developed skill does not require a revision in terms of programming or
parametrization because the problem to resolve is the same. For the proposed framework, this scenario
is taken as another process adjustment, requiring the same time as in the previous case.
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Figure 14. Comparison of the process development time according to its complexity.
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Figure 15. Comparison of the process development time according to the number of adjustments in
element positions.
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Figure 16. Comparison of the process development time when the robot provider is changed.
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4. Discussion

As has been analyzed in the previous section, the presented approach in this article offers greater
flexibility and reusability (adaptability) than traditional frameworks. On the one hand, the flexibility
of this approach is demonstrated by the fact that the same skills can be used to perform different
processes although they suffer from certain variations, e.g., variations in the rivet models, variations in
the drilled holes’ number or positions, etc. This assertion is supported by the work that the authors
have made in different applications [55–58]: another deburring process was performed using very
similar skills; the antenna assembling skill was presented; workspace monitoring and vision operations
for hole detection and 3D CAD matching were integrated as skills; and finally, the interaction between
the skills and the state machine was presented. On the other hand, new applications can be generated
graphically (Section 2.2.3), reducing the required expertise and increasing the ease of use. When the
user adds a skill to the execution flow, all required parameters must be filled. In this way, a succession
of blocks, which composes the application, is generated. The developed GUI allows exporting sections
or entire applications into XML files in order to increase the re-usability.

One of the foreseen advantages of the present approach is that the state machine architecture can
be enhanced with different modules (states) that could be useful in completely different processes.
In the proposed scenario, the states are related to the robot primitives, i.e., robot movements controlled
in velocity in the Cartesian space. Nevertheless, the proposed primitives can be combined with
nonlinear controllers, such as predictive control [59], neural networks or fuzzy approaches [60,61],
needed in other industrial processes with high uncertainty in the model like chemical processes
(i.e., petrochemical plants). The skills approach could provide additional information and actuation;
basic functionality could operate the aperture or closure of valves, and a complex implementation
could cover other acting elements. This is an idea explored in the TOP-REF project [62].

Regarding reliability and robustness that the state machine provides, it permits users to abstract
from the specifics of dual-arm robotic programming. The proposed framework eases the coordination
of both arms with the help of a simple GUI (Figure 7). Besides, a complete traceability of the program
status combined with modular error handling increases the overall reliability compared with traditional
online and offline software.

One of the drawbacks of the presented approach is the performance. The entire ROS ecosystem
added to the state machine requires a powerful computer, but taking into account the cost of a computer
in relation to automation project costs, this is not a relevant issue. Another relevant topic is that the
proposed architecture is hardware agnostic; the developed skills are not using robot-specific functions;
however, when primitives are executed, ROS interfaces are used. ROS is compatible with a large
number of robots [26], though for an industrial environment, ROS-Industrial [63] is more adequate.
ROS-Industrial appears with the support of a large research community and robot manufacturers.
Their goal is to provide reliable and robust ROS packages. The list of supported industrial robots [64]
is growing day by day. This can be a disadvantage compared with available offline programming
software, e.g., Delmia, which offers a huge database of robots.

In the industrial world, presenting a framework mostly composed of open source modules always
causes a discussion. Even so, as has been mentioned in Section 1, nowadays, more flexibility and novel
solutions are demanded, and open source initiatives like ROS are responding to these requirements of
the industry.

5. Conclusions and Future Work

To improve the control and coordination of anthropomorphic multisensor robots, state
machine-based architectures have been introduced. This approach allows us to increase the robustness
and reliability of the whole system. The proposed architecture is designed to act as a basis for easier
programming methodologies. Thanks to the presented graphical user interface, new applications can
be generated without the need to be an expert in robotics. With the proper training, the operator will
be able to create, adapt and maintain industrial processes.
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Besides these advantages, the reusability has been noticeably increased. By employing the
software architecture that has been presented, completely different applications can leverage
well-tested modules and functions used in previous developments. At present, the same architecture
is being used in different pilot stations with different types of robots and requirements; in these pilot
stations, this technology is under intense tests for validating the usability, robustness and feasibility.

The proposed architecture has been compared with traditional approaches in order to analyze
and highlight the strengths and weakness. ATAM has been selected in order to evaluate the qualities
that have notable relevancy: ease of use, adaptability, reliability, subsetability and performance. The
required development time for accomplishing assembly operations has been compared. The results of
the evaluation reveal that the framework improves almost all of the mentioned qualities; the exception
is the performance in terms of computational cost, which is inevitably increased by the additional
software layers introduced. The next step to follow in the future will be performing a wider test
bench for evaluating and comparing the performance of the robot operation with other alternatives,
i.e., online and offline programming and other programming frameworks. In this evaluation, users
with different levels of training could be requested. Additionally, some stress tests will be applied for
assuring the stability of the system.

In future work, we will further investigate how to integrate different skill formalisms into
the proposed architecture, especially for the ease of the automatic creation of new skills. The
database of skills proposed in the LIAA project is another topic that will be reviewed in order to
integrate more skills in the architecture. Additionally, this architecture will be integrated with the
reconfigurable and flexible production system under development at ReCaM project. The tools
provided by this framework will enable auto-programming and self-adjusting to the required task by
utilizing parametric capabilities in the CESA use case.

Regarding the state machine-based architecture, if the proposed approach is used, the industrial
processes that can benefit from dual-arm robots are more controlled, and this allows an easier and faster
deployment of new applications. In the future, the focus will be set on the coordinated manipulation
of the arms with the intention of easing this kind of task. Besides, the integration of a multi-agent
system for decision making in coordination and synchronization tasks is being considered.
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Abstract: Torsion mechanical waves have the capability to characterize shear stiffness moduli of soft
tissue. Under this hypothesis, a computational methodology is proposed to design and optimize
a piezoelectrics-based transmitter and receiver to generate and measure the response of torsional
ultrasonic waves. The procedure employed is divided into two steps: (i) a finite element method
(FEM) is developed to obtain a transmitted and received waveform as well as a resonance frequency
of a previous geometry validated with a semi-analytical simplified model and (ii) a probabilistic
optimality criteria of the design based on inverse problem from the estimation of robust probability
of detection (RPOD) to maximize the detection of the pathology defined in terms of changes of shear
stiffness. This study collects different options of design in two separated models, in transmission
and contact, respectively. The main contribution of this work describes a framework to establish
such as forward, inverse and optimization procedures to choose a set of appropriate parameters of a
transducer. This methodological framework may be generalizable for other different applications.

Keywords: torsional ultrasound; probability of detection; soft tissue mechanics; finite element
method; optimization; inverse problem

1. Introduction

Torsional ultrasonic waves can be used to characterize the biomechanics of soft tissue. The design
process of a torsional ultrasonic sensor has as a key point the use of piezoelectric materials [1,2].
Piezoelectric materials (PZT) are an inorganic compound that changes shape when an electric field
is induced. They are actually used in the design of sensors in several applications, such as music
microphones and instruments, precision positioning, cancellation of noise, motors, and ultrasonic
devices in our study.

This design problem provides two steps, the understanding of propagation of torsional waves
and the optimization of a transducer with the capacity to transmit and receive them. Additionally,
some applications require large displacements, such as improvement of micropositioning in robotics,
CD drivers, or control of trailing edge flaps of helicopters. For the rest, these transducers are able
to execute large circumferential displacements, it is necessary for smart structures, and they can be
adapted for a range of applications on a wide variety of requirements [3,4].

Several optimization criteria are available for ultrasonic transducers depending on specific
parameters being considered. For example, the use of central frequency and insertion loss (a factor
associated with frequencies that disappear through a filter). Furthermore, new variables as the case
of central frequency or the energy have been shown to be the most appropriate. Other new features
have been introduced that describe the waveform and amplitude spectra improving the inputs of the
optimization formulation, widening the range of applications as it is shown in this work [5,6].

The combined use of simulation based on finite elements analysis (FEA) and optimization methods
leads to a suitable way of designing ultrasonic sensors. This process needs the use of a global
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cost function that measures the maximization/minimization criterion and is calculated using the
model. Several design alternatives can be obtained using different parameters to optimize the cost
function [7,8].

The use of FEA together with the multi-objective decision facilitates an efficient design where
conflicts among several criteria such as acoustic effects, impedance, vibration of the sensors are
optimized, in addition to the design time [9,10].

Recently, sensors which can be used for similar applications have been designed. Bolt-Langevin
type transducers (BLT) are an example, composed of piezoelectric disks with a pair of elastic bodies
mounted at the ends which generate mechanical oscillations with a specific design frequency. They
mainly use longitudinal waves in the thickness direction. Additionally, there are some works taking
into account the torsional vibrations generated by the elastic part [11–14]. The main application of this
type of sensors was the generation of uniform micro-droplets [15], as well as in acoustic levitation
(NFAL), in non-destructive testing, and biomedical engineering [16,17].

Numerical analysis may be useful to consider other designs, setting the tolerance of each
parameter related to sensor efficiency within a particular range [18,19].

Torsional waves has also been used as guided waves in nondestructive testing of pipes [20,21],
in liquids inserting a bar in the fluid where waves are propagated to measure density [22,23], liquid
level [24], temperature [24], or viscosity [23].

One of the main applications of ultrasonic transducers in medicine is elastography with ultrasonic
longitudinal waves, where there exists a special interest in efficiency enhancements of sensor
desings [25–28]. Recently, a new field of investigation has been opened introducing the concept
of transversal waves to measure the shear modulus of soft tissue, due to the importance of correlating
it with many disorders [29,30].

Accordingly, the motivation of this study began with the aim at designing an optimized ultrasonic
sensor focus on clinical applications to obtain high levels of sensitivity in mechanical identification
of soft tissue. A part of the computational design of the transducer was described in detail [31].
In parallel to this, since the first design study, some reference works have emerged as another shear
ultrasonic sensor based on induced resonances [32] providing a new screening method for breast cancer
from wave viscoelasticity imaging [33]. The last approaches in this line of research have improved
developing the generation of remote adaptive torsional shear waves (ATSW) using an octagonal phased
array to improve displacements and reducing the dispersion of shear wave speeds. The ATSW method
also reveal that it is possible to estimate the viscoelasticity of biological tissues when small biases in
lesion appear [34,35]. Torsional waves has also been used to characterized mechanical properties of
tissues like liver [36] or vocal fold [37,38].

The transducer is going to be adapted at facing preterm birth assessment in direct contact with
cervix, since the survival and morbidity carries a burden in the health care system [39]. The prevalence
of preterm birth is between 8.1–12.7% of all births in European countries [40].

The concept of shear waves to evaluate cervix stiffness to birth prediction has been considered
with another physical principle, Supersonic Shear Imaging (SSI), without separation between P and S
waves and high energy levels, since shear waves are generated using the nonlinear acoustic radiation
force [29,41]. On the other hand, direct contact can be avoided.

This paper describes the complete view of the methodology that has been used to design the
torsinal wave transducer for soft tissue evaluation in direct contact, dividing it in two phases. The first
one studies only the torsional propagation in tissue and how the excitation conditions are optimized
using an inverse problem. It is based on a finite element model (FEM) of the tissue by FEAP open
software. The second phase optimize the transducer design adding the FEM of the transducer and
using a inverse problem that maximize, what the authors call the robust probability of detection
(RPOD) [31], as a measure of the sensibility of the transducer. The probability of detection (POD) [42]
of the transducer as a function of a model parameter measures the probability of the transducer to
detect a specific small change in that parameter. The RPOD concept is introduced to deal with more
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than one parameter, conservatively selecting the worse POD of the parameters as the representative
POD of the transducer. This definition of RPOD will be used in an inversion procedure to optimize the
parameters of the transducer that maximize the RPOD.

2. Methods

The optimization of the proposed design of the torsional wave transducer has been undertaken in
two phases:

• Phase 1: Modelization of the torsional wave propagation in tissue, including a sensitivity test on
the parameters of the excitation wave.

• Phase 2: Joint modelization of tissue-transducer interaction. Optimization of the transducer under
maximum POD (Probability Of Detection) criterion.

The purpose of phase 1 is to test the capacity of the torsional wave model and the inverse
method to identify changes in mechanical properties of a multilayered tissue, independently on the
transducer that is used. Additionally, the POD estimator is checked as the tool to measure sensitivity.
Phase 2 incorporates the modelization of the proposed transducer design and uses the POD estimator
to optimize the transducer design maximizing sensitivity measure. Both phases use a similar (not
identical) inverse problem design. The common parts of the inverse problem and POD are firstly
presented, and afterwards the phases.

In this work, POD is the algorithm to measure sensitivity and may be defined as the probability
of the transducer and the reconstruction algorithm to detect changes on the mechanical properties
of the tissue, given the presence of uncertainties, mainly, signal noise. A multilayered tissue will be
supposed, four layers in phase 1 (Figure 1) just to test the multilayer capacity, and two layers in phase 2
(dermic and connective, Figure 2). The mechanical parameters are Young Modulus and Reynolds
attenuation in phase 1 for each layer, and shear moduli for both layers of phase 2.

Figure 1. Left: geometry, layers, transducers and mesh. Following pictures: three instants of torsional
propagation t= 280, 460 and 680 μs, using a simpler mesh.
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Figure 2. Torsional transducer at instants t = 9, 18, 117, 135 μs. Tissue is the soil.
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2.1. Robust Probability of Detection

A plausible pathology may be inferred when enough changes in the mechanical properties of the
tissue layers are detected. Let P be a specific parametrization for POD study, consisting of a vector
with the mechanical properties under study. For instance for phase 2 shear moduli G, P = (Gc Gd)

(c connective and d dermic). A pathological change implies that the healthy state presents values of
reference r on the parameters, and pathology would exist in case that enough variation is observed
p = (ΔGc ΔGd). If Pk is a generic element of the array P, pk = ΔPk = Pk − Pr

k , being Np the size of
the array.

The mathematical definition of the probability of detection (POD) is presented as the probability
that the modifications on the received signal (SIGNAL) given the emergence of pathology surpasses the
signal noise level (NOISE),

POD = P
( | SIGNAL | 2

| NOISE | 2 > 1
)

(1)

The variables that determines the POD estimation for a specific location are the severity of the
pathology (p) and the noise level σ. The following deduction will be shown for one single parameter
pk, considering that this calculation will have to be repeated Np times, one for each parameter of p.

As signal and noise changes depend on several parameters pk, a robust POD (RPOD), is defined
so that the RPOD is the POD of the less favorable case, the POD of the parameter with worst POD.

RPOD = min
k

POD(pk) POD(pk) = P

(
|SIGNAL(pk)|2
|NOISE(pk)|2

> 1

)
(2)

The linear nature of the physical models that will be used, assumes a linear relation between
measurements and mechanical properties. The measurement dependency with noise will also be
suppose to be linear. Under these two assumptions of linearity, the measurements may be developed
as a Taylor expansion of first order, centered at the healthy case and the absence of noise.

ψi(pk, σ) = ψi(0, 0) + pk
∂ψi
∂pk

(0, 0)︸ ︷︷ ︸
SIGNAL

+ σ
∂ψi
∂σ

(0, 0)︸ ︷︷ ︸
NOISE

+hot (3)

being i = 1, ..., N the receiving points. ψi(0, 0) are the measurements in the absence of pathology and
noise at point i, the second term the linear variation of the measurement given the only presence of
the pathology, which has been labeled as SIGNAL, and the third term the linear variation due to the
presence of noise and healthy conditions, labeled NOISE.

The second term of the sum may be approximately expressed as a finite difference, but introducing
a very small degradation pk0 → 0 instead of a pure healthy state to assure that the FEM computational
implementation of the models captures the perturbations produced at small pk, and compute
ψi,pk

(pk0, 0) ≈ ψi,pk
(0, 0),

∂ψi
∂pk

(pk0, 0) = ψi,pk
(pk0, 0) =

ψi(pk0 + Δpk, 0)− ψi(pk0, 0)
Δpk

For the RPOD calculation, the FEM algorithm must be run Np + 1 times. The first one, to calculate
the signal applying the mechanical properties of reference (representing no degradation), ψi(pk0, 0),
and Np additional signals altering each parameter of the parametrization, ψi,pk

(pk0 + Δpk, 0).
The noise term of the Taylor series on Equation (3) is proposed to be,

∂ψi
∂σ

= ξiRMS(ψFEM
i ) = ξiRMS RMS(g) =

√√√√ 1
M

M−1

∑
j=0

g(tj)2 (4)
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with ξi a random variable (noise generator) applied over the root mean square (RMS) of the simulated
signal. (RMS) defined for any sampled function g in time domain g(tj) at M samples.

Equations (3) and (4), and the relationship |Yi|2 = 1
m ∑m

i=1 Y2
i , can be applied on Equation (1),

POD = P

(
p2

k
1
N ∑N

i=1(ψi,pk
(0, 0))2

σ2RMS2 1
N ∑N

i=1 ξ2
i

> 1

)
= P

(
p2

k >
RMS2σ2 ∑N

i=1 ξ2
i

Sk

)
(5)

being,

Sk =
N

∑
i=1

(ψi,pk
(0, 0))2 (6)

The POD may be reinterpreted in terms of parameter noise, so that it is the probability of a specific
stochastic mechanical property p2

k , having the following cumulative probability density function,

POD = F

(
RMS2σ2 ∑N

i=1 ξ2
i

Sk

)
(7)

which represents the noise distribution function in terms of the parameter pk (in this case, a mechanical
property of the material). That is, how the noise distribution function of the signal is translated
through the direct model into a random variation of the parameter values. In order to detect a
variation of the mechanical properties originated by a pathological zone, this variation must exceed
this parameter-noise level, a fact that defines the POD.

Following techniques of the theory of error propagation and Monte Carlo sampling, the
noise of the signals at receiving locations can be assumed to behave as a normal distribution [42],
and consequently, the squared sum of the noise ξi follows a chi-square distribution, given that
∑N

i=1 ξ2
i −→ χ2

N (e.g., [43]). Its parameter is the number N of degrees of freedom, corresponding to
the number of receiving locations. This Chi-square distribution may be approximately assumed as a
normal N distribution in the case of N > 10, with N − 2/3 the mean and

√
2N the standard deviation,

χ2(N) ≈ N (N − 2/3,
√

2N). In (7) it leads to,

p2
k −→ N

[
RMS2 σ2 (N − 2/3)

Sk
,

RMS2 σ2
√

2N
Sk

]
(8)

expression that is only valid for noise with Gaussian distribution.
As this probability density function f posses a cumulative probability F(x) =

∫ x
−∞ f (y)dy, and

being its inverse x = G(F(x)), the pathology to noise ratio pk/σ can be deduced from (8) for a fixed
and desired POD value as,

pk
σ

=

√√√√RMS2 (N − 2/3)
Sk

(
1 + G[POD]

√
2N

N − 2/3

)
(9)

This is the final formula, where a specific value of POD can be fixed, to obtain the relationship of
the alteration of the mechanical property pk against noise, around the mechanical property’s value
of reference.

2.2. Inverse Problem

Two different IP approaches has been used. In phase 1 to adjust the mechanical properties of the
tissue that minimize the difference between simulated and experimental signals (misfit function), and
in phase 2 to optimize the transducer parameters that maximize the RPOD.

Although the target is different, both approaches present similarities. On one hand, Genetic
Algorithms (GA) are used, mainly because they are global search algorithms. It implies that the search
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for the optimal parameters is made by reasonably exploring the whole parameter space, so that falling
in local maxima or minima is avoided (see [42,44] for more detailed information on the algoritm that is
used). On the other hand, the cost functional will serve the optimization criterion. If f is the function to
optimize (misfit in phase 1 and RPOD in phase 2), a modified version f l has been reported to improve
convergence of the GA. [45],

f l = log ( f + ε) (10)

being ε a very small value ensuring the logarithm’s existence.

2.3. Phase 1: Modelization of Torsional Wave Propagation in Tissue

Phase 1 aims at checking the suitability of the propagation model and the inverse problem for
optimization purposes with torsional waves. Additionally, the POD estimator is implemented and
tested. Table 1 shows the steps followed in this phase.

In order to show the capability of torsional waves to characterize changes in mechanical properties
of soft tissue, a direct contact emitter-receiver configuration on a layered tissue with parallel interfaces
is hypothesized (see Figure 1). Torsional waves are generated and propagated through the normal
direction to the layer interfaces and are collected on the opposite face of the tissue. Each layer is
assumed to be isotropic. A total tissue of 40 mm with four layers of the same thickness will be assumed
in this study.

Several important points are remarked as a summary,

• A linear elastic, attenuating and multilayered physical model, solved by finite elements, was used
to simulate the torsional wave propagation.

• An inverse problem is proposed to characterize the mechanical properties of the tissue and
detect pathology.

• The inverse problem is applied to several sets of excitation parameters (geometry and emitted
waveforms), to see the capability of the method to select that with best detection.

• The use of the semi-analytic POD estimator with the selected excitation, to measure its capability
of detection.

• The calculation process is outlined in Figure 3.

Step 1 defines the problem and the four sets of excitation parameters. The adopted ranges of
variation of the parameters are a frequency ( f ) range of (2, 20) kHz, bandwidth (b) of (0.5 f , f ) and a
transducer radius (r) range of (10, 20) mm.

Within the mentioned ranges, four arbitrary candidates are shown in Table 2.

4 sets of excitation
parameters

Selection of the sets
Sets of tissue

mechanical properties

Create first generation
of individuals

Simulated
FEM

signals
Experimental

signals

f l
Individual with

min( f l)

Last

Inverse Problem

generation?

Run for each of the 4 sets

Select transducer
with best approach to

Winner

reference values

POD Curves
Less favorable POD curve

(tournament, mutation and crossover)
Create next generation

with genetic algorithm

-

+

Yes
No

Figure 3. Calculation method for phase 1.
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Table 1. Methodology of phase 1.

Step Target Outcome Tools or Inputs

1. Problem
configuration

Problem geometry, boundary
conditions, configuration, sets
of excitation parameters

Problem definition.
4 sets of excitation parameters
to test

2. Forward
physical model
selection

Simulate propagation with the
excitation parameters

Physical model: differential
equations

Outcome from step 1: geometry,
materials, etc.

3. Finite element
model (FEM)

Computational
implementation of the physical
model

Computational code of the
model

Outcomes from steps 1 and 2.

4. Discretization
study and FEM
test

Convergence study
Balance computational
burden-time
Assure accuracy of simulations

Spatial element
Time interval
FEM checked

Forward model (FEM)
Geometrical parameters and
tissue mechanical properties
L-S wave speed check

5. Inverse problem
with genetic
algorithm (GA)

Design and implementation
Evaluate GA’s convergence
- Quality of identification
- Convergence speed
Apply IP to 4 excitation
parameter sets

Observed right behaviour and
identification on the
mechanical properties of the
tissue
Winner: excitation parameter
set with best identification

FEM
Cost functional for GA
optimization: misfit function
Synthetic signals

6. POD evaluation
of the winner

POD estimator evaluation
Checking coherency on results

Graphics of POD on
modifications of mechanical
parameters of tissue
No perceived anomalies

Forward model
Winner parameter set
POD estimator

Table 2. Sets of excitation parameters under test.

Transducer f (kHz) b (kHz) r (mm)

Design 1 6.32 6.32 10
Design 2 20 20 10
Design 3 2 1 10
Design 4 6.32 3.16 20

Following with steps 2 and 3, the torsional propagation process is described using a 3D
physical model consisting of standard linear elastic equations with Rayleigh attenuation. Equilibrium,
constitutive and kinematic equations are,

σji,j + bi = ρüi + Rρu̇i

{
σij = cijklεkl
εkl =

1
2 (uk,l + ul,k)

(11)

being σij the stress tensor , εij the strain tensor, ui the displacement vector, bi volumetric forces,
ρ material’s density, R the Rayleigh damping coefficient, cijkl the fourth-order stiffness tensor of
material properties.

These equations are applied over every layer of the tissue considering continuity on displacement
and stress through the interfaces. Every layer is supposed homogeneous and isotropic. In the
case hereby treated, four layers of soft tissue with different mechanical properties are assumed for
algorithmic testing purposes. The first and last layers are assumed to be the same tissue features, as
it use to happen in many experiences, for instance, with epithelial tissue in emission and reception.
In such conditions, the parameters P of the model are the mechanical properties of every layer, in
this case, their Young moduli E and Rayleigh attenuation R, which can be presented in the vector
P = (E4R4E3R3E2R2E1R1), being in this case Np = 8, the number of parameters. But a simpler
parametrization will be used to improve IP convergence using Np = 4 parameters, p = (E3R3E2R2),
assuming the rest of the parameters constant, as indicated in Table 3.
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Table 3. Parameters of the layered soft tissue. Poisson’s ratio depends on E.

Material
Young Modulus Poisson Ratio Density Thickness Attenuation

E (MPa) ν ρ (kg/m3) a (mm) R ( dB
MHz·mm )

Layer 1 20 0.48 1070 10 1836.07
Layer 2 E2 ∈ [2 ∼ 15] ν2 920 10 R2 ∈ [1 ∼ 5]
Layer 3 E3 ∈ [15 ∼ 50] ν3 1070 10 R3 ∈ [1 ∼ 5]
Layer 4 20 0.48 1070 10 1836.07

The forward problem is performed using a 3D FEM model implemented in FEAP package [46].
Solid hexaedric elements with 8 nodes are used in 26 blocks to generate a structured mesh (Figure 1),
so that remeshing perturbation is avoided on sensitivity analysis. The material’s diameter being
simulated is 100 mm. Other FEM parameters: total time 3000 μs, incremental time 20 μs and mesh
extension (radius) 50 mm.

Summarizing, the model system is defined by the specimen materials (steel and four layers of
tissue, Table 3), geometry and the boundary conditions: at the cylindrical axis, r = 0 mm (being r
the radial direction), null displacements at the points; energy absorbing face at the external face at
r = 100 mm to avoid reflections; and free displacements at the rest of the mesh points. The input is
introduced as an applied displacement with the shape of a spike pulse.

Two criteria have been tested to verify the validity of the FEM model. First, a mesh convergence
test has been carried out, introducing a trade-off between computational cost and numerical precision.
Second, a verification of compressional (p) and shear (s) wave speeds have been compared to the time
of arrival of the first wavefront.

In the second criteria, the speed of compressional cp and shear cs waves are estimated, in
relationship to the bulk modulus K of all layers (and consequently to Young’s modulus E) by,

K =
E

3(1 − 2ν)
= ρ

(
c2

p −
4
3

c2
s

)
(12)

cp =

√
E(1 − ν)

ρ(1 + ν)(1 − 2ν)
=

√
K + 4

3 G
ρ

=

√
M
ρ

cs =

√
G
ρ

(13)

In particular, for ρ = 1070 kg/m3, E = 20 MPa and ν = 0.3, tp = 0.6 μs and ts = 1.1 μs is
the time used for compression and shear waves to propagate with speeds cs = 0.05 ∼ 0.5 km/s
and cp = 0.94 ∼ 1 km/s. For ν = 0.49, the corresponding times are tp = 0.25 μs and ts = 1.16 μs.
If ρ = 1000 kg/m3 and cp = 1.5 km/s, M = 2.25 GPa and estimation of total time is t = 1.46 μs for
maximum time of propagation of waves across the soft tissue.

For the inverse problem calculation, shown in Figure 3, let ψ0 be the samples of the received
signals in the case of healthy tissue, ψx the samples of the received signal of the test with the soft tissue
on its unknown current state, and ψ the samples of the simulated signal on reception. The discrepancy
against the healthy state may initially be described by,

Φ =
ψ − ψ0

RMS(ψ0)
(14)

The misfit or discrepancy between simulated and experimental signals is defined as the residual
γ = Φx − Φ. The definition of the fitness function f is generated as a quadratic form from the residual
vector γ of size M,

f =
1
2
|γ|2 =

1
2

1
M

M

∑
j=1

γ2
j (15)

Synthetic signals are created as experimental signals. Four received signals are calculated using
the FEM model, one for each of the four set of excitation parameters. In order to transform these
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signals, avoiding exact matching between experiment and simulation, random Gaussian white noise is
added (same function for all signals).

Finally, for POD estimation of the best excitation conditions, four curves will be obtained, one for
each parameter of the vector p. The less favorable is considered.

2.4. Phase 2: Tissue-Transducer Modelization, Optimization with RPOD

The conceptual transducer design to be optimized is shown in Figures 2 and 4. A central inner
disk with four piezoelectric emitters electrically joined, create a circumferential shear displacement
of the disk, which is transmitted to a thin double-layered tissue (dermic and connective, Figure 2,
bottom area), and from it to the external circular crown where four piezoelectric elements captures the
shear movement generating one signal. The time of flight is measured to infer shear moduli of the
tissue layers.

The shear moduli of the layers P = (Gc Gd) (c connective, d dermic) vary when pathologic changes
occur, p = (ΔGc ΔGd), ΔGk = Gk − Gr

k, k = c, d, and this change must be greater than noise level.

Receiver

Emitter

Figure 4. Transducer geometry. Piezoelectric elements in dark gray. Emitters at the inner disk.

Table 4 summarizes the methodology of this phase.
The forward model (Step 1) includes the coupled electrical-mechanical piezoelectric effect, under

the following constitutive equations,

T =CE · S + eT · E (16)

D =e · S − εS · E (17)

being T the stress tensor, S strain tensor, E electric field, D charge-density displacement, CE piezoelectric
stiffness matrix, e piezoelectric coupling coefficient matrix, eT its transpose and εS permittivity
coefficient matrix.

Equilibrium and kinematic relationships are as follows,

∇ · D = 0; E = −∇φ (18)

∇S · T = 0; S =
1
2
(∇u +∇uT) (19)

with φ the electric potential and u = (u1u2u3) the vector field of displacements.
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Table 4. Methodology of phase 2.

Step Target Results Tools or Inputs

1. Selection of the
forward model

Simulate generation,
propagation, and reception of
waves

Physical model: differential
equations

Initial transducer design:
geometry, materials, etc.

2. Finite element
model (FEM)

Computational
implementation of the physical
model

Computational code of
the model

Physical model
Boundary conditions(geometry
and properties of conceptual
design, etc.)

3. Discretization
analysis

Convergence enhancement
Balance computational
burden-time

Spatial element
Time interval

FEM
Initial geometry and
mechanical properties

4. Validation of
FEM results

Check accuracy on simulations Test discrepancies using
simplified models

Approximated analytic model
of torsional waves for
comparison [31].

5. Sensitivity test
on mechanical
properties of tissue
and parameters of
the transducer
geometry [31]

To know the response to
transducer geometry and
tissue propagation
Select materials
Reduce P-wave generation and
propagation
Maximize amplitude of
received torsional wave
New check of the FEM

Material influence
Select a transducer geometry
among tested vanishing
P-wave
Ranges of mechanical
properties in tissue with low
P-wave propagation
Ranges of P-wave existence

FEM
Materials to test
Variation ranges of the
transducer parameters
(geometry)

6. Inverse problem
as a new test of the
forward problem

New check of the FEM
Quality of identification of
tissue mechanical properties

Valid identification of
mechanical properties (Gc Gd)
of the tissue (Figure 5a)

FEM
Cost function for GA
optimization: Misfit function

7. Evaluation of
RPOD for best
sensor in step
5 [31]

Test RPOD estimator
Evaluate POD for three values
of tissue shear modulus of
reference (0.3, 3 and 30 kPa)
Testing coherency on results

POD graphics (Figure 6) on a
range of values of (Gr

c , Gr
d)

Select the initial parameters for
optimization
No apparent anomalies

FEM
POD estimator

8. Transducer
optimization with
best RPOD
criterion

Find transducer design
(geometry) with maximum
RPOD
Evaluate improvement in
RPOD

Select the optimal geometric
design with the worst response
to mechanical properties
Quantification of improvement

FEM
RPOD estimator
GA design with RPOD as
function to maximize
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Figure 5. Result of the RPOD optimization process in phase 2. (a) RPOD functions of the optimized
transducer design and the reference design; (b) evolution through generations; best design captured in
27th generation.
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Figure 6. RPOD evaluation (Step 7) of phase 2, for different shear modulus values of reference.

FEAP software is used to solve the FEM algorithm. The mesh and the stress distribution at
different instants can be seen in Figure 2 (see [31] for more detail).

The transducer parameters represents and an 8 dimensional space (pw, pl, pt, dpe, dr, rpe, rw, drt)
as depicted in Figure 4. A sensitivity analysis of this parameters determines their range of variation
that will be used in next steps. Additionally, another sensitivity analysis of the parameters (Gr

dGr
c) on

the POD is performed for values 0.3, 3 and 30 kPa, which is shown in Figure 6.
The RPOD optimization runs an inverse problem that searches for the optimal transducer

parameters that maximize the RPOD. The RPOD calculation considers a 2-dimensional space of
tissue mechanical parameters of reference (Gr

dGr
c) to explore a wide range of possible tissues.

Figure 7 shows the schematics of the GA, being Equation (9) the optimization criterion.
A generation of Nd = 20 specific individuals (transducers designs) from the 8D space are firstly
selected. For each individual d, the parameters [Skj]d (Equation (6)) are calculated for Nj = 10 samples
of the 2D space (Gr

dGr
c), selected using a Montecarlo procedure, obtaining 2xNj values of Skj . Then, the

values of [
pkj
σ ]d (see Equation (9)) are calculated for a fixed desired level of 99.9% POD. The minimum

value [ p
σ ]d is selected, thus implementing the Robust POD idea (RPOD), where any other values

of reference (Gr
dGr

c) for the individual d will have a better POD. So, among all individuals of the
generation, d = 1...Nd, that with maximum RPOD is selected (higher value [ p

σ ]). A new generation
is formed combining the features of the transducers from the first generation with operations of
tournament, mutation, and cross-over [44] and the process is repeated until 50th generation has been
calculated. The overall winner, is the transducer design with optimized capacity of detection.
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Figure 7. Optimization process maximizing RPOD with the genetic algorithm.

3. Results

Beginning with phase 1, Table 5, shows the optimized mechanical properties that corresponds to
the minimized misfit function(discrepancy) between experimental (synthetic) signals and simulated
signals, for each of the 4 sets of excitation parameters. Design 3 presents the better minimization of the
fitness function, since is the one that best approaches the reference values of the mechanical properties.

Table 5. Adjusted parameter for each set of excitation conditions including the relative error against
reference values. Thus, Number 3 is the optimal design.

IP Results E3 (MPa) E2 (MPa) R3 (10−3) R2 (10−3) f (kHz) b (kHz) rs (mm)

Reference Values 27.3861 5.4772 2.2361 2.2361
Design 1 30.4330 (11%) 5.3381 (3%) 1.6567 (26%) 3.3893 (52%) 6.32 6.32 10
Design 2 25.2412 (8%) 5.9172 (8%) 1.7507 (22%) 3.2839 (47%) 20 20 10
Design 3 29.1313 (6%) 5.1269 (6%) 2.4648 (10%) 1.7845 (20%) 2 1 10
Design 4 30.6323 (12%) 5.0484 (8%) 2.5155 (12%) 1.7478 (22%) 6.32 3.16 20

Figure 8a shows the POD estimation of the selected Design Number 3 for increasing degraded
values for a fixed noise level 10%. There are four curves of cumulative probability, one for each
parameter pk. Initially, the less favourable curve would be the one with higher displacement to the
right, but taking relative variations instead of absolute values, it results in E2, so it is conservatively
taken as the one which determines the probability of detection. The convergence evolution through
generations for Design number 1 is shown in Figure 8b.
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Figure 8. Results of phase 1. (a) POD dependency on mechanical properties; (b) convergence evolution
of Design 1.

The POD curves show that the properties of the second layer can be detected to a level of
ΔE2 = 0.5 MPa (9.12% of the reference value of the property) and ΔR2 = 100 (4.47% respectively) with
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a probability above 99%, under the simulated noise. Similarly, properties of third layer ΔE3 = 1 MPa
(3.65% of the reference value) and ΔR3 = 100 (4.47%) are detectable with probability above 99%.
These figures are compatible with the detectability based on the global minima of the fitness function
(with results in Table 5, Design 3). In a conservative position, the POD curve of the selected design in
the presented situation can be determined by that of the parameter of E2, that is the less favorable curve.

The excitation of Design 3 has been found to provide the higher sensitivity to pathology
and, therefore, accurate identifiability, where a frequency range between 0.2 and 2 MHz delivers
stable results.

The second phase presents the following results: (a) the optimized transducer with the best
geometry (winner), shown in Table 6, that maximizes RPOD, applied on the less favorable values of
shear moduli of the reference; (b) the evolution of the convergence process through the generations, in
Figure 5b; (c) the sampled function of eight dimensions pk

σ (pw, pl, pt, dpe, dr, rpe, rw, drt) used as the
criterion decision in the maximization process.

Figure 5a shows the RPOD function of the winner transducer and the initial of the reference.
The optimization presents a improvement of 17,199.5% (172-times better) in sensibility (in RPOD),
detecting lower changes in the mechanical properties.

The configuration of the optimized transducer produces an excitation with a central frequency
of 28 kHz.

Table 6. Optimized transducer, along with assumed ranges and the initial values of reference.

Design Parameters (mm) Range
Initial Optimal

Label
Value Value

Piezoelectric Length (0.5, 2) 1 0.8 pl
Piezoelectric Width (0.75, 2) 1 1.9 pw

Piezoelectric Thickness (0.4, 4) 2 2.8 pt
Disc Radius (1.75, 5.75) 4.25 5.1 dr

Disc Piezoelectric Eccentricity (1.5, 3.5) 2.5 2.7 dpe
Ring Width (1.5, 2.5) 2 1.6 rw

Ring Piezoelectric Eccentricity (5.75, 8.5) 7.5 5.9 rpe
Disc-Ring Thickness (3, 13) 8 4.6 drt

4. Discussion and Conclusions

A strategy to optimize the design parameters of a torsional shear ultrasonic transducer, based
on the inverse problem, has been developed. The main points of the methodology are a forward
procedure based on FEM and analytical simplified validation with a sensibility analysis, and an inverse
procedure to maximize the transducer sensitivity using a POD estimator which is developed in a
robust manner to improve outcomes. Previously, in the first phase a similar methodology is performed
to study just the propagation of torsional shear waves across the soft tissue. The parameters of the
excitation waves and dimensions has been adjusted looking for the maximum reduction of undesired
P wave emissions. The results obtained in both cases are the design parameters and biomechanical
clear identification of the mechanical properties of the soft tissue layers within the expected ranges
of variation.

This general methodology of a transducer optimization based on maximizing the probability of
detection, together with the use of torsional waves, can open an additional line of research to obtain
transducers for soft tissue evaluation at low levels of acoustic energy.

In a second step, the desired geometry of the transducer has been manufactured and currently
facing adjustments of its functional performance. In the following work, this torsional ultrasonic design
will be experimentally validated and improved characterizing mechanical properties in quasi-fluids
and soft tissues. The experimental setup will be performed using tissue mimicking phantoms proving a
sensor sensitivity study (in terms of angles of incidence and pressures) assessing the robustness of a new
proposed elastography technique based on torsional quantitative principles. Three rheological models
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will be fitted with the experimental data beside a static independent testing method. The results of the
previous rheological tests will be compared with the transducer reconstruction of the biomechanical
parameters from the propagated torsional wave.

The transducer manufacturing is presenting the following challenges. The material of the ring,
the steel, has been changed to polylactic acid (PLA) to obtain a better amplitude of the received wave,
the same occurs with the emitter disk that has been replaced by a small motor with a PLA disk in the
contact surface. The whole analytical modelization is still under investigation due to the complexity to
make the problem tractable, although this is not affecting the functionality of the transducer. On the
contrary, minimization of mechanical and electronic cross-talk effects between emission and reception
are being faced before proceeding to the experimental validation.

Safer tests based on ultrasonic techniques than those using ionizing radiations are being
investigated and some good results have been arisen, like those of Yonetsu [47] using quantitative
sonography, showing a capacity to characterize tumors and differentiate their benign and malignant
nature. As changes in consistency of tumors alters their mechanics, mechanical waves could represent
an impacting method of diagnosis because of its direct nature of detection.

Supplementary Materials: The following are available online at http://www.mdpi.com/1424-8220/17/6/1402/s1.
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Abstract: The use of visual information is a very well known input from different kinds of sensors.
However, most of the perception problems are individually modeled and tackled. It is necessary to
provide a general imaging model that allows us to parametrize different input systems as well as
their problems and possible solutions. In this paper, we present an active vision model considering
the imaging system as a whole (including camera, lighting system, object to be perceived) in order to
propose solutions to automated visual systems that present problems that we perceive. As a concrete
case study, we instantiate the model in a real application and still challenging problem: automated
visual inspection. It is one of the most used quality control systems to detect defects on manufactured
objects. However, it presents problems for specular products. We model these perception problems
taking into account environmental conditions and camera parameters that allow a system to properly
perceive the specific object characteristics to determine defects on surfaces. The validation of the
model has been carried out using simulations providing an efficient way to perform a large set of
tests (different environment conditions and camera parameters) as a previous step of experimentation
in real manufacturing environments, which more complex in terms of instrumentation and more
expensive. Results prove the success of the model application adjusting scale, viewpoint and lighting
conditions to detect structural and color defects on specular surfaces.

Keywords: visual inspection; specular surfaces; structured lighting; quality control

1. Introduction

Scientific models and theories aimed at explaining the behaviour of specular reflections are
sufficiently consolidated. However, the automatic processing, using artificial vision techniques,
of scenes where there are specular surfaces, has problems that have not been solved yet. Vision systems
designed to deal with specular objects must cope with the optical difficulties associated with this
type of material [1]. The surfaces have a high reflection coefficient which causes undesired reflections
and shine, concealing, in some cases, chromatic, morphological and topographical information about
the object.

Most artificial vision techniques ignore specular reflections and focus on the diffuse component
of the interaction of light with objects. Thus, these techniques, which are conceived to deal with
Lambertian surfaces, produce wrong results when other surfaces are in the visual scene [2,3].
The solutions put forward in the literature adopt opposite ways of approaching the problem:
developing methods to detect specularities in images, in order to take advantage of existing artificial
vision techniques; and designing new vision techniques that explicitly deal with these surfaces.
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The methods designed for detecting specularities in the scene differ depending on the
vision level in which they are approached. They take advantage of certain phenomena and
characteristics of light to separate the contribution of diffuse and specular reflection: spectral
distribution of reflections [4–7], polarization [8–11], analysis of the behaviour of specularities in several
images [12–16], and combinations of them [17–19]. They are used either to avoid or to remove
specularities in the original image. The solutions in the last case are at the low level of vision systems
because reflections and shine are considered as noise to be removed. They offer a filtered image to be
processed at higher levels.

Designing new vision techniques allows specular reflections to be considered as a peculiar
characteristic of the surface, which allows better performance of the vision process [20–26]. They use
mechanisms of active vision that, in some cases, are modifications or refinements of classic techniques.
They are generally focused on the extraction of the object shape [27–38].

The techniques developed to deal with specular surfaces, either for detecting specularities or
for extracting the object shape, must fulfill certain requirements, making them only viable in specific
applications: for example, requirements related to specific electromagnetic characteristics of objects
(i.e., specific methods for metallic or dielectric objects), having previous knowledge of the geometry of
the scene or of the surface reflectance, etc.

Specifically, automated visual inspection is the most used tool for testing products in industry
due to their ease of use and its cost [39–42]. However, there are very few vision systems that deal with
the surface inspection of specular products. They share the same aforementioned drawback of the
generic vision system for specular objects: they are very specific as they assume specific constraints.
The lighting of the scene and the acquisition equipment are determinant factors in the proposed
solutions since they help the detection of defects in images [43–47].

Techniques that use structured lighting appear in few systems cited in the literature. They are
considered to be the most reliable and suitable for inspecting the 3D shape of products [36,48–50].
Moreover, they have advantage over other techniques including laser, time of flight or LIDAR because
the same sensor is used to determine colour information instead of acquiring colour and shape
information in an independent manner. Techniques differ in the way they acquire the lighting pattern
by means of projecting on the surface [51–53] or focusing the system on the reflection [36,48,54,55]
(assuming the object as part of optical system where lighting patterns are projected); the equipment
used to generate patterns [56–58] (screens, projectors, etc.); and, in the method used to codify
patterns [59–63].

Proposed solutions try to satisfy specific requirements by means of adapting to the application
domain and to specific constraints of the products. A system designed to satisfy the quality control
of a product generally cannot be applied to another system. As a consequence, the contribution of
this paper is to provide an active vision model able to explain the problem of inspecting specular
surfaces and able to help in designing vision systems for this purpose. Moreover, the paper proposes a
method based on the model that is able to minimize the negative effects of specular surfaces in visual
inspection and able to take advantage of specular reflections as a peculiar characteristic. The method
is focused on controlling the acquisition conditions (e.g., lighting angles, viewpoints, chromaticity
and other lighting characteristics, etc.) to maximize the likelihood of detecting defects. Particular
characteristics of the inspection problem make control of the acquisition conditions possible.

In order to validate the model the use of simulation is proposed as an inspection system design
methodology that could be systematically applied, studying conditions in which the inspection has
to be carried out and designing solutions in a flexible way. Virtual inspection makes use of the
virtual manufacturing technology to model and simulate the inspection process, and the physical
and mechanical properties of the inspection equipment, to provide an environment for studying the
inspection methodologies [64]. Simulation based on virtual imaging enables the rendering of realistic
images, providing a very efficient way to perform tests compared to the numerous attempts of manual
experiments [65]. The introduction of simulation provides a flexible and low-cost method (compared
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with experimentation in the laboratory) of testing original hypotheses and the benefits that can be
drawn from this research.

The rest of this paper is organized as follows. Section 2 describes the active vision model.
The method based on the model for inspecting specular surfaces is developed in Section 3. Sections 5
and 6 evaluate the proposed method by controlling image acquisition conditions. Finally, Section 7
concludes the paper.

2. Active Vision Model to Deal with Specular Surfaces

We are interested in modeling the automatic process of artificial vision in order to provide
solutions to the problem of inspecting specular surfaces. First of all, a model describing the image
formation and the variables that take part in this process is presented.

An image I is defined as a two-dimensional representation provided by F. Let F a function that
models a visual acquisition system, VAS. It includes all equipment and scene configuration to capture
an image: lighting, positions, viewpoints, cameras, etc. Let ρ a vector made up of scene magnitudes that
contribute to the formation of I Equation (1). Each vector ρ is an element of a representation space P
related to optical magnitudes of the visual perception phenomenon.

I(x, y) := F(ρ), ρ = (ρ1, ρ2, ρ3, ..., ρn) ∈ P (1)

The components ρi of the vector of scene magnitudes are measurable physical values involved in
the process of image formation. They could be, in practice: scale, viewpoint, light intensity, frequency,
saturation, etc. Each component could be modeled as a function depending on three inputs Equation (2):
the subject of interest, m, in the scene (e.g., the object to be inspected), the environment, e, in which the
subject is placed and, finally, the camera, c, that captures images from the scene.

ρi = ρi(m, e, c) (2)

The contribution of each element (m, e and c) can be expressed as three vectors made up of
magnitudes: μi related to the object Equation (3), εi related to the environment Equation (4) and γi
related to the camera Equation (5). Intensity and wavelength of light sources, medium of transmission,
relative position between scene and vision device, are examples of environment variables εi. Regarding
the camera contribution γi, the variables are related to the sensor characteristics, optical and electronic
elements: zoom, focus, diaphragm, size of the sensor, signal converters, etc. Finally, the reflectance,
colour, shape, topography of the object are examples of object variables μi. The values of each vector
establish elements of the set M for the object, E for the environment and Γ for the camera. In Diagram 1
an outline of the magnitudes can be found.

M = {m0, m1, m2, ...}, mi = (μ1, μ2, ..., μm) (3)

E = {e0, e1, e2, ...}, ei = (ε1, ε2, ..., εn) (4)

Γ = {c0, c1, c2, ...}, ci = (γ1, γ2, ..., γl) (5)

To define our model, it is worth to remember the sensitivity as an important static characteristic
of a sensor. The sensitivity is the slope of the calibration curve (see Figure 1). First, we can define
the calibration curve as the function that maps a physical scene magnitude and its representation in
the image space. Depending on the camera parameters the calibration curve will have a different
function for different scene magnitudes. For instance, a camera with large depth of field will have
a smoother calibration curve for intensity measurement (along a larger set of scene magnitudes for
intensity, the camera will be able to distinguish between them) than a camera with short depth of field
which will have a very abrupt calibration curve for the same scene magnitude (only a small set of
intensity values will be distinguishable). With this function, sensitivity indicates the detectable output
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change for the minimum change of the measured magnitude. As a naive example, the detectable
output could be the ability to perceive two different color that are actually different in the real scene.
If the color change is too small, the sensor would return the same value of intensity. In our case,
the detectable output in F for the minimum change of the scene magnitudes:

sensitivity =
ΔF(ρ)

Δρ
(6)

I = F(ρ)

ρ1

(m, e, c)

m

μ1 . . . μm

e

ε1 . . . εn

c

γ1 . . . γl

· · · ρn

(m, e, c)

m

μ1 . . . μm

e

ε1 . . . εn

c

γ1 . . . γl

Equation (1)

Equation (2)

(m, e, c)

m

Equation (3)

e

Equation (4)

c

Equation (5)

Diagram 1: Levels of magnitudes involved in the formation of the image. The image function as the
most abstract level on the top, then each scene magnitude, the three elements that composes ρ, and the
individual measurements of each element on the bottom of the tree.

Usually, the camera parameters are calibrated to a set of values γi so that the sensitivity is
optimized for all variables of ρ simultaneously with respect to a single metric (not necessarily
maximized for each variable ρi). For example, a camera could be calibrated using a specific zoom,
focus and sensor size optimizing the sensitivity of the system to perceive the colour of a subject
in a wide range of object distances and viewpoints but the system is not optimized separately for
distances or viewpoints. However, a given camera c has maximum sensitivity for a value of each ρi.
For convenience, we are going to define the tuning point as the corresponding point ρs in the scene
magnitudes space P for each camera of the set Γ in which the sensitivity of the VAS is the optimum
(see Figure 1) . The sensitivity decreases in general for values of ρ differently from ρs.

Figure 1. Calibration curve (red) and sensitivity (green) for the visual acquisition system (VAS)
including tuning ρs and working point ρt.

In the same way, since the VAS depends on the contribution of the environment e, for each
value of the set E, the corresponding point ρt in the scene magnitudes will be named as the working
point. The detected output of this point is related to the sensitivity curve of the VAS for each of the
magnitudes ρi because it restricts the limits where the system can work. In average conditions or
in simple approaches to vision problems, its effect is usually considered to be negligible because
perception takes place close to ρs. This simplification is unacceptable in the case of adverse conditions
as it occurs, for example, in dark environments, remote objects from the camera, or in the presence of
specular objects that limit the capability of the VAS to perceive the scene.
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Acquisition of the scene and representation on a plane carried out by F Equation (1) cause
situations, related to vision in adverse conditions, where it is not possible to distinguish between the
different scene magnitude vectors ρ that contribute to an image. The capacity to discern elements of P
is related to the measurement in the image I of the magnitudes m, e, and/or c, that contribute to each
of the components ρi. A specific application could be interested in knowing the intensity lighting of a
scene from the environment e, or the focal length from the camera c, for calibration purposes. However,
generally, the contribution of the object m to the image, and, therefore, its magnitudes μi, is the aim
of the measurement. For example, as we can see in Figure 2, a VAS used to perceive color (μ2) of
objects is able to distinguish the different objects in the scene. However, if it is used to perceive shape
(μ1) using the same camera (including all variables γi), neither objects m8 and m9 nor m10 and m11

could be distinguished each other (as we mentioned above, a given camera has maximum sensitivity
for a specific value of each ρi). Hence, capacity to discern magnitudes that contribute to the vector
ρ can be delimited to distinguish elements of set M in the image (e.g., the colour of a region of an
object, or the shape of a surface, or both, etc.). It is important to understand that the scene magnitudes
are continuous, not discrete. The representation in the Figure 2 shows a set of magnitudes that are
distinguishable in the space of the image I = F(ρ), but it is an example of the certain magnitudes in
the continuous space of magnitudes P.

An object could be distinguishable from another one in the VAS when they are distinguishable in
the measurement performed in F (i.e., in the vertical axis of Figures 1 and 2A). Let Ωmi be the set of
objects that can be distinguished for an specific object mi, and let χ the minimum difference perceptible
by the system (sensitivity), then Ωmi could be established as:

Ωmi =
{

mj ∈ M : (∃χ > 0)
[ |F(mj ρ)− F(mi ρ)| ≥ χ

]}
(7)

Figure 2B, shows the measurement performed in F analysed from the point of view of the
object space M considering just colour and shape. Objects close to m1, in the yellow area, are not
distinguishable, for that object in this example. However, they are distinguishable for the object m2

(light green area). Following this example, m10 ∈ Ωm9 but m10 �∈ Ωm11 , if the measurement performed
in F takes into account both colour and shape.

A VAS has to deal with different situations that are a consequence of the subsets of P delimited by
the problem to be solved (e.g., delimited by objects or by their characteristics to be analysed, or by
environments, or by the cameras, etc.). A minimum value of sensitivity χ can be established in which
any object is distinguishable from another considered in the acquisition (see Figure 1). The values of
the vector of magnitudes ρ in which sensitivity is higher than a threshold χ conform the subset S of P
defined by Equation (8).

S =
{

ρi : (∃χ > 0)(∀mk, ∀mj ∈ M)
[ |F(ρi)−F(ρi−1)|

Δρ ≥ χ → mj ∈ Ωmk

] }
(8)

There are no perception difficulties for situations of the subset S ⊂ P. They involve values of
environment and camera, in addition to characteristics of objects, that make up magnitudes ρ of the
set S Equation (8). In other words, it is possible to distinguish the images of two different objects
(mi and mj in Equation (9)) from the acquisition performed by F if the VAS is working on points of S
(mi ρ denote a scene magnitude vector whose component m is the object mi).

(∃mi ρ,mj ρ ∈ S)(∀mi, mj ∈ M)
[
(mi �= mj) → |F(mi ρ)− F(mj ρ)| > 0

]
(9)
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Figure 2. (A) Example of calibration curves for a VAS aimed to measure shape (green) and colour (red);
(B) Measurement performed in F transformed to the object space M considering shape μ1 and colour
μ2. In this example, the colour of the objects m10 and m11 can be distinguishable but their shape cannot.

Vision systems working on scene magnitudes of the complementary of S, Sc, (P \ S) present
the aforementioned adverse conditions to distinguish characteristics of objects from images. Hence,
solutions have to be provided to achieve distinct images from different objects that the camera perceives
as the same one. These solutions should be able to compensate the low sensitivity in Sc (sensitivity
less than χ in Figure 1). Among the three variables that provide values to the scene magnitudes, object is
a constant due to them being the subject of interest. However, environment conditions and camera
characteristics could be modified to set up scene magnitudes ρ of the subset S. Thus, the VAS is going
to be able to have different images from different objects in the scene in order to distinguish them
Equation (9). For this purpose, we propose two complementary alternatives (Diagram 2):

• System Calibration (calibrating the system). This alternative tries to minimize the distance between
the working point ρt and the tuning point ρs.

• Measurement Enhancement (conditioning the measurement). Enhance the target measurements or
parameters. This alternative can be considered as conditioning the measurement performed by
the VAS.

System Calibration consists of shifting one of the points so that the working point be an element
of the set S. The goal could be generating a new image of the object mi by a transformation ΥS
Equation (10) in which the working point (ρmi

k ) be close enough to the tuning point. Do not confuse
calibrating the system with calibrating the camera. The alternative presented here could be calibrating
the sensor as well as changing other parameters of environment or object of interest. Hence, to carry
out this alternative it is necessary to adjust the environment to shift the working point, for example
moving the object closer to the camera, adjusting lighting conditions, etc. (Figure 3 shows an outline
of this process). On the other hand, in order to shift the tuning point (see Figure 4), the camera could
be recalibrated or new acquisition equipment can be used (traditionally this is done by replacing the
camera with a more suitable one). In this case, subset S of P changes for the new camera from So to Sn.

(∃ΥS)(∃ρ
mi
k ∈ S)(∀ρmi ∈ P)

[
F(ρmi

k ) = ΥS
(

F(ρmi )
)]

(10)
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Solution alternatives

System Calibration

ΥS (Equation (10))

Moving working point
(Figure 3)

Adjust lights, · · ·

Moving tuning point
(Figure 4)

Calibration, · · ·

Measurement Enhancement

ΥC (Equation (12))

Amplify perception

Signal ampli f ication, · · ·

Increasing differences of input magnitudes
(Figure 5)

Light pattern, · · ·

Diagram 2: Diagram with the different alternatives to improve the system perception.

For the second alternative, Measurement Enhancement aims to directly influence the sensitivity
curve of the acquisition system. In a nutshell, it tries to somehow highlight or enhance the parameters
ρ which want to be perceived. It can be carried out by means of two new alternatives. First, the output
signal of the perception system can be amplified. That is, the classic conception of measurement system
amplification at the signal conditioning step. Limitations of this technique are related to increasing the
amplitude of the signal in ranges of minimal sensitivity (both minimum and maximum of the range of
the sensor because the contribution of the object in the output signal is insignificant, the signal-to-noise
ratio is very low). In this way, acquisition system improvements are limited because they are only
applied in ranges of intermediate sensitivity.

Figure 3. Outline for a System Calibration ΥS shifting the working point to S. The initial working point
ρmi

t (light green) has been moved to ρmi
k (dark green) after transformation is applied. The new working

point ρmi
k is close enough to the tuning point ρs.

The other alternative of enhancing the target measurement is increasing the differences of the
values of the input magnitudes. This is to operate with large differences (η) of the input (ρ) to increase
the differences of the output F for different objects (mi and mj) until the differences are perceptible at
the output (mj ∈ Ωmi ). Figure 5 schematically shows this concept. Elements used as input magnitudes
of the set P to get large differences of the input make up the subset A in Equation (11). The goal is
to reduce the number of possibilities that the VAS has to deal with; for example, restricting camera
positions, viewpoints or lighting characteristics (in this paper, a lighting pattern has been used to
inspect specular surfaces).

A =
{

ρ
mi
k : (∃η > 0)(∀ρ

mj
l ∈ P)

[[
(mi �= mk) ∧

∣∣∣ρmi
k − ρ

mj
l

∣∣∣ ≥ η
] → mj ∈ Ωmi

] }
(11)
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We model the transformation able to increase the differences of the values of the input magnitudes
as ΥC:

(∃ΥC)(∃ρ
mi
k ∈ A)(∀ρmi ∈ P)

[
F(ρmi

k ) = ΥS (F (ρmi ))
]

(12)

Figure 4. Outline for a transformation ΥS shifting the tuning point to the working point ρmi
k . Dotted line

curve and light red area represents the old calibration and So respectively. Red line curve and blue
area represent the new calibration curve and the new Sn. The old tuning point ρs has been consequently
moved to the new one ρn after transformation is applied.

The techniques are not exclusive and can be used together for designing vision system in which
images of different objects can be distinguished. An example of the use could be a system which
needs to perceive two colliding objects separately through a sensor with a fisheye lens. First, a ΥS
transformation by means of calibrating the camera to reduce the distortion could be applied. After, ΥC
could mean to colorize the objects to enlarge the perceived difference between them.

Figure 5. Outline for a transformation ΥC able to increase differences of input magnitudes values
until the change is perceptible in the output F. Dotted line curve and light red area represents the old
calibration and So respectively of the VAS. Red line curve and blue area represent the new calibration
curve and the new Sn. The vertical dotted red lines represent values of the set A that allow perceptible
changes in the output (horizontal dotted red lines).

3. Method for Inspecting Specular Surfaces

In this section, we are going to use the previous model to specify a method for inspecting
specular surfaces. The objective of an automated visual inspection system, AVI, aims to determine if a
product differs from the manufacturer’s specifications. This implies the AVI has to measure the object
magnitudes in the scene in order to compare them with values of the magnitudes established in the
design step of the product (e.g., reflectance, colour, shape, topography).

Two sets of objects are considered for modelling the AVI: MP and MI . The first one is composed
of objects that are made up by magnitudes μi defined in the manufacturing specifications. The set
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MI is composed by objects to be inspected looking for any deviation from objects of the set MP.
These deviations cause, depending on the magnitude, different defects: morphological, chromatic,
topographic defects, etc. The union of MP and MI is the subset MS = {MP ∪ MI} ⊂ M Equation (3)
of the possible objects that the inspection system must consider.

The inspection goal could be modelled as in Equation (13). The AVI has to decide whether
an object mi of the set MI could be distinguished (9) from an object mj of the set MP if any of the

magnitudes μ
mj
i differ in some value η from the original μ

mk
i . The object mj is considered the object

model of mi and contains the manufacturing specifications.

(∃i)(∃η > 0)(∀mj ∈ MI)(∀mk ∈ MP)
[ ∣∣∣μmj

i − μ
mk
i

∣∣∣ ≥ η → mj ∈ Ω(mk)
]

(13)

In order for the deviations (η) of the object magnitudes μ
mj
i from μ

mk
i to be detected in the image

Equation (13), contributions from the environment and the camera to ρ must allow a suitable sensitivity
to the AVI.

Since it was previously shown that the sensitivity of the VAS (AVI in this specific case) is optimized
simultaneously for all variables of ρ, AVI sensitivity is not necessarily maximized for each variable
ρi. It is not maximized for each object m and each of its variables μi. Moreover, generally an AVI
is designed for performing a measurement of a subset of the object magnitudes μi in the image
(i.e., colour, shape). Therefore, the sensitivity of the AVI can be very low for some of the magnitudes μi
to be measured. That is, it is possible that the perception be suitable for measuring the surface colour
or shape but it could not be suitable for both together. In other words, the intended measurement
determines the perception capacity of the AVI. Calibration parameters or environment conditions
must be adjusted to adequately perceive magnitudes μi. This process requires great knowledge of the
problem and accuracy for the solution.

For specular surfaces, the difficulty to perceive in scene magnitudes of Sc is a consequence of the
surface reflectance. The environment conditions produce an effect in the perception of the object being
more important than other types of surfaces (e.g., Lambertian surfaces). For example, if it is considered
that the calibration parameters γi are the same for two different images, the difficulty to perceive with
different environment conditions is given by:

• The mirror itself: a given camera can be confused so that it cannot distinguish between the
environment and the object. The spatial modulation of the environment contribution creates the
illusion of the objects in a scene.

• The lighting of the environment can cause shine on the surface and confuse the two images with
different objects. For example, the image formed by a grey surface with a high reflection coefficient
illuminated by white lights can be confused with the image of a lighter surface object.

The specular reflection causes the working point ρt be easily located at the limit of the range of the
VAS, at the maximum value of ρ that can be measured. Sensitivity is very low for the perception of
objects in these conditions because specularity saturates the camera sensor.

The viable solution for compensating the lack of sensitivity produced in the ranges of the scene
magnitudes ρ (in order to obtain an improved image) is related to the System Calibration that performs
the perception system (see Section 2). It is necessary to increase the differences in the values of the
input magnitudes, Δρ, to raise the differences of the output magnitude until they can be measured
(Equation (12)).

In other words, using the resolution (another important sensor characteristic that indicates the
smallest change in the magnitude being measured that the sensor can detect, e.g., the smallest feature
size of an object or the smallest change in colour that the VAS can distinguish), since the resolution in
those ranges is very low, it is necessary to force large differences at the input. Thus, it is necessary to
work using a subset of scene magnitudes A ⊂ P in order the perception will be suitable in the points
around the tuning point and it will be facilitated in the ranges of sensor saturation. Differences in F will
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enable the perception among objects using the set SA in Equation (14). The elements do not necessarily
correspond to those of subset S Equation (8).

SA =
{

ρi ∈ A : (∃χ > 0)(∀mi ∈ MP)(∀mj ∈ MI)
[

ΔF(ρi)
Δρ ≥ χ → mj ∈ Ωmi

] }
(14)

In addition, if the Measurement Enhancement is not sufficient to discern the defects in the inspection,
the distance between the working point ρt and the tuning point ρs must be minimized using the
Equation (10). In this case, minimization is performed on the input magnitudes of the set A.
Therefore, the transformation ΥS operates with the values of the input magnitudes SA Equation (14).
In consequence, Equation (15) models the proposed solution for inspecting specular surfaces combining
the two proposed transformations ΥS and ΥC according to the objects to be inspected and the possible
defects to be detected (see Figure 6).

(∃ΥC)(∃ΥS)(∃χ, η > 0)(∃ρ
mi
k , ρ

ml
l ∈ A ⊂ P)

(∃ρ
mi
o , ρ

mj
q ∈ SA)(∀ρmi , ρmj ∈ P)

F(ρmi
k ) = ΥC(F(ρmi )), F(ρ

mj
l ) = ΥC(F(ρmj))

F(ρmi
o ) = ΥS(F(ρmi

k )), F(ρmi
q ) = ΥS(F(ρ

mj
l ))

(mi �= mj) ∧
∣∣∣ρmi

k − ρ
mj
l

∣∣∣ ≥ η →
∣∣∣F(ρmi

o )− F(ρ
mj
q )

∣∣∣ ≥ χ

(15)

Figure 6. Method for inspecting specular surfaces. According to objects and defects, transformations
ΥS and ΥC are selected to provide an image in which defects can be detected using computer
vision techniques.

4. AVI Method Controlling Environmental Parameters

As it was previously shown, increasing the differences of the input magnitude values Δρ can be
performed by means of the control of the environmental conditions or of the camera parameters. These
are two input parameters of the components ρi Equation (2) that contribute to the formation of the
image I Equation (1) and are variables that can be affected by the system. The third input parameter,
the object, is considered as a constant because it is the object to be inspected.

It is known that the camera, as a photoelectric transducer, provides a measurement related to the
scene radiance (see Figure 7). It is a function of environment and object magnitudes. The contribution
of interest to the radiance is the radiance coming from the inspected object. This radiance, LR, is related
to the object reflectance, fR [66] and the irradiance E incident on the surface according to Equation (16).

LR = fREi (16)

Reflectance fR contributes the necessary information about the behaviour of the light interacting
surface of the object. Irradiance, the second factor of Equation (16), is related to the environment
variables, in fact, to be precise, to the electromagnetic radiation that reaches the surface of the object.
These magnitudes affect the contribution of the object in the camera.

Controlling the luminous energy of the environment, a function of the lighting sources and the
transmission modulations, is a way of working directly with input magnitudes of the system. Without
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considering any other perception characteristics, irradiance is the key. Structuring the energy that
reaches the object is a method of affecting the environment or the object. It enables areas of the
surface of the object to be isolated, the contrast in the camera to be increased or decreased, etc. Thus,
this variable allow us to force large differences at the input to perceive changes in the output image.

Figure 7. Parameters involved in the scene radiance LR: object reflectance ( fR) and irradiance (E)
incident on the surface.

Measurement Enhancement is the task of the transformation ΥC Equation (15). In this paper, we
propose a instance ΥΦ of ΥC focused on lighting conditions of the environment. The transformation
ΥΦ structures the lighting in order to establish regions on the object radiated by different spectral
powers Φ. Areas of different radiances are formed in this way. The regions can be formed by means
of spatial modulation, forming a grid. Also, a sequence of lightings using temporal modulation or a
combination of both can be used. The regions contribute with different radiances to the input of the
camera establishing independent areas in the image. The increasing of the differences at the input of
the system is produced in space or time domain Equation (12).

In this paper, the transformation ΥΦ is carried out by means of spatial modulation (space domain).
The different areas in the image are formed with characteristics proportional to the irradiance E.
The object irradiance E actively affects the perception process. The environment parameters are
established so that great lighting gradients on the object are formed. The projection of the radiance L,
which arrives at the optics, forms an image with regions. The projection of the radiance L, which arrives
at the optics, forms an image with regions. The gradient of the image is a function of the one
generated on the object. The greater the gradient of the pattern, the greater the gradient formed on
the photodetectors. Then, a larger difference among adjacent photodetectors is obtained. Therefore,
each photodetector has a spectral power associated in an instant (that is the function of irradiance and
object characteristics).

Structuring the lighting enables the projection of a pattern on the surface object. This pattern is
deformed by the object characteristics. It may be considered that the irradiance E is modulated by
the object. Then, any other object modulates the generated pattern in a different way, and, therefore,
modulates the spectral power, which is received in the space or the time by each photodetector, in a
different way (in terms of inspection systems, any object with defects will modulate the generated
pattern in a different way than the same object without defects). Controlling the input values of
the perception system, for each photodetector, enables a reduction in the elements of the set of scene
magnitudes that the system has to deal with. In addition, the pattern has to be configured so that the
differences of the output are perceptible according to the magnitudes of the object (shape, colour,
topology, etc.) to be perceived.

Control of energy that reaches the surface of the object is needed in order to design a certain
pattern. The task depends on the number of environment lights, the spatial distribution of lighting,
the wavelengths that conform each of the sources, the time, the modulations of transmission, etc.
Moreover, the pattern of spectral power Φ could be different in order to inspect a specific magnitude μi
of the object m. Then to this purpose, the transformation ΥΦ will determine the spectral power Φ ∈ P
as a function of μi ∈ U and m ∈ M:
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ΥΦ : M × U → P (17)

For practical considerations, it is interesting that the function of energy establishing the spectral
power Φ is established in terms of the field radiance L f by considering four parameters: s ∈ S, Δ ∈ D,
ξ ∈ X and t ∈ R (see Figure 8).

L f : S × D × X × R → P (18)

Hence, the transformation ΥΦ could be defined by:

ΥΦ(m, μi) := L f (s, Δ, ξ, t) (19)

The regions of lighting ROL on the surface of the object can be determined from the parameter s.
It is a function that establishes the morphology of the regions of the pattern formed on the surface.
Parameter Δ determines the set of lighting characteristics that radiates each of the established regions
ROL. The function ξ determines the spatial configuration of energy reached by the object. The task of
the function is to distribute the lighting characteristics of the set Δ over each of the regions determined
by s. Finally, the function depends on time t. If the structured lighting is temporal, it is necessary to
generate a sequence of patterns. Moreover, for practical reasons, we define ROG as the regions of
lighting on the source. In the same way as ROL, the ROG is the morphology of the regions of the
pattern conformed on the lighting source, in this case (see Figure 8).

Figure 8. Parameters s, Δ, ξ of the transformation ΥΦ.

5. Experiments

In this section, experiments performed by simulations to validate the model to deal with specular
surfaces are presented. Specifically, the objective is to prove whether the transformation ΥΦ is able to
compensate for the lack of sensitivity that takes place in certain values of the magnitudes of the scene.
In other words, probing whether the transformation Measurement Enhancement, by actively controlling
the lightning pattern, is able to detect object characteristics (e.g., defects in visual inspection) that are
not detected in other conditions. The experiments are mainly based on the scale of perception and the
point of view as magnitudes of the scene.

We propose the use of simulation based on virtual imaging as an efficient way to perform a
large battery of tests (different environment conditions and camera parameters) as a previous step
of experimentation in real manufacturing environments, more complex in terms of instrumentation,
and thus more expensive. Then, in this section, experiments performed by simulations to validate the
model to deal with specular surfaces are presented.
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5.1. Experimental Setup

An extensive explanation of the experimental setup is shown. It integrates the simulator,
the subject of interest, and the environmental parameters that allow to design the lighting patterns.

5.1.1. Simulator

A simulator has been implemented considering the model presented in Section 2. It is able to
synthesize images by F(ρ) Equation (1). The components of ρi Equation (2) of the scene magnitudes
(scale, viewpoint, light intensity, etc.) are modelled by the characteristics of the subject of interest, m,
the environment, e, and, finally, the camera, c (see Diagram 1).

According to the characteristics μi of the subject of interest m, the simulator is basically interested
in the reflection characteristics of the surfaces. The light reflection on an object depends on the atomic
nature of the surface material and on the scattering and dispersion that takes place when the light
contacts it. Consequently, in order to determine the reflected flow densities, the spatial configuration
of the surface μS and its electromagnetic properties, which determine the type of material, are taken
into account. These properties provide the refraction index μn of the surface, which represents the
macroscopic optical properties required.

Regarding the environment e, the problem of specifying it is limited to the specific application
of inspection. Therefore, in the process of transmitting the light signal from generating sources
to the image, the different lighting sources are considered together with the modulations that the
signal experiences, with the exception of those referring to the object to be inspected and those of
the acquisition system. As environment variables, a distinction will be made between those related
to lighting sources (that make up the fundamental element in the environment magnitudes) and the
relative positions of the different elements involved in the scene. In order to carry out the study of local
light reflection, the Bidirectional Reflectance Distribution Function (BRDF) presented by Cook and
Torrance [67] has been used because different studies show its great capacity to adapt to reflectance
extracted from objects [68].

Finally, variables related to the characteristics of the perception system include both the functions
that define the optics and those related to the sensor itself. The aim of this research is to study
the influence of environmental conditioning on the perception of the object. Then, controlled
experimentation aimed to measure the radiance coming from the subject of interest is performed.
Therefore, an ideal perception system is considered (images without noise, constant sensitivity for
all spectral powers, constant diaphragm, etc.). It influences the radiometric measurement only with
geometric variables like the focal distance and the size of the sensor. The other variables have been
set to be constant.

5.1.2. Subject of Interest

Plane objects are considered in the experiments. They permit a simple control of the angle formed
by the elements involved in the scene on all regions of the object. Control is necessary due to that fact
that one of the aims of experimentation is to carry out a thorough test of the viewpoint.

The set MP of the objects defined in the manufacturing specifications is made up of planes of
12 mm × 12 mm. The function μS establishes the points in a coordinate system that is local to the object
independently of microscopic shape. The surface roughness is calculated by means of the Beckmann
distribution model [69] by coherence with the BRDF model used. The root mean square is assigned
to 0.1 (rms, or m in [67]). According to electromagnetic characteristics, there are two types of plane:
dielectric and metallic. Dielectric planes have a refraction index μn of 1.6 and metallic ones (base
on chromium) have a refraction index μn of 2.8 and an extinction index μni of 3.2 using the Fresnel
equations. Also, other variables of the Cook-Torrance model such as a specularity coefficient (s in [67])
of 0.75 and a constant diffuse component (Rs) associated to a RGB of (0.6,0.6,0.6) have been considered.
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The set MP to be inspected is made up of objects with the same characteristics of MP but including
defects. Three types of defects have been distributed over these planes (see Figure 9): two changes
in topography (a 0.6 mm-diameter crack or crater in Figure 9a,b and a change in colour (an area
of 0.6 mm × 0.6 mm in Figure 9c). In this last case, a constant diffuse component Rs associated to a
RGB of (0.4,0.4,0.4) on a surface measuring 0.6 mm × 0.6 mm is established. In total, for each plane in
MP, 3 planes (1 per type of defect) with 25 defects have been considered in MP. Table 1 summarizes
the data used in the experiments.

(a) Crater (b) Crack (c) Change of colour

Figure 9. Defects considered in the experiments.

5.1.3. Environment

Environment characteristics play an important role in validating the transformation ΥΦ

Equation (19). Specifically, the goal is to study the transformation that configures the lighting of
the scene to establish regions on the object surface radiated by different spectral powers by means of
spatial modulation. Therefore, we have considered different spatial configurations of the energy that
reaches the object surface according to different gradients by considering different s, Δ and ξ.

Since the objects are planes, the regions of lighting ROL formed by s are established on a plane.
In the experiments, the parameters are established from the lighting source domain using the ROG
(see Figure 8). The set of lights conform a grid so that the whole lighting extension can be defined
for different conditions. Different areas of the regions of grid ROG are considered 0.1 mm × 0.1 mm,
0.2 mm × 0.2 mm, 0.3 mm × 0.3 mm and 0.6 mm × 0.6 mm to determine the influence of the size of
the regions inside the areas of defects. Then, the ratios between the size of the region and the size of
the defect in one of the dimensions (0.6 mm) are: 6 (0.6/0.1), 3 (0.6/0.2), 2 (0.6/0.3) and 1 (0.6/0.6).

The set Δ Equation (20) is made up of lighting sources using the same characteristics (polarization,
power, etc.) except the wavelengths, δi, to conform different spectral powers, Φδ. The wavelengths
used are from the visible electromagnetic spectrum. Also, lighting sources only radiate for specific
wavelengths (monochromatic lights).

Δ =
{

Φδ0 , Φδ1 , Φδ2 , ...
}

(20)

Finally, the function ξ determines the spatial configuration of energy emitted by the lighting.
The lighting characteristics of the set Δ are distributed over each of the regions ROL determined by s
establishing different gradients: spatial and amplitude. In the experiments, for practical considerations,
the ROG composed of a squared grid has been used (Figure 10).

In this paper, four different configurations of lighting are considered: two for spatial gradients
(ξx and ξxy) and two for amplitude gradients (ξL and ξ I). Regarding the former two, the function ξ

establishes spectral powers of Δ Equation (20) into two different spatial distributions. Specifically,
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in the experiments the spatial gradient established by ξ is organized in one direction, ξx, and in two
directions, ξxy, (see Figure 11). Let ROG(x, y) be the region of column x and row y of the lighting
grid and let Nx, Ny be the column and row of neighbouring regions of the grid. A function ξ will be
defined as ξx if it only sets up different lighting characteristics in adjacent positions of an axis of the
grid (Figure 10a) and the same ones in adjacent positions of the other axis of the grid. Then, any region
in the grid ROG is assigned an element of the set Δ such that:

ξx
(

ROG(x, y), Δ
)
= Φδi ∈ Δ : ξ

(
Ny

(
ROG(x, y)

)
, Δ

)
= Φδi ∧ ξ

(
Nx

(
ROG(x, y)

)
, Δ

)
�= Φδi (21)

For the second spatial gradient, a function ξ will be defined as ξxy if sets up different lighting
characteristics in all adjacent positions of a region of the grid (Figure 10b). Any region in ROG is
assigned to an element of the set Δ Equation (20) such that:

ξxy
(

ROG(x, y), Δ
)
= Φδi ∈ Δ : ξ

(
Ny

(
ROG(x, y)

)
, Δ

)
�= Φδi ∧ ξ

(
Nx

(
ROG(x, y)

)
, Δ

)
�= Φδi (22)

(a) ξx (b) ξxy

Figure 10. Spatial distribution considered for function ξ in the experiments.

Regarding the amplitude gradients, two configurations are also considered for ξ: Linear, ξL,
and Interlaced, ξ I . A function ξ will be defined as ξL if sets up lighting characteristics with close
wavelengths in adjacent positions N of the regions of the lighting grid ROG (see Figure 11a) whereas
the Interlaced, ξ I , configuration maximize the differences among wavelengths in these positions
(see Figure 11b). Then, in case of ξL, any region in ROG is assigned to an element of the set Δ
Equation (20) such that:

ξL
(

ROG(x, y), Δ
)
= argmin

Φδi

(
ξ
(

N
(

ROG(x, y)
)
, Δ

)− Φδi

)
subject to ∑ ξ(N(ROG(x, y)), Δ)− Φδi > 0 (23)

In case of any function that is considered as an Interlaced function, ξ I , the ROG is assigned
such that:

ξ I(ROG(x, y), Δ) = argmax
Φδi

(
ξ
(

N
(

ROG(x, y)
)
, Δ

)− Φδi

)
(24)
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(a) Linear ξL (b) Interlaced. ξ I

Figure 11. Amplitude distribution considered for function ξ in the experiments.

Different transformations ΥΦ are formed using combinations of functions ξ accomplishing
different spatial and amplitude gradients: Linear X (ξL,x), Interlaced X (ξ I,x), Linear XY (ξL,xy),
and Interlaced XY (ξ I,xy) to carry out the experiments (see Table 2).

The function Linear X (ξL,x) is made up by using a function meeting a spatial gradient in one axis
of the grid Equation (21) and an amplitude gradient formed by Linear configuration Equation (23).
This function uses an ordered sequence ΔL of the set Δ. Let Φδi be an element of Δ that radiates energy
with the wavelenght δi. Let δi and δe be the minimum and maximum values and let δn be the number
of wavelengths considered in the sequence, then ΔL is:

ΔL =
[
Φδ0 , Φδ1 , Φδ2 , ..., Φδn−1

]
: n ≥ 2, δe ≥ δi, δi = δi + mod(i, δn)

(
δe−δi

δn−1

)
(25)

An element of the sequence ΔL is assigned to the region (x,y) of the grid lighting ROG by the
function ξx:

ξx(ROG(x, y), ΔL) = ΔL(mod(x, n)
)

(26)

The differences of wavelengths among neighbouring regions are constant in one of the axes of
the grid.

The function Interlaced X(ξ I,xy) is made up by a function that accomplishes a spatial gradient in
one axis of the grid Equation (21) and an amplitude gradient formed by the ‘Interlaced’ configuration
Equation (24). In this paper, this function uses an ordered sequence ΔE of the set Δ in which a maximum
difference of the wavelengths between adjacent positions is established. Let Δt and Δb be the top half
and bottom half of ΔL Equation (25).

Δt =
[
Φδ0 , Φδ1 , ..., Φδi−1

]
,

Δb =
[
Φδi , Φδi+1, ..., Φδn−1

]
:

i = �n/2�, Δt ∪ Δb = ΔL
(27)

Table 1. Characterists of the objects to be generated in the experiments.

Characteristic Metallic Dielectric

Surface roughness (rms) 0.1
Refraction index 2.8 1.6
Extinction index 3.2 0

Specularity coefficient 0.75
Diffuse component (RGB) (0.6,0.6,0.6)

Diffuse component defect (RGB) (0.4,0.4,0.4)
Object size (mm) 12 × 12
Defect size (mm) 0.6 diameter or side
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Table 2. Lighting configuration using combinations of the spatial and amplitude gradients.

Spatial Gradient

X (ξx) XY (ξxy)

Amplitude gradient

Linear (ξL)

ξL,x ξL,xy

Interlazed (ξ I)

ξ I,x ξ I,xy

Then, the sequence ΔE combines Δt and Δb in an interlaced manner:

ΔE = [δ0, δ1, ..., δn−1] :

δi =

{
Δt(�i/2�) if (i mod 2) = 0
Δb(�i/2�) if (i mod 2) = 1

]
(28)

An element of the sequence ΔE is assigned to the region (x,y) of the grid by the function ξx

Equation (26).
The function ‘Linear XY’ accomplish a spatial gradient in two axes of the grid Equation (22) and an

amplitude gradient formed by the ‘Linear’ configuration Equation (23). This function uses the ordered
sequence ΔL Equation (25) of the set Δ. An element of the sequence ΔL is assigned to the region (x,y)
of the lighting grid by the function ξxy :

ξxy(ROG(x, y), Δ) =
Δ(x mod n) + Δ(y mod n)

2
(29)

Finally, the function ‘Interlaced XY’ is defined as meeting a spatial gradient in two axes of the
grid Equation (22) and an amplitude gradient formed by the Interlaced configuration Equation (24).
This function uses the ordered sequence ΔE Equation (28) of the set Δ. An element of the sequence ΔL

is assigned to the region (x,y) of the grid by the function ξxy Equation (29).
Also, a reference lighting configuration is defined. It permits the comparison of the improvement

produced by enhancing the target parameters to measure. In this case, all the regions of the grid have
the same characteristics. The set Δ is built with one element (monochromatic or polychromatic lights).

Δ = δ, ξ(ROG(x, y)) = δ (30)

The parameters used in the transformations ΥΦ are summarized below (see Table 3). The lighting
covers the whole surface (12 mm × 12 mm). The areas of ROLs generated by s are 0.1 mm × 12 mm,
0.2 mm × 12 mm, 0.3 mm × 12 mm and 0.6 mm × 12 mm for the functions ‘Linear X’ and Interlaced X.
The ‘Linear XY’ and ‘Interlaced XY’ functions from ROL have areas of 0.1 mm × 0.1 mm, 0.2 mm ×
0.2 mm, 0.3 mm × 0.3 mm and 0.6 mm × 0.6 mm. According to lighting characteristics Δ, ‘Linear X’
and ‘Linear XY’ use the sequence ΔL Equation (25) with 10 elements for all cases whereas Interlaced X
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and ‘Interlaced XY’ use the sequence ΔE Equation (28) with 120, 60, 40 and 20 wavelengths uniformly
distributed from the visible electromagnetic spectrum (380 nm to 780 nm). Finally, the function ξxy is
used for ‘Linear XY’ and ‘Interlaced XY’. It establishes (120 × 120), (60 × 60), (40 × 40) and (20 × 20)
ROLs on the plane. ‘Linear X’ and Interlaced X are made up using the function ξx establishing 120, 60,
40 and 20 ROLs according to the areas of the regions considered. Figure 12 shows the different lighting
patterns used in the experiments.

Table 3. Parameters for the transformations ΥΦ used in experiments.

Characteristics Linear X Linear XY Interlazed X Interlazed XY

s: ROL areas (mm)

0.1 × 12 0.1 × 0.1 0.1 × 12 0.1 × 0.1
0.2 × 12 0.2 × 0.2 0.2 × 12 0.2 × 0.2
0.3 × 12 0.3 × 0.3 0.3 × 12 0.3 × 0.3
0.6 × 12 0.6 × 0.6 0.6 × 12 0.6 × 0.6

s: ROG areas (mm)

0.1 × 0.1
0.2 × 0.2
0.3 × 0.3
0.6 × 0.6

Δ (# wavelenghts) 10

120
60
40
20

Figure 12. Samples of lighting patterns generated by the transformation υΦ used in the experimentation.

5.2. Performance Results

In order to obtain the performance results, the components ρi Equation (2) considered are scale ρE,
angle ρθ and intensity lighting ρI . They are the most influential scene variables in the image formation
and in the characteristics of the visual inspection systems.
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The system is tuned to a set of scale values ρE: 1 pixel/mm, 2 pixels/mm, 5 pixels/mm,
10 pixels/mm and 15 pixels/mm. The set of the component angle ρθ , as the angle formed by the
surface normal and the camera normal, is formed by the sequence from 0◦ to 90◦ with an increase of
10◦ (10 different angles in total). Finally, the intensity lighting ρI is the basic parameter measured by
the camera and is related to the solution proposed for increasing the perception capacity of the system.
A large set of camera, environment and object variables take part in the formation of this magnitude.
The goal of the tests is to study the intensity lighting according to environment values related to the
proposed transformations ΥΦ and not to influence any other variables. However, the angle formed
by the surface normal and the lighting plane normal is very important in the design of inspection
systems. It affects the intensity lighting ρI . Therefore, it is considered as this parameter. The values
contemplated in the tests are from 0◦ to 90◦ with differences of 10◦ (10 different angles in total).

In order to measure the effectiveness of the transformation ΥΦ to inspect, the performance is
calculated as the number of different pixels between the image of an object without defects and the
image of the same object with defects. Specifically, this difference divided by the estimated number
of pixels containing the defects, for a specific resolution, measures the success rate. The calculation
of this rate is performed in all the possible combinations of the variables ρi contemplated previously.
A total of 68,000 images have been synthesized. That is, 17,000 images from objects without defects
MP and 51,000 (17,000 × 3 types of defects) images from inspection objects MI with 3 types of defects
(2 in topography and 1 in colour). The 17,000 images are the images of 17 lighting configurations
(4 ΥΦ functions of environment condition using 4 different lighting areas defined by s and a reference
lighting configuration Equation (30)) conditioning the measure of 2 objects (dielectric and metallic) for
500 values of vector ρ (5 ρE, 10 ρθ and 10 ρI).

The experimental results of the average success rates for scale ρE, angle ρθ , lighting ρI and the
influence of the size of lighting s regions are detailed in the next sections.

5.2.1. Scale of Perception

The study of the perception scale makes discerning the influence of the size of the defects in the
image possible.

Figure 13a shows the success rates according to the dielectric object. The function ’Interlaced
XY’ offers the best success rates whereas the ‘Linear X’ offers the minimum of the transformations
ΥΦ. The average difference between the best function and the reference is 4.33%. The data from
functions (’Linear XY’ and ’Interlaced X’) that uses only one of the maximum proposed gradients, scale
or amplitude, is very similar. The average difference is only 0.16%.

The differences in success rates according to metallic object are more noticeable (see Figure 13a).
The function ’Interlaced XY’ shows similar success rates to the case of dielectric material. The values
are practically independent of the type of material. However, the success rates of the reference lighting
significantly decrease to values between 46% and 57.9%. This is an average difference of 5.85% lower
than the success rate of the dielectric case. Therefore, the improvement of the capacity of perception of
the system is better using the alternative Measurement Enhancement. It differs more than 10% using the
best function (Interlaced XY). Also, the results show an increase in sensitivity using spatial distributions
organized in two directions (ξxy).

It is interesting to consider the shape of the curve in Figure 13a. The graph represents the success
rate of the system as a function of the scale. This is pixels per millimetre and not pixels per defect.
The defects used in the tests have a maximum size of 0.6 mm for one of their three dimensions.
Therefore, the scale values ρE correspond to 0.6, 1.2, 3, 6 and 9 pixels per dimension of the defect.
For the minimum scale (1 pixel/mm), a crack or crater defect is projected into 0.28 pixels2 and a
chromatic defect is projected into 0.36 pixels2. This corresponds to an area of 7.065 and 9 pixels2

respectively in the image of a defective plane (25 defects, see Figure 9). Then, the differences of 1 pixel
in the image suppose that success rates vary 11.11% or 14.15%. The ratio of success rate to pixel is very
large. Conditions for the next scale (2 pixels/mm) are similar. In this case, differences of 1 pixel in the
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image means the detection or not of a defect. The topographic defects are projected into an area of
1.13 pixels2 and the chromatic ones into an area of 1.44 pixels2. Differences of 1 pixel for the rest of the
scale values mean a lesser impact on the detection.

Figure 13. Success rates for the dielectric (a,c,e) and metallic (b,d,f) material according to scale (a,b),
angle (c,d) and intensity lighting (e,f).

In short, the average success rates show higher scale ρE, more capacity of perception of the defects
both for dielectric and metallic materials, avoiding short scales (1 pixel/mm and 2 pixels/mm) due to
the characteristics mentioned in the previous paragraph.

Comparing the functions ΥΦ and the reference function, according to the capacity of perception,
the data shows that a greater adjustment of the scale is required using the latter lighting. For example,
if the minimum threshold χ for determining the defect in the dielectric material (this parameter
will depend on the type of application) is 55%. Using the reference lighting, approximately more
than 2 pixels/mm are necessary to perceive the defects whereas with ’Interlaced XY’ lighting only
1 pixel/mm is needed. In the case of metals, greater adjustment of the system is required. For the same
threshold χ, more than 9 pixels/mm would be necessary using reference lighting and only 2 pixel/mm
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for each of the functions ΥΦ proposed. The best lighting, ’Interlaced XY’, makes a system tune to only
1 pixel/mm to detect the possible defects.

5.2.2. Angle of Perception

The success rates of the different transformations ΥΦ according to the perception angle ρθ are
shown in Figure 13c,d, for the dielectric and metallic objects respectively.

The study of the average of the success rates shows that the best conditions to perceive according
to ρθ are in the interval [0◦, 40◦] for all lighting configurations. The function ‘Linear X’ offers the
worst results of the transformations ΥΦ even though their differences are minimum, an average of
2.85%. The functions ‘Linear XY’ and ’Interlaced X’ present a similar behaviour. The average difference
between them is 0.77% and it reaches a maximum of 1.12% for an angle of 20◦.

The best results are provided by the function ‘Interlaced XY’. The improvement in the capacity of
perception reaches the maximum differences, an average difference of 11.4%, in the interval [10◦, 40◦]
compared to using the reference lighting. According to the material type in this interval, the differences
are 6.84% and 16.05% for the dielectric and metallic case respectively. This is due to the fact that the
success rates significantly decrease from inspecting dielectrics materials to metallic one, an average of
8.99% in the interval. Also, the differences in the success rates between the transformations ΥΦ that
light the metallic objects are more noticeable.

An angle of 20◦ formed by the surface normal and the camera normal sets the maximum success
rate. Using the function ’Interlaced XY’ for this angle, similar results are obtained according to the type
of material: 95.05% for dielectric materials and 95.19% for metallic one. Furthermore, for the metallic
object in this angle, the difference between the ’Interlaced XY’ and the lighting reference is 16.53%.

The success rate and the differences between the transformations and reference lighting decrease
from 40◦ to reach 8.2% at 90◦. In the latter case, it is only possible to detect convex defects.

Comparing the functions ΥΦ and the reference function, according to the capacity of perception,
the data shows that the increase in the number of the magnitudes of a scene which the system is able to
perceive is more significant than in the study of the scale. For example, if the minimum threshold χ for
determining the defect in the dielectric material is 80% using the reference lighting, the angle ρθ must
be less than 30◦ to perceive the defects. In this case, using the ‘Interlaced XY’ lighting, the angle can
increase by up to approximately 43◦. Hence, the increase is more than 10◦. Assuming a threshold of
75%, the angle formed by the surface normal and the camera normal can be established in the interval
[10◦–25◦] for determining the defect in the metallic material using the reference lighting. Using any
transformation ΥΦ, the angle tuning can be established in the interval [0◦–45◦]. Then, the increase is
about 30◦.

5.2.3. Intensity Lighting

Regarding the intensity lighting ρI as the angle formed by surface normal and lighting plane
normal, the success rates of the different lighting configurations are shown in the Figure 13e,f, for the
dielectric and metallic objects respectively. The function ‘Interlaced XY’ provides the maximum success
rate and the greatest increase in the capacity of perception of the system.

The study of the inspection capacity considering the material type shows the limited sensitivity
for perceiving metallic objects using angles ρI close to 0◦ and the reference lighting. The characteristics
of the lighting sources and of the metallic reflection cause sensor saturation in the angle interval
[0◦, 10◦]. The decreasing of the success rate, compared to the dielectric material, is considerably
marked with values close to 20% (concretely 19.72% for 0◦ and 20.77% for 10◦). Also, transformations
using minimum spatial differences show differences of more than 3% between metallic and dielectric in
that interval: ’Interlaced X’ 3.30% (0◦) and 4.36% (10◦), ‘Linear X’ 3.47% (0◦) and 3.30% (10◦). However,
if the transformations with spatial distributions in two dimensions are used, sensor saturation is not
important. The differences are 0.33% (0◦) and 0.45% (10◦) for the function ‘Interlaced XY’ and 0.73%
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(0◦) and 0.37% (0◦) for ‘Linear XY’. The success rate is independent of the material and the differences
are not significant for the rest of the lighting angles.

The success rate shows a low gradient for the intensity lighting ρI according to lighting angle.
The magnitude has an almost constant behaviour in the interval [0◦, 60◦]. The standard deviation
is lower than 2 for the transformations ΥΦ whereas the value is 4.21 for the reference lighting for all
angles due to the behaviour in the initial values of the metallic plane (the standard deviation for the
dielectric plane is 1.44).

5.2.4. Size of Lighting Regions

The influence of the size of the lighting regions ROL defined by s on the capacity of perception
according to the scale is indicated on the left of Figure 14 and according to the angle on the right of the
Figure 14. The size of ROL is represented by the minimum dimension of the region.

Figure 14. Success rates for inspecting a crater (a,d), crack (b,e) and chromatic defect (c,f) according to
size of lighting regions and scale (a–c) and angle of perception (d–f).

Increasing the size of ROL decreases the rate of the regions inside the defect. This fact decreases
the success rates of inspecting topographic defects using the transformations ΥΦ for all perception
scales and angles. The average differences vary from 4% to 5% in the scale case. According to angle,
the average differences are about 7% for the crack defect (Figure 14e) in the interval of the maximum
sensitivity [10◦ , 40◦]. The behaviour for the crater defect (Figure 14d) is analogous; it establishes an
average difference of sensitivity in that interval of 5%. The differences decrease as the perception angle
increases until they are 0 for 90◦.

The capacity to modulate irradiance in the defect is inversely proportional to its size. In the
extreme case where the size of the bands is greater than the size of the defects, the irradiance function
will not be able to modulate the reflectance of the object, so it would behave in the same way as a the
reference lighting.
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The analysis of the chromatic defect shows that the size of lighting regions is independent of the
success rate (see Figure 14c,f). In this case, it is practically constant. Therefore, a considerable increase
in the perception capacity of the system is obtained.

6. Case Study: Automobile Logo

Simulation, as a previous step of experimentation in real manufacturing environments, allows
a preliminary study that can be used to discern the best acquisition path planning or the equipment
characteristics to perform the inspection of the specular surfaces. Finally, in this section an example
of the application of the experimental results of the scale ρE and angle ρθ of perception on specular
surface acquisition for inspecting a 100 mm diameter Mercedes Benz metallic logo is shown. The area
to be inspected is 4676.15 mm2. Given that the minimum threshold χ depends on the application,
in this case a value of 80% is assumed.

The inspection conditions are restricted to only 5 values of the scene magnitudes ρi for a metallic
object with an unstructured lighting (reference lighting). As can be seen in Figure 15 considering scale
and angle (ρθ , ρE), the scene magnitudes are the following: (0◦, 2 pixels/mm), (10◦, 10 pixels/mm) and
those with the considered highest scale ([0◦, 10◦, 20◦], 15 pixels/mm). The best lighting configuration,
ΥΦ ‘Interlaced XY’, permits increase the tuning of the scene magnitudes system up to 20 points
(see Figure 15): ([20◦, 40◦], 1 pixel/mm), ([0◦, 10◦, 20◦, 30◦], 2 pixels/mm), ([10◦, 20◦, 30◦, 40o],
5 pixels/mm), ([0◦, 10◦, 20◦, 30◦, 40◦], [10, 15] pixels/mm).

Figure 15. Success rates for the dielectric and metallic surfaces according to lighting of reference and
the transformation ΥΦ with best results (‘Interlaced XY’).

The choice of the conditions (scale, angles, etc.) to capture the whole object for inspection is a
complex problem. It is necessary to take into account the particularities of each solution. In this case
as example, the scale ρE is established at 15 pixels/mm. Therefore, according to the previous scene
magnitudes, the perception angle can deviate by up to 20◦ using the reference lighting and by up
to 40◦ using the function ‘Interlaced XY’. In other words, the angle formed by the vector normal to
the camera and the normal vector of the surface to be inspected must be from 0◦ up to 20◦ using the
reference ligthing and from 0◦ up to 40◦ in case of ‘Interlaced XY’ lighting is used.
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In consequence, in order to apply the results, any point on the surface can be viewed as a point
on a plane whose normal vector is the normal of the surface at that point. For example, Figure 16a
shows an outline of this assumption. In this way, the surface can be analysed as a set of planes (a plane
per point on the surface). Then, the experimental results (calculated for planes) can be extrapolated to
calculate the perception scale and angle of surfaces of different curvature for any point on the surface.
The use of planes for any point on the surface could be computationally expensive. Hence, as the
function μS establishes the points on the surface in a coordinate system that is local to the object,
in practice the function μS is defined as a triangle mesh: a collection of triangles that defines the surface
shape of a polyhedral object in 3D computer graphics. The use of a triangle mesh allows the system to
discretize the surface geometry as a reduced collection of planes. The number of planar faces will be
determined by the geometry of the surface and the resolution used in the experiments (in this case
more than 4000 polygons, although less triangles are enough, high details are not needed due to angle
perception is discretized each 10◦).

(a) Outline of the plane discretizing (b) Considered variables for the inspection plan

Figure 16. Essential considerations for transferring the conclusions of experimental values to a specific
inspection of an object.

Since the scene magnitudes are a function of the characteristics of the object, the environment and
the camera, it is required to make decisions about the appropriate magnitudes to infer to provide them.
In other words, it is necessary to decide which magnitudes of the environment or the camera have to
be modified to establish the adequate values of scale and angles calculated in the experiments. The
scale will be determined by the number of pixels available to the sensor by setting the camera position
at a focus distance and at a constant focal length. The conditions of the angle of perception will be
established by the movement on the X and Y axis of the origin of coordinates located in the center
of the of the object: the Yaw and Pitch movements of the camera (see Figure 16b). Due to select the
variables is a complex problem, an approximation to the optimum solution is proposed in order to
determine the appropriate angles between camera and object surface. This increases the captured area
of the logo and reduces the images to be captured. For this purpose, a search tree was designed using
a branch and bound algorithm, in which the solutions space of each node is reduced to a maximum of
five children and a maximum temporal processing level is established.

The logo inspection requires 26 captures (see Figure 17a and Table 4) using the lighting reference
and a camera of 1452 × 1452 pixels to acquire a surface area of 4619.96 mm2 (98.79% of the logo). Some
captures can be made using a lower resolution of up to 510 × 510 pixels. According to the function
‘Interlaced XY’, only 9 images are necessary (see Figure 17b and Table 5). The camera resolution varies
between 826 × 826 and 1455 × 1455 in order to cover a total surface area of 4675.05 mm2 (99.9%).
The first capture obtains 45% of the total inspection of the logo whereas only 8.17% is obtained using
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the reference lighting. This fact shows how the lighting system allow to perceive in more scene
magnitudes. Specifically, more points on the surface accomplish the angle of perception ρθ .

Table 4. Environment and camera characteristics to acquire 26 images needed to inspect the metallic
logo using the reference lighting.

Yaw/Pitch CCD Image Area Inspected Area Accumulated Area Inspected

(degrees) (pixels) (mm2) (mm2) (mm2) (%)

(0, 0) 1452 × 1452 9377.45 381.97 381.97 8.17%
(30, −30) 1218 × 1218 6588.08 769.21 1151.19 24.62%

(0, 40) 1186 × 1186 5982.37 761.16 1912.35 40.90%
(−30, −30) 1215 × 1215 6503.9 758.21 2670.56 57.11%

(40, 20) 1167 × 1167 5691.68 222.63 2893.19 61.87%
(−40, 20) 1166 × 1166 5680.73 220.89 3114.07 66.60%
(0, −80) 550 × 550 707.26 143.46 3257.53 69.66%

(−60, 70) 570 × 570 1038.1 142.98 3400.51 72.72%
(30, 80) 510 × 510 630.42 142.09 3542.6 75.76%
(80, 40) 519 × 519 1127.5 141.35 3683.95 78.78%

(−60, −70) 570 × 570 1015.71 140.94 3824.89 81.80%
(−20, 80) 493 × 493 620.97 138 3962.89 84.75%
(0, −40) 1137 × 1137 4144.17 137.76 4100.66 87.69%

(50, −80) 543 × 543 615.36 131.11 4231.77 90.50%
(−30, −80) 560 × 560 705.12 88.05 4319.82 92.38%
(−80, −20) 576 × 576 1075.71 67.33 4387.15 93.82%

(50, 60) 635 × 635 1744.96 47.76 4434.91 94.84%
(0, 80) 550 × 550 695.4 45.85 4480.76 95.82%

(20, −70) 526 × 526 1213.01 32.72 4513.49 96.52%
(10, 30) 1280 × 1280 6672.88 31 4544.48 97.18%

(60, −60) 630 × 630 1538.01 29.37 4573.85 97.81%
(−30, 40) 1133 × 1133 5565.17 25.12 4598.97 98.35%
(−50, 70) 586 × 586 1177.92 11.57 4610.55 98.60%
(40, −30) 1164 × 1164 5933.79 4.83 4615.37 98.70%

(−40, −20) 1192 × 1192 6175.95 4.41 4619.79 98.80%
(10, 60) 749 × 749 1970.75 0.17 4619.96 98.80%

Table 5. Environment and camera characteristics to acquire nine images needed to inspect the metallic
logo using ‘Interlaced XY’ lighting.

Yaw/Pitch CCD Image Area Inspected Area Accumulated Area Inspected

(degrees) (pixels) (mm2) (mm2) (mm2) (%)

(0, 0) 1455 × 1455 9410.15 2079.07 2079.07 44.46%
(−10, −60) 1219 × 1219 4252.76 581.96 2661.04 56.91%
(−10, 60) 1221 × 1221 4234.16 580.29 3241.33 69.32%
(60, 10) 1263 × 1263 4574.35 560.57 3801.9 81.30%
(−70, 0) 1174 × 1174 2899.19 480.71 4282.61 91.58%

(40, −60) 1187 × 1187 4118.58 197.45 4480.06 95.81%
(30, 50) 1279 × 1279 5563.56 121.89 4601.95 98.41%

(−80, 50) 826 × 826 2711.22 36.55 4638.5 99.20%
(−80, −70) 923 × 923 1695.65 36.55 4675.05 99.98%
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Figure 17. Images of a metallic logo to be inspected using the reference lighting (a) and the function
‘Interlaced XY’ (b).

7. Conclusions

A novel active imaging model able to increase the perception capacity of the visual system
is presented. The model provides solutions to vision problems in which it is difficult to perceive.
It describes the parameters involved in a visual sensorization system in three main aspects: target
object to perceive, environmental conditions, and sensor parameters. Each of them is individually
parameterized as object size, color, etc.; environment parameters as light, objects-sensor orientations,...;
and sensor parametrization such as focal length, monochrome/RGB/3D, etc. Moreover, the model
describes the perception capabilities and the limits, and present solutions to these limits. In particular,
the model is instantiated for the specular object inspection, as an example of a challenging situation for
visual sensor perception. The specular surfaces problem means the device must operate in the intervals
of low perception, related to reflections and shine. Traditionally, automated visual inspection requires
a thorough analysis of the problem where solutions include everything from the acquisition equipment
to the algorithm to recognize the possible defects. As a consequence, these vision systems are oriented
to concrete applications and cannot be generalized. The model presented here deals with this lack by
providing a general representation of vision systems and solutions for the perception limitations.

The solution proposal of the problem related to specular surfaces provides a normalization of the
image in which different objects perceived as the same can be distinguished. First, Measurement
Enhancement increasing the differences of the input magnitudes is performed. In this paper,
the enhancement of measurements is carried out using environment variables, concretely controlling
the lighting conditions. This enhancement spatially structures the lighting in order to set up regions
on the surface of the object radiated using different spectral powers forming a grid. Finally, the
system is tuned in order for the magnitudes of the scene (scale, angles, intensity lighting, etc.) to be
properly perceived.
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According to thorough analysis of the problem characteristics, use of virtual imaging simulations
as a preliminary method step for validating hypotheses of the visual inspection systems is proposed.
The validation of the conditions (point of view, scale, lighting, etc.) in which the inspection has to be
performed, can be carried out in a flexible and low cost manner justifying the use of simulations in an
early warning step of the system viability. Hence, the model can be pre-validated before the system
is developed.

The use of simulations and knowledge bases and the generalist approach of the transformation
provide a general solution that can be systematically applied. The method can be applied to the
resolution of different inspection problems adapting the contents of the knowledge bases, avoiding a
new design solution for each problem.

A realistic simulator has been designed to carry out the experimentation. This simulator recreates
the conditions of the image formation and permits the validation of the inspection systems based on
the model. The test shows the use of the transformations ΥΦ improves the capacity of perception
of the system compared to a homogeneous environment (only one wavelength or colour). This is
both for dielectric and metallic materials with regard to the tuning of the scale, angle or lighting. The
use of transformation considering maximum amplitude gradient and maximum spatial differences
(‘Interlaced XY’) obtains the best results to perceive the defects for all cases. In contrast, the function
with minimum amplitude gradient and minimum spatial differences (‘Linear X’) offers the worst results
of the transformations considered to perform the Measurement Enhancement. The functions (‘Linear XY’
and ‘Interlaced X’) that use only one of the maximum proposed gradients, scale or amplitude, generally
present similar behaviour. The function that performs a homogeneous lighting of the object surface,
which is used as reference, obtains the minimum success rate in all cases. Hence, the results prove
the improvement in the capacity of perception for different conditions of scale, angle and intensity
lighting. The proposed method enables the detection of surface defects in a greater number of values
of scale, angle of perception and lighting conditions than in normal conditions using uniform lighting.
The immediate repercussion is that a smaller number of captures of the scene is needed by the system.

The research should continue by studying the Measurement Enhancement by means of the extension
of the input magnitudes: using other transformations based on structured lighting (with different
patterns and using the time domain) and using other parameters like variables of the capture system
to provide great gradients in the image.

The simulation confirms the hypotheses. It would be wise to advance to physical experiments
according to the concrete industry in which the system is to be technologically developed. Nowadays,
the ‘Interlaced XY’ function (in this case, the pattern is made up using the ordered sequence ΔE of
grey levels instead of using wavelengths) is being tested for increasing the perception capacity of an
inspection system aimed to detect shape defects on the surfaces of ceramic tiles.
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Abstract: In this article, a system for the detection of cracks in concrete tunnel surfaces, based on
image sensors, is presented. Both data acquisition and processing are covered. Linear cameras and
proper lighting are used for data acquisition. The required resolution of the camera sensors and the
number of cameras is discussed in terms of the crack size and the tunnel type. Data processing is done
by applying a new method called Gabor filter invariant to rotation, allowing the detection of cracks in
any direction. The parameter values of this filter are set by using a modified genetic algorithm based
on the Differential Evolution optimization method. The detection of the pixels belonging to cracks is
obtained to a balanced accuracy of 95.27%, thus improving the results of previous approaches.

Keywords: tunnel inspection; concrete surface; image processing; spatial frequency domain

1. Introduction

Traditional methods of tunnel inspection are based on the subjective criteria of a human operator
that performs local visual inspection and sensing equipment that usually requires installation and
contact with the tunnel surface (plaster indicators, crackmeters, etc.). The visual inspection of 100%
of the tunnel surface would be preferred, but this requires the management of a massive amount
of information. Therefore, the automatic acquisition and processing of images emerges as the only
practical solution. To this end, the development of image processing algorithms capable of detecting
the presence of defects in the surface of the tunnel is necessary.

In this paper, the automated acquisition and processing of images of 100% of the surface
of the tunnel is proposed that improves upon the results obtained with traditional techniques.
The management of a large amount of information provided by the image sensors on the entire
surface of the tunnel does not allow the manual evaluation of data, so new methods for the automated
processing of this data have been developed. The proposed methods allow for the inspecting and
detecting of fissures and cracks in the surface of the tunnel. This type of defect is one of the most usual,
but also one of the most difficult to detect.

The image sensors are mounted onto an inspection platform designed to inspect any rail, highway,
or hydraulic tunnel whose surface is made from concrete by tunnel boring machines. The methodology
for the inspection of different tunnel typologies and different crack width detection requirements is
addressed. A new method based on Gabor filters for the detection of cracks, independently of their
direction of growth, is also presented.
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2. Related Work

A number of techniques have focused on the detection of defaults in continuous surfaces by using
computer vision-based sensors. Some of these techniques are based on the segmentation of the original
image, either by using a fixed threshold as in [1], a threshold computed from the previous images
as in [2,3], or a different threshold for each image column, as in [4]. Other authors have worked on
the previously processed images, as in [2,5,6]; some have worked on entropy [7], where the use of
the Hough transform is proposed; or on morphological filters, as in [8]; or on different edge detection
filters, as in [9–11].

More specifically, the detection of cracks has been addressed in many areas, such as the inspection
of concrete and asphalt infrastructures. One of the most developed fields is the detection of cracks
in roads, these being one of the infrastructures with the largest surface anywhere in the world. The
simplest and most common detection method is direct image segmentation, given that cracks are
usually darker than the surrounding areas. Morphological filters are then applied to the segmented
images in order to join the cracks and remove the segmentation noise, as is done for example in [1].
Other works have addressed a more elaborate segmentation, such as [12], where the Neighboring
Difference Histogram Method (NDHM), which compares each pixel with the histogram of the
surrounding pixels, is used; or [6], where the images are divided into different zones, to which
a modified Otsu thresholding algorithm is applied [13], and the resulting entropy is computed. Other
methods are based on the search for seeds that are merged by taking into account the fact that the
cracks appear as elongated structures [14]. Recently, Convolutional Neuronal Networks has been used
to detect cracks, as can be found in [15], where cracks are detected at pixel level.

A significant number of works can also be found where the detection of cracks in concrete
buildings and infrastructures, especially bridges, is addressed. Four methods for the detection of
cracks in concrete bridges are compared in [16]: Sobel and Canny edge detectors, the Fourier transform,
and the Haar wavelet transform. These authors conclude that the Haar wavelet transform is the
best performer.

A method for detecting cracks in concrete structures is described in [17]. This method is based
on the application of a large number of filters to a database that has previously been processed by
hand. The optimal combination of filters to obtain the best possible result is selected using genetic
algorithms. In [10], a method for detecting cracks in concrete surfaces by areascan color sensors, based
on different edge detection algorithms, is described. The system can detect cracks with an opening
greater than 0.25 mm.

The works where cracks are detected inside tunnels differ from the others mainly due to the use
of artificial light. Some works are based on thresholding techniques, such as [4], where the value of
each pixel is compared to the average value of the pixels in the column where that pixel is located.
The work of Fujita et al. [11], cited above, can be included in this group. The main drawback of these
techniques is how to choose the threshold value. The methods for setting the threshold value are
usually based on prior knowledge, but these methods are not generalizable and do not usually work
properly when applied to real tunnels, where shadows and humidity may occur.

Other techniques for detecting cracks in tunnels are based on models, such as the one described
above in [3], using the concept of percolation, or the one presented in [18], where it is assumed that
cracks are formed by line segments joined together. In the second case, the image resolution is 2.5 mm
per pixel and can be considered a semi-automatic method, as it needs human intervention to choose
the seeds of every crack.

There are also some methods based on pattern recognition, such as the one proposed in [19], where
the SVM (Support Vector Machine) algorithm is used to determine whether the preselected areas are
really cracks. An inspection system of concrete tunnels composed of nine linear color CMOS cameras,
whose images are transformed to gray images for processing, is proposed in [8]. First, a smoothing
filter to remove noise is applied to the gray images. The resulting image is filtered by the top-hat
filter to enhance cracks, as they are supposed to be darker than the rest of the image. The threshold
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for segmenting the filtered image is set by analyzing the distribution of the gray levels of the filtered
image. Neighboring pixels are grouped, and shape and gray level features are calculated to determine
which groups are really cracks and which are not. For this, four pattern recognition techniques are
applied: two neural networks, the SVM algorithm, and the nearest neighbor algorithm. The accuracy
of these algorithms is approximately 90%, which was calculated using 200 pixel groups, of which
64 were actually cracks. A total of nine linear cameras of 12,288 pixels acquire images in a subway
tunnel covering 270◦ of the tunnel, but the tunnel diameter was not available, so the image resolution
cannot be determined.

Table 1 summarizes the described related work. However, in general, the reviewed techniques are
often not suitable for the detection of cracks in tunnels. The roughness of the concrete, the shadows
derived from this roughness, and the fact that the crack brightness is often similar to that of the
surrounding areas mean that these segmentation techniques can hardly provide the required results.

In the present paper, a segmentation process based on the localized space-frequency information of
the images, obtained using Gabor filters, is presented. Gabor filters have also been used successfully by
our research team for the detection of cracks in roads [20]. However, in this previous work, the sensed
images are divided into pieces and the algorithm determines whether there is a crack inside each piece
using a variant of the AdaBoost algorithm for training. The present work addresses the use of Gabor
filters in a significantly different way. In particular, the classification process is made for every pixel
of the image, and the Gabor filter parameters are set using a modified genetic algorithm based on
the Differential Evolution optimization method. Moreover, the texture of asphalt roads and concrete
surfaces are very different, and while road cracks exhibit longitudinal and transverse preferential
directions, tunnel cracks can be oriented in any direction. Therefore, a new method based on Gabor
filters, which we have called Gabor filter invariant to rotation, is proposed in the present work for the
detection of cracks independent of their direction of growth.

Table 1. Summarized comparisons of related work.

References Vision Techniques

[1–4] Thresholding original images
[2,5–11] Thresholding processed images
[6,12,13] More elaborated threshold techniques
[14,18] Seeds

[15] CNN
[9–11,16] Edge detectors

[17] Genetic algorithms
[3,18] Models
[19] SVM
[20] Gabor filters

3. System Description

There are multiple defects that may appear on the surface of the lining of a concrete tunnel.
These defects can be classified into four main types: mechanical, chemical, water-related and
joint-related defects.

Concerning the mechanical defect type, there are fissures that appear in the surface mainly due
to the presence of tensions over its resistance capacity. When a fissure traverses the entire element
thickness, from side to side, it becomes a crack. Other mechanical defects are detachments or ruptures
on precasts, broken off corners, or seen steel frames. Some examples of these defects are shown in
Figure 1. Finally, other defects are of a chemical nature, such as carbonation, efflorescence, and other
defects related to the presence of water, such as moisture, dripping, and seepage.
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Figure 1. Mechanical defects in tunnels: (a) fissures; (b) detachments on precasts; (c) seen steel frames.

This paper aims to develop a system for the detection of fissures and cracks in tunnels. This type
of defect can be identified through visual inspection, but often goes unnoticed during a routine human
inspection. In addition, these defects appear at preliminary phases of tunnel deterioration, so their early
detection allows preventive actions to be taken, before the problem becomes more severe. Moreover,
both fissures and cracks exhibit a similar visual appearance. Therefore, from now on, we will use the
term crack for referring to both fissures and cracks.

Cracks can be classified into different categories depending on their opening and the apparent
damage of the precast, as shown in Table 2. Cracks of type 0 are those with an opening of less than
0.1 mm. Cracks of type A include those with an opening of between 0.1–0.4 mm, that do not reach
the intrados steel, and so are of an aesthetic nature. Type B cracks have an opening smaller than
2 mm at their head, pass through the first reinforcement layer, and are stabilized. Finally, type C
cracks correspond to the multicracked precasts. Subtype C1 corresponds to cracks without risk of fall
or detachment, usually with the presence of moisture or water ooze, and subtype C2 correspond to
multicracked precasts with risk of detachment.

Table 2. Crack classification on tunnels.

Crack Type Subtype Opening (mm) Description

0 <0.1 Usually not taken into account

A 0.1–0.4 Do not reach the intrados steel
They are of an aesthetic nature

B 0.4–2 Pass through the first reinforcement layer
They are stabilized

C
C1 <0.4 Multicracked precasts

Cracks without risk of fall or detachment

C2 >0.4 Multicracked precasts
Cracks with risk of detachment

A system for the automatic visual inspection of tunnels consists of three major blocks or stages:
image acquisition, processing, and result exploitation. Figure 2 shows these major blocks and the main
actions involved in each of them.

Image acquisition is addressed in depth in Section 4 of this paper, while the processing techniques
for crack detection in concrete tunnels are described in Section 5. The obtained results can be visualized,
and reports of the state of the tunnel can be made, allowing engineers to take the pertinent action to
repair them.
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Figure 2. Stages of the automatic visual inspection process.

4. Image Sensors for Crack Detection

Concerning data acquisition, the use of linear cameras is recommended in order to simplify
lighting and ulterior data processing. These cameras are equipped with a 1D sensor array (instead of
the 2D array used in common cameras). The linear cameras must be attached to a mobile platform that
travels along the tunnel. The number of cameras, their resolution, and their arrangement will depend
on the size and characteristics of the tunnel and on the minimum size of the cracks to be detected.

In particular, in order to achieve a uniform resolution along the entire perimeter of the tunnel,
the cameras must be arranged radially, i.e., placed on a circumference centered at the tunnel center
(for the current tunnel section), and oriented so that their optical axes cross at the said center. Moreover,
the inspection elements must be placed in the area of the tunnel free from obstacles, which we will call
the Working Area (WA). The radius of the bigger circumference inside this area is the working area
radius, RWA.

The camera sensor type and the corresponding optics must be selected according to the minimum
crack size, as will be explained later. These aspects will determine the working distance, WD, namely
the distance between the camera’s optical center and the tunnel surface. In general, this working
distance is recommended to be lower than the radius of the tunnel, RT, plus the radius of the working
area, RWA, and greater than the radius of the tunnel, RT, minus the radius of the working area, RWA:

RT − RWA < WD < RT + RWA (1)

When the selected working distance is greater than the tunnel radius, the cameras should be
placed along half the tunnel section so that their view is not obstructed by the opposite cameras,
as described in Figure 3. Moreover, either the system should travel twice along the tunnel or the
cameras should be arranged on two different planes.
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Figure 3. Two examples of camera position distribution, and the portion of the tunnel section covered
by each camera. (The field-of-view of the cameras is shadowed in blue). (a) Working distance (WD) is
smaller than the radius of the tunnel (RT) (b) Working distance (WD) is greater than the radius of the
tunnel (RT), so only half of the cameras can be placed in the same plane.

Concerning camera sensor resolution, common linear cameras range from about 1024 pixels for
an e2v AviiVA SM2 1010, for example, to 12,288 pixels for an e2v AviiVA UM8 camera. The number
of cameras required for inspection is determined by the actual sensor resolution and the minimum
crack size:

NC >
2PT

Wmin
C NP

(2)

In this expression, NC is the number of cameras, PT is the tunnel perimeter, WC
min is the minimum

crack width, and NP is the number of pixels of the camera sensor. Moreover, a (small) overlap between
the field of view of two adjacent cameras is recommended to avoid gaps.

The necessary sensor resolution that allows the camera to measure these types of crack requires
twice the resolution of the image, i.e., to detect cracks 1 mm wide, images with a resolution of at least
2 pixels per millimeter should be acquired. Typical minimum crack values are between 0.1 and 2 mm,
which would include most types of cracking defects and cracks in tunnels.

Furthermore, appropriate optics must be selected for the chosen camera, so the image
can be captured within the established working distance limits, and the tunnel surface can be
properly focused.

Table 3 reports some examples of sensor camera resolution, number of cameras and focal length
of the optics recommended for detecting cracks ranging from 0.1 to 2 mm, which cover most expected
crack types, for three tunnel types: electricity tunnel, underground tunnel and high-speed train tunnel
(sized 3.5 m, 5.3 m, and 10.40 m in diameter, respectively). Both one-pass and two-pass acquisition
cases are shown.

Finally, the data captured by the cameras should be stored for later analysis. In the worst-case
scenario, for the 10.4 m sized, high-speed train tunnel, with 0.1 mm cracks, about 8 TBytes are required
to store images from a 1 km tunnel. These storage requirements drop to 0.5 Tbytes in the case of
0.4 mm cracks. The storage requirements drop significantly for the other resolution figures.
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Table 3. Number of cameras and their recommended sensor resolution for the different tunnel types.

Crack Size
Sensor

Resolution
(Pixels)

Electricity Tunnel Underground Tunnel High-Speed Train Tunnel

No. of Cameras Focal
Length
(mm)

Nb of Cameras Focal
Length
(mm)

No. of Cameras Focal
Length
(mm)1 Pass 2 Pass 1 Pass 2 Pass 1 Pass 2 Pass

0.1 mm 12,288 14 7 80 22 11 105 – – –

0.4 mm
8194 6 3

50
8 4

50
– 7

1356144 7 4 11 6 – 9
1 mm 6144 – 2 28 – 3 28 – 4 50

2 mm
4096 – – – 2 28 – 3 28
1024 9 5 12 – – – – – –

5. Methodology for Spatial-Frequency Image Analysis by Gabor Filters Invariant to Rotation

5.1. Gabor Filter

A two-dimensional Gabor filter is a complex sinusoidal wave modulated by a Gaussian
envelope [21]. The filter performs a localized and oriented frequency analysis of a two-dimensional
signal. The spatial domain formulation is,

Gσ,F,ϑ(x, y) = gσ(x, y) exp[j2πFx′]

wheregσ(x, y) = 1
2πσxσy

exp
[
− 1

2

((
x′
σx

)2
+

(
y′
σy

)2
)]

andx′ = x cos θ + y sin θy′ = −x sin θ + y cos θ

(3)

where x, y are the spatial coordinates, F is the central frequency, θ is the angle between the direction of
the sinusoidal wave and the x-axis, and σx and σy are the smoothing parameters (standard deviations
of the Gaussian envelope in the direction of the wave and orthogonal to it). The frequency domain
formulation of the Gabor filter is,

Gσ,F,θ(u, v) = exp
[
−1
2

(
(u′−F)2

σ2
u

+ v′2
σ2

v

)]
whereσu = 1

2πσx
, σv = 1

2πσy

u′ = u cos θ + v sin θandv′ = −u sin θ + v cos θ

(4)

Four parameters must be set to appropriate values in order to apply a Gabor filter for processing
an image: the center frequency, F, the orientation, θ, and two smoothing parameters, σx and σy.
We actually aim to enhance the cracks in images, so the filtered image should offer high values in the
presence of cracks and low values otherwise. This can be achieved by selecting the frequency value so
the corresponding wavelength (2π/F) approaches the width of the crack, and an orientation value so it
matches that of the crack. In turn, smoothing parameters serve to increase or decrease the range of
frequencies and orientations to which the filter reacts.

5.2. Gabor Filters Invariant to Rotation

Tunnel cracks can exhibit any possible orientation in the image, and a single crack can even exhibit
different orientations along its length. Therefore, the design of filters invariant to rotation (i.e., filters
that have the same response regardless of the orientation of the cracks) has been addressed in the
present work. To do this, a given number of different orientations is assumed, nθ , and a set of values
for F, σx, and σy parameters is selected. Then, a filtered image is obtained for each orientation in nθ ¡

211



Sensors 2017, 17, 1670

and the remaining parameter values. The resulting filtered-images are combined to obtain a final,
single image by taking the maximum value at each pixel,

IF
ij = Max

(
In
ij

)
(5)

where IF is the final filtered image, In is the image filtered by the Gabor filter with the nth orientation,
and i and j are the columns and rows of the image, respectively. Finally, this resulting image,
IF, is segmented by computing a suitable threshold value.

An example of the application of the rotation-invariant Gabor filter is shown in Figure 4.
The original image and the result of applying the rotation-invariant Gabor filter to it are shown
on the left. The Gabor filters applied along 16 orientations (from 0◦ to 180◦) are shown on the right,
along with their maximum values (images have been normalized for a better visualization). In this
example, F = 0.16 pixels−1, σx = 2.08 pixels and σy = 17.16 pixels (see Section 6 for further details on
these values).

Figure 4. Example of the application of the rotation-invariant Gabor filter. The original image and
the result of applying the rotation-invariant Gabor filter to it are shown on the left. The Gabor filters
applied along 16 orientations (from 0◦ to 180◦) are shown on the right, along with their maximum
values (a–p).

5.3. Selection of Optimal Parameters by Differential Evolution Algorithm

A proper choice of the F, σx, and σy parameter values of the Gabor filters is essential to obtain
accurate results. In the present work, the use of a genetic algorithm based on the so-called Differential
Evolution optimization method is proposed. This algorithm was first introduced by Storn and
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Price [22], and allows good convergence results to be achieved, to a large extent avoiding falls in local
minimums. The algorithm operates in four main steps:

1. Initialization: Generate Np vectors randomly within a given parameter space. Each vector is
composed of the variables of the function to be minimized, i.e., the parameters of the image
segmentation method whose optimization is looked for. The segmentation method is applied to
a set of training images using each of these vectors, and the corresponding result is evaluated.

2. Mutation: Np new vectors are created by applying,

vi,g = xbest,g + F(xr1,g − xr2,g) (6)

where i is the vector number, g the generation number, x the current vector, and v the muted one.
Moreover, the subscript best refers to the vector that leads to the best results, r1 and r2 are two
different values randomly selected within the 0 to Np−1 range, and F is a mutation scale vector.
The original algorithm proposed by Storn and Price used another random vector, r3, instead of
the one leading to the best result, best, and r1, r2, r3, and i should be different.

3. Recombination: In this step, the mutated vector is recombined with the unmutated one
by applying,

uji,g =

{
vji,g if randj[0, 1] ≤ CR
xji,g otherwise

(7)

where j is the variable number, u is the recombined vector and CR is the probability for a variable
to mutate. It must be ensured that at least one variable is mutated, so one variable is initially
mutated and the probability is applied to the others.

4. Selection: Finally, the recombined vectors are evaluated and the best performing one, from the
original and recombined vectors, are assigned to the next generation as follows:

xi,g+1 =

{
ui,g if f (ui,g) < f (xi,g)

xi,g otherwise
(8)

In this expression, f is the function selected to evaluate the vector performance. The whole process
is then repeated from point 2 until a stop criterion is matched.

The results of the algorithm are improved in the present work by modifying the initialization
step of the above-described process (step 1) in such a way that a Gabor filter bank is used, computed
as described in [20], instead of starting from a group of randomly selected vectors. This reduces the
possibility of falls in local minimums and reduces the number of generations required to reach the
stop criterion.

6. Experimental Results

6.1. Inspection Platform Prototype

A mobile platform that travels along the railroad track (see Figure 5) has been developed to test
the feasibility of the proposed method. The platform is equipped with an Aviiva SM2 CL 1010 linear
camera. Moreover, a Tamron AF 70–300 mm F/4–5.6 Di LD Macro 1:2 optics has been used, along with
a 100 W halogen bulb with an AR111 reflector. The selected linear camera has a sensor resolution of
1024 pixels and can acquire up to 54,400 lines per second. The selected optics has a variable zoom that
can be set from 70 to 300 mm, so it can be used in tunnels of different diameters. The reflector lighting
system allows the light to be concentrated in an 8◦ cone. Both the camera and the light source can be
oriented in multiple positions, which allows different areas of the tunnel to be acquired with different
resolutions. The images of the tunnel surface obtained by using this system are then processed through
the crack detection algorithms.
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Figure 5. Prototype of the tunnel inspection platform.

The camera is configured in such a way that the average value of defect-free images is placed at
roughly half the dynamic range of the camera, i.e., 128 in a 0 to 255 range. Thus, defects both darker
and brighter than the background surface are correctly observed. This set up can be achieved by
properly tuning three configurable parameters of the camera: exposure time, aperture, and sensitivity.
These parameters, which determine the intensity level of pixels in the image, also affect other factors
such as image sharpness or noise level.

Moreover, the image acquisition must be synchronized with the movement of the platform in
order to correctly compose the image. An incremental encoder is then required on the platform wheels
to measure the platform displacement. The encoder signal is activated once all the cameras on board
the platform are ready to acquire images. Thus, the first encoder pulse received by every camera is the
same pulse for all of them, so proper synchronization is achieved.

A software module has been developed in the present work to ease the system setup and image
grabbing. This module provides the status of the different cameras, the current vehicle speed and the
maximum admissible speed the vehicle can travel, which is calculated as follows:

SMAX =
RA

TExp
=

Wmin
C

2TExp
(9)

where SMAX is the maximum admissible speed of the vehicle, RA is the resolution in the direction
of movement of the vehicle, TExp is the exposure time, and WC

min is the minimum crack width.
A correction factor of 0.9 is then applied to the result in order to ensure that the maximum speed is
never exceeded. For example, if exposure time is set to 100 μs and WC

min is 0.2 mm, it results in SMAX
being 1 m/s. Appling the correction factor means that the vehicle speed should never be greater than
0.9 m/s.

In addition, another software module has been developed that provides all the required
information concerning the acquired images and the processed data. The human supervisor can
navigate the stored information using this software and analyze the result of the tunnel crack detection.

6.2. Crack Detection Results

The proposed crack detection algorithm has been trained and tested using a number of images
containing cracks, extracted from a 3k rail tunnel survey. The pixels of these images have been
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manually classified as defect-free or cracks. A total of 100,000 pixels have been used, 20,000 of which
are pixels with cracks. These pixels have been used to set the parameters of the proposed algorithms
and verify the accurate operation of the system.

The parameters of the Gabor filter invariant to rotation have been set using the variant of the
Differential Evolution algorithm described in the previous section. The following conditions have
been assumed:

1. The first generation has been generated by defining a bank of filters covering the entire frequency
space (instead of just taking a random selection). The parameters of the filter bank are: filter size
(N × M) = 128 × 128 pixels, number of frequencies (nF) = 12, number of orientations (nθ) = 16,
frequency band (BF) = 0.5 octaves, overlapping constant along x (Kx) = 1, overlapping constant
along y (Ky) = 1, Max. Center Frequency (FM) = 0.427 pixels−1.

2. There are 12 individuals in each generation, Np = 12. This value matches the number of frequencies
of the filter bank described in the previous section.

3. Mutation probability has been established at 50%, CR = 0.5.
4. The mutation scale factor F is not a fixed value, but a function of the current generation and the

number of generations without improvement, according to,

F = 1 − n
nmax

+
nwi

nwi
max

(10)

where n is the current generation, nmax is the maximum number of generations, nwi is the number
of generations without improvement, and nwi

max is the maximum number of generations without
improvement. Thus, the scale factor decreases as the number of current generation increases,
and increases through non-improving generations. The value of F is always greater than 0 and
smaller than 2.

5. The classifier threshold has been computed by minimizing the classifier weighted error (1 minus
balanced accuracy). To do this, the response of all the training samples is ordered, and the
weighted error is computed for each value between two samples. The threshold leading to the
lowest weighted error is finally selected.

6. The stop criterion has been set to stop searching when the maximum number of generations,
nmax, (set to 500) is reached, or the maximum number of generations without improvement,
nwi

max, (set to 50) is achieved. There is an improvement when the classifier weighted error of one
individual in the present generation is smaller than the smallest previous classifier weighted error.

The confusion matrix with the results obtained after training is reported in Table 4; while the
sensitivity, specificity, accuracy, precision [23], and balanced accuracy [24] values are reported in
Table 5.

Table 4. Confusion matrix obtained in the detection of cracks in tunnels using the Gabor filters invariant
to rotation.

Confusion Matrix
Expert Classification

Positive Negative

Classifier classification
Positive TP = 19,050 FP = 3772

Negative FN = 950 TN = 76,228

Table 5. Sensitivity, specificity, accuracy, precision, and balanced accuracy in the detection of cracks in
tunnels using the Gabor filters invariant to rotation.

Sensitivity Specificity Accuracy Precision Balanced Accuracy

0.9525 0.9529 0.9373 0.9876 0.9527

215



Sensors 2017, 17, 1670

Figure 6 shows the evolution of the weighted error through the increase in the number of
generations when applying the proposed algorithm. The Gabor filter parameters obtained after
applying the Differential Evolution algorithm, once the error has been stabilized (around 20th
generation), are: frequency = 0.1599 (pixels−1), dispersion along X = 2.0813 (pixels), dispersion
along Y = 17.1607 (pixels), threshold = 3.7301.

 

Figure 6. Evolution of the weighted error through the increase in the number of generations of the
Gabor filter invariant to rotation.

The time required for the proposed algorithm to process a 1 Mbyte image is 65.6 s, which
corresponds to a 15.6 kbytes/s processing speed using an Intel Pentium Core 2 Duo E8400 at 3 GHz.
Figure 7 shows three examples where the described technique has been applied to 256 × 256 pixel
images using the obtained parameters. The original normalized image, the filtered image, and the
segmented image are shown. The values of the filtered image, in the upper row, range from 0 to 9.91,
but have been rescaled to 0–255 for display purposes. Similarly, images in the middle row, ranging
between 0 and 15.87, and images in the lower row, ranging between 0 and 7.89, have also been rescaled
to 0–255.

 
(a) (b) 

 
(c) 

Figure 7. Cont.
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(d) 

 
(e) 

 
(f) 

 
(g) 

 
(h) 

 
(i) 

Figure 7. Example of application of the rotation-invariant Gabor filter. (a,d,g) are the normalized
original images. (b,e,h) are the filtered images; (c,f,i) the segmented images.

A comparison of the obtained results with those obtained by other authors can be approached by
taking into account the fact that, currently, there are no open datasheets available about tunnel cracks,
and even the way to evaluate the results is not always the same. Some works use Gabor filters for
the detection of cracks, as in [20,25]. In these works, instead of analyzing the result at pixel level, the
images are divided into portions, and the detection of cracks is approached in each portion. A balanced
accuracy of about 90% is reported in these works, to which the 95% obtained in this work compares
favorably with [20,25]. Other works used Convolutional Neural Networks for the detection of cracks
at pixel level, as can be found in [15]. The sensitivity obtained in [15] is 92.5%, while precision is
87.0%, which compares favorably to the 95.3% and 98.8%, respectively, obtained in the present paper.
In the case of crack detection in the concrete surface of the tunnel, as in [8], the authors use different
processing techniques and compare them to each other. The images are captured in a subway tunnel,
and cracks wider than 0.3 mm and longer than 15 cm can be detected. The balanced accuracy value is
not computed in this work, but the reported accuracy value, which is always equal to or greater than
the balanced accuracy, ranges from 88.7% to 91.7%. Therefore, our method would compare favorably
to these works.

The proposed algorithm has also been tested with larger regions of the tunnels not used in the
training process. The results obtained are satisfactory when compared to the visual inspection carried
out by an expert: all cracks have been detected with a limited number of false positives. Figure 8
shows these results for a 1024 × 1714 pixel image (the maximum value is 7.09).
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(a) (b) (c) 

Figure 8. Result of applying the proposed algorithm to a large area of the tunnel. (a) Original image;
(b) filtered image; (c) segmented image.

7. Conclusions

In this paper, a computer vision–based methodology for the inspection of fissures and cracks on
tunnels whose surface is made of concrete is presented. A system architecture adapted to different
tunnel types and a method for processing the acquired images toward detecting said cracks in the
tunnel surface are proposed.

A system prototype based on the proposed principles has been developed that uses linear sensor
cameras and proper lighting, along with the software required for the system configuration and control,
the data acquisition, and the display of the processing results. This prototype has been used to acquire
tunnel surface images that have been used for training and testing the proposed processing method.

This method composes a new image upon the maximum values of images filtered by a Gabor filter
invariant to rotation proposed in this work, whose parameter values have been set using a modified
genetic algorithm based on the Differential Evolution optimization method. The obtained results show
that our method compares favorably to existing ones, including those using Gabor filters for detecting
road cracks and other works focused on the detection of tunnel surface cracks.

Moreover, the eventual occurrence of shadows and humidity in real tunnels hamper those
algorithms based on threshold values obtained from previous knowledge (due to the brightness
variations). The algorithms based on the space-frequency analysis of the images are less sensitive to
changes in image brightness, which allows better results to be obtained in these situations.

The current work is based on the analysis of the sensed visual spectrum images, but other
technologies could complement the approach and widen the range of defects that could be detected.
For example, the defects under analysis involve geometric anomalies that could be measured,
in principle, using 3D sensors. Some advances are being made in this line, but the resolution and
precision required for detecting fissures and cracks are difficult to obtain in practice, so these advances
are mainly focused on obtaining the 3D profile of the tunnels [26]. On the other hand, thermographic
sensors could also provide relevant information, especially in the detection of defects involving
moisture, although the acquisition of such images to the required resolution and at a functional speed
is still a challenge.
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Abstract: This paper presents a low-cost high-efficiency solar energy harvesting system to power
outdoor wireless sensor nodes. It is based on a Voltage Open Circuit (VOC) algorithm that estimates
the open-circuit voltage by means of a multilayer perceptron neural network model trained using local
experimental characterization data, which are acquired through a novel low cost characterization
system incorporated into the deployed node. Both units—characterization and modelling—are
controlled by the same low-cost microcontroller, providing a complete solution which can be
understood as a virtual pilot cell, with identical characteristics to those of the specific small solar
cell installed on the sensor node, that besides allows an easy adaptation to changes in the actual
environmental conditions, panel aging, etc. Experimental comparison to a classical pilot panel based
VOC algorithm show better efficiency under the same tested conditions.

Keywords: maximum power point tracking; solar panel; artificial neural network; PV modelling;
energy harvesting; wireless sensor network; cyber-physical systems

1. Introduction

Energy harvesting (EH) is a main research field in cyber-physical systems reliability, especially
in portable and unattended environmental sensing applications, such as wireless sensor networks
(WSN) deployed on extensive outdoor areas monitoring ambient conditions as temperature, light,
pressure, and humidity or air pollutants. Figure 1 shows a typical power consumption profile for a
sensor node within a WSN intended for environmental monitoring. Most of the time the nodes are
set to a low power state (sleep mode in Figure 1), being periodically wake up to acquire the desired
environmental parameters, which are then conveyed to the network host. The slow variation of
environmental conditions allows programming sleep times of tens of minutes, while the power-hungry
measurement and radio frequency (RF) transmission processes take a few seconds or less. Depending
on the network configuration, some of these wireless nodes can be configured to receive data from
the neighbouring devices, thus extending the surveyed area using intermediate routers for data
transmission in a multi-hop architecture, with an additional cost in energy due to the RF transmission.
According to the current energy available in the node, a suitable power management requires the use
of an optimized cross-layer framework [1] for a precise adjustment of several main parameters in the
sensor node as duty cycle, RF power transmission, node data routing and energy harvesting from the
environment. Actually, a suitable node sensor power management together with an efficient energy
harvesting technique is critical to increase the sensor network autonomy while reducing the required
maintenance operations.
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In these WSN monitoring applications in natural areas, reviewing the different techniques to
harvest energy from the environment, solar energy is the preferential choice because of its availability
and predictability [2–6]. The solar power is converted to electric energy through low-cost and
low-size photovoltaic (PV) panels. Thus, to successfully design an efficient EH system, one first
key issue is having an accurate PV model to reliably predict the panel behaviour under the expected
working conditions, with the objective of optimizing the energy transfer from the panel to the energy
storage device, by selecting the suitable electric load connected to the panel as a function of the
maximum generated power, which in turn depends on the physical solar cell characteristics and
ambient working conditions.

Figure 1. Typical power consumption profile for an environmental wireless sensor node.

The behavioural description of large-size high-power PV panels and PV arrays is typically
based on simulation/modelling algorithms using Matlab and/or Simulink [7–10], specific high level
mathematical simulation models [11,12], or electrical–based models [13] that extract the required
parameters from the manufacturer datasheet, from experimental PV characterization data (this one
being the optimum choice) or from a combination of both. A PV panel characterization system
must measure the power-to-voltage characteristic under different irradiance and temperature values,
at different working conditions obtained by changing the electric load connected to the panel. Thus,
a complete PV panel characterization station requires the use of bulky and expensive instruments
(solar simulators, pyranometers, programmable power loads), so that these infrastructures are only
worthy for large power photovoltaic panels.

In the case of low-cost small PV cells, such as those usually used in wireless sensor nodes,
models provided by manufacturers are limited to an approximate behaviour without an accurate
description, thus jeopardizing the related efficiency in the power management and transmission system.
To overcome this limitation, this work first introduces a low-cost and compact PV panel characterization
system, designed to be included as a part of the sensor node. The acquired experimental data are then
used to complete a PV panel modelling based on the use of artificial neural networks (ANN). With this
approach, it is possible to characterize in situ the photovoltaic cell, and re-characterizing it periodically,
upgrading the panel model according to the actual working parameters, and including effects of
efficiency lost due to aging, solar radiation variations related to seasonality or dust deposition over the
active area. The final goal is the implementation of a maximum power point tracking system based
on a Voltage Open Circuit (VOC) algorithm that models the solar panel to reproduce its open-circuit
behaviour under the real environmental working conditions in order to speed up the load of an energy
storage system in low form factor wireless sensor nodes, maintaining as objectives maximum efficiency,
low cost and minimization of visual impact.
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The paper is organized as follows: Section 2 presents the compact and portable PV panel
characterization system designed for locally accomplish parameter extraction in low-cost solar panels,
utilizing a small form-factor PV device that powers a wireless sensor node. Section 3 addresses the
modelling of the photovoltaic panel, with a multilayer perceptron neural network as fitting tool using
the data collected from the previous characterization system. Section 4 presents the energy harvesting
system for the sensor node mounting the panel, based on a DC-DC boost converter with a maximum
power point tracking VOC algorithm that relies on the developed PV modelling approach to track the
open circuit voltage. Experimental results confirm the achievement of better efficiency compared to a
classical VOC technique based on the use of a pilot panel, thus allowing faster charge of the energy
storage device.

2. In Situ Photovoltaic Panel Characterization

The proposed PV panel characterization system follows the classical approach, adapted for
low-cost solar panels and it owns the characteristic of portability: it allows one to characterize the PV
cell in the same site where the device is deployed, thus providing a local accurate behavior model that
considers the real external parameters affecting the PV panel operation (light, temperature), as well as
the real voltage and current provided by the panel at different programmable loads.

It consists of three main elements (Figure 2): a compact variable load connected to the device
under test; a control and acquisition system that selects the load value connected to the PV cell at
each moment and reads the data provided by the PV cell at actual temperature and light conditions;
and the system software, which coordinates the full system operation. The PV panel selected is a
MC-SP0.8-NF-GCS from Multicomp (Premier Farnell, Leeds, UK); its main parameters are: 800 mW
maximum power, 4.8 V open circuit voltage and a temperature operation range from −40 ◦C to +85 ◦C.

Figure 2. Proposed PV panel characterization system.
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2.1. Variable Load Module

The custom variable load consists on a set of 24 fixed value resistors (Table 1), which can be
selected by means of three 1:8 demultiplexers that enable or disable a set of ultra-low on-resistance
MOSFET transistor switches in series with the loads, connecting the PV panel to each selected resistor
at a time (Figure 2). The selection of resistor values attends to the PV panel behaviour, covering from
near open circuit for high resistors, to short circuit for the lowest resistor value.

Table 1. Resistor values in the variable load module.

SEL(1:3) RMUX1 (Ω) RMUX2 (Ω) RMUX3 (Ω)

000 10,000 1800 62
001 8200 1200 33
010 7500 1000 16
011 6200 820 8.2
100 5100 680 3.9
101 4300 430 2
110 3300 220 1
111 2200 130 0.1

Their overall real values have been measured using a Keysight (Santa Rosa, CA, USA) 34410A
6 1

2 digital multimeter (DMM) using four-wire technique. In this way, the accurate knowledge of the
resistor values allows estimate the value of the power transferred to the load at a certain voltage without
requiring the current measurement, simplifying the data acquisition. The operation of this module
is controlled by a low-cost microcontroller that selects the panel load and reads the measurements,
locally storing the values before being sent to a host system for its processing.

Note that a finer load variation resolution can be programmed. However, this possibility added
high complexity at computing and managing level, while a very low increase of accuracy in the panel
modeling was obtained and was therefore withdrawn.

2.2. Control and Acquisition System

The core of this block is a 16 bits MSP430FR5739 microcontroller from Texas Instruments (Dallas,
TX, USA). It selects at each moment the resistor to be connected from the load array to the PV module
and acquires the main variables involved in the photovoltaic panel characterization: voltages in the
panel output, temperature and illuminance. The microcontroller clock rate is set to 24 MHz, letting
assume that both temperature and illuminance keep constant while sweeping the 24 resistors in the
load module, thus simplifying the measurement process. In addition, this microcontroller includes
10-bit analog-to-digital (ADC) converters.

Environmental temperature is measured by means of a TMP112 digital sensor (Texas Instruments,
Dallas, TX, USA). Its measurement range spans from −40 ◦C to +125 ◦C, which covers the temperature
modelling range (−10 ◦C to +70 ◦C) at a suitable accuracy (from 0 ◦C to 65◦C the sensor accuracy is
±0.5 ◦C, so sensor readings keep this accuracy in almost the full working range, only giving some
additional (acceptable) error at the upper and lower limits) and its bias voltage is compatible with the
microcontroller requirements.

Considering the measurement of incident solar light, systems designed for industrial solar panel
characterization monitor irradiance using pyranometers. Irradiance is a physical magnitude that
measures incident solar power per unit area and considers all incident wavelengths. However,
pyranometers are bulky and expensive instruments, what make them unsuitable for compact and
low-cost systems. Hence, the proposed system incorporates a compact and low-cost MAX44009
illuminance sensor from Maxim Integrated (San Jose, CA, USA). Unlike irradiance, illuminance is a
photometric parameter which depends on the human eye sensitivity to colors and has no proportional
relation to irradiance. In local measurements, light spectral composition can be assumed as constant
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during the most of the daylight duration and the relation between photometric and ratiometric
magnitudes can be considered fixed [14]. Therefore, if the energy harvesting system is calibrated for a
specific location, illuminance offers a suitable measurement of the relative incident solar power for
that place. The proposed illuminance sensor presents an input range from 0.045 lux to 188,000 lux,
widely covering the illuminance for an average sunny day. In addition, bias voltages are compatible
with those of the microcontroller. Data are provided to the microcontroller in a 12-bits floating point
representation via I2C protocol.

2.3. System Software

The control and acquisition system is designed to be controlled by an external host. Before its
deployment, a first characterization can be performed using a computer as host system, though after
placement in its definitive location the system is designed to be managed by the sensor node where it is
connected. Figure 3 shows the dataflow implemented in the microcontroller. First, the microcontroller
configures its peripherals and initializes variables, next going to a low-power state until the host device
sends an interrupt request through the serial port. The first interrupt commands the microcontroller to
run the measurement process, which starts acquiring temperature and illuminance. Next, the panel
output voltage measurements are taken, consecutively selecting the 24 resistors in the variable load.
Considering switching, voltage settling time and ADC conversion time using the microcontroller
at a 24 MHz working frequency this process takes less than 20 ms, so that both temperature and
illuminance can be considered constant along the measurement process.

Figure 3. System software dataflow.

Figure 4 shows a photograph of the characterization board connected to the solar panel.
Illuminance and temperature readings are acquired from the corresponding sensors located in the
upper-right side of the PV panel. The power transmitted by the PV panel is estimated from the output
voltage readings over the 24 selectable resistors in the variable load (which are distributed in the PCB,
see Figure 4). Figure 5 shows the output voltage changes in the solar panel due to variations in the
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connected load value (green channel). The PV output voltage changes with the resistor load as shown
in this figure, where the non-linear region corresponds to resistor values in the range of few kilo-ohms
to ohms, in the local irradiance and temperature conditions where the system was tested, being this
region directly related to the maximum power point area of interest. The full measurement time is
given as the time between cursors a and b in Figure 5, shown as the high level in the upper magenta
signal. Though the first 12 ms the measured voltage (green channel) seems to be constant, this is an
effect due to the oscilloscope scales; the values measured by the characterization system are different
and provide valid data for the panel modelling. The non-monotonicity visible as two glitches in the
non-linear region of the load signal appears random and occasionally. These errors can be avoided
including a small additional delay between each measurement. However, because these measurements
are collected to be used as training data for an artificial neural network to model the PV panel, and
considering the robustness of these modelling techniques to local data errors, in order to ensure that
environmental parameters (light and temperature) are constant we have preferred keep those times as
low as possible. Additionally, this measurement times allows using 0.5 W power dissipation resistors,
below the maximum power that the panel can provide (0.8 W) without integrity damage risk, reducing
cost and size.

 

Figure 4. Characterization system connected to the solar panel (control host not shown).

 

Figure 5. Panel output voltage values (green) in the characterization process sweeping resistor values
in the PV panel load. Rising and descent slope in purple signal indicates the start and end time in the
measurement. Time span is below 20 ms (see cursor measures).
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After acquisition, data are locally stored waiting for a transmission command from the host.
If a new measurement instruction is received from the host, previous data are overwritten.

2.4. Host Control

The panel characterization system operation is designed to be controlled by considering as host
device the sensor node where the panel is connected after its deployment in the area to be monitored.
In this manner, the periodic PV panel characterization can be included as an additional task in
the sensor node operation, thus achieving an updated and accurate local model of the solar panel,
with an in situ periodical model recalibration using real temperature, illuminance and transferred
power. The re-characterization period can be set according to the user requirements, programming
its periodicity from the WSN host by means of the corresponding command. In addition, defining
warning conditions a non-periodical characterization can be triggered either by the sensor node itself
or by the network host.

The host operation for the panel data acquisition process is the following: after configuration
of the serial port that connects to the characterization system, the host sends a command to start the
measurement process and waits for a time t to the end of this operation. In this time (stated 1 s), the
characterization system performs the measurements of temperature, illuminance and power transferred
to the resistors in the load array as indicated in Figure 3. Next, the host device sends a data transmission
command to the control and acquisition system, receiving the data. This process is recurrently executed
with a period of T s, which can be modified according to the requirements, for a sufficiently long time
to ensure that measures are available with adequate variability in temperature and illuminance to
construct a suitable panel model.

3. ANN-Based Photovoltaic Panel Modelling

Using the data collected by means of the proposed characterization system, a numerical model
of the solar panel used in this work has been developed. The behavioral model obtained is
locally valid under the ambient conditions in which measurements have been taken, and can be
updated by collecting new measurements with the characterization system previously presented.
This choice simplifies the model, allowing its implementation in compact low-power systems where a
microcontroller is the computing core.

The PV panel model has been developed using an artificial neural network (ANN) as fitting technique.
ANNs are suitable tools for system modelling in tasks where enough data are available, and no accurate
relationship between input and output magnitudes in the modelled system is known. In fact, ANNs
applied to power solar panel modelling have been recently reported in the literature [15–17].

Among the variety of ANN models, the multilayer perceptron (MLP) is the most common in
system modelling due to its universal function estimator characteristic in non-linear fitting tasks,
thanks to the use of sigmoid (nonlinear) output functions in its processing nodes [18], and the use of
advanced parameter adjustment techniques, as the Levenberg-Marquardt algorithm [19].

Data used to perform the PV model were collected for a week. The ANN input and output
data were normalized in the range [−1, +1], considering that environmental inputs (temperature and
illumination) as well as output voltage are limited to those shown in Table 2, corresponding to the
environmental limits in the region where the panel is working, and the useful panel voltage range.
Measures have been acquired every minute, i.e., with a period T = 60 s.

Table 2. Range of parameters used in the solar panel modelling.

Parameter Upper Limit Lower Limit

Light (lux) 120,000 10,000
Temperature (◦C) 70 −10

Voltage (V) 5 2.8
Panel load (Ω) 10,000 0.1
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Figure 6 shows the experimental panel output voltage as a function of the load resistor for three
different environmental conditions of illuminance and temperature and its corresponding simulated
values provided by a Levenberg-Marquardt trained 3 input – 6 hidden – 1 output MLP, giving very
similar results.

Figure 6. Real and simulated voltage-to-load curves at three different light and temperature conditions.

Once verified the correct fitting, the MLP has been tested to obtain the power-voltage curves
that characterize the behaviour of a solar panel. For this, the environmental MLP model inputs
(illuminance and temperature) are fixed at the desired values, sweeping the range of the ANN input
that represents the panel load to obtain the voltage values from the ANN output. Power is calculated as
the output voltage over the corresponding input load value. Figure 7 shows the obtained results. Note
that in this modelling, the voltage shows a coupled dependence with illuminance and temperature.
This is because, unlike the models developed in laboratory, where temperature and irradiance can be
independently controlled, the experimental models based on in-situ environmental measurements
account for coupling in temperature and illuminance (i.e., the more illuminance, the more temperature).
Therefore, these simpler models are not general, but locally valid and suitable for its use in the proposed
application: the development of a solar energy harvesting system based on a local behavioural model
to control the maximum power point tracking.

Figure 7. P-V curves obtained from the ANN-based solar panel model.
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4. Solar Energy Harvesting System Architecture

Figure 8 shows the block diagram of a typical solar-based energy harvesting system. A photovoltaic
device converts solar to electrical energy. The direct-current-to-direct-current (DC-DC) converter
generates from the PV device a stabilized voltage, that feds the powered system, comprising an energy
storage system (battery, supercapacitor), and the electronic system itself. A maximum power transfer
circuit (called maximum power point tracking system, MPPT) tracks environmental and electrical
magnitudes from the PV system, and modifies in real time the DC-DC architecture to keep an optimum
energy transfer. The monitored variables are selected according to the implemented MPPT technique.

Figure 8. Generic solar energy harvesting block diagram.

The DC-DC topology depends on the input and output voltages, provided by the solar panel and
required by the powered system, respectively. The solar panel provides a maximum voltage of 3.85 V.
The energy storage device selected is a supercap, due to its simple control electronic requirements;
conversely, batteries require complex control electronics to avoid overload and deep discharges that
can damage the load device, as well as higher loading currents, that demand higher panels, unsuitable
for the small form factor designs used in wireless CPS. The selected supercap, as will be detailed next,
has a maximum input voltage of 5.5 V, suitable for the powered environmental nodes [20]. Under
these conditions, the DC-DC architecture has to be a boost converter.

Figure 9 shows the boost DC-DC converter architecture. When switch S1 is ON, the diode is
in reverse mode, thus the sensor node (Rload) is powered by the energy stored in the supercap SC,
while the inductor L1 is energized from the PV output. When switch S1 is OFF, the output voltage V1
from the PV panel and the energy stored in the inductor load up the supercap voltage (V2), which
provides energy directly to the load. Capacitor Cin filters abrupt changes in the output voltage V1
due to variations in the working conditions of PV panel. The component values (Table 3) were
estimated using classical techniques [21,22], assuming the system works in continuous conduction
mode (CCM) [23].

The value of the supercap must be selected to provide the required energy to the electronic
system (the sensor node) for a minimum operating life, even in the absence of light. In our case, the
selected device is a 1.5 F–5.5 V EECF5R5U155 supercap from Panasonic (Osaka, Japan), with electrical
characteristics compatible with the low dropout (LDO) regulator used in the wireless nodes presented
in [20]. The 1.5 F capacitance value guarantee a reduced node lifetime (about 12 h for the aforementioned
node), but has been selected to allow a fast and complete characterization of the proposed energy
harvesting system. The energy storage capacity can be increased just increasing the capacitance value.
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Figure 9. Boost DC-DC circuit. In red, a dual solar panel MPPT control block diagram.

Table 3. Component values for the DC-DC boost converter.

Component Value

Cin >25 μF
L1 >6.7 mH

Diode HSMS-2800
Switch IRFML8422 (MOSFET transistor)

4.1. Maximum Power Point Tracking

The maximum power transfer is given at impedance matching, i.e., when the DC-DC regulator
presents an input impedance equal to the output impedance of the solar panel. Because the output
impedance in the solar panel dynamically depends on its intrinsic characteristics and environmental
conditions, impedance fitting requires a dynamic technique able to adapt the DC-DC topology. For this,
energy harvesting systems make use of maximum power point transfer (MPPT) algorithms [24], which
monitor several different electrical and environmental parameters to come to maximize the power
transfer at all times.

The Voltage Open Circuit (VOC) is a widely used MPPT algorithm that tracks the voltage at which
the power transfer is maximized. Experimentally, it is known that this voltage is proportional to the
system at open circuit, according to:

Vmpp = k · Voc (1)

where Vmpp is the voltage at maximum power point transfer, Voc is the voltage at open circuit (which
depends on the incident light and temperature), and k is a constant. The value of k depends on the
panel model; its value is typically limited to 0.7–0.8 [25–27], and can be experimentally estimated by
characterizing the solar panel (see Figure 7). In our case, k = 0.8.

Therefore, in the VOC MPPT algorithm the tracking of the open circuit voltage is required. For this,
there are two different strategies: (1) to add an extra identical solar panel without load to act as a
reference or (2) to periodically disconnect the solar panel from the converter and read its voltage at
open circuit. Both options present drawbacks: in the first case, an additional cost and increase of
system size; in the second, the DC-DC is periodically leaved without power for the time the voltage is
measured, losing efficiency.

In the dual panel VOC technique (Figure 9), the control system monitors the open-circuit voltage
in the reference PV panel (Voc), estimating the maximum power transfer voltage Vmpp (Equation (1)),
which is compared to the working PV panel voltage V1. When V1 is lower than Vmpp, the switch S1 is
turned off, increasing the load impedance, and thus increasing V1. Otherwise, if V1 > Vmpp, the switch
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is on, reducing the load impedance. To avoid fast and continuous changes in the switch state, the
comparator module presents hysteresis.

4.2. Maximum Power Point Tracking Technique Based on ANN Modelling

As it was stated before, the use of an additional PV panel to control the switching in the MPPT
algorithm presents several drawbacks, mainly cost, size and the need to accurately place both panels
in the same orientation to allow right behaviour comparison. In this work, we propose to replace the
extra solar panel by the model obtained from an in-situ characterization (Figure 10) achieved using
the methodology shown in Section 3. In this way, the proposed tracking method allows continuous
energy transfer from the solar panel to the energy storage without the need of additional PV device.
This model will be implemented in a low-power microcontroller incorporated to the sensor node where
the panel is connected, and it must be capable of simulating the full neural-based model fast enough.

Figure 10. Proposed ANN-based VOC MPPT.

Following similar considerations to that presented in Section 3, the neural model selected is a
MLP. In this case, in order to be implemented in a low-cost microcontroller, several constrains next
detailed have been applied to the number of input parameters and non-linear function computational
complexity, so as to simplify the model while preserving accuracy.

The simulator in the Control block (Figure 10) estimates the Vmpp of the panel from the readings of
the sensors of illuminance and temperature; this limits the number of inputs to two. Thus, the PV panel
behaviour is modelled by a 2-2-1 MLP with non-linear output function in the hidden layer and linear
operation in the output layer. This neural network has been implemented in the same microcontroller
used in the panel characterization system (Section 2), a MSP430FR5739 (Texas Instruments, Dallas, TX,
USA), which includes a 32 bit hardware multiplier. In this way, the computational resources are shared
with the solar panel characterization module. Weight values are represented in 16 bit floating point,
and data are normalized in the [−1, +1] range, limiting the training data to the values shown in Table 2.
The training data set is generated from the complete ANN panel model previously shown in Section 3,
just sweeping the load value for each illuminance-temperature couples (in the valid ranges of the panel
location). Therefore, the maximum voltage Voc is obtained for each pair of illuminance—temperature
values and, hence, the corresponding Vmpp is straightforwardly derived.

The MLP has been trained in off chip mode, using hyperbolic tangent as non-linear operation in
the hidden layer, leaving only the execution phase for its electronic implementation. Figure 11 shows
the MLP architecture with the resulting weights after training.
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Due to its inherent computational complexity, the most important limitation when a neural model
is electronically implemented is the non-linear operation in the hidden processors. In this case, the
hyperbolic tangent has been replaced by a five sections piecewise polynomial approach given by:

y = f (x) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

−1, x ≤ −5.3
0.0127 · x3 + 0.1435 · x2 + 0.5234 · x − 0.3840, −0.9 > x > −5.3

−0.2358 · x3 + 0.9834 · x, −0.9 ≤ x ≤ 0.9
0.0127 · x3 − 0.1435 · x2 + 0.5234 · x + 0.3840, 5.3 > x > 0.9

+1, x ≥ 5.3

(2)

Figure 11. Multilayer perceptron weight values obtained to modelling the solar panel behavior. Red
values correspond to bias weights.

And that has been implemented minimizing the operations, as shown in Figure 12, to reduce the
computing time. The accuracy of this polynomial approach is shown in Figure 13. Left side shows
the representation of a tanh(x) computed by Matlab running on a personal computer overlapped to
the proposed polynomial approach in Figure 12 implemented on the used microcontroller. Right
side in Figure 13 presents the relative error of this approach, which is lower than 2% (except in
the zero crossing). Finally, the execution time has been experimentally estimated and compared
to the time required for computing the tanh(x), using the standard C mathematical library. Both
operations have been implemented in the microcontroller, measuring the execution time switching an
output pin from logical ‘1’ to logical ‘0’. Figure 14 shows the operation time using the tanh(x) (a) and
polynomial approach (b) for three different input values, corresponding to the input ranges shown
in Figure 12. The tanh(x) function requires a constant time to perform each of the three operations
(TA = TB =TC = 2.4 ms), while the polynomial implementation requires a variable time of T′

C = 740 μs
(worst case, second if(.) in Figure 12), T′

B = 500 μs (else condition) and T′
A = 33 μs (best case, first if(.)),

always improving the execution time.

Figure 12. Pseudocode representing the piecewise polynomial implementation of equation.
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(a) 

 
(b) 

Figure 13. (a) Hyperbolic tangent computation using a standard C library tanh(x) function (red) and the
piecewise approach (blue) on a microcontroller; (b) Relative error of the polynomial fitting compared
to the library function.

(a) 

Figure 14. Cont.
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(b) 

Figure 14. Computing time measurement for three different input values using (a) C library-based
tanh(x) operation and (b) polynomial approach; Times correspond, respectively, to calculate
the operations for inputs that meet: abs(x) ≥ 5.3 (TA, T′

A); 5.3 > abs(x) > 0.9 (TB, T′
B); and

abs(x) ≤ 0.9 (TC, T′
C).

Figure 15. ANN-based VOC MPPT routine flow diagram.
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Figure 15 shows the flow diagram of the VOC MPPT routine with ANN modelling of the PV
panel. The Control block microcontroller enters every time t in the interrupt routine. If the time after
the last Vmpp estimation is higher than a set time T (>t), the system updates its value by computing
the new Vmpp from the ANN model using current illuminance and temperature readings. Next, if the
voltage V1 at the panel output is higher than the Vmpp, the control switch is turn on reducing the input
impedance and, hence, reducing the voltage V1. Otherwise, the switch turns off.

4.3. MPPT Comparison

Figure 16 shows the electronic implementation of the energy harvesting system based on the
VOC technique with ANN-based panel modelling. Temperature and illuminance are monitored by
the microcontroller (located at the characterization system on top of the figure), that compares the
real panel output voltage (sent from the DC-DC system to the microcontroller through the voltage
tracking wires), and the ANN-based maximum power point voltage estimation (from temperature
and illuminance real time values) to properly switch the value of the Control line of the boost DC-DC
converter (centre, bottom). An additional line (in parallel to the Control line in Figure 16) disables the
DC-DC circuit to operate the characterization system when it is required. Load tests were performed
using one supercap to speed up the comparison process, though a wireless sensor node can require
several in parallel [20] for suitable energy storage.

The proposed technique has been compared to a classical analog VOC MPPT to evaluate its
performance. In the proposed model, the MPPT management routine is executed every 10 μs (t in
Figure 15), while the Vmpp estimation is upgraded every 100 ms (T in Figure 15). Both techniques are
executed in parallel over two identical solar panels with the same orientation, seeking for the same
working conditions.

Figure 17 shows the dynamic energy load process for a 1.5 F supercap using both classical (blue)
and ANN-based (yellow) VOC MPPT techniques at four different environmental conditions. The load
process stops when the supercap is fully loaded and its voltage reaches 5.5 volts. In Figure 17, the x axis
represents time (1000 seconds full screen for Figure 17a–c, and 2000 seconds for Figure 17d), while
y axis shows the voltage evolution with time. Both techniques have been implemented in parallel,
placed in identical environmental conditions and orientation. Energy load processes are triggered at
the same time, and sensors and DC-DC converters are identical for both systems, being the control
architecture the only difference. The proposed system presents a more efficient behaviour under those
conditions, considerably reducing the load time.

Figure 16. Full solar energy harvesting system based on ANN MPPT and energy storage system
(supercapacitor): solar panel (left), control system (centre, on top, includes the characterization system),
DC-DC system (centre, bottom) and supercap (right). In this case, only one of the 1.5 F supercaps is
connected to the boost system for characterization purposes.
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(a) (b) 

 

(c) (d) 

Figure 17. Charge curves for a 1.5 F supercap for a VOC algorithm using a reference panel (blue) and
the ANN-based solar panel model (yellow). Environmental conditions (irradiance and temperature,
average): (a) 850 W/m2, 35 ◦C; (b) 1300 W/ m2, 55 ◦C; (c) 1120 W/ m2, 43 ◦C; (d) 500 W/ m2, 26 ◦C.

5. Conclusions

The application of a characterization system for small solar panels powering wireless sensor
networks after deployment provides an accurate local behavioural model, which allows monitoring
the efficiency changes in the energy generation due to both environmental and aging effects. Taking
this into account, this paper has proposed an in situ PV panel modelling system, complying with the
severe constraints related to wireless sensor networks in size, cost and energy consumption. Based on
the acquired data, a behaviour-based PV model is developed based on a multilayer perceptron; this
ANN solution makes easier to incorporate new characterization measures into the model, adapting it
to changes in the current operating conditions.

Finally, a boost DC-DC converter based on the maximum power point tracking using the VOC
algorithm, where the pilot panel monitoring the open circuit voltage is replaced by a customized
behavioural model based on the proposed multilayer perceptron approach, with reduced computing
requirements to allow the software model to be implemented in a low-cost microcontroller embedded
in the wireless node, that manages both the data acquisition and modelling. Compared to the classical
VOC technique, experimental results show an improved performance in loading a supercap as energy
storage device. In addition, this technique can be applied to different MPPT algorithms where a solar
panel or its behaviour is required in its operation.
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Abstract: This paper presents the design of a wireless sensor network particularly designed for remote
monitoring and control of industrial parameters. The article describes the network components,
protocol and sensor deployment, aimed to accomplish industrial constraint and to assure reliability
and low power consumption. A particular case of study is presented. The system consists of a base
station, gas sensing nodes, a tree-based routing scheme for the wireless sensor nodes and a real-time
monitoring application that operates from a remote computer and a mobile phone. The system
assures that the industrial safety quality and the measurement and monitoring system achieves an
efficient industrial monitoring operations. The robustness of the developed system and the security in
the communications have been guaranteed both in hardware and software level. The system is flexible
and can be adapted to different environments. The testing of the system confirms the feasibility of
the proposed implementation and validates the functional requirements of the developed devices,
the networking solution and the power consumption management.

Keywords: remote industry monitoring; wireless sensor network; low power consumption

1. Introduction

Wireless sensor networks (WSN) have emerged as one of the most promising technologies for the
future. Some of the potential application domains are healthcare, army, environment and agriculture,
industry, transportation systems and security [1–10]. Unlike other networks, WSN are designed for
specific applications, and thus, they must satisfy a set of requirements that differs from one application
to another. Therefore, researchers must address a variety of challenges to facilitate the widespread
deployment of WSN technology in real-world domains. As a result, great efforts have been devoted to
overcome the energy-saving problem and reliability [11,12].

Industrial plants integrate sensors connected to the control station through wire and wireless
methods for continuous sensing and monitoring the status of the system. In this context, wireless
technology gives a suitable support to the industry offering advantages in terms of low installation
cost, scalability, flexibility, lack of cabling, intelligent-processing capability, high mobility and ease of
deployment compared to conventional wired solutions. These advantages are promising for industry,
where a considerable growth in the near future is expected [13].

Nevertheless, the use of WSN sensors for industrial applications requires accomplishing a set of
hard constraints. For instance, monitoring and control of a specific process, demands the development
of particular network architectures, mechanisms and algorithms that guarantee a high communication
quality and reliability of the system [14,15]. In addition, as environmental conditions may be hard,
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industry implementations must ensure data reliability at all times. Finally, the design of an industrial
communication network must ensure the availability of the data, authenticity and confidentiality [16].

It is not easy for the WSN designer to select the efficient solutions that should be considered
in the design of application-specific WSN architectures. Although is difficult to propose a general
approach for developing WSNs for industrial applications, this work considers some of the more
common resource constraints of a WSN in this field related to: limited power consumption, robustness,
processing capacity and storage.

The main contribution of the paper is related to the development of an efficient architecture in
terms of power consumption and reliability, which involves both hardware and software design
strategies. Moreover, the deployed WSN is easily scalable up. Authors have experimentally
demonstrated the proposal feasibility and the energy efficiency of their approach.

The research covers several areas going from physical layer optimization to network layer
solutions. IEEE 802.15.4 standard was chosen for communications because in the last few years it has
become a reference for wireless applications with low data rates and high energy efficiency [17–23].
In fact, most of the WSN technologies are established by adapting IEEE 802.15.4 standard by using
different frequencies and protocols. This standard, specifically designed for LR-WPAN networks,
is a low-complexity protocol that offers low cost and energy features, as well as high versatility for
the development of different topologies. We have devoted efforts to develop a specific stack since
industrial applications require fast and timely responsiveness. The network architecture is particularly
designed to address these industrial requirements.

The proposed system can be easily scaled up equipping various sensors on the designed sensor
node or even including new sensor nodes to measure other physical magnitudes or parameters of
interest. The wireless transmission was used to integrate all independent sensor signals that allowed
for centralization and real-time control. Central management saves labor, increases efficiency and
greatly reduces costs in industrial safety.

A particular case of study has been considered in order to validate the authors’ theoretical hypothesis.
An industrial WSN for detecting and monitoring different types of gases has been implemented.
The article gives details about the design of the modules and highlights the implementation of the
theoretical approaches.

The paper is organized as follows: in the next section the components of the proposed architecture
are presented and the general way of working is described. Section 3 is devoted to explaining the
main features of the net by giving details about the communication protocol and the role played by
the different elements of the network. Finally, Section 4 illustrated the experimental validation of the
elements implemented for the case of study. Finally, conclusions are given in Section 5.

2. System Description and Operation

A WSN consists of tiny sensor devices spatially distributed forming a low level self-organized
network, which send the data gathered through wireless links to sink nodes. Then, the sink nodes
process or analyze the data locally or are connected to other networks, realizing real-time monitoring
and control. Usually, the intrinsic characteristics of the wireless sensor network present new challenges
in hardware design, communication protocols and application design. This requires modifying legacy
protocols for conventional wireless networks or designing new effective communication protocols
and algorithms.

Figure 1 shows the three different subsystems of the proposed industrial WSN architecture:
The sensor devices or motes, the base station and the information management system.
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Figure 1. Architecture of the designed wireless sensor network.

Despite of being a common structure, each of the elements depicted in this figure requires a particular
consideration for achieving the efficiency demanded by industrial applications. This section is devoted
to describe the design of these elements in terms of: reliability, power consumption, data availability,
authenticity and confidentiality, friendly and easy remote configuration. Theoretical approaches are first
described and later turned into a real development by considering the proposed case of study: an industrial
WSN for monitoring and detecting different types of gases.

2.1. Sensor Node

Several questions have been addressed in the design of the sensor nodes, concerning energy
efficiency, reliability and latency reduction.

On the one hand, sensor nodes are designed to built a flexible solution and avoid complex cabling.
Moreover, defining an energy efficient operation mode is essential for the target application. For this
purpose, sensor nodes gather the data periodically but they alternate between working cycles (when
the node is awake) and low power consumption cycles (when the node is slept). This issue allows
the sensor nodes to keep the energy consumption to a minimum, extending their functionality for
a reasonable period of time.

This operation mode together with an energy efficient protocol (described in detail in Section 3)
has been proposed to save energy and guarantee that the data is reliably delivered to the sink node.
To this aim, sensor nodes are deployed with a cluster-tree topology. Both the employed network
topology and the protocol allow the designed system to increase its scalability, containing a large
number of sensor nodes. In this way, low cost and small-sized sensor nodes have been implemented.
Finally, latency has also been taken into account for practical operation. Latency is an important factor
for the system reliability such as in the case of emergency response, and accuracy of data reporting in
case of high frequency periodical data updates.

All these ideas have been reflected in the design of the sensor implemented in the case of study.
Figure 2 shows the board of the developed sensing node. The designed hardware consists of an analog
gas sensor, a data processing module (microcontroller), a wireless communication module (wireless
transceiver) and an energy module. The gas sensor comprises of all circuitry necessary for the detection
of butane, methane and propane. The detection system is completed including a carbon monoxide
(CO) sensor. Both the gas sensor and the CO sensor are placed on the bottom of the board.

The analog gas sensor TGS6810 from Figaro (Arlington Heights, IL, USA) has been chosen. This is
a compact sensor whose stability, quick response and linear output makes it suitable for detecting
combustible gases. The signal-conditioning circuit is basically a Wheatstone bridge, whose differential
output voltage is converted to a single-ended signal and amplified by a non-inverting amplifier stage.
The high sensitivity of this sensor can detect very small gas leaks in very early stages, avoiding
accidents due to explosions, fires or inhalations. Regarding the CO sensor, the TGS5342 also from
Figaro (Arlington Heights, IL, USA) has been used. This sensor generates a small current, linear to
CO concentration, which is converted into an output voltage by an op-amp/resistor combination.
The output signal of the analog sensors is converted to a binary value using the analog to digital
converter of the microcontroller.

241



Sensors 2018, 18, 182

 

Figure 2. Gas sensing node.

2.2. Base Station

The core of the proposed architecture is the base station which centralizes all system signals.
This node is also known as gateway or sink node. It coordinates the network, receives the data from
the sensor nodes, and processes and stores it into the information management system. For this
purpose, the base station has to include several elements responsible for performing these main tasks.
First of all, an efficient wireless circuit for implementing communication with the sensor nodes is
needed. Secondly, a redundant communications system that supports outer communications has to
be included. The base station should also provide a simple human interface to allow basic operation.
Finally, although the base station is usually plugged to a power supply, it is also subject to energy
constraint and the possibility of being powered by a battery has to be taken into account.

In this article a general purpose design for a base station is proposed. It can be applied either
for the considered case of study or for another industrial application. In the following the proposed
design is described in detail.

The hardware of the base station is divided into two printed circuit boards. The primary board is
the core of the base station, and includes the following elements: a RF (radio frequency) communication
circuit compatible with the one used by the sensor nodes, a power supply system (internal battery,
battery charger), an outer communication system, control circuits and data processing (MCU). Figure 3
shows details of the hardware implementation of this main board.

The base station is structured in a multi-processor design with two independent control circuits
as shown in Figure 4: One based on the 16-bit PIC24FJ128GA306 microcontroller and another
based on the 32-bit PIC32MX795F512L microcontroller, both from Microchip (Chandler, AZ, USA).
These microcontrollers meet all needed specifications, and the main tasks assigned to each are as
follows: the 16-bit microcontroller handles the control of the capacitive touch keyboard and its
Light Emitting Diode (LEDs), Serial Peripheral Interface (SPI) communications with the RF 868 MHz
circuit for the wireless data transmission with the sensor nodes, and communications with the 32-bit
microcontroller in order to synchronize with the external world all events occurring in wireless
peripherals attached to the system. The 32-bit microcontroller performs two basic tasks: managing
the main firmware, and controlling the outer communication system. These communications can be
supported by three different technologies (Ethernet, Wi-Fi, and 2G/GPRS modules). By means of these
mechanisms the base station is able to retransmit the information gathered by the sensor nodes to the
external world. Thus, the versatility of the base station ensures a feasible communication with the
server and Internet through wired and wireless connections. The communication is further assured
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with the 2G/GPRS module for losses of Ethernet and Wi-Fi connections, making the system more
robust and even avoiding sabotages.

Figure 3. Image of the main board of the base station.

 

Figure 4. Block diagram of the firmware structure of the base station.

The short-range radio module exchanges data via wireless at 868 MHz following a specific stack,
which has been developed conciliating the most appropriate features of IEEE 802.15.4 and MiWi for
the target application. Additionally, encryption algorithms have been implemented to improve the
security of the RF communications, as will be discussed later. An electromagnetic shield to avoid
interference problems between the RF circuit and adjacent circuits has also been included.

The radio module is based on the transceiver MRF89XA from Microchip (Chandler, AZ, USA),
chosen due to the very low power consumption and for being particularly suitable for the sensor nodes.
A low cost solution has been chosen designing a PCB trace antenna, avoiding the use of conventional
antennas or commercial elements that would add cost to the device. Figure 5 shows the designed
antenna and the scheme of the RF module.
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Figure 5. Designed antenna and scheme of the radio frequency (RF) module.

Simulation software for high performance antennas has been used. Results shown in Figure 6
guarantee the proper operation.

Figure 6. Simulated performance of the antenna.

The base station is plugged to a power supply but it can also be supplied by a battery. Additional
circuitry has been included based on the integrated linear charger bq24070 from Texas Instruments
(Dallas, TX, USA) as a system power-path management device. This combined approach allows the
base station to be simultaneously powered while the battery is charging, and avoids charge-discharge
cycles, greatly extending the battery life. The base station is able to continue working properly for an
additional period of 10 hours, if an electrical power outage occurs.

The secondary board of the base station includes a capacitive touch keypad with associated
electronics and LEDs as shown in Figure 7. The design of this board and the integration in the base
station has been a challenge, as the capacitive sensing technology to detect one touch (only functional
with a human finger), with the proper choice of the materials which permit the transmission of signals
from the user’s finger to the sensor of the board (copper pad), had to be merged. For the design of this
board, the capacitive keyboard inputs that are available in the 16-bit microcontroller were initially used.
After stringent preliminary tests, random pulses occurred due to external noise and the sensitivity
was not entirely correct. Thus, the drivers CAP1166 with capacitive sensors especially suitable for
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these applications were used, providing satisfactory results after repeating the tests. The inclusion of
the touch keyboard on the base station increases the versatility of the system. Although the system
is controlled remotely, the capacitive touch keypad also allows the user to manually enter codes to
enable or disable different parts of the system.

 

Figure 7. Touch keyboard of the base station.

2.3. Information Management System

Several system status data need to be defined and gathered together with the sensor data.
Moreover, it is important to remotely adjust system configurations and update and upgrade software
programs. In addition, remote monitoring of system status is useful for system development,
debugging, and maintenance purposes.

The information management system includes a web application and mobile applications for iOS
and Android, which allow the control of all system parameters, and monitoring alarms and events.
The web application allows configuring the system from a remote computer via Internet by authorized
users, accessible through the outer communication system. The mobile application also provides alerts
in real-time.

The complete monitoring and control for industry applications involves the measurement of
several physical magnitudes to improve the quality of the processes. The designed wireless system is
scalable, and thus the number of quantities to be measured is easily expandable.

3. Network Management

3.1. Preliminary Considerations

Initially we started from a known open source protocol proposed by the transceiver’s
manufacturer, called MiWi. This is a low cost solution for applications where low power consumption,
few computational resources and low data rates are required. It is based on the IEEE 802.15.4 standard,
specifically designed for LR-WPAN networks, which offers high versatility for the development of
different topologies.

The preliminary tests performed to MiWi concluded that it was not sufficiently robust and stable
for the target application. Specifically, it presents large latencies, which were also variable and never
deterministic, it even sometimes blocked part of the hardware that needed immediate attention of
the processor because MiWi makes intensive use of busy-wait cycles. Duty cycle is one of the most
commonly used approaches to reduce the energy consumption during waiting time. Furthermore,
it is one of the major sources of energy waste. Therefore, for the firmware of RF communications, we
preferred to develop a specific stack. The main features of the developed stack are the following:
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• SPI controller with an interrupt mechanism to minimize latency and the busy-wait cycle of
the microcontroller

• Driver for the Microchip MRF89XA transceiver. The controller is ready to work in background,
so it does not use busy-wait cycles, and therefore there is no latency

• A medium access (MAC) layer, which is responsible for the communication between nodes by
routing through a unique fixed address, read from the Electrically Erasable Programmable Read
Only Memory (EEPROM). This layer is also designed to minimize the busy-wait cycles and for
most of the process is done in background, reducing latency as much as possible. For the design
of this layer aspects of the IEEE 802.15.4, such as timeouts or frame formats were considered

• A logical link layer (LLC). This layer handles the logical addressing of the nodes, the allocation
of roles within the network (PAN coordinator, coordinator or end device), assignment of the
logical address (which is not fixed), route management, network discovery, traffic control and
management of consumption modes. The design of this layer is also designed to minimize
busy-wait times and latency

• AES128 encryption layer is the responsible for encrypting the messages that will be sent to the
other devices. This layer improves the system safety

• Presentation layer. This layer (above the LLC layer) performs the functions of an interface between
the stack and the node. It is responsible of configuring the stack, and of coordinating its operation

• Driver for EEPROM. It is responsible of EEPROM access without interfering with the radio
module. This prevents a high coupling between them, since both may operate asynchronously,
sharing the same SPI bus.

3.2. Protocol Description

The designed stack was performed in layers so that they can be used independently and
disengaging the different levels of functionality, allowing an enhanced code, portability, adaptation to
new hardware and better debugging and testing. The same addressing scheme proposed by MiWi
and supported for cluster tree network topologies (provided by the LLC layer) have been used in the
new approach.

The main aim of the design is to minimize the latency and the processor usage almost without
busy-wait cycles. Thus, the entire design is based on the use of interruptions by the SPI controller.
All functions are implemented as state machines in which each state is triggered by an interruption
when the previous operation ends.

The communication of asynchronous events, such as the reception of new messages or network
outage is performed through a set of callbacks added to the APIs of each layer. This structure (although
the development has been somewhat more complex than in the case of stacks as in MiWi) has allowed
to reduce the maximum processor usage, and the stack scarcely influences the other components of the
nodes. The power consumption is also reduced because the CPU is free a longer period of time.

MiWi, similar to the specifications defined by IEEE 802.15.4, supports three network frameworks:
Star, Cluster Tree and Mesh; and defines two types of devices: full-function devices (FFD) and
reduced-function devices (RFD) as shown in Table 1. The roles of the nodes can be divided into PAN
Coordinator, Coordinator and End Device as shown in Table 2. Sensor nodes could act as a full function
device (FFD) or reduce function device (RFD). In FFD, the nodes never sleep, as they need to relay the
information from the RFD to the sink node, while a RFD will only wake after a certain period of time
to: gather the sensor data, forward it to a FFD node and go to the sleep mode.

Table 1. Class of devices by means of IEEE 802.15.4.

Device Class Offered Services Power Path Low Power Configuration

Full Function Device (FFD) All Mains Always ON
Reduced Function Device (RFD) Limited Batteries Always in SLEEP
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Table 2. Devices role (IEEE 802.15.4).

Device Role Class of Device (IEEE) Function in the Network

PAN Coordinator FFD Only one by network. Create network, assign addresses,
and hold the connections table

Coordinator FFD
Optional. Make bigger the range of the network and make
possible to add more devices to the network. Control and

monitoring functions

End Device FFD o RFD Control and monitoring functions

The sensor nodes must use low consumption operating modes in order to achieve good energy
efficiency. For this purpose, a cluster-tree network has been deployed so that the sensor nodes (acting as
End Devices) can be set as reduced-function devices (RFD) with the ability to enter in the sleeping mode
in which the consumption can be considered negligible. Figure 8 shows the topology of a cluster-tree
network. A PAN Coordinator node is responsible for managing the network. This PAN Coordinator
assigns the addresses to the END Devices and to the other Coordinators. A coordinator node also
assigns addresses to the END Device nodes located inside its transmission range. If a new node is
switched on, it starts on the awake mode and takes contact with the FFD node inside its transmission
range (either a Coordinator or the Pan Coordinator). Once the FFD node assigns the address, the
END Device starts its cycle switching from awake to sleep mode. This mechanism facilitates the
system scalability.

Figure 8. Cluster-tree network topology.

The medium access protocol that has been chosen corresponds to the IEEE 802.15.4 specification.
The designed layer is located above the MAC layer and must specify the following mechanisms:
(1) Assigning addresses to new nodes to be included in the network; (2) Determining the necessary
elements to create a network topology based on a Cluster Tree topology; (3) Message routing inside
the network, if several jumps are required to reach the destination; (4) Finding out when a node loses
the connection with its coordinator; (5) Security configuration; (6) Configuring parameters for energy
efficiency, such as transmission power, sensitivity and sleep states of the transceiver; (7) Preventing the
loss of messages even if the target node is in sleep mode.

Security is critical when designing a wireless communication system. Intrusions may result in
harmful or even disastrous situations in industrial plants. The designed network includes security
mechanisms and message encryption to maintain data integrity and prevent interception of the
transmitted data between the nodes of the network.

Regarding the flow control, an un-slotted CSMA/CA mechanism without beacons is used when
a node wants access to the medium for message transmission, by means defined in IEEE 802.15.4.

3.3. Energy Conservation and Data Reliably Deliberation

The energy optimization can be made at different levels. As sensor nodes require efficient energy,
optimized hardware for low power operation requires selectable power states (awake or sleep). As in
sleep mode the transceiver is disabled, it is necessary to establish some sort of protocol to avoid the
loss of messages.
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As discussed above, only END Devices can enter sleep mode. The mechanism that prevents
the loss of messages when END Devices are in sleep mode consists in making Coordinators store
messages addressed to their END Devices. Once a node is awake it must explicitly request data to the
Coordinators using Data Request commands defined by the IEEE 802.15.4 standard. Thus, we will also
have a flow control for the case that an END Device takes too long to process a message before it can
receive the following. The mechanism of energy management, which in principle only makes sense for
the case of an END Device, allows controlling the way that they ask data to the Coordinators.

Obviously, the sink node requires high processing power to coordinate the whole network activity,
thus, it requires the highest energy consumption amongst the devices.

A detailed power budget analysis of the transceiver was necessary to determine the capacity of
the system. The power consumption is determined by measuring the current draw and the time spent
in each of its operating modes. The tests were carried out for four functional states: Data transmission,
acquisition, listening and sleep mode, for a transmission power of 13 dBm. The measured power
consumption was equal to 12.8 mA for the transmission state, 6.52 mA for acquisition, 2.99 mA for
listening and 17 μA for sleep state. The mean elapsed time used in receiving and answering the
pending messages, measured between the awakening of the node and the return to sleep mode, was
140 μs (wakeup time). The mean current consumption for the transceiver was limited to 150 μA over
a certain period of time. Thus, the following expression must be met:

Ftw · Iw + Fts · Is ≤ Imax (1)

where Ftw is the fraction of time that the transceiver is turned on, and Iw is the current consumption
of the transceiver in that state; whilst Fts is the fraction of time that the transceiver is in sleep mode,
and Is is the current consumption in this same state. As Fts = (1 Ftw), the above expression can be
rewritten, yielding,

Ftw ≤ Imax − Is

Iw − Is
(2)

Substituting the measured current values, Ftw ≤ (150 μA − 17 μA)/(12.8 mA − 17 μA) ∼= 0.0104.
Considering the power consumption per hour, the time that the transceiver can remain in active mode
is Tw = 0.0104 × 3600 s = 37.45 s. Thus, the transceiver allows accomplishing a very high number of
requests per hour (37.45 s/140 μs = 2.67 × 105). Therefore, at maximum power, the consumption of
the transceiver allows a large number of requests to be made without breaking the time requirements.

Once the hardware was validated and correct operability was assured, the next step was to review
the software incorporating low-consumption modes in all the motes.

Figure 9 shows the final implementation of the base station and the gas sensor, and the packing
designed to protect them. The final dimensions of the sensor packing are 70 mm in diameter with
a height of 30 mm. For the base station they are 140 mm in diameter and 35 mm in height.

 

Figure 9. Image of the base station and gas sensor, and packing design.
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4. Experimental Validation: Monitoring and Control Application

Considering the case of study, web and mobile applications that implement a graphical user
interface have been developed. By means of this software, real time monitoring of physical magnitudes
and battery level of all active nodes can be done. Furthermore, all information measured by the nodes
can be preserved for further processing. This information allows the user to act on the system at
any time.

The web and the mobile applications allow the user to configure all devices of the wireless system,
as well as monitoring and receiving alarm warnings. Figure 10 shows the main views of the remote
monitoring and control application, and the main features are as follows:

1. Registration and access to the control panel. Users may register through the web portal, which
includes their user data and credentials. Once inside the application, the different system devices
can be configured and monitored

2. The battery voltage level is closely monitored as a part of the remote system status monitoring
service. Near-real-time monitoring of such a system status data is important in determining
battery efficiency and early detection of severe battery degradation to prevent system failure and
the loss of data

3. Methods of notification about alarms and events provided by the system (Short Message Service
(SMS), Email and mobile notifications) can be changed as well as selecting which user should
receive such notifications

4. The configuration of the base station and the peripherals that comprise the system allows the
user to activate them, disable them, or make changes in the configuration of each device, such as
changing detection thresholds, detection periods, etc.

5. Event monitoring. The various events generated in the system can be filtered and listed.
These events refer to changes in the configuration of devices and accesses to the system

6. Alarm monitoring. The various alarms generated in the system can be filtered and listed.

The sensors proved to be robust and have very high performance. The gas sensor meets the
UNE-EN 50194 standard, and enables the detection of toxic and explosive gases, such as, butane,
propane, methane, town gas, natural gas and others. The gas detector is calibrated to detect the
presence of gases at a level of concentration of 10% L.E.L. (Lower Explosion Limit), corresponding
to: 5.000 p.p.m of methane, 2.000 p.p.m. of propane and 1.800 p.p.m. of butane following the
mentioned standard.

Figure 11 shows three cases of measured values for butane, methane and propane. Tests were
performed in a room of dimensions 3 m × 5 m and 2.5 m of height. The gases were introduced at
three different pressures A, B and C (pressure A is the highest and pressure C is the lowest). Then,
the volume of gas in the room was measured for 80 seconds. Note that for the case of higher pressure
(A) the gas sensor responds faster and the measured gas concentration is also higher. In the opposite
situation is the case of lower pressure (C). When any of the above threshold levels (dashed lines) is
exceeded, the detector activates an alarm indicator light for 5 seconds to confirm the detection and
prevent false alarms. When this time is up, if the level of detection is maintained, the alarm for the
mobile application is activated. When the detector, in alarm state, detects a gas concentration level of
less than 10% L.E.L for a certain time, it deactivates the alarm indicator light and the alarm output for
the mobile application.
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(a)

 
(b)

 
(c)

Figure 10. Main views of the monitoring application.
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(a)

 
(b)

 
(c)

Figure 11. Time response of gas detector measurements in three cases. (a) Higher pressure, (b) Middle
pressure and (c) Lower pressure.

5. Conclusions

This paper presents an original approach regarding the design of an efficient WSN for industrial
monitoring and control in terms of power consumption, data availability, authenticity, confidentiality,
and friendly and easy remote configuration. The proposal is aimed to accomplish industrial
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requirements, and thus, involves hardware and software design strategies for achieving robust nodes
and reliability and security in the communications. A real WSN designed to measure industrial
parameters has been implemented, so that experimental validations can be performed.

The implemented wireless system includes the development of a low cost gas sensor node
with optimized size, a base station and a graphical user interface for remote access to industrial
conditions and real-time control and monitoring. The system has been designed to be easily scaled-up
to measure other parameters of interest. All aspects of the monitoring system such as sensing activity,
transmission from sensor nodes to base station, remote transmission from the base station to the control
center or information management system, data storage, and visualization, have also been designed
and implemented. The system requires low maintenance and includes energy-budget management.
The flexibility of the system allows being used to realize remote monitoring in coal mine, buildings, etc.
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Abstract: This work presents the design, construction and testing of a new embedded sensor
system for monitoring concrete curing. A specific mote has been implemented to withstand the
aggressive environment without affecting the measured variables. The system also includes a real-time
monitoring application operating from a remote computer placed in a central location. The testing
was done in two phases: the first in the laboratory, to validate the functional requirements of the
developed devices; and the second on civil works to evaluate the functional features of the devices,
such as range, robustness and flexibility. The devices were successfully implemented resulting in a
low cost, highly reliable, compact and non-destructive solution.

Keywords: embedded sensor; concrete curing; monitoring; wireless networks; IEEE 802.15.4

1. Introduction

Monitoring of concrete properties introduces many challenges in the design of non-destructive
sensing systems. The miniaturization of the sensors taking advantage of technological advances
is crucial for their placement inside the concrete. In recent years the growing importance of the
so-called structural health monitoring is demanding intelligent systems based on sensors embedded
into concrete, capable of controlling and monitoring the curing process mainly by measuring the
temperature, or both temperature and humidity [1,2]. Other traditional approaches for structural
health monitoring are based on accelerometers, strain gauges and displacement transducers [3–5].
However, the amount of works related to sensors embedded into concrete is limited by the obvious
unfavorable conditions under which they have to operate.

Digital temperature and/or humidity sensors are widely known and their evolution continues
to progress. These small systems incorporate the sensor, conditioning electronics, analog to digital
conversion and digital processing necessary for connecting to a digital bus in one integrated circuit
of reduced dimensions. Digital sensors provide advantages in terms of size, cost, reduced wiring,
high noise immunity and direct connection to digital buses, allowing for the connection of large number
of sensors without auxiliary electronics. However, the available digital temperature and/or moisture
sensors cannot be used directly into the concrete, since their packages are not able to withstand the
adverse conditions, especially in terms of sealing and compression.

On the other hand, wired sensing increases the cost of the monitoring system [6].
Moreover, the added complexity would not make such a system feasible to be used for monitoring
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purposes on a construction site. A wireless approach would help to enable its use for on-site
applications [7–11].

This paper describes our experience with the introduction and development of an experimental
sensor embedded into concrete. The sensor exhibits temperature measurement capability. According to
most of the available thermo-chemical models for concrete [12–15], by monitoring the evolution of the
internal temperature of the concrete bulk, the effect of other factors, such as humidity, water to cement
ratio, composition of cement, etc., on concrete curing are also considered. A specific package was
designed to protect the sensor from the aggressive environment within the concrete. This sensor also
incorporates significant additional features in terms of connectivity, measuring, remote programming
and operation. To avoid affecting the concrete structure the embedded sensor occupies as small a space
as possible. Thus, the sensor only comprises very few and small components.

Concerning the integration of a wireless embedded sensor into an instrumentation system
(generally into any measuring device), issues such as ease of connection or signal degradation due
to the transmission process must be taken into account. The proposed sensor presents a number
of features that are particularly useful for this application and that can be extended for structural
health: (1) the energy consumption of the sensor node is optimized in such way that it can be
powered by batteries. In this way, the energy supply is ensured throughout the lifetime of the
node; (2) the simplicity of the proposed solution results in a low cost device, further guaranteeing
robustness, accuracy and high resolution; (3) it can be connected directly to a standard instrumentation
system. Thus, the developed embedded sensor includes an I2C full-duplex serial digital port
(i.e., directly-transmitted and received signals are digital); (4) the sensor is equipped with a specifically
designed virtual instrument, which allows acquiring and storing measurements in different formats,
configuring the parameters of the sensor, reprogramming and controlling the sensor via Internet
from a PC; (5) connection features in the developed sensor are significant, both in terms of quality
(ease, robustness, immunity to noise, etc.) and the cost-savings involved in not having to transmit and
condition analog signals outside the device; (6) a low cost and low power consumption solution with
optimized size has been developed.

The paper is organized as follows: Section 2 describes the main properties of the wireless sensor
network in terms of type of standard, operation frequency, network topology, and transmission power.
Section 3 deals with the hardware and software of the devices developed for the implementation of
the system. Section 4 is devoted to experimental calibration procedures, testing and measurement.
Finally, some conclusions are drawn in Section 5.

2. Considerations on Used Wireless Communication

Advances in low power wireless technologies made possible the immersion of a wireless node
completely surrounded by the building material. Several wireless technologies, such as Bluetooth Low
Energy, IEEE 802.15.4, ZigBee, Ultra-Wide Band (UWB) and Radio Frequency IDentification (RFID) [16–18]
could be used to implement a wireless sensor network (WSN) within concrete, overcoming the problems
related to the propagation of the electromagnetic waves through the structure and the node autonomy.

Wireless sensor networks are composed of smart low rate devices or motes, which are generally
battery-powered. The number of nodes can vary from a few to thousands. These networks allow for a
dynamic network configuration, which is a feature particularly important for concrete curing, since a
failure in one node is compensated by rerouting through other nodes.

IEEE 802.15.4 was chosen for communications because in the last few years it has become a
reference for wireless applications with low data rates and high energy efficiency. This standard,
specifically designed for LR-WPAN networks, is a low-complexity protocol that offers low cost and
energy features, as well as high versatility for the development of different topologies.
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Network Topology

The network consists of a number of wireless nodes embedded into concrete, and needs to merge
particular and commercial solutions. Regarding the radio propagation, the high signal attenuation
and the antenna detuning must be considered. These issues can result in very high error rates, so the
information exchange mechanism must adapt to it. In addition, the optimization of the energy
consumption is degraded since more errors in the data transmission will require more retransmissions,
and thus higher energy consumption. Finally, the transmission power must be high to avoid problems
of attenuation.

It is common practice to place steel reinforcement to provide strength against tensile stresses and
avoid excessive cracking of concrete. Moreover, the wet concrete is shaped in a mould comprised of
formwork, which is most commonly steel or wood, being more problematic the presence of steel for
the signal transmission. Therefore, if we want to monitor the concrete curing since when it is first
poured, a careful design of the wireless network topology must be accomplished since the presence of
steel may degrade the transmission of data. This fact imposes a wireless network topology of linear
type, which involves an asymmetry in the network. Thus, the nodes that are further away have to send
data through a long list of intermediate nodes. In turn, these intermediate nodes will waste part of
their energy in the tasks of rerouting data. Figure 1 illustrates the network topology and the problems
related to the data traffic.

Figure 1. Network topology and associated problems.

Considering the former problems, routing and synchronization algorithms have been designed to
minimize the following characteristics: energy consumption, error rate, complexity and the probability
of loss of a node. The energy consumption is decreased by synchronizing messages, whereas the rest
of the time the node is idle. The use of very short messages allows balancing the workload between
nodes, improving the error rate. Moreover, when a node performs a data transmission to all nodes
within its coverage range (broadcast transmission), reliability is quite high since several nodes will
receive the data message, so the loss of information is rather unlikely. The transmitting node waits
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for an acknowledgment message that validates its transmission. Then, it enters in low power state,
reducing the time it is active. Concerning the complexity, the network is previously configured so that
each node is assigned a task at the time when the network is created. The initial synchronization of the
clocks is carried out in an outstation. Finally, to decrease the probability of losing a node an external
watchdog is used, and different strategies will be applied depending on the level of the battery.

3. Embedded Sensor Description

The smart wireless devices or motes basically consist of a radio module including the antenna,
a processor, a power supply and sensors mounted on the mote itself or connected to it. The radio
module transmits and receives data through the IEEE 802.15.4 communication standard. The processor
controls all the functions of the node. The power supply consists of a battery that uses a high
performance power converter. The motes buried in concrete include sensors which measure
temperature. In addition, an external environmental mote has also been implemented to measure
the ambient temperature, since the study of concrete curing requires the analysis of both internal
and external variables. Some of the nodes in the wireless sensor network may communicate with a
computer through a gateway. Taking into account the environment in the concrete, the requirements
that have been considered for the design of these devices are the following: (1) low cost and low power
consumption; (2) use of long-lasting energy sources and reduced size; (3) a robust radio technology;
(4) use of interfaces to connect different sensor nodes; (5) a package suitable to protect the wireless
node from the concrete but that does not affect the measure of temperature.

3.1. Developed Sensor Node

The mote consists of a microcontroller, a radio transceiver, a lithium-thionyl dichloride primary
unit cell, an embedded antenna and a waterproof enclosure. The requirements of the microcontroller
were ultra-low power consumption and low voltage. Two candidates were evaluated: a CC430F6137
(Texas Instruments, Dallas, TX, USA) which includes a CC1101 transceiver that allows several frequency
bands below 1 GHz (868 MHz and 433 MHz), and a CC1125 transceiver, also from Texas Instruments,
alongside with an MSP430 microcontroller (Texas Instruments, Dallas, TX, USA). The power supply
consists of a 3.6 V battery connected to a TPS62730 DC/DC converter (Texas Instruments,
Dallas, TX, USA) of 2.1 V and efficiency of 95%, especially suitable for wireless applications. The mote
equipped with a CC1125 transceiver, shown in Figure 2, benefits from the excellent receiver sensitivity
at low rate modes, reaching −129 dBm at 300 bps, and therefore was selected for the deployment.
The dimensions of the PCB are 56 × 54 mm.

The power consumption of each mote has been estimated considering the period of time at
which measurements are taken as required by the concrete curing monitoring. The battery used was
a LS14250 (SAFT, Levallois-Perret, France), with 1100 mAh capacity, a hermeticity guaranteed up to
110 degrees Celsius, and a small form factor (AA type, 50 mm length). This battery lasts around three
months, which is more than enough time for the concrete curing monitoring.
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Figure 2. Wireless node (equipped with TI CC1125).

Regarding the sensor, a specific package assembly was developed initially, with details of the
construction shown in Figure 3. Concrete is an extremely aggressive material during early stages,
reaching a pH of up to 13. As a protective element for the sensor, and at the same time acting as a
temperature and moisture diffuser, an acetal cover has been designed and manufactured. Acetal has
been used because it is a thermoplastic with characteristics superior to all other options, with an
extraordinary impact resistance (high resistance to deformation), and is able to regain its elasticity. It is
also very resistant to abrasion and traction. It is a perfect dielectric, so it is recommended for use in
electrical and telecommunications applications, and it does not absorb moisture. The package must
be designed in such a way as to not affect the measurement and transmission of temperature and
moisture, while also protecting the electronics. A polypropylene membrane has been included in the
package, aimed to allow separating the sensor from direct contact with the concrete while allowing the
sensor layer to be exposed to the concrete environment to measure the parameters of interest. This is
the key for a successful functionality.

The sensor layer consists of a commercial SHT21P humidity and temperature sensor
(Sensirion, Staefa, Switzerland). This is a digital sensor that can be easily integrated into any circuit
due to its ability to be directly connected to any microprocessor system. The claimed performance of
the sensor shows good accuracy, good repeatability and good response time. Besides the capacitive
relative humidity sensor and a band gap temperature sensor, the sensor chip includes an amplifier,
an A/D converter, OTP memory and a processing unit. The developed sensor generates an electrical
signal directly related to the temperature and moisture, which is subsequently converted inside the
same device into digital format. This sensor transmits data in two packets, the first for the humidity
reading and the second for the temperature reading.
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(a) (b) 

(c) 

Figure 3. Embedded sensor (a,b) Detail of the construction (c) Real implementation.

A second alternative for the sensor was considered. The classical method of monitoring concrete
curing is to only monitor the temperature profile. The DS18B20 digital temperature sensor from Maxim
Integrated (San Jose, CA, USA) was chosen. This sensor is fairly precise, can provide up to 12 bits of
resolution and works with any microcontroller using a single digital pin. The sensor covers the range
of temperatures for the target application. Moreover, in order to avoid developing a specific package
for the sensor, it was coated with a special lacquer and resin. The suitability of this protection was
evaluated and tested to ensure accurate measurement of the temperature, but also protection from
direct contact. This ensures a simpler solution which is crucial for developing a low cost and compact
non-destructive sensing system suitable to be embedded into concrete.

Regarding the antenna, an internal antenna was always used, because of the risks related to
maintaining the watertightness, and also impact risks with the aggregates of concrete (inert granular
materials such as sand, gravel or crushed stone) being poured from the mixer truck to the moulds to
be filled. Different antenna types were used, these being a dipole quarter wave (85 mm), a custom
design on a PCB and a chip antenna. Our final design uses a dipole quarter wave antenna with an
RP-SMA connector.

3.2. Software

The language used in programming is almost entirely a C variant for microcontrollers which
intended to be as portable as possible, so excluding lower level parts (drivers and statement types,
memory or basis functions) it can be read as ANSI C. In any case, this microcontroller comes with
very limited memory, so it is often preferred to include assembly code directly, although this is usually
limited to certain functions related to wireless transmission. The firmware of the microcontroller is
programmed by Code Composer or IAR for a device from the MSP430 family.

The MSP FET430 programmer-debugger connects to the device via the JTAG or SWD protocol and
allows for the step by step debugging and the use of breakpoints. Concerning the wireless controller,
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it is programmed using the protocol stack from Texas Instruments (SimpliciTI). It has been used for
the programming of the nodes in different phases, and for the implementation of network algorithms.
Synchronization processes and waiting periods have had to be defined as the protocol stack does not
implement them.

Figure 4 shows the simplified routing mechanism. First, a static routing has been chosen for
power saving, but also considering the possibility of errors within the nodes. Thus, if the node 3 has
low battery, it may decide not to acknowledge the message from node 1 to avoid having to route it,
leaving this task to other nodes. These nodes could also reject it; then node 1 would detect that none of
the nodes has accepted its message and would wait for the next turn, but this time it would include a
field of alert, informing its neighbors that they must transmit the message in turns in order to spread
the payload.

Figure 4. Simplified routing mechanism.

Sending messages will always be coordinated in stages as shown in Figure 5a, with an upstream
direction according to their numbers as shown in Figure 1. As this network is only used for monitoring,
it is only necessary to move upwards. This allows nodes with low identification number to enter the
idle state first, providing a balance of energy consumption, since these nodes will be the first ones
sending data (they are placed in the lower part of the concrete structure).

The time required to send data always corresponds to a very low percentage of the total, so that
the duty cycle will be below 1%, which allows for the device to be inactive most of the time (deep sleep
state) as shown in Figure 5b; only the clock circuitry is enabled in order to know when the devices
must wake up again.

Thanks to these mechanisms a very low energy consumption is achieved and the use of small
batteries becomes appropriate.
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Figure 5. (a) Data sending spread out in intervals; (b) Power saving mechanism.

3.3. Monitoring and Control System

The monitoring application is a program that receives and stores data from the sensor nodes,
and shows the data read from the sensors in a graphical user interface. The software has been developed
with additional features in order to provide flexibility. Thus, the user can identify each node. The data
from the sensors is periodically sent and stored within the database, and it is visualized in real
time. In addition, the sampling period can be modified by the user. In fact, during the first days
after the concrete is poured, the activity of the curing process is greater, requiring a large number of
measurements. Some alarms received from the sensors, related to battery failure and voltage values
lower than a preset threshold, have also been included.

Figure 6 shows the infrastructure required for the monitoring system. It consists of the motes
inside the concrete, a gateway (NPort W2150A, Moxa, New Taipei City, Taiwan) between the
measurement network and the data network, a WiFi router (AWK-4121, also from Moxa), a monitoring
device and a storage device.

 

Figure 6. Scheme of the monitoring system based on the wireless sensor network.
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4. Experimental Results

Traditionally, for conventional Portland concrete a limit of 3 days for curing, 7 days for rapid
hardening, and 28 days for the development of the characteristic strength of the concrete is considered.
Considering a tradeoff between the accuracy of a thermo-chemical-mechanical model that could
analyze the concrete curing and the use of a wireless sensor network with motes supplied from
batteries, the sampling period of temperature for the sensors was set as follows: four measurements
every hour for the first three days. From day four, one measurement every hour until the seventh
day. Between day 7 and day 28, one temperature measurement is performed every three hours.
To save power consumption, several sensor readings are stored and sent together in the same message.
This approach provides lower power consumption in the radio module, but the longer frames increase
the error rate. Thus, a maximum of 128 bytes per frame was set. The estimation of power consumption,
including a safety margin, determines a minimum battery capacity of 707 mAh. The average power
consumption of each mote has been estimated using a Simulink model and considering each component
separately. After the model, real world estimations have been taken into account, like battery discharge
caused by temperature, loss of efficiency on components and non-linear effects such as communication
issues. Therefore, the selected battery has a capacity of 1100 mAh.

4.1. Calibration and Testing

Once the DS18B20 sensor was chosen all efforts were devoted to checking the suitability of the
protection based on lacquer and resin. The accuracy and linearity of the sensor were monitored,
as well as the effect that the protection had on the accuracy. Nevertheless, the suitability of the package
in Figure 3 for the SHT21P sensor was also determined testing the ability of the acetal material
and the poly propylene membrane to protect the sensor and also its effect on the measurement
accuracy. This fact will allow evaluating the acetal material to be used to protect the wireless board in
Figure 2. First, the effect of the lacquer and resin on the sensor response was tested within a water
container, since it allows simultaneously checking the sealing of the sensors and the accuracy, as shown
in Figure 7.

Figure 7. Sealing testing with sensors immersed in water.

Figure 8a,b show the thermocouples, named TerEle and TerEst respectively, used as reference for
the calibration. The sensor was found to work accurately when compared to the temperature readings
of the thermocouples with PT100 probes, as shown in Figure 9. Note that the sensor features a similar
evolution to that of the references (0.99) with an offset of only 0.72 ± 0.5 ◦C. The results showed a
proper operation without communication problems.
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(a) (b) 

Figure 8. Thermocouples used for the sensor calibration. (a) TerEle, (b) TerEst.

Figure 9. Calibration of a sensor with respect to the thermocouple references TerEst and TerEle.

On the other hand, the transmission of each node was analyzed under different situations,
especially considering the power of the output signal, which is a critical parameter taking into account
the attenuation due to the concrete and the steel. Figure 10 shows the mote and a FSIQ 3 spectrum
analyzer (Rhode & Schwarz, Munich, Germany). The tests were carried out both open air and
inside concrete.

 

Figure 10. Test of output power level for the output signal of mote.

A preliminary test was performed to verify the validity of the specifications on several specimens
of concrete as shown in Figure 11. Figure 11a also shows the data acquisition board used to gather
physical signals from several sensors. The aim of this test is to determine if the sensors can perform
inside a concrete specimen in order to replicate, as closely as possible, the construction site conditions.
The specimens are created using a steel mould and filled with concrete. This test allows determining
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the effect of the combination of formwork and concrete on the transmission of data. In addition,
the test also examines the transmission distance of the sensors. The radio transmission was tested
by an emission test at fixed intervals of a data frame. As expected, the effect of concrete, rebar and
formwork reduced the transmission distance of the system. When the moulds were taken out of the
specimens, the transmission distance doubled. The design has been optimized to achieve a percentage
of packets successfully received above 95%. The data was transmitted since the first pouring of
concrete for 28 days. These results are obtained for a transmission distance of approximately two
meters. Results confirmed the feasibility of the proposed approach. There were no changes in the
transmission of data in the early stages of concrete pouring when it is wetter.

A simple LabVIEW program was designed to interact with the sensors, logging the time,
temperature readings and also from which sensor the data was received.

(a) 

(b) 

Figure 11. Preliminary test. (a) Data acquisition board to gather physical signals from several sensors
(b) Mote buried in several specimens of concrete.

4.2. Construction Site

The designed motes and the wireless sensor network were introduced in a construction site.
The place is located in a viaduct of the high-speed Antequera-Granada railway in the region of
Andalucia, in the South of Spain.

The preliminary study of the location of the motes determined the use of the 869.4 MHz to
869.65 MHz band given by ETSI EN 300 220 and short-range device (SRD)of unspecified use, with a
transmission power of 500 mW (+27 dBm). This need arises from the distances to be treated being
around three meters, which are larger than the ones tested in the laboratory, and therefore the dynamic
range should be increased. Thus, to reach the mentioned power level, it is necessary to include in the
design an output power amplifier and a linear noise amplifier to improve the reception of signals.

Figure 12 depicts the construction, the dimensions in centimeters and the location of each sensor.
It consists of a footing to support a shaft. The dimensions of the footing are 8 × 11 × 3 m. The placement
of the sensors is performed in the middle plane 1.5 m above the base. This location was carefully
chosen from experimental results.
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For a distance of 1.5 m the motes can transmit from within the concrete to the outside, with a signal
loss between 48 dBm and 64 dBm. Given an initial signal of −36 dBm and an error margin, it’s the
maximum distance where a sniffer can receive packets in order to debug the deployment, considering a
sensibility of −102 dBm. Eight points of measurement are taken, as indicated in Figure 12b. The devices
must be installed prior to pouring the concrete, and placed in preset positions using clamps or flanges
to ensure that the measuring point corresponds to the one required. Each sensor is installed and tested
individually by placing the antenna in different positions. Due to the nature of the test and the inability
to repeat the process, several repeaters where included in the structure, to assure transmission of the
values and to provide redundancy.

Figure 13a shows an operator testing a mote on the structure, and Figure 13b shows a mote tied to
a steel bar. For the wireless sensing node, a 4 mm thick acetal box has been used. The final dimensions
of the prototype wireless node package are 85 mm width and length, and a height of 60 mm.

(a) 

Figure 12. Cont.
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(b)

Figure 12. (a) Construction element and (b) location of sensors.

(a) 

 
(b) 

Figure 13. (a) Operator testing a sensor on the steel structure; (b) Detail of the mote tied to a steel bar.

Figure 14 shows the ambient temperature profile since the first hours that the concrete is poured
up to day 28, respectively. Note that the variations in temperature can reach almost 10 ◦C.
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Figure 14. Ambient temperature profile.

Figure 15 shows the temperature profile of the sensors located into the concrete. Note how the
temperature of the concrete increased during the first hours due to the reaction between cement and
water (hydration process). Once the temperature reaches a peak, then it starts to drop following the
fluctuations of the ambient temperature. It can also be seen that the sensors 3 and 4 provide a slightly
lower temperature, probably because they are located at the edges of the structure and the heat was
dissipated away.

The higher temperatures inside the concrete structure did not affect the operation of the wireless
sensor network, and measurements were gathered with the expected sensor accuracy, which is
protected from impacts produced during the pouring process.

The applicability of the developed monitoring system in civil engineering is evident. For example,
by considering a thermo-mechanical model of the hydration kinetics of the cement (see for
example [15]), the degree of hydration of the cement can be controlled by monitoring the evolution of
the temperature with time. These experimental measurements provide useful information to validate
the theoretical predictions and to check whether the hydration process inside the concrete bulk is
developing correctly. Combining these measurements with those of the mechanical properties of
concrete at early age and a convenient thermo-mechanical model of the structure (by using a finite
elements model, for example) provides a powerful tool to determine the most convenient stripping
time and, subsequently, the associated costs can be reduced. Table 1 shows the results of the main
mechanical parameters, such as the compressive strength (fc), the Young’s modulus (E) and splitting
tensile strength (fst) of the employed concrete at early age and at 28 days. These results were obtained
in laboratory by means of standard tests on cubic and cylindrical concrete specimens [19].

(a) 

Figure 15. Cont.
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(b) 

Figure 15. Temperature profile of concrete from sensors. (a) Sensors from 1 to 4. (b) Sensors from 5 to 8.

Table 1. Main mechanical parameters of the employed concrete at early ages and 28 days.

Age (Days) fc (MPa) E (GPa) fst (MPa)

1 20.1 18.9 1.9
2 26.7 19.8 2.1
3 28.2 20.7 2.3
7 36.2 24.4 2.8

28 43.9 28.4 4.3

In order to confirm the reliability of the results, a thermo-chemical-mechanical finite element
model (FEM) of the concrete footing has been implemented in ABAQUS. Details about the hydration
kinetics modeling of the concrete employed in this analysis are given in [15]. The composition of the
concrete in this work was 1/0.43/2.31/3.07/2.57/0.009 (cement/water/sand/gravel/superplasticizer)
with a class II Portland cement content of 325 kg/m3. The concrete parameters necessary to perform
the thermal analysis were a density of 2240 kg/m3, a coefficient of thermal expansion of 10−5 K−1,
a thermal conductivity of 2.5 W/mK, a specific heat of 922 J/kgK, a film coefficient between concrete-air
of 9 W/m2·K and a room temperature of 18 ◦C. The behavior of the material was considered linear and
elastic with a Young modulus ranging with age according to the values indicated in Table 1. Figure 16a
shows the geometry and discretization employed in the FEM model for the concrete and the steel rebars,
as well as a view of the internal profile of temperatures obtained for concrete at 7 days. In Figure 16b
the evolution of the temperature with age for the nodal points of the FEM model corresponding with
the location of sensors 3 and 5 (Figure 12b) are shown.

 
(a) 

Figure 16. Cont.
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(b) 

Figure 16. (a) Thermo-chemical-mechanical FEM model of the footing; (b) Numerical prediction of the
evolution of temperature with age for sensors 3 and 5.

As observed from the results shown in Figure 16b, the evolution of the temperature with age
predicted by the numerical model is in good agreement with that measured by the sensors placed
in the structure. Obviously, the values of the numerical prediction are not exactly the same than
those obtained experimentally because of several factors, which are difficult to consider in the model.
For example, variation of the room temperature between day and night was not considered, the film
coefficient was estimated from literature [19] and not experimentally obtained, and the temperature of
the soil was also estimated, etc. However, the maximum values of the temperature given by the sensors,
the age at which these values were obtained and the evolution of the concrete temperature after the
peak value (cooling) are quite similar, which reflects the reliability of the experimental measurements.

5. Conclusions

A non-destructive wireless sensing system has been implemented, with a low cost and compact
design suitable to be embedded into concrete for monitoring the curing process. This application
demands small sized sensing nodes with low power requirements, complicating the design.
Preliminary tests were accomplished in the laboratory to validate the accuracy and the protection of
the developed sensors, and the data transmission to a data acquisition system located outside the
concrete. Finally, the wireless system was used in a civil construction and the data from the sensors
was successfully transmitted during the period required to monitor the concrete from the first pour.
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Abstract: The recreation of historical battles next to old buildings, walls, churches, fortifications or
historical facades belonging to the historical heritage of a city, has always been a source of controversy
and discussion. In the absence of a clear legislation about how these buildings can be affected by the
use of blunderbusses and pyrotechnics, it is necessary to carry out practical experiments to test the
effect of these celebrations on these buildings. For this reason, this paper presents a set of practical
experiments where the vibroacoustic effect of using weapons such as blunderbusses and harquebuses
is analyzed. To gather these measurements, we have used several sound level meters and 3-axis
accelerometers placed on the facade of an old building. The tests have been carried out at the Moors
and Christians festival of Villajoyosa (Spain) which is internationally famous for this festival. In order
to carry out the tests, six harquebusiers shot their firearms and the sensors placed along the facade of
the building at different height collected the data. The results of these devices allow us to study the
vibroacoustic impact on the facade depending on the height.

Keywords: acoustic impact; structural movements; architectonic heritage; pyrotechnics; vibration;
harquebus; blunderbuss; sensors

1. Introduction

The Corsican battles along the eastern coast of Spain, in the Mediterranean Sea, between the
XIV and XVIII centuries, have left a trail of fortifications and watchtowers built for defense purposes.
Nowadays, many of these buildings are considered part of the national historical heritage.

Many European countries (especially the ones that border the Mediterranean Sea) celebrate
numerous festivals. Such celebrations often recreate battles and events that occurred centuries ago,
and in these festivals, large amounts of gunpowder are used in the form of fireworks, firecrackers,
and shots from weapons. These elements produce large rumblings, accompanied by a subsequent
blast. In addition, these recreations are usually carried out in the old quarters of the towns taking
advantage of the beauty of the scenery. The preservation of this heritage represents an interesting
tourist attraction which implies an economic benefit for that country [1]. In addition, the use of
fireworks and pyrotechnics are not unique to these celebrations. They are also widely used as a means
of signaling and beaconing in the livestock industry, agriculture, fisheries, and mining, among others.
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To monitor these activities we need to use sensor devices capable of perceiving a physical stimulus
from the environment and translating it into a signal or a measurable parameter. In most cases, these
sensors need additional electronics to show the measurements in an understandable way [2].

There are many applications where acoustic waves and sensor deployments provide great
benefits [3]. Regarding to the use of acoustic waves, one of the most used applications is the detection
of gas and water leaks [4,5]. Fluid leaks that flow through pipes often generate small vibrations [6]
and even small acoustic signals. By capturing these parameters, it is possible to detect such leaks [7].

One the other hand, buildings are sometimes subjected to hazards such as earthquakes and
strong winds, fire or vandalism, among others. In order to mitigate, or at least to monitor these facts,
researchers generally use sensors and sensor networks. These architectures can measure acceleration,
displacement, strain, temperature, smoke, acoustic pressure, etc. Buildings may face many risks
that should be monitored, such as aging of structural performance, fatigue, damage, gas leaks, fires,
etc. From the results of this monitoring, researchers or owners can take appropriate actions such
as structural control, maintenance, evacuation guidance, warning, alarm, firefighting, and rescue or
security measures, among others [8].

There are very few papers published regarding the use of sensors for monitoring and protecting
our architectural heritage, although one field where sensors are often used is in the monitoring of
artworks [9] and frescoes [10].

In this paper, we present the design and development of a series of experiments to study the
vibroacoustic impact that the use of blunderbusses and harquebuses can cause on the historical
heritage. The tests should help us to determine if these old buildings would be affected by the effect
of pyrotechnics. The acoustic impact is understood as the magnitude of the mechanical wave that
impacts the facade. Depending on the amplitude of this mechanic wave, which will be measured by
using sound level meters, the facade may suffer some movements that can be perceived as a vibration
by accelerometer sensors. With these two parameters, we will evaluate the vibroacoustic impact over
the facade as a function of the height.

In order to carry out this work, we selected an old building located in Villajoyosa (Province of
Alicante, Spain) which is famous for its Moors and Christians festival. Several sound level meters and
vibration sensors were installed on the facade. The noise was generated using the synchronized shots
of six harquebusiers. The firearms used are reproductions of actual weapons used in these ancient
battles. From the results, we have drawn vibroacoustic impact maps of the facade. The results showed
that the impact over the facade could have serious implications such as the detachment of elements of
the facade that could both harm people and generate irreparable damage on these monuments that we
want to protect.

The rest of this paper is structured as follows: Section 2 presents some papers where the authors
carried out studies on the effects of acoustic impacts on building facades. Section 3 describes the
scenario where the tests have been carried out and the tools and materials used during the tests. The
experiments carried out and the measurement results are discussed in Section 4. Finally, Section 5
presents the conclusions and suggestions for future work.

2. Related Work

There are several studies related to the analysis of acoustic impacts on buildings. However, they
are more focused on the study of the insulating characteristics of housing to ensure the welfare of
its inhabitants. This is the case of a study presented by Park et al. [11] where the authors examined
how residents in apartment buildings perceive and react to impact sounds coming from their upstairs
neighbors’ dwellings. The authors described the noise annoyance and non-acoustic factors. In addition,
the authors stated that the noise sensitivity of a person had a direct impact on the perceived disturbance
and an indirect impact on its annoyance. Finally, the results showed that the annoyance generated by
the impact noise on the floor was associated with self-reported health complaints.
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An interesting example related with the surveying of ancient buildings was presented by
Fregonese et al. [12]. This work describes some techniques for surveying ancient buildings. In this
case, the authors used a Terrestrial Laser Scanner (TLS) in combination with traditional topographic
techniques such as geometric leveling and topographic networks for 3D control to survey and study
the Palazzo del Capitano in Mantua (Province of Mantua, Italy). The main aim of this study was the
detection of surface displacements in buildings. For the case of this specific building, the authors
analyzed images taken over time to see if any part of the structure of this palace had undergone some
structural movement. The authors conclude that nowadays, the known techniques still present serious
limitations for monitoring ancient buildings. Costanzo et al. [13] used similar techniques for analyzing
the St. Augustine Monumental Compound, located in the historical center of Cosenza (Calabria, Italy).

Cuadra et al. [14] presented a study to estimate the dynamic characteristics of Inca stone structures
due to microtremors that generate very small displacements. The authors assumed that stone structures
present an elastic behavior capable to withstanding small strain conditions. From their results,
the authors proposed a new method to evaluate the seismic behavior of these constructions and
consequently the seismic vulnerability of these structures.

Ceriotti et al. [10] described the development of a wireless sensor network on Torre Aquila, a
medieval tower located in Trento (Province of Trento, Italy). The system was based on a set of motes
called TMotes, 3MATE! environmental nodes and fiber optic sensors stretching the length of the tower
to measure its deformation. The tests were performed during four months. The authors concluded
that WSN-based monitoring systems are effective tools to assess a tower’s stability, and deliver the
needed data to monitor this kind of structure.

As we can see in these previous works, there is significant interest in monitoring and analyzing
the status of our cultural heritage, but this section tries to be more focused on previous works where
the authors analyzed the effect of sound pressure on buildings.

Firstly, Karatzetzou [15] developed three different applications of ambient noise measurement
methods to measure the foundation-soil stiffness in terms of shear-wave velocity, the fundamental
frequency of the structure in its present state, the mechanical properties and the distribution and
intensity of damage to masonry walls. The authors analyzed the ambient vibrations measurements
on three monuments in the medieval city of Rhodes (Island of Rhodes, Greece) and the surrounding
soil. From the results, the authors identified the dynamic characteristics of these structures and the
foundation-soil where these structures were located.

We should also highlight that it is easy to find studies [16,17] where authors analyzed facade sound
insulation and material response as a function of the working frequency and the source that generated
the noise. Yu and Kang [18] also presented a study to analyze the differences in environmental impact
between different architectural acoustic materials in residential buildings. The study was performed
on five houses with different infrastructure, i.e., the authors used a bungalow, detached, semi-detached,
and terraced houses and apartments to carry out their tests. For each building, the authors compared
several common wall materials with similar sound transmission losses and three different glazing
ratios. The results showed the importance of considering the environmental sustainability of acoustic
materials when planning to build a house.

There are very few works where the practical study also includes measurements regarding to
vibrations of structural movements. This is the case of Klos [19] who performed a study to analyze
the vibroacoustic response of buildings due to sonic boom exposure. To do this, the authors used
112 transducers installed in three bedrooms of a house. Accelerometers were attached to the walls,
windows, and ceilings of these three rooms and microphones were placed at random locations in each
room and in the surroundings of the house to characterize the resulting noise indoors and the effect
of diffraction of the boom around the house. The tests included shaker excitation of the walls and
windows of the house and reverberation time measurements, among others, inside and outside the
house at various locations.
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Finally, regarding the use of weapons, one of the first works related to the acoustic characteristics
of harquebuses and blunderbusses was performed by Marco Sanjuán in 1996 [20]. In this work,
the author performed a set of measurements of the sound levels of different types of commercial
gunpowders. This study does not cover the three types of explosive used for the different models and
sizes of historical weapon reproductions, but the obtained values are an interesting indicator to start
with our measurements of sound pressure over a facade.

As far as we know, there is no study that relates the use of weapons during re-enactments of these
ancient battles and the effect of these on the cultural heritage. We think it is important to maintain
these celebrations, their reproductions, and memory as faithful as possible to the actual facts, however,
we also believe it is important to preserve the monumental remains and our historical heritage. It is,
therefore, important to characterize how historical buildings may be affected by the use of this type
of fireworks.

3. Scenario and Material Description

This section shows the scenario where the tests have been carried out and the tools and materials
used during the different tests.

3.1. Scenario

To perform these tests, we have chosen an uninhabited house of ancient construction since we
cannot expose old architectural elements to the stress of these experiments. This property is located
in a pedestrian street in the historic city center. In the same area, we can find many historical sights
of the city such as the defensive walls built between 1551 and 1565 to repel Berber attacks. Figure 1
shows a section of the urban plan of Villajoyosa (Alicante, Spain) and the area where the tests have
been performed.

 

Figure 1. Section of the urban plan of Villajoyosa (Alicante, Spain).

The building is a block placed on the historical center of Villajoyosa, declared as Heritage of
Cultural Interest (in Spanish Bien de Interés Cultural-BIC), a denomination given by the Spanish
Government for not only material heritage, like monuments or movable works of art, but also intangible
cultural heritage). The building presents a rectangular base and it is placed between other buildings.
The foundation base around the perimeter is scarce or nonexistent. The structural support function
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is performed by load-bearing walls that present higher thickness than normal. These are buried and
mainly transmit the loads to the ground by friction. The building has a surface structural system
based on load-bearing walls of masonry mortar, as has been observed in various historical documents.
Load-bearing walls that form the facades typically have a coating of hydraulic cement and sand mortar,
and a traditional plaster cover of lime and sand. The load-bearing walls decrease in thickness as
the building height increases. Finally, as a vertical communication element, there is a staircase that
connects the different floors. It is built as a brick vault where the stairs are placed.

Figure 2 shows a scale drawing of the scenario where the tests were carried out. This picture also
shows the position of the harquebusiers, the positions where the sound level meters have been placed
as well as the dimensions of the facade section exposed to our tests. The surface of our facade is 6 m
wide and 6 m in height. To perform the tests, six harquebusiers and four sound level meters have been
used. Each harquebusier is identified as “Font_X” where X indicates the harquebusier. Sound level
meters are identified as “Sono_Y” where Y indicates the device. This nomenclature is used in the rest
of paper.

 

Figure 2. Scenario where measurements have been performed, and the position of harquebusiers and
sound level meters.

3.2. Material Used to Perform the Tests

This subsection describes the features and sizes of the weapons used and technical data such as
the maximum sound pressure levels that these weapons can reach and the physical properties of the
black gunpowder used during the tests.

3.2.1. Weapons Used in the Replica of the Real 16th Century Battle

During the replica of these centenarian battles, harquebusiers use firearms without bullets which
generate a large flare (See Figure 3). Harquebusiers usually use blunderbusses or harquebuses. Both
are firearms with small differences between them:

Blunderbuss: These are short muzzle-loading firearms with a large caliber; it is destined to fire
shrapnel or small pellets. This kind of firearm is generally used over short distances. The blunderbuss
is usually activated by a spark, although there are some models that are activated by percussion or
small detonators (pistons). They were often used by bandits and smugglers. The blunderbuss is the
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successor of the earlier “petrol” used by bandits and Catalan supporters of Christians troops during
the 17th century.

Harquebus: This is an old firearm with an iron gun barrel and a wooden box. The name “harquebus”
is due to the arcuate shape of the mouth that was modified in the blunderbuss to facilitate the addition
of gunpowder. The harquebus is a firearm that belongs to the muzzle-loading category, i.e., it is loaded
through the muzzle. It is smaller in size than the blunderbuss, with a bore established between 14 and
18 mm. According to its construction and type of chamber, a harquebus can load from 15 g to 50 g of
black powder. The fireplace primer and the firing pin driven by the crossbow are placed on the back of
the gun barrel. The muzzle of the weapon has a flared look for easy loading.

 

Figure 3. Harquebusier in a replica of battles.

Figure 4 shows some weapons, explosive detonators and transport containers used in the
battle replicas.

 

Figure 4. Weapons, explosives detonators and transport container used in the replicas of battles.

3.2.2. Industrial Explosive Mixtures Used in the Detonations

Mine gunpowder is not an actual explosive product since its reaction deflagrates instead of
detonating. The feature of this product is mainly its large volume of combustion gases. It is a ternary
mixture of sulfur, potassium nitrate and charcoal. Another important feature is its high combustion
temperature. Its reaction rate is low compared with the rates given for the denotation of explosives.
Depending on the caliber, the rate can reach speeds to 500 m/s.

Black gun powder is quite sensitive, so it is necessary to maintain strict safety measures while
handling it. The mine powders are supplied in granulated form. At the end of the manufacturing
process, graphite is added because its conductive nature prevents the formation of electrostatic charges.
It also provides a lubricating action so that good fluidity is achieved.
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The detonation of any explosive always produces a certain proportion of gases that are toxic to
the human body. The greater or lesser effect depends on other factors such as the composition of the
explosive itself and the amount of oxygen dissolved in it. Table 1 shows the physical properties of
black gunpowder used in harquebuses and blunderbusses.

Table 1. Physical properties of black gunpowder.

Parameter Pressure (P) Kinetic Energy (F) Volume (V) Amount of Heat (Q) Temperature (T)

Black Gunpowder 2970 kg/cm2 210 × 103 kgm/kg 330 L 500 kcal/kg 2100 ◦C

Black gunpowder is a mixture of potassium nitrate:carbon:sulfur (KNO3:C:S) which percentages
are 75%:15%:10% (potassium nitrate can be replaced by sodium nitrate). It is usually prepared wet to
ensure that the sodium or potassium nitrate particles impregnate the C and S particles. In this way, the
mixing process offers better results. Only 50% of black gunpowder becomes hot gases when burned;
the rest is burnt as very fine particles. Figure 5 shows the relationship between the black gunpowder
used in shooting and the sound level pressure registered at 5 m.

Figure 5. Sound pressure level as a function of black gun powder used.

To carry out the tests performed in these experiments, we have used black gunpowder marketed
by the company Maxam Outdoors (Madrid, Spain) whose characteristics are [21]:

• Grain size: From 0.35 to 1.19 mm.
• Amount of KN03: 74%.
• Container Size: 1 kg.

3.3. Explanations about the Test Bench

In order to perform these tests, we have required the presence of six experimented harquebusiers
placed as shown in Figure 2. In our case, the impact study is conducted in several rooms of a house that
lacks furniture, which may modify the results. The measurements are made at different heights. The
six noise sources are located outside the building under study. The distance between harquebusiers is
2 m and the distance between the building and harquebusiers is 3 m (see Figure 6).

In regard to the location of the sensors, the sound level meters are located within the building
located at 2 m from the inner side of the facade, window or access door. With this distance, the
reflections over the reflecting surfaces of the building itself do not affect the measurement. Furthermore,
because the building does not contain furniture, we can be sure that no additional element will interfere
with the measurements results. The vibration sensors take measurements at three axes. They are fixed
to the outside part of the facade with bee wax that gives freedom of movement to the mobile parts of
accelerometer sensors. Figure 6 also shows the location of the vibration sensors. They are identified as
“Acc X” where X indicates the device. Table 2 lists the characteristics of the weapons used in this study.
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Figure 6. Distribution of harquebusiers and accelerometers.

Table 2. Features of weapons used during these tests.

Shooter Kind of Weapon Brand Caliber (mm.) Barrel Length (cm.)

1 Muzzle-loading Harquebus BOPE 62 50
2 Blunderbuss ARDESA 62 50
3 Muzzle-loading Harquebus BOPE 28 41
4 Muzzle-loading Harquebus GIL 28 40
5 Blunderbuss BOPE 60 50
6 Blunderbuss ARDESA 62 50

In the performed shots, we have not used metal projectiles. Therefore, to imitate the sound of a
real shot, the amount of explosive used must be increased with amounts of up to 40 g of explosive
deflagration inside the weapon. In our case, we have used several historical weapon reproductions the
same type (muzzle-loading) with different sizes and dimensions. The amount of explosive has been
the same in all cases.

The position adopted by the harquebusiers is conditioned by security aspects, i.e., the residue of
shot and flame should not interfere on other harquebusiers or viewers. The second reason for adopting
this position is to keep the weapon in a safe position after the recoil caused by the explosion inside it
(see Figure 7). In this position, the weapon must point to the sky at an angle of 45◦ from the horizontal
with the trigger. The gun must be kept over the head of the harquebusier for safety reasons.

 

Figure 7. Harquebusiers carrying out a shot where the explosive deflagration is observed.
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Finally, the weapon must remain turned outwards on its longitudinal axis to avoid any kind of
incident if the deflagration comes back down the barrel (see Figure 8).

 

Figure 8. Harquebusiers in the safety position ready to perform a shot.

The vibration sensors used in our study were Bosch BMA056-3 axis accelerometers [22]
(see Figure 9). The encapsulation size is 3 × 3 × 0.95 mm3. It is one of most used models for virtual
reality and navigation applications, motion tracking, shock and vibration detection in smartphones
and mobile devices. This sensor is able to measure magnetic field levels in the range of ± 1000 μT
(for X-, Y-axis) and ± 2500 μT (for Z-axis) with a resolution of 0.3 μT. Regarding the accelerometer
measurements, the Bosch BMA056 has a resolution of 12 bits and a sensitivity tolerance of ±4%.
In addition, this sensor can be programmed in different ranges ±2 g; ±4 g; ±8 g; ±16 g and Zero-g
offset of ±80 mg. In order to collect and save the data from acceleration sensors, an ESP8266 node has
been used. The acceleration sensors are connected to the node through I2C bus. Finally, the sampling
rate is 12.5 Hz.

Figure 9. BMA056-3-Axis accelerometers.

In relation to the synchronization of the accelerometer sensors, the sensors are initialized using a
real-time clock connected to the ESP8266 node. This device allows us to have a temporal reference to
perform the measures. The real-time clock and the acceleration sensor are slave elements within the
communication through the I2C bus while the ESP8266 node acts as the master. Figure 10 shows a
schematic of the connections.

The sound pressure measurements have been performed using professional sound level meters.
In these tests, we have selected the Bruël & Kjaer Type 2250 sound level meter [23]. It performs
Class 1 measurements according to the international standards. This sound level meter has a wide
dynamic range that supports both the most intense noises and those barely perceived above the
background noise. Moreover, the Bruël & Kjaer Type 2250 sound level meter is able to measure from
the low-frequency option, ranges from 20 kHz down to infrasound for measurement of noise sources
suspected of emitting very low frequency noise. The device can perform in 1/1 octave and 1/3 octave
bands. Figure 11 shows one of the sound level meters used in the test bench.

279



Sensors 2017, 17, 1871

Figure 10. Schema of connections.

 

Figure 11. A Bruël & Kjaer Type 2250 sound level meter.

Finally, it is important to know the environmental conditions because acoustic waves are
highly affected by the temperature. Moreover, very high wind speeds can mask the measurement
results. As an important datum, when the speed wind is higher than 5 m/s, the resulting acoustic
measurements are not valid [24]. In our case, the following environmental values were registered:

• Temperature: 29.1 ◦C.
• Relative Humidity: 75.3%.
• Speed wind: 1 m/s.

With these values, we can perform the tests and we can be sure that the registered values really
represent the effect of the harquebuses and sound pressure on the facade.

4. Tests Performed in the Real Scenario and Measurement Results

This section shows the experiments carried out in the scenario presented in the previous section.
We also discuss the measurement results. These results show the acoustic and seismic impact on
the building.
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4.1. Acoustic Impact and Building Movement Results

In order to perform the tests and take measurements of sound pressure levels and vibration
recorded at different points of the facade, the harquebusiers made two sets of shots. This subsection
shows the values registered by the sound pressure level and vibrations registered at different points of
the facade during the two sets of shots.

4.1.1. Considerations over the Performed Measurements

When measuring the acoustic impact, we should take into account the effect we want to measure.
This fact will determine the frequency weighting we should use. Frequency weightings correspond to
acoustic sound issues and have a large psychoacoustic component.

Acoustic analyzers aim to approximate their responses to the human ear. While Sound Pressure
Level (SPL) in dB describes the physical phenomenon, the weighted decibel level describes the existing
loudness, i.e., the perception of a sound by a human. In our case, we want to measure the physical
effect over the facade and therefore we will use linear weighting. Linear weighting is a flat frequency
response between 10 Hz and 20 kHz ± 1.5 dB, excluding the microphone’s response. The results directly
represent the effect we want to measure. All information concerning this weighting is presented in the
international standard IEC 61672: 2013. Our measurements are performed in Z weighting, according
to Bruël & Kjaer nomenclature (measured in dB) in the 1/3 octave band [25–27].

4.1.2. Values of Sound Pressure Level Registered over the Facade

First we analyze the average sound pressure level received by the facade when there is no activity,
i.e., without pyrotechnics or harquebusiers performing shots. Figure 12 shows the average value
(calculated from the data from all sound level meters) of the background sound level in dB registered
on the facade.

Figure 12. Average background sound pressure (dB).

We can see that maximum value of sound pressure is 52 dB at 31.5 Hz and around 45 dB at 12.5 Hz,
50 Hz and 500 Hz, i.e., the highest values are registered at low frequencies. Low frequencies are the
ones which present the biggest impact over the buildings and are the ones which most disturb people.

Figure 13 shows the sound pressure level measured by the four sound level meters during the
first shot. As we can see, the sound level meter that registers the lowest sound pressure level is the one
placed at lowest altitude respect to the floor (103 dB). Moreover, the rest of devices record pressure
sound levels around 110 dB. The biggest noise impact is generated in the range of 200–250 Hz.
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Figure 13. Sound pressure level measured by the four sound level meters during the first shot.

Figure 14 shows the sound pressure level measured by the four sound level meters during the
second shot. Again, the sound level meter that registers the lowest sound pressure level is the one
placed at lowest height (approximately 1 m) with respect to the floor (108 dB at 200 Hz). This is Sono_5.
Moreover, the rest of sound level meters record maximum values around 111–113 dB in the frequency
range of 125 to 300 Hz. From this value, the received signal is attenuated. The biggest sound impact is
recorded at 125 Hz. by Sono_3 (with a value of 113.31 dB), which is approximately at 1.60 m height.

Figure 14. Sound pressure level measured by the four sound level meters during the second shot.

Finally, Figure 15 shows the map of maximum levels of sound pressure on the facade as a function
of the height and width of facade. Figure 13 shows the maximum value registered simultaneously
in all sound level meters which are placed on the positions specified in Figure 2. As we can see, the
highest value is registered at 1.5–2 m (which corresponds to the height of the ground floor) with a
value around 113 dB. We can also see that a sound pressure level peak is registered at 4 m height with
a value of 109 dB.

As we can see, there are two areas of greatest sound pressure impact. This is because during a
shot, the explosion generated by the weapon has approximately been generated at 1.5–2 m height,
while the deflagration can reach several meters (up to 5–6 m) in height and also causes the propagation
of sound waves. Figure 16 shows a drawing of a harquebusier shooting a weapon, where it is easy to
see the explosion and deflagration.
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Figure 15. Map of maximum values of sound pressure level registered on the facade in (dB) as a
function of the height.

Figure 16. Harquebusier shooting a weapon.

4.1.3. Values of Vibration Index Registered over the Facade

To start with the measurements of vibration, we should take into account that a facade and
a building, in general, only receive vibrations from seismic sources or from industrial machinery
called seismic noise, although the human activity and natural phenomena can also generate
structural movements.

Usually, when we talk about vibration measurements in buildings, this magnitude is usually
represented as a vibration index (Law) in dB [28]. This value is obtained by Equation (1):

Vibration Index (dB) = 20· log
acc

(
m/S2

)
acc0

(
m/S2

) (1)

where, acc
(
m/s2) is the acceleration measured by the acceleration sensor and acc0

(
m/s2) is the

acceleration reference that depends on the device. In our case, the acc0 = 10−6 m/s2.
In our case, we are going to measure the effect of shooting on the facade cladding. The most

affected elements with the biggest probability of coming off will be those that present a deficient
adhesion to the structure. For this reason, the sensors are not embedded in the structure. To fix the
sensors, we have used bees wax which is widely used when vibration dosimeters are employed. The
sensors are in contact with the elements of structure that could be detached by the effect of the received
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acoustic waves. This subsection shows the results of the vibrations detected over the facade cladding
during the two shots.

To process the data from the 3-axis accelerometers, we have measured the components, i.e., the
acceleration registered in X-axis, the acceleration registered in Y-axis and the acceleration registered in
Z-axis. After that, these values are combined using Equation (2):

aCombined =
√

ax2 + ay2 + az2 (2)

where, ax, ay and az are the values of acceleration registered in each orthogonal axis, X, Y and Z.
The measurement time for each case is 1 min, but we have selected the time during which the

movements has been detected. The measurement results are as follows: firstly, Figure 17 shows the
vibration values registered by accelerometer 1 during the shots. We can observe that the maximum
amplitude is around 128–130 dB for both cases while the rest of the time, the sensor registers an
average value of 93–94 dB as ground vibration. The recorded impulse is narrow which implies very
low structural movements. This is because this sensor is placed on the ground floor.

Figure 17. Vibration levels registered by accelerometer 1 on the facade during the shots.

Figure 18 shows the values registered by accelerometer 2 during the both shots. In this case, shot 2
registers a slightly bigger vibration (133 dB) than shot 1 which reaches 125 dB. The ground vibration is
around 85 and 90 dB for both shots. The sensor results also show that shot 2 has needed around 3.2 s
in order for the wall to totally absorb the vibration. For shot 1, this time is smaller since the maximum
registered level has been lower. This sensor is placed at 2.20 m height.

Figure 18. Vibration levels registered by accelerometer 2 on the facade during the shots.

Figure 19 shows the values registered by accelerometer 3 during both shots. In this case, shot 1
registers a bigger vibration (124 dB) than shot 2 which reaches 113 dB. The rest of time the vibration
level is around 94 dB for both shots. We can also see that the vibration needs around 3 s to be totally
absorbed. This is because this sensor is placed at 1 m height.
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Figure 19. Vibration levels registered by accelerometer 3 on the facade during the shots.

Figure 20 shows the values registered by accelerometer 4 during both shots. Both shots register
similar values, i.e., 125 dB). The ground vibration is around 92–93 dB for both shots. Again, the results
have shown that the facade needed around 3.2 s in order to totally absorb the vibration. This sensor is
placed at 4.5 m height.

Figure 20. Vibration levels registered by accelerometer 4 on the facade during the shots.

Figures 21–23 show the vibration maps on the facade for the X-axis, Y-axis, and Z-axis of the
sensors, respectively. To make them, we have taken the maximum value of the vibration index
registered at the same time at different places on the facade. These places are the sensor positions and
because they are placed at different heights, these figures show us the movements as a function of
different heights.

Figure 21. Maximum variation of vibration in the X-Axis.
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Figure 22. Maximum variation of vibration in the Y-Axis.

Figure 23. Maximum variation of vibration in the Z-Axis.

As we can see, the highest vibration index is registered in the Z-axis (Figure 23). In addition, the
highest value is registered around 1.5 m with maximum values of 133 dB which corresponds with the
height where the harquebuses generate the highest sound pressure level. The axis that registers the
lowest vibration is the X-axis, with a maximum value of 128 dB at 3 m height. As we can conclude, the
Z-axis registers the biggest vibration index since the sensors register the movements in the transversal
sense of the wall which presents a larger freedom of movement.

4.2. Discussion

Initially, this study was carried out to find out if there is any risk to people and built heritage in
order to ensure the perpetuity of a traditional celebration. In any case, the security of people should
prevail over any type of patrimony. For this reason, the human risks derived from this activity in
terms of the historical scenario are a result of the possible detachment of objects from the facades onto
the people.

To carry out the test, the most unfavorable acoustic site has been established, i.e., a narrow street
with tall buildings, and the most unfavorable situation of the shooters, i.e., a big concentration of
harquebusiers with an excess of gunpowder in the weapon.

The purpose of this test was to detect the vibrations caused by the most unfavorable case of these
festivals where elements such as the eaves, cornices, carpentry, balconies, and facade cladding can
fall off and harm people and these detachments could be irreversible and consequently the historic
heritage would remain damaged
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From the results, we can make several observations. Firstly, it is clear that the use of these weapons
causes significant movements on the building facade. In regard to the acoustic impact, we note that the
highest level is recorded at 1.5 m. The sound pressure levels recorded show some values higher than
113 dB at 160 Hz. However, there is another area where another peak is detected. It is registered at
4.5 m height, whose value is lower than the peak located at 1.5 m. This is due to blast and deflagration
generated by this kind of weapon.

We have also observed that the most pronounced structural movements are recorded at 1.5 m
height. The time the structure needs to absorb and completely attenuate this movement is also
maximum at this point. Another aspect also observed, and predictable, is that the structural movements
are greater in the Z axis since it measures the transverse movements of the wall instead of the
longitudinal movements along the length and width of the facade. Finally, we should denote that
the highest vibration indexes are also registered around 1.5 m, which corresponds to the area of the
greatest sound pressure level registered on the facade.

Although we should not compare the structural movements produced by pyrotechnics and
captured at the level of the façade with those generated by a natural earthquake, we can perform
a small comparison in relation to the damages observed in both cases. To do this, we will use the
Mercalli scale [29]. The Mercalli scale quantifies the effects of an earthquake on the Earth’s surface,
humans, objects of nature, and man-made structures on a scale from I (not felt) to XII (total destruction).
Figure 24 summarizes the ranges considered by this scale.

Figure 24. Mercalli scale and its damages.

As we have seen in our results, the biggest vibration has been detected in the Z axis in which case
we have obtained amplitudes of 133 dB (which is equivalent to 8.341 m/s2) for accelerometer 1. These
values would imply a seismic intensity of grade IX in the Mercalli scale.

Obviously, these damages are mitigated because the effect and vibrations are only registered at
the facade level. However, if we consider the damages generated, we would be a seismic intensity of
grade V-VI in the Mercalli scale. As Figure 25 shows, after performing our tests some damages have
been detected in elements such as windows and plastering of the facades. Finally, we can conclude
this section by affirming that the use of these weapons in a scenario like the one used in this tests
can generate some structural damage, especially in elements like windows and plastering of facades.
Consequently, the results of this study can help the organizers of these festivals in terms of security
and damage prevention.
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Figure 25. Some damages detected after tests.

5. Conclusions

During the summer months, many European countries celebrate hundreds of festivals that
commemorate historical events. Along the Spanish Mediterranean coast, the population often replicates
ancient battles which involve plenty of shots of firearms and pyrotechnics along the historical center of
the cities. These battles reproduce the events when Arab troops tried to conquer the Spanish land and
how the Christian troops repelled these attacks. As a result of our history and all these facts, nowadays,
we have many buildings like fortresses, watchtowers, churches and historic facades, which must be
preserved to keep our history. However, so far we have not checked whether the reproduction of such
celebrations near these historic buildings can cause some kind of irreparable damage to these buildings.

Because of this need, in this paper, we have presented a study about the vibroacoustic impact
that buildings may suffer by the presence of pyrotechnics like the weapons typically used in these
celebrations. To carry out this study, we used an old house where several sound level meters and
vibration sensors have been placed over the facade. We have performed two sets of measurements.
In both cases, six harquebusiers simultaneously shot their weapons.

From the results, we have seen that the greatest acoustic impact is recorded at 1.5 m height,
although a higher sound pressure level is also recorded at 4.5 m height. As shown in Figure 16, when a
weapon is fired, some deflagrations and explosions are generated. While the deflagration can reach
up to 5–6 m height (this is reason of the high value of sound pressure level at 4.5 m), the explosion is
generated next to the weapon mouth. In addition a small deflagration of the remaining gunpowder is
registered near the handle of the weapon. Consequently, a high sound pressure level value has been
registered at 1.5–2 m. These sound pressure level values has a consequence on the facade and in our
case, this effect is the registration of some structural movements and vibrations which also increase
with the height.

Finally, we can conclude that the height of the building must be taken into account when
the vibroacoustic impact is measured. Obviously, another important factor is the height of the
explosions, deflagrations and physical features of weapons. The results obtained demonstrate that the
vibroacoustic effect on facade claddings in a bad state is high and it is capable of causing detachment,
and human injuries (as Figure 22 shows). During the inventory of the damages caused, there were
several broken windows, so these tests have served to determine the extent of the damage. The
determination of human injuries, rather than the built heritage, will be decisive for limiting these
traditional celebrations in historic centers of cities and towns.

These tests were carried out in old buildings but in the future, we would like to perform them
on old architectural elements such as historical facades and watchtowers. In addition, we would like
to implement a sensor network [30] able to take measurements for long periods using distributed
database management techniques [31,32]. Moreover, we have in mind to create alarms [33] in cases
where the building suffers some type of micro-vibration which can deteriorate the building structure
somehow, when it has had a stressful event as the one reproduced in this work. Finally, we would like
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to test how these buildings can be affected by the explosions of aerial fireworks and compare these
results with those obtained in the current paper.
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Abstract: Human motion capture (MoCap) is widely recognised for its usefulness and application in
different fields, such as health, sports, and leisure; therefore, its inclusion in current wearables
(MoCap-wearables) is increasing, and it may be very useful in a context of intelligent objects
interconnected with each other and to the cloud in the Internet of Things (IoT). However, capturing
human movement adequately requires addressing difficult-to-satisfy requirements, which means
that the applications that are possible with this technology are held back by a series of accessibility
barriers, some technological and some regarding usability. To overcome these barriers and generate
products with greater wearability that are more efficient and accessible, factors are compiled through
a review of publications and market research. The result of this analysis is a design methodology
called Octopus, which ranks these factors and schematises them. Octopus provides a tool that can
help define design requirements for multidisciplinary teams, generating a common framework and
offering a new method of communication between them.

Keywords: design methodology; design requirements; wearables; MoCap; body positioning;
body attachment; IMU; rigid bodies

1. Introduction

Movement is healthy, but whether from injury, illness, or ageing, we are all exposed to losing
motor skills at some stage in our lives. In that case, we need to carry out a process of re-education,
training, or rehabilitation that teaches us to move or exercise in a certain way. In this sense, motion
capture (MoCap) is an opportunity that provides information, both directly (range of mobility of
a joint) and indirectly (habits, physical inactivity, etc.) [1,2].

The exponential rate of technology development, and its extensive access through platforms,
such as Arduino or Raspberry-Pi, has fostered a world of interconnected objects and connection to
the cloud and the Internet of Things (IoT) [3]. In this context, existing objects take on new features,
and new ones are inspired by the technology itself. In this way, the elements that we place in the body
undergo this evolution, giving rise to a new generation of products, the wearables, whose appearance
can be considered at the conceptual level as well as the user acceptance level, as one of the small
revolutions within the IoT.

Based on the criteria proposed by Knight et al. [4], wearables can be defined as devices that allow
user interaction and user data collection, while remaining attached to the body, regardless of the body’s
activity and without muscular effort required to hold them. Additionally, wearability describes the
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interaction between the human body and the wearable device, and dynamic wearability includes the
movement of the human body in the design [5].

For this text, the devices intended to capture human movement that meet the above-mentioned
characteristics of wearability and dynamic wearability concepts will be referred to as motion capture
wearables (MoCap-wearables). Specifically, we refer to MoCap systems based on the rigid bodies,
concept defined by Skogstad et al. [6] as objects that will not deform and will simulate or monitor
a body segment.

As shown in Figure 1, MoCap systems that are based on rigid bodies correspond to clusters of
reflective spherical markers (Figure 1a) that can be univocally identified by infrared light emitting
cameras [6,7], providing three rotations and three positions (one for each space axis). They can also be
electronic devices—inertial measurement units (IMUs, Figure 1b)—that provide rotations (rotation
matrix, euler angles, quaternions, etc.) through signal processing of the output data of different built-in
sensors accelerometers, gyroscopes, and magnetometers) [8–10]. Furthermore by processing from the
IMU acceleration data, more information can be extracted, such as speed and position [11,12] or even
the moment of reaction on the ground [13]. For MoCap, the concept of a rigid body, in which we focus,
matches for both cases, to associate a rigid body to a body segment.

(a) (b) 

Figure 1. Motion capture (MoCap) rigid bodies: (a) optical rigid body [14]; (b) IMU rigid body [15].

Currently, MoCap applications are mainly restricted to research, medical rehabilitation, sports
training, augmented reality systems, and 3D animation [7,16]. Unfortunately, the large numbers of
applications that are possible with this technology are held back by many barriers related to various
factors. Overcoming such barriers, we could improve existing applications through more usable,
democratised, and higher quality technology. Alternatively, we can generate innovative methods of
using MoCap through disruptive innovations based on its application in new fields.

There are barriers associated with errors of the technology itself (magnetic field disturbances,
gyroscope drift, etc.) that have had a clear effect on the effectiveness of MoCap systems and therefore
on the trust of the technology associated with them [17]. However, due to advances in technology,
we observe that the errors directly linked to it are progressively diminishing, either through new or
better signal processing or hardware upgrades [10,18–21].

Nevertheless, there are other barriers that are currently unavoidable, such as difficulty in measuring
the skin, muscles, and soft tissue movements around the bones. This is one of the most problematic
error sources in MoCap systems that use optical or IMU surface markers [20,22]. According to
Capozzo et al. [23], isolated markers located directly on the skin at specific anatomical points (landmarks)
may undergo relative displacements to the underlying bone in the range of 10–30 mm, which causes
an error accumulation in the segment angle. Thus, it should be assumed that MoCap systems with
surface markers do not represent bone movement [24].
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On this basis, one of the main barrier in terms of error to overcome in MoCap applications is
reproducibility [22,25]. Therefore, the accuracy of the body segment angle measurement does not
matter, as the same results are obtained using a certain MoCap system with the same subject on
different days with different operators in independent laboratories.

The reproducibility factor in a MoCap system is conditioned by the attachment of the markers
or sensors to the body [20]. If the union is not constant, stable, and rigid, the measurement quality
may worsen through the existence of relative movements between the devices and body [25–27].
Various authors have referred to errors derived for this reason in their research [6,8,11,28].
Although some authors consider the position of the IMUs in the body [29,30], positioning continues
to be performed only by a visual check, by trying to align sensor axes with the segment [27,28,31].
Despite being decisive, union elements between the electronic device (IMU) and the body are usually
one of the last issues considered in the design, when this should be a matter considered during
product design.

We are therefore facing a design challenge, a problem that has been asserted by multiple authors
and that transcends reproducibility and measurement accuracy. In this way, to offer products that
expand the current sectorial limits (health, sports, 3D animation, etc.), factors such as body attachment,
usability, device comfort [9], or accessible costs among others, should be considered, as these are the
keys to an optimum MoCap-wearable design.

In view of these problems, this article collects design principles related to the physical aspects of
MoCap-wearable systems. The challenge is to identify all those factors that affect the creation process
to achieve a MoCap system design that includes both the most purely technical requirements and those
that are more focused on the users and the environments. Collected factors are ranked and schematised
in a design methodology for requirement definitions called Octopus. The aim of this tool is to facilitate
and guide designers and other professionals involved in the development by generating knowledge
that allows precisely considering, without omission, all factors from the initial stages of development.
The tool is expected to improve existing applications or support the creation of new ones.

2. Materials and Methods

In the wake of the design needs detected, considering the high complexity of MoCap-wearable
systems, this section presents a series of factors that are indispensable for study in the design process.
These factors have been grouped by theme into five sub-sections: context (Section 2.1), technology
(Section 2.2), body attachment (Section 2.3), physical properties (Section 2.4), and user interaction
(Section 2.5).

A two-line research methodology has been carried out to identify the design factors. On one
hand, a literature review has been conducted regarding wearables and MoCap, these articles are
cited to describe the factors, and, on the other hand, an extensive study of the products currently
available in the market has been done. Regarding this last point, Table 1 shows a selection of those
studied products that will facilitate illustrating the factors proposed in this article since they have been
considered representative of the different fields of application and/or provide innovative or unique
solutions. Both full body MoCap systems and wearables products have interesting and prominent
characteristics that have served as reference to find some of the following factors. Although not all
selected wearable products are designed for MoCap purposes, we have used them as inspirational
products, extrapolating the characteristics to the MoCap field.

For terminology in this document, devices will be understood as MoCap elements to be placed
on the body and data processing points (DPPs) will be understood as elements to which they can be
connected, such as computers, smartphones, tablets, consoles, etc. DPPs will carry out certain actions
with the information collected from the devices. In this way, a set of devices, DPP, and the operation of
use constitutes a system, which may refer to commercial systems (wearables or MoCap) or those that
are intended to be designed (MoCap-wearables).
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Table 1. Product and service market examples.

Full Body Systems MoCap Wearable Products

Wireless
Inertial Products

Wired Inertial
Products 1

Optical
Products

Services Head Chest Extremities

Noraxon [32] Perception
Neuron [33]

Natural
point [14] MySwing [34] Alex Posture

[35] Araig [36] LEO Fitness
Intelligence [37]

Notch [38] Rokoko
studios [39] Vicon [40] Run3D [41] Google Glass

[42] MC10 [43] Quell relief [44]

Perception
Legacy [45] Shadow [46] Imaginarium

Studios [47] Jolt Sensor [48] SenseOn [49] Sensoria
fitness [50]

Stt-Systems [51] Technaid [52] Melon
Headband [53] Tesla Suit [54] Thalmic Labs [55]

Trivisio [15] Xsens (suit) [56] Reebok
checklight [57] UpRight [58]

Xsens [56] Thync [59]
1 Wired sensor to sensor products, but wireless communication with data processing point (DPP).

2.1. Contextual Factors

Contextual awareness addresses the study of scenarios in which the product is used [60] and
allows developers to focus design decisions on the user’s world, achieving greater acceptance
and system usability. The contextual characteristics will translate into requirements and design
opportunities, which allow cross-functional decisions that affect other factors. This section includes
factors related to use, the user, and the environment of the product to be designed.

Environmental studies can provide information about available resources, protocols of use, level
of hygiene required, etc., while user studies may allow considering both explicitly as latent needs
related to psychological, physical, behavioural, or formative aspects.

Generally, and specifically in the case of MoCap-wearables systems, the environment defines the user.
Table 2 lists the fields of existing applications—in line with Ahmad et al. [16] and Mayagoitia et al. [7]—and
the users involved in each of them. Differentiation is made between two user profiles that can be identified
in a MoCap-wearable system: the professional user, which is the person interested in obtaining the data
and usually is the product purchaser or prescriber, and the actor user, which is the person captured by the
system who may be interested in obtaining information. We assume that the concept of user profile may
include one or more individuals as appropriate.

Table 2. Link between some MoCap environments and their users.

Environment Professional User Actor User

Medicine

Diagnosis Doctor Patient
Rehabilitation Doctor, Physiotherapist Patient

Forensic Forensic Doctor Injured (may be uncooperative)

Sports
Performance Coach, Physiotherapist Athlete

Rehabilitation Coach, Physiotherapist Athlete

Animation
Simulation

Professional simulation Coach, Technician, Others Athlete, Military, Others
Video game Player Player

Cinema/theatre Director, Technician, Others Performer

Research Laboratory Developer, Researcher Unknown

As seen in Table 2, in the medical and sports fields, the professional user may be a doctor,
physiotherapist, or coach and the actor user a patient or athlete. In this area, patients are
usually collaborators, except in the forensic environment, where expectations of a possible financial
compensation for the damage or injury caused by an accident or other cause may call into question such
collaboration. In 3D animation and simulation, user types depend on each application; for example,
in video games, it is singular that the profiles of the professional and actor coincide in the same person:
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the player. Finally, in the research sector, professional users are researchers or developers who are
interested in obtaining information or implementing new applications.

It should be noted that, according to the mode of application or use of the system, the resulting niche
can lead not only to a new commercial product development but also to a service or a product-service
operation. Some manufacturers are already marketing MoCap systems as a service. This is the case of
MySwing [34], where the customer has a personalised learning and analysis program of his or her golf
practice. Likewise, a MoCap professional studio for the film industry or a gait analysis laboratory is
intrinsically a service [41,47]. Figure 2 illustrates a real MoCap service with both described users involved.

 

Figure 2. MoCap service, biomechanics laboratory. System with simultaneous optical and IMU
technology (optical full body MoCap and IMU upper body MoCap).
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It is important to note that if a MoCap-wearable design is associated with a service, the system
profitability and its purchase interest may depend on the developer or customer ability to perform
an adequate servitisation of the product. In addition, the training, motivation, and resources available
to the professional will be keys for the service to be adequate. In addition, the privacy and the required
confidentiality level in each of the usage scenarios must be considered [60,61].

Therefore, assuming the business model as a service, defining the operational use from the initial
development stages will allow applying specific design techniques to predict failures, extracting critical
points and accompanying the physical design with the considerations related to the intangible part of
the product.

2.2. User Interaction Factors

Achieving an appropriate interaction between users and the product is relevant to minimise
the learning phase and avoid errors during use. In the literature review, it has been detected that,
as a general rule, some adjectives that define a good user interaction with wearable devices are
simplicity, subtlety, transparency, and intuitiveness [5,60].

The product-service system can interact with both the professional user and the actor user.
Therefore, the information to be transmitted and its representation must be adequate to each profile
mental model and to the context at the time of receiving the information [62]. Therefore, the user
characterisation will greatly influence the interaction design, which will be a cross-functional theme
for all product factors.

To classify the communication interfaces between users and technology, the two parts of the
MoCap-wearable system can be used: devices and DPP. In Figure 3, the communication interfaces are
illustrated: users with device and users with DPP. Note that there is also interaction between both
types of users, but the definition of such interaction depends on the service design already discussed
in Section 2.1.

Figure 3. Communication interfaces scheme in a MoCap service. (Icons designed by Freepik and
Alfredo Hernandez, from www.flaticon.com).

296



Sensors 2017, 17, 1875

2.2.1. User Interface with MoCap-Wearable Device

MoCap-wearable devices require a user interface that should allow, facilitate, and optimise
product usage, helping its cognitive interpretation. In the reviewed devices (Table 1), there are physical
interaction components (power button, load connector, and light-emitting diodes (LEDs) to show the
battery level and/or wireless connection status), and graphical components (X, Y, and Z axes on the
surface to the device orientation in the body, and body segment labels). These interaction elements are
generally aimed to the professional user; however, device designs should consider and take advantage
of communication opportunities with the two types of users involved.

Through the interaction elements or other elements that can be incorporated in a bidirectional
interaction process, the devices will be able to receive input stimuli (subject movements, change of
configuration, etc.) and respond by feedback or output to the users. Such feedback can serve to
communicate with the actor through biofeedback [63] (guide, correct movements, etc.) or to reach
agreement with the professional (improper device positioning, wrong movements, low battery, etc.).
The feedback types can be classified by human senses involved in communication:

• Visual feedback: Interaction with LEDs, images, or text. From the perspective of the user actor,
an interesting point of interaction may be the upper face of the wrist, inspired by wearable
wristwatch style designs or visible areas of the body, such as legs or arms.

• Aural feedback: Sounds, beeps, instructions, etc.
• Haptic feedback: Communication through non-visual and non-auditory sensations using vibration,

temperature, or electrical impulses, which can be observed in some products, such as the Notch
motion sensor [38], Araig jacket [36], or the Tesla suit [54].

2.2.2. User Interface with DPP

The DPP can also interact with both users at both hardware and software levels. From the hardware
point of view, the most common design process is to select a smart device, such as a computer, smartphone,
tablet, game console, etc. This can be recognised in most analysed products. Generally, in MoCap systems,
a computer is employed, and in wearables, smartphone use is more frequent. The information input type
(touch, voice, etc.) and the output characteristics (visual, sound, etc.) will depend on the selected DPP
features to which the designer must adapt.

With this, the problem can be reduced to a software design issue and, from the standpoint of interaction,
can be reduced to the screen interface or graphic user interface (GUI) design. Additionally, the software
may be able to be supported in the cloud or even only operate on it; thus, the Internet communication will
serve to store and download information or communicate with other systems.

2.3. Technological Factors

Technology, its possible configurations, and the main characteristics of the electronic components
influence the device external parts that are in contact with the user [5]. Consequently, the technological
requirement study includes the selection between optical or inertial systems, the electronic component
structure that incorporates each capture device, and the possible configurations of interconnection
between them.

2.3.1. Choice between Optical and Inertial MoCap Technology

The choice between inertial or optical MoCap technology depends on the application requirements,
which should be contrasted with the characteristics of each technology features. In this paper, we focus
on these products as they are the most common; however, it should be noted that these are not the
only technologies used in MoCap systems [64].

Optical systems have a consolidated development and provide proven accuracy. However, they
require a controlled space and environment, especially about lighting (preferably artificial), and a variable
number of cameras that will depend on the area of the body to be monitored and the number of
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simultaneous actors to capture. Normally, the technology is based on vision cameras that emit infrared
light, which are capable of recording and processing the movement of reflective spherical markers placed
at landmarks [6,7]. Its accuracy is high—on the order of 1% on the measurement taken [65] or 1 mm [22].
It is necessary to emphasise the problems derived from occlusions of the reflective markers by other body
parts, other actors, or objects or devices that the actor handles or in the scene itself that may require a high
number of cameras or important post-process work to recreate the actor’s movement.

Moreover, inertial systems are generally more economical and require less infrastructure [7].
They can be used either in real time by a DPP signal-receiving device or autonomously with an internal
memory storing the information. In contrast, integration errors and the presence of magnetic fields
may reduce accuracy [8,10]. For MoCap commercial systems (Table 1), the IMU accuracy offered is
in the following intervals: 0.2◦–1◦ (roll/pitch), 0.4◦–2◦ (yaw), and dynamic root mean square (RMS)
1◦–2◦ RMS (roll/pitch/yaw).

2.3.2. Electronic Components (Building Blocks)

It is considered necessary to overcome the strict separation between design engineer and electronic
engineer. Knowledge of electronics by the designer allows creation of more viable projects and,
alternatively, generates more design opportunities due to the vision of possible technological options.
It is true that, for an external device design, it is not necessary to know all the components in depth,
but in line with [66], it is interesting to promote designers with minimal technological literacy that are
aware and can collaborate in defining the main building blocks. This definition of blocks depends on
the usage scenarios (context), especially regarding the times of use, the speed of movements, or the
real-time capture needs.

The building blocks can be considered from the device, the DPP, or even the complete system
point of view. In Figure 4, we see an example of the main blocks (building blocks) of a wireless IMU
device. Under the scheme, the technological factors to consider for a wireless IMU are related to
communication, storage, battery, intelligence, and interface.

INTELLIGENCE

USER INTERFACE
(BUTTONS, LED, ETC.)

BATTERY
(FIXED OR REMOVABLE)

COMMUNICATIONS
(BLUETHOOTH, WIFI, ETC.)

STORAGE
(OPTIONAL)

(SD, FLASH, ETC.)

Figure 4. Building blocks example of a MoCap wireless IMU, created with the methodology of Blanco et al. [66].

In the case of revised IMUs for MoCap-based devices (Table 1), the following factors in relation to
electronic components can be highlighted:

• User interface: Already mentioned in Section 2.2.
• Battery: MoCap wireless sensors typically have built-in non-removable batteries, recharging

either in a charging socket or directly connecting to each sensor. The battery life (according to
manufacturer’s information) can vary between 3 h and 8 h. The battery selection has a special
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interrelation with the other factors because it depends on the usage scenarios (life required),
on the other components’ consumption, on the DPP characteristics, and on the interconnection
between the different components.

• Storage: With the option of including internal storage, it is not required to be in range of a wireless
network, which increases versatility. In contrast, in this case, the ability to perform real-time
processing is limited. Systems that work with internal storage usually have a secure digital (SD)
card, such as Perception Neuron or Stt-Systems [33,51].

• Communication: The communication features between devices and the DPP depend on the selected
wireless communication protocols and consequently on the selected DPP to process the data.
However, sometimes, an external dongle communication is connected to the DPP, which relieves
its selection requirements. Communication protocols are typically WiFi 2.4–5 GHz for local area
networks (LANs), Bluetooth for personal area networks (PANs), or other proprietary protocols.

• Intelligence: All these actions are performed by the devices from raw measurement data and
users’ actions. In terms of intelligence, the quality of the measurements provided by the IMU,
and therefore the restrictions for some applications, depends on the quality in the accelerometers,
gyroscopes, and magnetometers and the quality of the signal processing. The IMU measurement
ranges vary between ±2 g and ±50 g for accelerometers and between ±150 ◦/s and ±1000 ◦/s for
gyroscopes [27]; however, the evolution of the technology is improving the quality of these aspects.
In signal processing, Kalman filters are widely used [67]. Currently, this field is being improved
by different authors. For example, Dejnabadi et al. (2006) and Favre et al. (2009) [19,20] have
proposed other magnetic and compensation drift algorithms that have been shown to be effective.

2.3.3. Number of Devices and Interconnection of Them

A key factor in the technology definition is the number of devices be placed on the body areas,
each application will require a varying number. The number of sensors influences and depends on
the available computational resources and on how much the signal processing can be tailored to the
application. In general, for full body MoCap, a total of 15 are required: three per each extremity,
another to monitor the head, and two others for the chest. In addition, more sensors can be added
in the phalanges or chest. We can see a MoCap application with fewer devices in Macard et al.’s
paper [68]. In terms of interconnection and communication between devices, in the studied MoCap
systems (Table 1), different possible configurations can be found:

• Full body suits: Typically made with Lycra, they contain devices in areas to be monitored.
The sensors are wired to a hub placed on the waist or back. The hub communicates wirelessly
with the DPP and includes a battery that powers the devices [39,56].

• Wired independent elements: These have the same operation and interconnection as the full body
suit, but each sensor has an independent fixing support. The cables, sensors, and other devices
are in sight [33,46,52].

• Wireless devices: Each sensor is placed with an individual fixing support, and each one has its own
battery and communicates independently with the DPP [32,34,38,45,51,56].

2.4. Body Attachment Factors

Body attachment is one of the key factors in the MoCap-wearable device design, as it is
a cross-functional concept. Thus, it directly affects system accuracy, reproducibility, user comfort,
and, consequently, product market acceptance [9,25]. Although it could be analysed as a sub-point
of the user study (ergonomics), it is considered that it goes further and is considered an independent
issue, comprising the good characterisation of a considerable number of requirements.

Body attachment requires studying two sub-factors: positioning and the attachment method.
The positioning refers to where the devices are located, that is, in which body segments and in which
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zones within each segment. The attachment method defines how they are joined, that is, what elements
are used to attach the devices to the body segments.

2.4.1. Device Positioning

Yang and Li [27] asserted that the effect of sensor location on measurement quality is not usually
analysed; however, the collected data from acceleration and angular velocity are different in one
location from another for the same body segment. Consequently, devices should be positioned so
that they are oriented towards the body of a subject in the same way regardless of condition, context,
or activity. Correct positioning should not depend mainly or exclusively on the professional user; in this
sense, the product shape and the rules of use play a key role. Some authors have also detected this fact
and have attempted to solve it through different software or hardware improvements [29,30,68,69],
which is a complementary approach to the one presented here.

From the point of view of accuracy, to select the position of a body segment regarding where to affix
the capture device, the potential effects of that place, and the quality of the movement measurement
must be considered. In terms of comfort, devices should generally be non-intrusive and consider the
body to be a dynamic structure in motion. Areas with relatively the same size should be selected in
adults. Moreover, areas with the least movement, friction, and flexibility when the body is in motion
should be selected. The anthropometry of the target users must be considered, and how the sections of
each segment change according to age, morphology, and weight should be studied [5,26].

Following these rules and analysing the positioning areas of the commercial MoCap devices (Table 1),
the most common placement areas for monitoring major segments of the body are shown in Figure 5.

(a) (b) (c) (d) 

Figure 5. Main zones for positioning devices: (a) chest; (b) extremities; (c) head; (d) hands and feet.

In Figure 5a, areas of chest placement are seen. In this multi-segment zone, we can opt for different
positioning alternatives: sternum, spine, hips, ribs, shoulder blades, or clavicles. Most systems place
one sensor on the sacrum and another on a higher area of the torso, either the anterior or posterior
part. To homogenise the stem analysis, Yu et al. [31] studied the movements of the vertebral column
to determine the optimal placement of the sensor placed in the upper part. The results showed
that the most representative points to monitor displacement of the medial or lateral trunk were the
T7-T8 vertebrae. In these parts, the smallest error occurs (0.5◦). However, using more sensors in
this area may be beneficial, so some systems place a sensor in the mid-spine zone to improve the
approximation of its curvature [32], others also add sensors on the sides (clavicles, shoulder blades,
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or ribs), which allow monitoring the movements of the shoulders and/or the asymmetrical twists of
the body [33,39,45,46,52,56].

Figure 5b shows the placement above the extremities. It should be noted that no consensus
has been reached regarding the height at which to place the elements in each segment; nevertheless,
there is more agreement about the segment faces used; the outermost zones that do not interfere with
the movements are suggested. In the forearm, the upper surface of the wrist is used, just above the
joint. In the legs, the frontal or outer zones are used. Sometimes, the same system combines both
options, placing elements externally on the thigh and frontally on the shin. A resource that can help
positioning the limbs is to take advantage of areas where muscles are inserted into the joint, such as
the section between the calf muscle and the knee, which provides a curvature that prevents the device
from slipping.

Figure 5c shows areas of head placement, with the most common placement being the front and
the back of the head, and sometimes the sides or over the top. It is interesting how the head wearables
show other positioning resources, using the natural supports that provide the upper part of the ears
and the nasal septum [35,42,53,59].

Additionally, Figure 5d depicts areas where devices are placed on the hands and feet, generally
on the top of these body parts. These zones provide a relatively extensive and flat surface without
movement impairments. When the fingers are monitored, sensors are placed on each of the proximal
phalanges (first segment) and on the distal phalanx (last segment) of the thumb and forefinger.

In relation to the above and from a contextual point of view, a factor related to the positioning
that is frequently not considered with the necessary detail is the device interaction with the garments.
It is necessary to study what kind of clothes users will wear, the possibility of changing their clothes,
and how it will affect their comfort and emotions as well as the intimacy and privacy feeling that may
influence the individual acceptance and behaviour. For some applications, it may be necessary to
design clothes that are compatible with the devices, either integrating the sensors in them or leaving
space for the sensors to be positioned in the appropriate way, all respecting the requirements of hygiene
and healthiness.

2.4.2. Device Attachment Methods

Multiple authors have stated the importance of using an appropriate attachment method; this is because
union is a key factor in all wearables, but even so more in those that monitor movements [6,8,9,11,25–28].
In a research environment, the professional can use ad-hoc solutions (adhesive tape, dressings,
medical plaster, etc.) that can ensure precise positioning and individual adjustment for each subject.
However, in commercial applications, a proposal is required that ensures a constant, stable, rigid,
comfortable attachment with minimal preparation requirements [9].

In the MoCap-wearable device body attachment design, it is advisable to try to keep the device as
close as possible to the body and bones. In general, it is preferable to secure the device by completely
or partially surrounding the body region involved, rather than using single-point fastening systems.
Furthermore, the long-term effects of carrying the device should be considered, and its effects on
the user from the psychological (comfort) and physical (sweating, tiredness, etc.) points should be
analysed. In addition, the diversity of body size should be considered, allowing a certain size and
shape customisation [5,60]. Thus, from the reviewed products (Table 1), the following types of body
attachment or fixing supports can be distinguished:

• Fabric fixing supports: The union with fabric is made from different widths of bands or tape
or tight garments. The elastic tape can be closed or open, and the latter will be closed with
Velcro, clips, or buckles. The fabric characteristics will influence the union accuracy, perspiration,
comfort, and wear resistance. The connection between the fabric and the device can be made
with Velcro, pockets, dedicated housing (plastic base), or metal pressure clips that are used by
some wearables [38,50]. In addition, it may be beneficial to use wide Velcro areas above the fabric,
which allow certain variability at the point of attachment to suit each subject.
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• Disposable adhesive fixing supports: This support type groups different types of unions:
hypoallergenic double-sided adhesive, which is economical although relatively weak, bandage or
kinesio-tape, which has high adhesion but with some preparation time required, and disposable
electrodes, which are used in some wearables [43,49,58]. The latter can be standard or manufactured
specifically for the product, being able to use one or several connection points and allowing
measurement of biometric signals. Note that, if we choose disposable adhesive fixing supports,
although hygiene is maximum, the cost is higher due to the material expenditure. In addition,
body hair and sweating will significantly worsen the adhesion.

• Semi-rigid fixing supports: This union type is mainly found in wearable devices that, due to the
flexibility of some of the parts, the product stands by itself, wrapping around the body or the
garments that the subject wears. This solution is observed in the Thalmic Labs product [55] that
has elastic zones to fit the arm, surrounding it as a bracelet, the Jolt Sensor wearable [48] that can
be attached to clothing with flexible flaps, or others such as Alex Posture, Google Glass, Melon
Headband, or Thync [35,42,53,59] that take advantage of their elasticity to hold onto the head as
if they were hair headbands. Although it is a method that does not provide a strong union as
others and it may be difficult to apply in all body segments, it must be considered to solve some
problems, such as fungible expenditures or hygiene.

It should be noted that the different attachment methods can be combined. In fact, some wearables
that use tape to surround body segments combine it with non-slip surfaces [37] or disposable electrodes
that adhere the tape to the skin [44].

From these types of bindings, in Table 3, a weighting method for choosing the ideal type in a given
application is proposed. It collects the body unions identified in the products and articles reviewed as
well as a selection of seven factors that characterise each of them. Assuming that there is no better
method of fixing than another, the selection will depend on the weight or value given to each of the
seven factors, considering the particularities of each application and context.

The score of each factor varies from 1 to 3, with 1 being the worst and 3 being the best. The ‘Result’
column can be completed by applying Equation (1), whose highest value would correspond to the
method of union most recommended for a given application and context:

Rj = ∑ Pij × Wi (1)

In Equation (1), R is the result obtained by each binding method, P is the score assigned to each
element of the matrix (1, 2, 3), W is the weight assigned to each factor (from 1 to 10), while j is the rows
and i is the columns.

In addition to Table 3 and the attachment methods described, we note that as device fixing
support, elements that are already carried by the user in the application environment are a resource to
consider. This is the case for some wearables that use everyday items, such as glasses, swimming caps,
or jackets [36,42,57]. The use of these elements contains known interaction patterns, which is beneficial
for all types of interaction, but it makes special sense when referring to the body attachment factor
since it can favour technology learning and confidence. Thus, new union concepts require greater
learning time and create a new interaction language; however, this does not mean a worse alternative,
as long as the designer considers and plans how to transmit it and teach it to the users.

The most commonly used attachment methods in the reviewed products vary according to
the anatomical area involved: on the torso (pelvis and thorax), disposable adhesives, harnesses,
or adjustable and elastic tape is used; on extremities, elastic tape or disposable adhesive is used; on the
head, hair headbands, elastic tape, helmets, hats, or semi-rigid elements that rest in the anatomical
references, such as the ears, nasal septum, front, or nape, are used; on the hands, tape or gloves that
surround the thumb and/or fingers to prevent the device slipping are used; and on the feet, disposable
adhesive or elements attached to parts of the shoe (cords, tongue, or sole) are used.
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Table 3. MoCap-wearable device body attachment methods valued by factors (1—worst, 3—best).

Attachment
Method

Area
Selection

Preparation
Speed

Washing Adapt-Ability
Fungible

Restrictions
Union

Distribution
Union

Strength
Result

(R)

Weight (W) (5) 1 (4) 1 (9) 1 (10) 1 (2) 1 (8) 1 (8) 1 -
Closed

elastic tape 2 3 1 1 2 3 3 3 (102) 1

Open
elastic tape 2 3 2 1 3 3 3 3 (116) 1

Garment (fixed
pockets, clips) 2 1 2 1 1 3 3 3 (86) 1

Garment
(Velcro areas) 2 3 2 1 1 3 3 3 (96) 1

Commercial
electrode 3 3 3 3 3 1 1 2 (110) 1

Custom
electrode 3 3 3 3 3 1 2 2 (118) 1

Double-sided
tape 3 3 2 3 3 1 1 2 (106) 1

Bandage
kinesiotape 3 3 1 3 3 1 3 3 (126) 1

Semi-rigid
(bracelet, flaps) 4 2 3 3 2 3 3 1 (107) 1

1 Example of scoring for a sanitary elderly rehabilitation application; 2 Fabric fixing supports; 3 Disposable adhesive
fixing supports; 4 Semi-rigid fixing supports.

2.5. Physical Property Factors

The physical properties of the device, such as the shape, dimensions, or weight distribution, affect
the user both physically and mentally. Therefore, the needs and restrictions of both user profiles in
contact with the product are appreciated even more in this section. These factors have effects on the
actor user in the aspects of energy expenditure, biomechanics, posture, movements, and perceived
comfort [4]. From the professional user’s point of view, they have effects on comfort, acceptance, use
experience, and perceived accuracy.

2.5.1. Shape

The shape is one of the key product elements since it must be intimately linked to its function.
The MoCap devices must have forms that facilitate positioning, which helps the professional find the
proper fixation area and get and maintain its correct orientation, which are requirements that will vary
according to each body part. Furthermore, a smooth and subtle transition must be ensured from the
body surface to the device; this can be achieved with a concavity in the inner surface in contact with
the body and with convexity in the outer surface to avoid blows and hooks [5]. The studied wearable
products (Table 1) mostly follow these guidelines; however, the MoCap IMU devices do not. The latter
are generally a rectangular box with slightly rounded corners or other polygonal shapes.

2.5.2. Dimensions

The device dimensions should be adequate to the areas to be monitored and should suit different
morphologies, considering the diversity of body sizes [60]. Although the surface they occupy in
each body segment is not a critical factor, the thickness is. According to Gemperle et al. [5] there is
an intimate space or aura of 0 to 127 mm around the body for the devices, and as a rule, one should try
to minimise the thickness as much as possible so that it feels like a part of the body.

2.5.3. Weight

The weight should be distributed so that the maximum load is placed near the body centre of
mass [5,60]. In this way, if we have several elements to place, heavier ones should be in the torso,
and the lighter ones in the extremities.
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2.5.4. Flexibility

It is necessary to consider the flexibility of the MoCap-wearable device components. In this sense,
the possibility of integrating flexible electronic-printed circuit boards would be the optimal solution for
body adaptation, but this would possibly increase technical complexity and cost. Another option is to
use rigid areas coupled with flexible areas. Thus, the flexible areas would be between the solid forms,
extending it like wings [5]. This is shown in wearable market products, which integrate rigid areas
combined with flexible ones in the same structure [35,43,48,55,59]. The MoCap devices are composed
by the IMU zone, are completely rigid, and are near the fixing support area, which is usually more
flexible and adaptable. The Shadow MoCap system [46] differs from the others because its sensors are
embedded in fabric pads (neoprene type), which makes the entire system flexible.

2.5.5. Material

The material selection depends largely on the context of use, which determines different aspects
to consider, such as weather resistance agents, abrasion, impacts, temperature, humidity, required
maintenance, washing, hygiene, comfort, and breathability [5,26,60]. The most commonly used
material in MoCap device housings is plastic. In wearables, however, we find other materials such as
silicone or intelligent fabrics. It is important to note that the use of metallic (ferromagnetic) materials,
that alter the magnetic field close to the IMU sensors can disorient its magnetometers, so some
manufacturers use a shielded packaging [33].

2.5.6. Comfort

Comfort is not a tangible property by itself, but it depends on the physical aspects, and in
MoCap-wearable device design, it is necessary to prioritise this factor [5,60,61] because it increases
system usability and acceptance. According to Knight et al. [70], wearable comfort depends on several
dimensions or factors: first, from the body attachment, the movement restriction, and the user concern
about how the device moves in his or her body. Subsequently, the pain (itching, burning, pricking,
heat, etc.), the perceived change (feeling physically different, strange, or uncoordinated), the anxiety
that can be caused by the system, and the emotions that the device causes when it is worn; which are
issues that link to the next point.

2.5.7. Psychological Aspects

The study of the emotional and psychological aspects that people have towards the products helps
deepen understanding of the user and thus should also be present in the design process. According to
Spagnolli et al. [61], the users should be characterised according to a series of psychological factors,
among which we highlight the attitude towards technology, the perception about the product
usefulness, the expected learning effort, the social influence for purchase, and the expected pleasure
perception during use.

2.5.8. Aesthetics

In addition, in terms of user comfort, aesthetics can be considered one of the most relevant aspects
in the MoCap-wearable device design [5,61]. Aesthetics is a more important issue than it may seem,
even more so than in other technological products, because people consciously or unconsciously express
themselves with the garments and objects worn, as they define us from the social and relational point
of view [71]. In this sense, it may be beneficial to consider the user preferences, interests, and desires,
and allow a certain personalisation, as Motti and Caine proposed [55]. Nevertheless, the options at this
point are endless depending on the new applications.
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3. Discussion

MoCap systems have been used for more than two decades, and their usefulness and application
in various fields such as health, sports, or leisure are widely recognised; therefore, this is increasing its
inclusion in current wearables. However, to adequately capture human motion requires addressing
requirements that are difficult to satisfy. Among other issues to consider, devices must maintain their
body position independently of the subject movements and not be invasive in order to facilitate natural
body movements. With all this and because of its prohibitive costs in the past, MoCap expansion has
slowed and unfortunately has been restricted to laboratories or specialised studies.

Today’s society already has broad access to technology (cost reduction, free software development
platforms, etc.). Therefore, in the context of interconnected objects (IoT) and constant technological
development, it is also necessary to have greater access to the complete process of technology creation
(design guidelines, methodologies, etc.). Thus, having tools that help the MoCap-wearables systems
development process can introduce an entire range of possibilities and allow extending them to new
areas where they are not present or not widespread, solving real problems of users and society.

Faced with this problem, a study of the factors that are critical to MoCap-wearable system designs
has been conducted. Neglecting any of them may involve creating unprofitable products either because
they are not viable or have low effectiveness or low acceptance. In this discussion, a specific design
methodology called Octopus is proposed, which aims to manage all these factors and facilitate the
requirement definitions of developers, designers, and multidisciplinary design teams. The Octopus is
a metaphor for how the devices must be attached to the body, using the eight steps established below.
Its scheme is shown in Figure 6.

Figure 6. Octopus methodology for MoCap-wearable system designing. (Icons designed by Freepik,
recep-kutuk, madebyoliver, gregor-cresnar, EleanorWang, cursor-creative, from www.flaticon.com).
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The Octopus methodology is the result of ad-hoc research and analysis, of the different disciplinary
author’s views (mechanical engineering, biomedical, and design), and of the experience in MoCap
systems use in the research group, which has conferred a lead user vision that, as Lilien et al. [72]
indicated, benefits the design process.

In a general human-centred design methodology, the following iterative studies or stages can
be identified: planning, context of use, requirements, design, and evaluation. For each, there are
distinctive design methods [73]. The Octopus methodology approaches the first three steps: plan,
contextualise, and extract requirements—in this case, the requirements of MoCap-wearable systems.

The scheme in Figure 6 is a representation of the MoCap-wearable product/service and its
ecosystem. It is composed of three zones (context, device, and DPP), each of which houses a series
of elements directly related to the factors described in the second section (materials and methods).
The Octopus methodology proposes to approach the design sequentially, according to the following
steps: (1) design goal; (2) context study; (3) service design; (4) user interaction; (5) technology; (6) body
attachment; (7) physical properties; and (8) DPP. Although it is linearly represented in principle,
it will usually be necessary to perform successive iterations and made a sequence accommodation to
each situation.

3.1. Step 1: Design Goal

The initial methodology hypothesis starts from the design goal definition. Obviously, the design
process evolution—even more in iterative orientations—can slightly or substantially modify this initial
objective, especially when one of the main aspirations of the present methodology is linked to the latent
need to search for new applications, a necessity for MoCap and wearable evolution. As mentioned,
the methodology is flexible enough to adapt to the project imponderables, in line with the iterative
design methods, returning to the needed point and taking advantage of the experience gained. In this
sense, establishing an abstract character of the design goal will depend on the project philosophy.
That is, the challenge can be placed in a concrete improvement (e.g., creating a MoCap system for
older people for rehabilitation in their homes) or placing it in more intangible horizons (e.g., look for
application fields using new materials). The goal level of abstraction will also influence the starting
point, the number of iterations required, and the linear character of the process.

3.2. Step 2: Context Study

Once the objective has been established, the next stage is context characterisation, definition and
modelling of user types, and use of the product (use, user, and environment analysis). Figure 6 includes
the two most common user profiles in MoCap, the professional user and actor user; nevertheless,
as many user profiles or sub-types as necessary may be added. Observational methods, interviews,
focus groups, and role play among others can be used for this study [73]. Due to these, context
characteristics, opportunities, and problems as well as user qualities, capacities, behaviour models,
and desires can be extracted. To synthesise the information collected, some tools such as the
‘person-method’, user targets, or archetypes can be applied [74]. Moreover, in terms of use, developers
can establish analogies with related products to approach the user’s base knowledge.

3.3. Step 3: Service Design

This step will be included if the product is considered a service, a growing area for MoCap; in
this case, service design tools [75,76] would be an indispensable basis for the project. One of the most
interesting methods is ‘Blueprint’ [77], a design tool and dialogue and training media for professional
users, because it marks the necessary key moments in the service for each of the users involved through
a temporary schematisation.

In a MoCap-wearable service, the key moments or actions that are usually carried out are the
following: (1) explanation to the actor user; (2) device body placement; (3) anatomical calibration;
(4) capture; (5) data and result generation; (6) data processing (by software and/or by user); and (7) final
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actions (e.g., medical reports, real-time feedback, etc.). This generic use protocol must be considered
in the physical device design and if applicable, in the service definition. It will influence both users
experience and, consequently, the final solution success.

3.4. Step 4: User Interaction

User interaction flows are defined in the Figure 6 diagram by arrows for all items that relate
to users. These interaction lines can be unidirectional (feedback or biofeedback) or bidirectional
(information exchange), which may vary depending on the device, the user, and the context.

In the early design iterations, these lines can be used to define some needs and specifications, based
on the work already done; thus, a relational needs methodology can be followed. This tool is applied in
cases like ours, where it is intended to design solutions that involve relationships between several users
to detect those needs that each specific user has with respect to the others [78]. Here, it can be proposed
to apply in the rest of the items, contemplating the human-machine and machine-machine relations.

With respect to human-machine interactions, as detailed in Section 2.2, the system interaction
with the professional user can be bidirectional, from devices and from DPP, including interaction with
devices regarding proper placement, maintenance, or connection and with DPP regarding capture
configuration of possible incidents, annotation, or result study, analysis, and interpretation.

The human-machine interaction with the actor user are typically unidirectional, from the device
and/or the DPP; it can be either as feedback or as biofeedback [63] and in a visual, auditory, or haptic
way, showing different events like movement changes on a screen with a virtual scene, or the start and
end sounds, among others. In design, it will be important to consider the elements that are necessary
to allow and favour the mentioned user interaction.

3.5. Step 5: Technology

It is necessary to study the technological content, as it affects the physical product conception.
To do this, it is proposed to approach it through some points, which, despite being presented
sequentially, will require iterations due to their strong interrelation between them and with the
rest of the sections:

• Make decisions about the technology type to be used (described in Section 2.3.1): optical, inertial,
or even other MoCap technologies depending on the application. Thus, we can find solutions
such as the one proposed by Shiratori et al. [64], which uses cameras fixed on the body.

• Define the main electronics that are needed, for which the electronic building blocks can be made
and apply electronic design methodologies focused on designers or multidisciplinary teams, as
Blanco et al. proposed [66]. Defining the building blocks (Figure 4) is necessary to ensure product
viability, and to anticipate factors like the space that can occupy the electronics or the associated
requirements and restrictions; for example, for IMU design, zones free of ferromagnetic materials
and a minimum distance from the human body are required to not alter the magnetic fields and
facilitate radiofrequency communications. The main blocks in the case of MoCap-wearables
devices would be (Section 2.3.2) communication (dashed line of the schematic), storage, battery,
intelligence, and interface (defined in Step 4). Note that, to be able to define some points of the
electronics, it will be necessary to at least have selected the DPP that will process and register
the data (Step 8) because the DPP will also influence the communications, functionalities, size of
components, etc.

• Select the required number of MoCap-wearable devices to be placed on the body and the most
appropriate interconnection between them (Section 2.3.3): full body suits, wired independent
elements, or wireless devices.
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3.6. Step 6: Body Attachment

It is necessary to consider the body attachment, a key factor in the design of wearables. At this
point, the positioning and the attachment method must be determined. In relation to the positioning,
the exact area must be determined, explaining the reasons for its selection, and investigating and testing
the best rules to help the professional user determine its correct location. Regarding the attachment
method, the proposed decision table can be used (Table 3), in which more attachment methods can be
included as this scope progresses. In any case, prototyping at this stage will be crucial.

3.7. Step 7: Device Physical Properties

It is also required to define the physical MoCap-wearable device properties. For this purpose,
criteria are presented in Section 2.5 related to shape, dimensions, weight, flexibility, material, comfort,
psychological aspects, and aesthetics, which are crucial factors to achieve the necessary precision
measurement for good user adaptation.

3.8. Step 8: DPP

Having selected the DPP product to perform processing, at this stage, it is not necessary to define
the interaction elements because they are given by the product. Thus, this stage requires the software
design, which, according to the purposes of each MoCap application, will utilise data processing and
will communicate the appropriate and accurate information to carry out the user interaction. For this
design, software development and interaction methodologies [62] can be followed. The development
of this point depends on the system purpose, which, due to Octopus, is expected to extend to other
areas not yet explored.

3.9. Case Study, Methodology Assessment

To illustrate the methodology and assess its applicability, a case study is included in Table 4,
where the basic requirements of a shoulder rehabilitation service for elderly individuals are defined.

Table 4. Case study, shoulder rehabilitation service for elderly individuals.

Step 1: Design Goal

Shoulder rehabilitation service for elderly in private clinics.

Step 2: Context Study

Professional User Target:
Occupation: Physiotherapist. Age: 35. Technology level: Medium—High.
Verbatim: ‘I am a person who wants to improve and learn every day in my work. I have little time since I
attend about six patients a day in 45-min sessions’.
Actor User Target (patient):
Occupation: Retired. Age: 78. Technology level: Low.
Verbatim: ‘At my age, I appreciate tranquillity and patience; it makes me feel safer’.
Environmental Characteristics:
Indoor, bright, hygienic, and clean. Furniture: work tables, chairs, and stretchers.

Step 3: Service Design

1. Explain the test to the patient.
2. Place the devices on the patient and warm up.
3. Record the target movement cyclically (e.g., flexor-extension or internal-external rotation), while the

physiotherapist mobilises the patient’s shoulder according to the appropriate rehabilitation schedule.
4. The patient repeats the movement alone while receiving biofeedback from the recorded motion.
5. Report of the results (success or failure regarding the recorded movement cycle).
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Table 4. Cont.

Step 4: User Interaction

DPP—Professional Interaction:
Allow to start and pause motion recording (possibility to do it remotely).
Set the number of repetitions of the exercise and grade the threshold to consider whether the movement is
correct for rehabilitation purposes in the session.
Observe the results.
DPP—Patient Interaction: Display an avatar that moves in real time according to the patient’s movement.
Display a superimposed avatar that plays the pre-recorded motions during the professional’s mobilisation.
Use gamification techniques to facilitate tracking of target movement.
Device—Professional Interaction: During the recording period, the user interacts with the devices through
the visual sense: green LED—transmitting and no movement recorded, red LED—recording, and blue
LED—there is movement recorded.
Device—Patient Interaction: During the task of repetitive movements, the patient interacts with the haptic
sense (vibration) to indicate breaks, repetitive failures, phase changes, etc.

Step 5: Technology

Technology Selection: IMU devices are used. No special lighting or space requirements are necessary. During
the physiotherapist manipulation, there are no problems with marker occultations.
Building Blocks: Shown in Figure 7.
Number of Sensors: Five are placed if a single upper extremity is examined and seven for both.
Connection: The sensors are wireless and connect to the DPP via Wi-Fi.

Step 6: Body Attachment

Placement: Sacrum, on vertebra D2, the upper area of the head, outside of the arm just above the elbow,
and on the forearm on the upper face of the wrist.
Attachment Method: Device on the skin, attached to the body by pre-cut kinesio-tape bands with hole to
protrude the device and leave the LED visible. (In case of excessive hair, this would be removed. The area is
cleaned with disinfectant). The choice of this attachment method is justified in the Table 3 example.

Step 7: Device Physical Properties

Shape: Oval, rounded edges with wings in the skin contact area, where the tape is fixed.
Dimensions: 4 × 3 cm.
Weight: 40 grams per sensor.
Housing material: Rigid plastic and resistant to humidity. It is painted with silicone texture for easy sanitising.
Colour: It is white, adapts to the environment, and transmits appropriate values.

Step 8: DPP

Elements: Computer, Wi-Fi dongle for communications, and an external monitor.
Basic software operation: It has two modes, the configuration for the professional user and the display for the
patient user. It calculates the hits and misses regarding the target movement and displays them in real time.
It connects to the Internet to store data in the cloud at the end of the session.

The example summarised in Table 4 and shown in the building-block scheme (Figure 7) considers
the main requirements for the case of a rehabilitation service. It has been observed that the structuring
carried out systematises the development process from the design goal. In the absence of being applied
in more cases, it is considered to be a useful tool for new or improved product development.

309



Sensors 2017, 17, 1875

IMU INTELLIGENCE
MEASURE

SIGNAL PROCESSING

USER 
INTERFACE

BUTTON ON-OFF
VIBRATOR

LED

BATTERY
FIXED

3 HOURS

STORAGE
HARD DISK

CLOUD

COMMUNICATIONS

QUATERNIONS

FEEDBACK EVENTS

DPP INTELLIGENCE
PC – DONGLE – SCREEN

DATA PROCESSING
REAL-TIME AVATAR

RECORD
CONFIGURATION

SUPERIMPOSED AVATAR

BATTERY
PLUGGED TO 

POWER SUPPLY

ACTOR USER 
INTERFACE

FEEDBACK

PROFESSIONAL 
USER 

INTERFACE

Figure 7. Case study building blocks.

4. Conclusions

This article presents a problem about the MoCap-wearable systems that affects product and
service designers and electronics developers. This problem is related to the difficulty of considering all
human, ergonomic, technological, or material factors, among others. Thus, MoCap-wearable designs
require studying the following critical aspects that have been identified: context, user interaction,
technology, body attachment, and physical property factors.

In response to this problem, a bibliographical and representative commercial product review
has been carried out, which allowed extracting the factors directly related to design requirements,
which have been collected and ranked. As a result, the Octopus methodology is proposed, which aims
to help the MoCap-wearable system requirement extraction process, due to the factor schematisation
and a visual representation that allow this to be studied and evaluated sequentially.

Octopus begins by studying the context to later develop the product or service. The method
allows the creation of systems aimed towards MoCap from one, several, or all parts of the body. It has
several characteristics that imply an improvement in this type of product design process, as follows:

• It is flexible and adaptable. Without a closed and immovable scheme that limits creativity,
the design team, which is necessarily multidisciplinary, can eliminate or add factors and elements
according to each case.

• The tool makes the job easier. Due to the visual representation of Figure 6 and the different steps
proposed, it is expected to improve organisation, structuring, synthesis, and facilitate decision
making, providing a global view of all the necessary factors.

• Due to the case study, it has been observed that the tool allows us to generate innovative ideas in
an effortless way and to consider the main specifications and design problems.

• It is a communication tool between professionals or researchers from different disciplines involved
in the design team, illustrating the common objectives to be fulfilled, mapping the status of
the project, and allowing the assessment and recognition of the contributions of each of the
team members.

Due to the simplification of the MoCap-wearable system creation process, this article introduces
different fields and possibilities:

• In the current context of the technological progress, electronics miniaturisation, cost reduction,
and the IoT, Octopus can contribute to facilitating the success of new products aimed at the
MoCap area. It is expected that developed MoCap-wearable systems will be more suited to users
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and environments, so that MoCap can be used more extensively solving current problems in
existing applications and allowing its implementation in more and new ones.

• In relation to this search for new applications, it is observed that the assumption of the MoCap as
a service can be an improvement and an opportunity to cover real needs.

• It is expected that the study increases knowledge of optical rigid body MoCap systems that,
according to Baker et al. [22], have been largely ignored in the literature as of 2006, and it has been
verified in further review that it has not increased in the last years.

• MoCap-wearables devices can be considered products of high or very high complexity in relation
to the design requirements, so the study can also be extrapolated to other wearables and to other
areas with less complexity. In fact, the described factors can be used not only for advanced
technological devices but also for other, more basic products that need to be precisely and
comfortably placed on the body.

As future work, the methodology should be implemented in more cases to improve it.
Additionally, it is proposed to create objective methods to adequately evaluate the prototypes
developed by operating in real situations, mainly in relation to the union attachment. In this way, it is
proposed to investigate new types of body attachment. This may be interesting to study regarding the
behaviour of the skin with the body movement and the design of the contact surfaces, considering
anthropometric and morphological factors of the subject under study. In addition, there is no doubt
that there is a latent need to look for new MoCap applications and areas, improving the movement
and consequently the quality of life of more sectors of the population.
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Abstract: A novel torsional wave sensor designed to characterize mechanical properties of soft tissues
is presented in this work. Elastography is a widely used technique since the 1990s to map tissue
stiffness. Moreover, quantitative elastography uses the velocity of shear waves to achieve the shear
stiffness. This technique exhibits significant limitations caused by the difficulty of the separation
between longitudinal and shear waves and the pressure applied while measuring. To overcome these
drawbacks, the proposed torsional wave sensor can isolate a pure shear wave, avoiding the possibility
of multiple wave interference. It comprises a rotational actuator disk and a piezoceramic receiver
ring circumferentially aligned. Both allow the transmission of shear waves that interact with the
tissue before being received. Experimental tests are performed using tissue mimicking phantoms and
cervical tissues. One contribution is a sensor sensitivity study that has been conducted to evaluate the
robustness of the new proposed torsional wave elastography (TWE) technique. The variables object
of the study are both the applied pressure and the angle of incidence sensor–phantom. The other
contribution consists of a cervical tissue characterization. To this end, three rheological models have
fit the experimental data and a static independent testing method has been performed. The proposed
methodology permits the reconstruction of the mechanical constants from the propagated shear wave,
providing a proof of principle and warranting further studies to confirm the validity of the results.

Keywords: torsional wave sensor; tissue mimicking phantom; cervical tissue; rheological model;
rheometry experiment; sensitivity study; complex shear modulus

1. Introduction

Several authors have suggested that the mechanical functionality of soft tissue is a highly relevant
clinical parameter to a broad range of pathologies. For example, Berghella [1] hypothesized that the
elasticity of the cervical tissue below typical values conditioned delayed term birth and failure of
the required delivery induction, which is the leading cause of fetal suffering. To this end, in the last
years, measuring shear viscoelastic constants in soft tissues has become a challenge. There are existing
commercial shear sensors available, although some limitations, like the upper threshold of detectable
stiffness, have been reported [2].

In this field, two main elastography techniques have been developed for the measurement of
tissue stiffness: Static elastography (SE) and dynamic elastography (DE). On one hand, SE provides
strain maps. The tissue is manually compressed with the probe until no further tissue deformation
is observed in the B-mode image (maximum deformation). Then, the maximum deformability of
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the cervix is quantified as the ratio of the anterior-posterior distance (thickness), before (reference
configuration) and after compression application [3]. A qualitative description of the relative strain
distribution is obtained, which is not a quantitative description of the real stiffness of the tissue.
Despite the simplicity and compatibility of the technique with standard equipment, measurements are
highly dependent on the pressure applied by the practitioner. The lack of a standard is currently one
of the challenges for the clinical use of SE [4–6].

On the other hand, DE techniques are based on shear waves propagation and provide
a quantitative description of tissue stiffness compared to static methods [7–10]. A great advantage of
some of these techniques is the ability to depict the spatial distribution of mechanical properties of
the biological tissues [2]. However, some limitations have been identified such as limitation of the
acquisition frame rate to recover an entire image of the medium, and the deposited energy in the
medium [11,12].

Recently, a new family of sensors based on torsional waves has been patented, such as the
US 5321333 A [13], which belongs to the field of low frequency sensors for the generation or reception
of torsional shear waves in a substantially solid medium. This new technique solves the problem
of the strong attenuation of induced shear waves, providing a new way for the development of
new noninvasive tissue characterization techniques [14]. In this work, a new torsional wave sensor,
designed and manufactured by our group, has been used [15]. The probe used in this work has
been developed to provide quick measurements of the shear stiffness of the cervix. It has been
optimized reducing the spurious waves contamination (P-waves), using a similar procedure as
depicted in [15], the excitation energy deposited in the tissue and the dependence with the applied
pressure sensor-tissue. The simplicity of the method ensures an easy clinical procedure and a short
learning curve for the operator. Although further investigations are required, the work hypothesis
considers that the averaged and local measurement of shear stiffness might be sufficiently significant
for characterizing the elastic condition of the cervix.

Compared with other DE techniques such as SSI (SuperSonic Imagine, Aix-en-Provence,
France) [2,16], the torsional wave elastography (TWE) offers a higher range of frequencies, up to
10 kHz, due to a high acquisition rate up to 100,000 fps compared with the 6000 fps of the SSI technique.
This provides a broader spectrum of the mechanical behavior of the cervical tissue, which yields
a finer viscoelastic characterization. At the same time, this high acquisition rate allows the analysis of
perturbations of higher order by obtaining more data points per wavelength. Another advantage of
the TWE technique is based on the lower energy deposited in the tissue during the procedure. The low
energy delivery favors a high repeatability of the measurements, which, combined with the capacity of
testing different pressure level scenarios, might minimize the inter and intra-operator deviations.

In the field of elasticity imaging, quantifying viscoelastic properties in soft tissues is a challenging
problem. To date, several rheological models have been used to characterize different soft tissues
and tissue mimicking phantoms. The Kelvin–Voigt (KV) model has been used specifically to quantify
viscoelastic properties in soft tissues. Apart from this method, for characterization of the viscoelastic
media, some authors have used the Maxwell (M), generalized Maxwell (GM) model, the Zener
(Z) model and the Kelvin–Voigt fractional derivative (KVFD) model [17–24]. Nowadays, little is
known about the mechanical behavior of cervical tissue. Genisson et al. [25] have shown that the
pathological cervix seems to be a softer than normal cervix. A study in pregnant ewes carried out
by Peralta et al. [26] indicates that stiffness of the uterine cervix changes throughout the maturation
process. Miklos et al. in a study performed on 24 patients under small compressions, and a range of
frequencies from 0.1 to 100 Hz [27] concluded that normal cervical tissue exhibited values of complex
modulus over the same range. Finally, Jiang et al. applied 3D multifrequency MR elastography
(3DMMRE) to study the viscoelasticity of the uterus and cervix, showing sensitivity to structural and
functional changes of the endometrium and myometrium during the menstrual cycle [28].

As it was stated in this paper, we propose a novel torsional wave sensor capable of emitting and
receiving shear waves. This sensor can measure the shear wave speed in tissue mimicking phantoms
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and soft tissues. The structure of the sensor probe is described in detail, with an optimal design
necessary to avoid the resonant frequency in the emitter and the receiver. Then, the experimental
setup and protocol are presented. Experimental tests of the mechanical properties of the tissue
mimicking phantoms were performed to confirm that the measurements are independent of the
applied pressure and the angle between probe and phantom surface. Finally, a human cervical tissue
characterization study is carried out. Ex vivo samples have been tested and three rheological models
have been studied to understand the behavior of cervical tissues under shear wave propagation. Finally,
an alternative testing method based on measuring viscoelastic parameters is used for comparison with
the TWE technique.

2. Materials and Methods

2.1. Structure of the Sensor

The torsional device is composed of an emitter, a receiver and a casing that holds both. The emitter,
responsible for the transmission of the wave which travels through the phantom, consists of a PLA
(polylactic acid) disk, printed in 3D, whose rotational movement is due to an electromechanical actuator
(see Figure 1b). This actuator is covered by a Faraday’s cage of aluminum paper to nullify any effect of
external electromagnetic fields. To improve the attachment between the aluminum and the actuator,
a silver conductive epoxy, used as adhesive that increases the conductivity, is used. The actuator is
excited electrically by a wave generator, where some parameters like frequency, voltage or working
cycle are controlled.

Figure 1. Schematic view of the sensor elements. (a) the receiver; (b) the emitter; (c) contact sensor–phantom.

The receiver, showed in Figure 1a, is formed by two PLA rings with four slots in the inner face of
the ring, where the four ceramic piezoelectric elements, whose material is NCE51, are fitted. All the
piezoelectric elements are connected to each other with a copper rod, which works as a bracket too.
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The rings mentioned above provide the inertia to reduce the resonant frequency and the stiffness to
reduce dilatational waves. The array of transversely-polarized piezoceramic elements is connected
to the ring by silver conductive epoxy. The piezoceramic elements are responsible for transforming
the mechanical movement into an electric signal. Thus, each piezoelectric element is in contact with
two electrodes of different charges.

The third part is a casing with geometrical and material selection to control the mechanical
cross-talk and hold the emitter and the receiver (see Figure 1c). This configuration eliminates the masking
p-waves that systematically arises at the boundaries of the regular contact or comb transducers [29].

2.2. Simplified Analytical Model

To respond to the principles of an optimal design of a torsional wave sensor considering the
extraction of biomechanical properties, it is necessary to compute Finite Element Models (FEM) as a first
step [15,29,30]. Thus, the resonant frequency can be determined for torsional waves for the emitter
and the receiver using Finite Element Analysis Program (FEAP) software [31]. Therefore, a simplified
model with a disk as a transmitter and a ring as a receiver (to facilitate the accessibility of experimental
measurements) was developed to validate the output of resonant frequency of FEM.

The fundamentals of a simplified analytical model for an oscillatory movement of a torsional
sensor are shown as follows. Consequently, the piezoelectricity coupling is introduced as a strain law
uniformly distributed and directly proportional to the electrical field [32].

A single degree of freedom system is established, where the eigenproblem is reduced to a single
frequency and a single mode. The movement is assumed to be subjected to the torsion rotation Θ in
radians. In addition, the dynamic equilibrium of torsional moment is defined as:

KΘ + I
d2Θ
dt2 = 0, (1)

where K is the stiffness coefficient measured in [Nm/rad] and I is the inertia moment. The steady-state
solution has the following expression:

Θ = Θ0 sin (ωt), (2)

where ω is the natural frequency valid for the equilibrium Equation (1).
Considering the subsystem eigenfrequency in the case of cylinder mass and analyzing the

relationship between the equations of equilibrium and the moment of inertia for a cylinder,
the frequency obtained is derived as

f =
1

2π

√
nabd2μ

π
2 leffhr4ρ

. (3)

Subsequently, in the case of ring mass, analyzing the subsystem eigenfrequency with the same
equilibrium equation and the moment of inertia of a ring shape, we extract the next frequency

f =
1

2π

√
nabd2μ

2πleffhmr3ρ
, (4)

where n is the number of piezoelectric elements, a and b are the plane dimensions of the piezoelectric
ceramic, d the distance from the center of rotation, μ the shear modulus, leff the effective length between
piezoelectric ceramics, h the height of the cylinder or the ring, r the radius of the cylinder or the ring,
m the thickness of the ring in the radial direction and ρ the density of the mass blocks.

The sensor is designed with a cylinder mass and a ring mass for each inertia subsystems of
emission and reception. Then, their eigenfrequencies are fitted to optimize the resonant amplification.
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Finally, the frequency of resonance obtained from FEM simulation is analyzed measuring the
time between peaks of cycles. The result coincides with the resonance frequencies of the transducer
described in the Table 1 with a percentage of error below 1% in each case.

Table 1. Validation analytic design vs. FEM.

Disc Frequency [Hz] 2.80 × 104

Ring Frequency [Hz] 2.82 × 104

FEM Frequency [Hz] 2.82 × 104

Error 1 (%) 0.68
Error 2 (%) 0.04

2.3. Experimental Setup

The gelatin gels and cervical tissues were excited by a low-frequency sine-burst at different
frequencies (from 300 Hz to 1000 Hz). Excitation signals were generated by an arbitrary wave
generator (Agilent 33220A, Santa Clara, CA, United States) and amplified (Radio Frequency Power
Amplifier 150 A, 150 W, 100 MHz) before reaching the disk emitter. Measurements were acquired
for 16 V mechanical actuator voltage amplitude that provides particle displacements at the emitter
surface. The transmitted shear wave motion was propagated across the homogeneous phantoms and
recorded by the receiver. Pre-amplification of received signal (Olympus, 576, 172 × 42.5 dB, Waltham,
MA, United States) and low-pass filtering is necessary for recording a signal of greater amplitude
than the signal noise level. The wave generator is synchronized with the oscilloscope (HDO 4034,
350 MHz, 2.5 GS/s, Santa Clara, CA, United States ) to record the start of the signal. As a final step,
a Matlab (Release 2014b, MathWorks, Natick, United States) optimization algorithm yields the shear
wave speed. The experimental setup of the specimens is shown in Figure 2.

T RR

Excitation parameters

Wave generator

Input signal

Emitter

Receiver

Oscilloscope

Output signal

Computer

Probe

Specimen

Figure 2. Experimental configuration of the excitation–propagation measurement system.

2.4. Specimens and Experimental Protocols

2.4.1. Sensitivity Study

Gelatin samples from porcine skin (Type A, 300 Bloom, G2500, Sigma-Aldrich, St. Louis, MO, USA)
were constructed to test the sensor sensitivity under different applied pressures, sensor–specimens
and different angles of incidence. Six homogeneous phantoms with 8% and 10% (w/w) gelatine
concentrations were tested. Gelatine powder and purified water at 90 ◦C were stirred for 10 min
to ensure gelatine dissolution. Molten gelatine was cast in cylindrical molds (6.8 cm diameter,
1.35 cm height) and kept at room temperature for 2 h before being stored in the refrigerator at
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5 ◦C. The phantoms were taken out one day after being stored in the fridge and were tested when they
reached the laboratory temperature (22 ± 1 ◦C).

All measurements were carried out with the same experimental protocol. A counterweight
device was specifically designed to control the applied pressure and the angle of incidence phantom
surface–sensor (see Figure 3). The phantoms were excited with a range of frequencies from 300 to
1000 Hz to avoid resonance phenomena in the rings that mimic shear waves. The phantoms were
positioned at the balance to quantify the applied force during the measurement. Measurements from
four applied pressures (from 4.81 to 24.06 kPa) and two angles of incidence phantom surface-sensor
(0 and 7.5◦) were performed. The material density used was 1000 kg/m3.

(a) (b)

Figure 3. A counterweight device to control the applied pressure (phantom positioned on a balance)
and the angle of incidence phantom-sensor. (a) angle of incidence 0◦; (b) angle of incidence 7.5◦.

2.4.2. Cervical Tissue Characterization

To obtain the viscoelastic properties, a test ex vivo on human cervical tissue samples from 3 healthy
women aged from 55 to 74 years old were carried out using TWE and rheometry techniques (see
Figure 4). Patient consent (the study was conducted according to the Declaration of Helsinki Principles
and the agreement of the ethical committees of the University of Granada and the Universitary
Hospital Complex of Granada) was obtained before carrying out the measurements. All patients were
diagnosed with uterine prolapse (II and III grade) that required a partial or complete hysterectomy.
The surgical procedures were performed at the San Cecilio University Hospital, Granada (Spain). The
organs were placed in Phosphate Buffered Saline (PBS) and transferred to the Pathological Anatomy
Laboratory in a refrigerator. The specimens were tested with the torsional wave sensor before being
excised for rheometry experiments. Two pins were placed along the contours to prevent distortion
of the tissue, and the cervix was placed on top of a rectangular piece of sound-absorbing rubber.
Both measurements were performed at room temperature and typically within 2.5 h after being
transferred to the laboratory, measuring three times each sample to obtain the mean and standard
deviation. Given the independence of the applied pressure and the angle of incidence sensor-specimen
in the sensitivity study, the cervical tissue samples were tested with the torsional wave sensor using
the same range of frequencies (from 300 to 1000 Hz). After that experiment, circumferential samples
were cut by a pathologist for rheometry experiments, 20 mm in diameter and 3–5 mm thick.
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(a) (b)

Figure 4. (a) measurement with the torsional wave sensor of a cervical tissue sample; (b) cervical
tissue sample.

2.5. Time of Flight—Signal Processing

Time of flight calculation is conceptually simple, although it is necessary to introduce simplifying
hypotheses. Physically, S-type waves are originated by the actuator and are transmitted through the
specimen to the piezoelectric sensor, where they produce the deformation thereof and, consequently,
an electric potential capturable by an oscilloscope.

In a purely theoretical approach, the signal in the sensor channel has null amplitude until the
shear wave reaches the sensor producing a non-zero amplitude response. In practice, the presence of
undesired interference signals from multiple sources requires a measurement and processing protocol
to improve the quality of the resultant signal.

The signal processing includes the average of multiple measurements to decrease noise. Thereby,
multiple identical measurements spaced by a relaxation time to completely dissipate previous waves
were used. In addition, a low-pass filter in frequency domain with a cutoff frequency of 8000 Hz was
applied to eliminate distortions generated from the electronics that controls the equipment.

Averaging and filters did not completely eliminate the electromagnetic coupling between emission
and reception channels. This situation means that the received signal had an instant response time.
Several tests suggest that the electromagnetic coupling component depends, on first approximation,
only on the emitted signal power and in certain cases on external environmental components,
like a remarkable increase of the humidity. In this work, the “calibration” measurement (without
contact with the specimen) and the measurement of the specimen had the same coupling component.
Thus, subtracting the calibration measurement from the measured signal, this effect can be eliminated.

The analysis of the resultant signal allows obtaining a first time of flight time measurement as the
difference between the starting time of the received signal and the starting time of the excitation signal.
Certain simplifications must be assumed for this analysis since there are phenomena such as imperfect
centering of the transmitter with respect to the four piezoelectric receivers and transient effects
associated with the engine start, high frequencies transmission and other effects whose quantification
are beyond the scope of this work. Taking this into account, several approaches have been analyzed.

1. To normalize the signal with the first maximum (in absolute value) and to calculate the start from
this maximum, using a reference value (typically 5% or 0.05).

2. To normalize the signal with the first maximum (in absolute value) and to calculate the start
from the crossing of the horizontal axis with the tangent on the linear zone of the first sinusoidal
section of the curve.

3. To calculate the frequency using the first two maximum and minimum and to extend a quarter of
a cycle from the first function extremum.

4. To generate a parameter-dependent reference signal that simulates the expected signal. By means
of an inverse problem (a combination of genetic algorithms and quasi-Newton type optimization
algorithms), to perform and to adjust the experimental and the reference signal minimizing
a residue from weight functions.
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In this work, the last approach was used.

2.6. Shear Speed from Time of Flight

Ideally, the shear velocity can be calculated directly from the time of flight

Velocity =
Distance

Time o f f light
. (5)

However, the time of flight measured directly from the sensor signal is not the correct wave time
of flight time because there is a delay associated with multiple effects (transmission in the PLA, delays
related to electronics and piezoelectric devices...). These types of effects can be combined into a single
delay time factor, so the Equation (5) results in

Velocity =
Distance

Time o f f light − delay
. (6)

This internal delay is characteristic of the measurement configuration and must be estimated
previously. Assuming that the internal delay depends only on the material and the frequency excitation,
time of flight of measurements at different distance emitter-receiver can be extended to zero distance
obtaining a non-zero value of time that is the delay searched.

2.7. Rheological Models

Similarly to many soft tissues, the behavior of cervical tissue can be modeled as linear viscoelastic
media and several models have been already studied [17,33,34]. Here, we propose the Kelvin–Voigt,
Kelvin–Voigt Fractional Derivative, Maxwell and Zener models, which are the most widely used
(see Figure 5).

Figure 5. Rheological models. (a) the Kelvin–Voigt model; (b) the Kelvin–Voigt Fractional Derivative
model; (c) the Maxwell model; (d) the Zener model.

The viscoelastic modulus (G∗) (Equation (7)), which is composed of a real part (G
′
), elastic or

storage modulus and an imaginary part (G
′′
), viscous or loss modulus, characterizes the viscoelasticity

of the material [35]:
G∗ = G

′
(ω) + iG

′′
(ω). (7)

The following rheological models relate the elasticity and viscosity by the complex shear modulus.
The Maxwell model (M) can be represented by a spring and a dashpot in series, as shown in the

Figure 5. The complex shear moduli for this model is

G∗M(ω) =
μηω2

μ2 + ω2η2 + i
μ2ηω

μ2 + ω2η2 . (8)

The Kelvin–Voigt (KV) rheological model is characterized by elastic μ and viscous η coefficients.
This rheological model consists of a spring and dashpot placed in parallel, which describes tissues
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as solids that can creep but show little stress relaxation. The corresponding complex shear moduli for
the KV model is

G∗KV(ω) = μ1 + iωη, (9)

where μ1 is the shear elasticity (in Pa) and η is the shear viscosity (in Pa · s).
The Kelvin–Voigt Fractional Derivative model (KVFD), obtained by a generalization of the

Kelvin–Voigt model, is a three-parameter fractional-order model. The first derivative in time in the KV
model is replaced by a fractional-order derivative of order α [36]. The complex shear moduli for the
KVFD model is [37,38]

G∗KVFD(ω) = μ1 + ηωαcos(
απ

2
) + iη, ωαsin(

απ

2
), (10)

where α is the fractional derivative power (0 ≤ α ≤ 1).
The Zener model (Z) expresses both the stress relaxation and the creep in linear viscoelastic

polymeric solids [39]. The complex shear modulus for the Zener model in the frequency response is
given by [24]

G∗Z(ω) =
μ1μ2

2 + ω2η2(μ1 + μ2)

μ2
2 + ω2η2

+ i
μ2

2ηω

μ2
2 + ω2η2

, (11)

where μ1 and μ2 are the elasticities (in Pa) and η is the shear viscosity (in Pa · s).
Dispersion curves are plots of shear wave speed (cs) as a function of angular frequency ω. For mass

density ρ, the relationship between cs and the complex shear modulus is well known to be [40]

cs(ω) =

√
2(G′2 + G′′2)

ρ(G′ +
√

G′2 + G′′2)
. (12)

2.8. Rheometry Experiments

Rheometry is a technique that studies the relationship between stress–strain in materials that
are capable of flowing, thus allowing to get mechanical properties related to elasticity and viscosity,
which usually leads to the development of a constitutive relation. In this work, these properties were
evaluated under shear stress with a controlled-rate magnetorheometer (MCR 300 Physica-Anton Paar,
Graz, Austria) (see Figure 6). As inertia of the sample was negligible in oscillatory shear deformation,
it required that a small phantom thickness compared with the wavelength of shear waves propagated
through the medium at the frequency of oscillation [41]. The measuring system geometry was a 20 mm
diameter parallel plate set for a gap width dependent on the sample thickness, as a rule 3–5 mm.

(a) (b)

Figure 6. (a) A controlled-rate magnetorheometer MCR 300 Physica-Anton Paar, Graz, Austria. Pink
matter corresponds to the cervical tissue sample. (b) schematic view of the rheometer.
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All measurements were conducted at room temperature to avoid loss of consistency.
The experiment started with a squeezing compression of the rotor plate, no less than 0.2 N,
for preventing slippery conditions. To ensure the reproducibility of the measurements, a pre-shear
(10 cycles at 1 Hz) was applied with a waiting time of 10 s before measuring. The samples were
subjected to a sinusoidal shear stress and the corresponding shear strain was measured, according to
the constitutive equation for linear viscoelastic materials where

σ = σ0eiωt, (13)

γ = γ0ei(ωt−δ), (14)

are, respectively, the shear stress and strain, σ0 is the stress amplitude, γ0 the strain amplitude, ω the
angular frequency, and δ the stress–strain phase lag. Two oscillatory tests were planned to obtain the
viscoelastic modulus (G∗).

The experiments were [42,43]: (i) amplitude sweep: frequency was kept constant at 1, 2, 5,
10 and 20 Hz, and shear amplitude was varied up to values in which nonlinear behavior was reached.
Nonlinearity was developed and was clearly distinguishable when G

′
and G

′′
were not only functions

of ω but also strongly depended on γ0. The frequency range was not higher owing to the linearity of
oscillations that can not be ensured when the rotor (upper plate) and the sample inertia effects become
significant at high frequencies [41]; and (ii) frequency sweep: shear amplitude was kept constant into
the viscoelastic limit region, determined by the previous test and the frequency was swept from 0.5 Hz
to 100 Hz logarithmically to obtain the oscillograms (G

′
and G

′′
as a function of ω).

2.9. Viscoelastic Parameters Reconstruction

The characteristic parameters of a viscoelastic material were obtained fitting the experimental
results with the rheological models indicated in the previous section. Two different techniques
(rheometry and TWE) were used in each sample of cervical tissue. For each sample and methodology,
velocities at several frequencies were calculated and the mean of the velocities over all the
measurements were used for further analysis.

In the rheometry study, the real and the imaginary parts of the viscoelastic modulus were obtained
from the rheometer and the shear wave speed was calculated directly using Equations (7) and (12).
For the torsional wave sensor, the shear wave speeds were obtained following the approach depicted
in Section 2.5.

This allowed the construction of a speed-frequency chart for each tissue sample. In the next
section will be represented the mean and standard deviation of the shear wave speeds using data from
all the tissue samples. The high differences on the frequency ranges of the two techniques should
be noted.

Every set of measurements was fitted to the models to obtain the parameter values.
This adjustment was made by means of an inverse problem using a combination of genetic algorithms
and quasi-Newton type optimization algorithms.

Three approaches were used and represented varying the fitted data using
(a) shear wave speeds exclusively from rheometry, (b) speeds exclusively from the torsional
sensor, and (c) all of the available data. The fitting procedure was applied to each tissue sample to
obtain the average adjustment curves (including standard deviations). Two options were available:
using the average values of the parameters to generate average curves or directly averaging the values
of the curves. It should be highlighted that these adjustments are not equal since the models were
nonlinear. The first approach was used in this work.
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3. Results

Firstly, we explored the influence of the applied pressure in shear wave speed. Shear wave
signals measured with TWE method at different applied pressures phantom-sensor and with the same
frequency excitation (300 Hz) and gelatin concentration (10%) are shown in Figure 7.

Figure 7. Shear wave signals at different pressures’ phantom–sensors (from 4.81 to 24.06 kPa),
frequency: 300 Hz; gelatin concentration: 10%

The shear wave speeds calculated from measurements using the proposed time of flight method
are shown in Figure 8. Box and whisker plots are represented for the designed phantoms at 8 and 10%
gelatin concentration (three samples per concentration), 300 Hz frequency and for the five different
pressures. It can be extracted from the plots that there is no correlation between the applied pressure
and the shear wave speed.
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Figure 8. Box and whisker plots of shear wave speed measurements at different applied pressures
phantom-sensor. Mean (lines within boxes), interquartile range (IQR, boxes) and extreme values
(whiskers) are shown. (a) 8% gelatin; (b) 10% gelatin.

Secondly, to assess the other outcome of the sensor sensitivity study, two shear wave signals have
been plotted at two different angles of incidence: 0 and 7.5◦ (see Figure 9).

Shear wave speed measurements are represented in Figure 10. Box and whisker plots are shown
for the three designed phantoms at 8% and 10% gelatin concentration, 300 Hz frequency and for
the two different angles of incidence. The same conclusion is extracted when varying the angle of
incidence. No significant variations were obtained.
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Figure 9. Measurement of shear wave speed at different angles of incidence sensor–phantom; frequency:
300 Hz. (a) 8% gelatin; (b) 10% gelatin.

Figure 10. Box and whisker plots of shear wave speed measurements at different angles of incidence
phantom–sensor. Mean (lines within boxes), interquartile range (IQR, boxes) and extreme values
(whiskers) are shown; frequency: 300 Hz. (a) 8% gelatin; (b) 10% gelatin.

The real and the imaginary part of the complex shear modulus measured in cervical tissue by
rheometry are shown in Figure 11. The measurements were taken three times for each cervix to obtain
the mean and the standard deviation.

Figure 11. The storage and loss shear modulus measured by rheometry in cervical tissue.
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Figure 12 shows the fitted curves using data from rheometry, elastography and both sources of
data simultaneously, for each rheological model. Frequencies for rheometry measurements ranged
from 4 to 30 Hz, while, for the elastography technique, there was a wider range from 300 to 1000 Hz.

(a)

(b)

(c)

Figure 12. Fitted curves using data from rheometry, from elastography and using the combined
data from the rheometry and elastography for each model. The circles are the mean values over the
three cervix and the horizontal bars are the standard deviations. The curves for the Kelvin–Voigt
(solid red line), Kelvin–Voigt Fractional Derivative (solid yellow line), Maxwell (solid purple line)
and Zener model (solid green line) are shown. (a) data from rheometry; (b) data from elastography;
(c) data from rheometry and elastography.
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Tables 2 and 3 show the viscoelastic parameters using the data from rheometry, elastography
and a combination of the two methods for Kelvin–Voigt and Kelvin–Voigt Fractional Derivative
models. The high-frequency components of the dispersive curve play a much larger role than the
low-frequency components. The curve shape or dispersive pattern is primarily determined by the high
frequency components. KV and KVFD models matched satisfactorily all the data from the high to the
low-frequency regime. The findings can also be confirmed by the results of Tables 2 and 3, showing
that the elasticity and viscosity values obtained from the high-frequency TWE data were very similar
those from the overall rheometry + TWE data, although they differ from those obtained from the
low-frequency rheometry data.

Table 2. Viscoelastic parameters using the data from rheometry, TWE, and a combination of the two
methods for the Kelvin–Voigt model.

Cervix Number
Elasticity μ (kPa) Viscosity η (Pa·s)

Rheometry TWE R + TWE Rheometry TWE R + TWE

1 1.69 2.13 1.82 5.31 4.32 4.21
2 1.83 2.52 2.10 6.52 4.55 4.64
3 1.85 2.64 1.84 7.19 4.9 4.65

Mean 1.79 2.43 1.92 6.34 4.59 4.5
Standard Deviation 0.08 0.26 0.15 0.95 0.29 0.25

Table 3. Viscoelastic parameters using the data from rheometry, TWE, and a combination of the
two methods for the Kelvin–Voigt Fractional Derivative model.

Cervix Number
Elasticity μ (kPa) Viscosity η (Pa·s) Fract. Deriv. Power α

Rheometry TWE R + TWE Rheometry TWE R + TWE Rheometry TWE R + TWE

1 1.10 2.13 2.07 12 4.02 4.54 0.42 0.98 0.99
2 0.80 1.93 2.22 31 4.21 4.73 0.13 0.99 0.96
3 0.86 2.12 1.74 26 4.46 4.65 0.20 0.94 0.99

Mean 0.92 2.06 2.01 23 4.23 4.64 0.25 0.97 0.98
Standard Deviation 0.15 0.11 0.24 9.84 0.22 0.09 0.15 0.02 0.01

4. Discussion

Characterization of the viscoelastic properties of soft tissues is a key step for the development
in many medical applications based on elastography imaging. In the case of cervical tissue, a special
interest lays on the study of the evolution of the viscoelastic properties during pregnancy, in addition
to their correlation with the gestational age. Little data for the case of viscoelasticity of human cervical
tissue can be found in the literature [26].

The increasing interest in elastography techniques for measuring viscoelastic parameters is
demanding appropriate validation studies. Currently, the traditional standard for evaluating the
viscoelastic properties of soft tissues is based on rheological methods. However, these techniques
are limited to in vitro and ex vivo samples. In addition, whereas the trustful range of frequency in
the rheological test is from the quasi-static regime to no more than 50 Hz, dynamic elastography
techniques usually use a range from 100 Hz to 500 Hz. This discrepancy makes the comparison process
a challenge. However, due to the lack of alternatives, the validation between both techniques has been
accepted in previous studies [44,45].

The presented TWE method is based on the transmission and detection of shear waves. Shear
waves travel axisymmetrically from the center of the probe, where the mechanical actuator is
placed, towards the outer side where the piezoceramic receivers are located. In this study, the TWE
technique was proved capable of successful transmitting and receiving shear waves from 300 Hz to
1 kHz. This range of frequencies represents an obvious advantage when compared with commercial
elastography devices [7], since a broader range of frequencies provides more significant information
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about the viscoelastic behavior of the tissue, in particular for the viscous component, which is more
sensitive to high frequencies [44].

Here, a study with respect of two variables involved during the testing procedure was presented:
the normal pressure applied and the angle of incidence between the probe and the normal direction
of the tissue surface. This simplified study may fall into a preliminary analysis of the intra-operator
dependency of the method. The range of pressures (ranging from 4.81 kPa to 24.06 kPa) and angles
(0◦ and 7◦) were chosen in close relation with those experienced during a normal testing procedure.
Gelatine phantoms with 8% and 10% concentration (w/w) were selected as an adequate representation
of the viscoelastic behavior of soft tissues. As expected, higher concentration of gelatine produced
higher shear wave speed due to higher stiffness. Variable levels of pressure produced a minimal
variation in the shape of the collected signal, as can be seen in Figure 7. The standard deviation
values of shear wave speed varied between 0.018 to 0.031 m/s, including all measurements for
the range of frequencies studied (300–1000 Hz). The impact of this variation on the reconstructed
values of shear wave speed was non-significant for all the frequencies. Therefore, no correlation
between the level of pressure and shear wave speed was found. The same effects were observed when
varying the angle of incidence. Figure 9 shows hardly noticeable variations in the measured signals.
These observations were found consistent all over the different gelatine concentration phantoms
tested, which seems to indicate that the TWE technique is, at least in gelatine-based phantoms,
a robust and low user-dependent elastography method. However, as observed in the experiments,
simple gelatine-based phantoms shows a low viscous behaviour, which is not proper of soft tissues.
This low viscous behavior might be responsible for such stable results against the two variables of
the user-dependency test. Different recipes for obtaining viscous elastography phantoms have been
published, for instance by adding castor oil to the gelatine-based original recipe [46]. In further
studies, elastography phantoms with higher viscosity will be tested. These analysis must be also
extended to tissues exhibiting characteristics more similar to biological tissues, which may not be
homogeneous [4] to define the validity limits of these studies and to develop clinical practice protocols
to correct deviations when using the designed device.

After the positive outcomes of the sensitivity analysis, a series of experiments were performed
on ex vivo human cervical tissue. The experiments aimed to combine information from rheometry
and TWE providing two sources of data to find the most suitable rheological model to fit the cervical
tissue behavior.

Figure 12 shows the dispersion curves of shear wave speed regarding the frequency. Since both
rheometry and TWE techniques obtain shear wave speed values at different ranges of frequency,
rheological models are required to combine the dispersive data. In this study, the classical models
of Maxwell, Kelvin–Voigt, Zener and Kelvin–Voigt Fractional Derivative were employed to fit the
dispersive data. As proposed by Lin et al. [44], three types of fitted dispersion curves were obtained
depending the data: (a) by using only the data from low-frequency regime generated by rheometry,
(b) by using only the data from the high-frequency data provided by TWE, and (c) by fitting the data
from both low and high-frequency ranges.

Whereas the fitted curves obtained by using the TWE data were overall in good agreement
with the data from rheometry (Figure 12b), the curves using the rheometry data diverged from those
using TWE (Figure 12a). Additionally, the dispersion curve after fitting the whole set of data, this is
rheometry + TWE (Figure 12c), practically coincided with the curve generated by using only the TWE
data. These findings agree with the observations by Lin et al. [44], and point out the relevancy of
the viscous effects at higher frequencies. Furthermore, it uncovers the difficulty of characterizing the
viscous effects of soft tissue by limiting the experiments to classical rheometry techniques.

When comparing the four rheological models, it can be observed that the Maxwell model showed
difficulties to represent the dispersion of shear wave speed along the whole range of frequency.
The Zener model adjusted the data successfully when considering both the rheometry and the
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TWE outcomes. However, when fitting only data from TWE, it showed some divergence at the
low-frequency range.

On the other hand, Kelvin–Voigt and its fractional derivative version matched all the data
satisfactorily from the high to the low-frequency regime. The fact that both models produced practically
the same dispersive curve can be understood by observing Tables 2 and 3. The values obtained for
the α parameters of the Kelvin–Voigt Fractional Derivative model were close to 1, which transforms
the model directly into a classical Kelvin–Voigt. A two-parameter model as the Kelvin–Voigt usually
will be preferred against a three-parameter model as the fractional version, due to practicality and
faster computation. Further studies must be performed to analyze the consistency of all the findings
above shown.

5. Conclusions

A TWE technique for characterizing the viscoelastic properties of soft tissue, and, in particular
cervical tissue, is proposed. The shear wave curve dispersions for cervical tissue produced by the TWE
method were in good agreement with the data obtained from rheometry. However, these results from
rheometry were not able to reproduce the viscous effect on the speed dispersion at high frequencies.
Further studies must be carried out to analyze the consistency of these observations. The Kelvin–Voigt
model and its fractional derivative version fit the cervix experimental data along the whole range of
frequency successfully, and this is considering rheometry and TWE.

The results obtained in this study pave the way to carry out a cross sectional study, which aims the
correlation between the gestational age and the viscoelastic properties of the cervix during pregnancy.
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Abstract: This paper presents a sequential non-rigid reconstruction method that recovers the 3D shape
and the camera pose of a deforming object from a video sequence and a previous shape model of the
object. We take PTAM (Parallel Mapping and Tracking), a state-of-the-art sequential real-time SfM
(Structure-from-Motion) engine, and we upgrade it to solve non-rigid reconstruction. Our method
provides a good trade-off between processing time and reconstruction error without the need for
specific processing hardware, such as GPUs. We improve the original PTAM matching by using
descriptor-based features, as well as smoothness priors to better constrain the 3D error. This paper
works with perspective projection and deals with outliers and missing data. We evaluate the tracking
algorithm performance through different tests over several datasets of non-rigid deforming objects.
Our method achieves state-of-the-art accuracy and can be used as a real-time method suitable for
being embedded in portable devices.

Keywords: SfT; tracking; PTAM; non-rigid reconstruction; SfM; NRSfM

1. Introduction

The problem of 3D reconstruction and camera localization from images is known as
Structure-from-Motion (SfM). 3D awareness from visual cues is a natural task for a human being,
but it is still a very challenging problem in computer vision. During the last few decades, SfM has
been widely studied [1–7]. Thanks to modern computing capabilities (multicore CPUs, GPUs, etc.),
current SfM algorithms are considered mature and capable of dealing with big volumes of data in real
time [8,9].

The general assumption in SfM is based on the rigidity of the scene, where changes in the images
are caused by the relative motion between the camera and the scene. Rigidity strongly links camera
motion with image motion, making SfM a well-posed problem. Rigid SfM fails in scenarios where
the rigidity assumption is violated. For instance, it fails to reconstruct scenes with multiple objects
that move independently or with deformable objects, such as the human body, articulated objects,
wires, flags, sheets, flesh, fabric, etc.

Reconstruction of deformable objects from images is known as Non-Rigid Structure from Motion
(NRSfM). It has been actively studied in recent years [10–15]. When a prior model of the object is
available, this problem is commonly known as Shape from Template (SfT) [16–19]. Current SfT/NRSfM
methods lack the level of maturity of SfM.

In both SfM and NRSfM/SfT, we distinguish two categories of methods: batch approaches [10–13,20]
and sequential approaches [21–24]. In the former, all data (images) are available beforehand and are
jointly processed to obtain the 3D reconstruction. Those approaches are highly demanding in terms of
processing time and memory, but achieve accurate reconstructions. In the second group, data are
collected and processed online. This is usually a harder problem where less data are available for
reconstruction than in batch approaches, resulting in less accurate reconstructions. However, sequential

Sensors 2017, 17, 2342 334 www.mdpi.com/journal/sensors



Sensors 2017, 17, 2342

methods are the base for real-time implementations required in some interesting applications, such as
Augmented Reality (AR) [25–27].

3D reconstruction from images is a key technology in many applications such as Human-Machine
Interfaces (HMI), Augmented Reality (AR) and robotics [4,8,27]. These applications require accurate
and stable reconstructions. Robust, sequential and real-time reconstruction methods are thus a priority
in most of these applications. In addition, new methods must be able to deal with real conditions such
as the data association problem between images, which includes outliers and missing data.

2. Related Works

This section includes a summary and discussion of the most recent methods for 3D reconstruction
from images. Section 2.1 discusses the SfM methods. The SfT and NRSfM methods are presented in
Sections 2.2 and 2.3 respectively.

2.1. Structure-From-Motion

Structure-from-motion can be defined as the problem of jointly inferring the 3D geometry of the
scene and camera motion using images as inputs. The rigidity of the scene is a prior condition for SfM.
The geometry of multiple views of a rigid scene has been known for centuries, and the basic results for
solving SfM are well known in photogrammetry and computer vision [1]. Modern SfM methods cope
with large sequences from both uncalibrated and calibrated cameras.

Sequential approaches in SfM are very important in robotics and were mainly developed as
solutions to the visual Simultaneous Localization and Mapping (vSLAM) problem, where the robot
pose and a map of the 3D environment are sequentially obtained from a camera mounted on a mobile
robot. Given the improvements of modern SfM algorithms, vision-based SLAM quickly became
predominant in robotics and is usually fused with other sensors installed in the robot.

One of the first monocular vSLAM systems was proposed in [4]. The SLAM problem was posed as
a sequential Bayesian inference problem, using the Extended Kalman Filter (EKF) as the inference core
and a sparse set of salient feature tracks as image observations. This method was implemented in real
time using a low cost hardware and was suitable to reconstruct small- to medium-sized environments.

Years later, another sparse SLAM method was proposed, based on sequential Bundle Adjustment
(BA) and known as Parallel Tracking and Mapping (PTAM) [8]. This method showed very accurate
and stable pose estimation and reconstructions, suitable for AR applications. It remarkably improved
vSLAM methods based on statistical filtering. PTAM heavily influenced modern SLAM methods
and changed the SLAM processing paradigm from pure sequential to a parallel mapping and
tracking algorithm.

Recently, dense SfM methods have been proposed, such as Dense Tracking and Mapping
(DTAM) [9], further extended to depth sensors, such as Kinect fusion [28]. SfM methods fail to
recover the shape of non-rigid objects. This motivates the methods discussed next.

2.2. Shape-From-Template

Shape-from-Template (SfT) methods estimate the 3D shape of a non-rigid object from a single
image and a template of the object. A template consists of the reference shape of the object, a texture
map and a deformation model. The template can be computed from samples or even generated by
other reconstruction algorithms from a training sequence. The objective of SfT is to find the deformed
3D shape given a single image or a sequence of images and the object template. There are two main
categories of SfT methods based on the deformation model: statistics-based and physics-based.

Regarding the first group, the most commonly-known algorithm is represented by the Active
Appearance Models (AAM), which are widely used for the tracking of the human face. The first AAM
method was introduced by [29]. In the context of non-rigid reconstructions, the AAM evolved into
the so-called 3D Morphable Models (3DMM) [30]. A revisiting example of these models including an
extensive learning and their application over a database of 10,000 faces is studied in [31].
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AAMs and 3DMMs reconstruct objects that belong to a specific category whose deformations
and appearance are low dimensional. This makes them very suitable for 3D reconstruction of face
gestures. They need large labeled databases for a proper training of the shape and appearance models.
Hand-made labeled databases are prone to errors, not only due to the “human factor”, but also as
different people do this task differently. In [32], the authors take advantage of some of the approaches
and dense correspondences to infer the point correspondences and predict the labeling.

Most of remaining SfT methods are based on physics-based deformation priors and in particular
the isometric model [17,33,34]. The work in [17] describes the problem as a Partial Differential
Equations (PDE) system and proves that imposing the isometry prior makes SfT a well-posed problem.
Methods in SfT can be divided into local solutions, mainly based on solutions of a PDE system, and
global solutions, based on convex relaxations of isometry [18,19].

The registration between the template and the model is needed in SfT. In most of the SfT papers,
the registration is assumed to be known or obtained with some automatic methods, like in [35],
based on graph matching, or dense optical flow methods, such as [36]. These methods are however
not suitable for real-time applications.

2.3. Non-Rigid Structure from Motion

In NRSfM, the objective is to recover the 3D shape of an object under deformations from a
sequence of images. Each image captures the combination of rigid motion and shape change in the
object. Thus, rigid SfM is not applicable in this case. NRSfM is ill-posed, unless priors on the possible
deformations are imposed. According to the deformation prior, existing NRSfM methods can be
divided into two main groups: (i) physics-based and (ii) statistics-based methods.

In physics-based models, the deformation model is taken from the field of continuum mechanics, and
it models how materials behave under the action of forces. The most popular models used in this category
are the isometric model [14–16,34,37] and the elastic (linear and non-linear) model [23,38–40]. The isometric
model has been thoroughly studied, and [15] proved that isometric NRSfM is a well-posed problem.
However, isometric priors are not accurate to describe deformations suffered by soft materials. Elastic
models have been proposed in [23,38–40], using the Finite Element Modeling (FEM) approximations of
linear and non-linear elastic materials. They estimate both camera pose and the 3D shape of deformable
objects from monocular scenes in real time. These methods require in general object-dependent
physical parameters, except for [39] in which the deformation modes are estimated sequentially.
Besides, existing NRSfM is not well posed with elastic models as it has been empirically confirmed
that these methods require additional constraints to limit ambiguities.

Some methods assume that the shape of the object is composed of pieces, following simple local
deformation models such as rigid or quadratic [41,42]. The main challenge in these approaches is how
to split the data into a set of models automatically and how to preserve global coherence of the model.

In statistics-based approaches, the object shape space is assumed to be low-dimensional and
is represented as the weighted sum of a set of basis shapes. This idea was first proposed by [10],
and it is based on the assumption that the shape matrix is low-rank. This prior has been studied
by many researchers in the NRSfM literature [11,13,43,44]. It has proven to be successful in many
real-world scenarios such as in the gestures of the human face. NRSfM based on the low-rank model is
ill-posed, as the solution space is very ambiguous. Some methods have added priors, such as temporal
smoothness or spacial smoothness [11], physical priors such as limiting stretching or extension in
the surface [33,34] or the use of trajectory bases [45]/shape-trajectory bases [20], which constrain the
trajectory of point tracks along the sequence.

Most of aforementioned methods are based on tracking a sparse set of image correspondences,
recovering a sparse 3D model of the object. Dense NRSfM approaches have been recently investigated.
The first one is [43], which performs dense optical flow combined with low-rank modeling and local
smoothness priors. In [46], the segmentation and reconstruction of local rigid models is proposed.
On the other hand, Kinect fusion was further extended to handle deformable objects in dynamic
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fusion [47] for depth cameras. However, these approaches need the use of specialized hardware
(GPU-based) to be run in real time.

The majority of the NRSfM methods use orthographic projection. This is an advantage for
statistics-based algorithms [10–12,20,21,44], as it allows one to pose NRSfM as a low-rank matrix
factorization problem, which counts with global and efficient solvers. However, the orthographic
camera can be very inaccurate for images taken under certain imaging conditions. It also includes
ambiguities in the reconstructions due to the convex/concave shape flips and the depth ambiguity
problem. Some NRSfM methods include the perspective camera such as [22,48–50], which is a more
accurate model. However, it makes the problem harder to solve.

2.4. Proposal

This paper proposes a sequential solution to SfT able to be run in real time (e.g., 15–30 frames per
second) using a low-cost hardware based on a CPU. Our algorithm is efficient and very suitable for
embedded systems. These features are available in late SfM methods [51], but not in the context of
non-rigid reconstruction.

We take PTAM, a state-of-the-art sequential real-time SfM engine, and we upgrade the tracking
thread to solve SfT using a low-rank shape basis model. As in PTAM, we use a calibrated perspective
camera model. As previously mentioned, the perspective camera is an accurate model and does not
suffer from some ambiguities present in the orthographic model, widely used for statistics-based
non-rigid reconstruction methods.

Most of the current state-of-the-art non-rigid reconstruction algorithms do not compute the
tracking and data association, whereas in a real applications, this is one of the most important
challenges to face. Our solution deals with data association in real time. This paper extends the work
published by the authors in [52] where a preliminary version of our tracking algorithm was presented.
In this work, an improved version is implemented, and a deeper analysis is carried out. We hereinafter
refer to this method as the IROS-based approach.

This paper is organized as follows: The description of our method is given in Section 3.
In Section 3.1, we describe the data-association model, and in Sections 3.2 and 3.3, we describe
the feature matching method and the camera motion models, respectively. We present our shape
inference method in Sections 3.4 and 3.5. In Section 4, a summary of the results is described. Finally,
Section 5 presents the main conclusions of the paper.

3. Algorithm Description

Our algorithm estimates the camera pose and the shape of the object in each frame of a video
sequence. Image cues are based on tracking a sparse set of salient features over the images. To that
end, it needs an initial estimation of the object’s rigid shape, the camera pose and the object shape
basis. We refer to this method as the tracking thread, as it is based on the tracking thread of PTAM. A
flowchart of the tracking thread and the initialization process is presented in Figure 1.

To model the deformations, we use a linear shape basis model [10]. The shape of the object can be
expressed as the weighted sum of a finite number of shape vectors:

SNR ( f ) = SR +
K

∑
k=1

Lk ( f ) Bk (1)

where f represents the frame number, K is the number of shapes given in the model, SNR ( f ) ∈ R3×P

is the computed shape for frame f and P represents the number of points of the shape. SR ∈ R3×P is
the rigid shape average. L ( f ) ∈ RK are the shape coefficients, and B ∈ R3K×P are the basis shapes,
which were previously known.
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Figure 1. Tracking thread flowchart. The main modules of our tracking thread are included inside
the red box. The yellow modules represent inputs; the orange modules are configurations (priors);
the green ones are estimations from the input data; and finally, the blue ones are implemented tasks.

The transformation from world to camera coordinates for each point is given by:

Xi =
(

xi yi zi

)T
= [R|T]× SNRi (2)

where the camera rotation is given by R ∈ R3×3 and the camera translation is represented by T ∈ R3.
Each 3D point in camera coordinates is projected using the perspective camera model:

US
i =

(
ui
vi

)
=

(
u0

v0

)
+ α

(
fu 0
0 fv

)(
xi/zi

yi/zi

)
(3)

where US ∈ R2×P represents the set of shape points, (u0, v0)
T are the camera center coordinates,

( fu, fv) is the focal length and α is the radial distortion function. These parameters are estimated in an
offline calibration process described in [8].

3.1. Measurement Model/Data Association

The vertices of the shape model SNR do not match in general with the points detected in the
image using feature detectors described in Section 3.2.2. To establish a link between the shape model
and the measurements, we use a triangular mesh model. The mesh is estimated by using the Delaunay
triangulation on the projected coordinates of our shape model (SNR) in the first frame of the sequence
US

0 . This gives a mesh of connected vertices vi. This mesh is fixed for the rest of the sequence. Given a
point detected in the image U

′
i = (u

′
iv

′
i)

T , we find the mesh triangle it belongs to (the three vertices of
the triangle vi,1..3) and compute the barycentric coordinates (ai, bi, ci), following [53]:⎛⎜⎝ ai

bi
ci

⎞⎟⎠ = pinv

(
vi,1x vi,2x vi,3x
vi,1y vi,2y vi,3y

)
×

(
u
′
i

v
′
i

)
(4)
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where pinv(·) is the matrix pseudo-inverse operator. An example of the data association is represented
in Figure 2, where the projected mesh vertices of the triangle are represented as black points, and
the detected point is represented as a red point inside the triangle. The barycentric coordinates are
displayed as edges connecting the detected point and the vertices of the triangle.

Figure 2. Data association from detected points (red) with model points in mesh (black).

We can define a new deformation basis B
′
, adapted to the detected points and defined in world

coordinates, by using the barycentric coordinates. The 3D position of the interpolated model point X
′
i

that corresponds to the 2D feature U
′
i relates to the model basis shapes as:

X
′
i = aiXv1 + biXv2 + ciXv3 (5)

X
′
i = ∑

k
Lk (aiBv1k + biBv2k + ciBv3k) = ∑

k
LkB

′
ik (6)

where X
′
i is the interpolated point corresponding to the detected point U

′
i and the triangulation

defined by the barycentric coordinates (ai, bi, ci) and Xv1, Xv2, Xv3, which are the 3D coordinates of
the 2D associated coordinates vertices (vi,1, vi,2, vi,3) and (Bv1k, Bv2k, Bv3k), are k-th bases of each of the
vertices of the triangle. Equation (6) shows the duality of working with model or detected points and
interpolated 3D points, once the data association is set.

3.2. Feature Matching

We detect and match point features between the reference image and the rest of the images in
the video sequence. The quality of feature detection and matching is crucial for obtaining accurate
reconstructions. To achieve real-time performance, we face a trade-off between the quality of matching
and the complexity of the existing feature detection and matching methods.

Two different feature detection and matching methods are studied. The first one is based on
PTAM, which uses the FAST detector and was presented by the authors in [52]. This is considered as
the baseline for the comparison. A second approach is based on descriptor matching and uses different
state-of-the-art visual detectors and descriptors.

3.2.1. PTAM-Based Matching Approach

Hereinafter, we assume that the points detected in the image (U
′
), e.g., using the FAST [54]

detector, correspond to the projection of the points described by the interpolated bases B
′
. This saves

computation time and makes equations simpler.
We use the same process described in [8] to track points in the video sequence. However, due to

shape deformations, the appearance in a local region around each point can suffer variations. We thus
propose the following adaptations:

• Affine warping described in [8] is kept to handle points whose local appearance is affected by a
rigid motion.

• If the deformation causes significant changes in the appearance, affine warping is expected to fail.
Then, we search features in a coarse-to-fine hierarchical correlation-based approach. To discard
false positives, a married matching is applied in the lowest level of the pyramid in which the
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feature has been found. In case the correlation is too low or the distance is too high, the matching
is considered not found. For a deeper explanation, we refer the readers to our publication in [52].

This algorithm could fail for points with a highly deformed texture or deformations that imply
large movements between images. Rejected points are considered as outliers and are discarded.
This prevents tracking from degenerating in the following frames.

3.2.2. Descriptor-Based Matching Approach

The detection and matching layer of the IROS-based approach is substituted by descriptor-based
features implemented in OpenCV [55]. Some of them are directly available, like KAZE [56],
AKAZE [57], ORB [58] and BRISK [59], and others are not directly included, but can be accessed
as third party software for research purposes, like SIFT [60] and SURF [61]. Binary descriptors, such as
ORB, AKAZE and BRISK, are preferred for a real-time implementation as they are faster.

Once the features are detected and described, we match them across frames. Several matching
algorithms are used such as: brute force, L1, L2 and Hamming distance. These techniques are prone to
establish incorrect matches.

Matches are searched inside a circular area defined in the image domain. The criterion we follow
is to select matches of the minimum descriptor distance that do not violate the maximum radius
condition. The radius parameter is configurable; thus, it can be tuned if the number of tracking failures
is high.

Feature descriptors, such as SIFT or KAZE, are not completely affine invariant and, thus, can
fail with high deformations. Specialized feature descriptors exist in the literature for deformable
registration, such as in [62,63]. We assume in this paper that strong deformations are not present in
local patches, so these options are not considered.

3.3. Motion Modeling

A linear decaying motion model is used to improve camera tracking convergence. The pose is
updated using the following motion model:

velt = β/2 (velt−1 + μ)̂[R|T]t = exp (velt�t) [R|T]t−1

(7)

In order to apply the equation, the camera speed velt, between frames t − 1 and t, is computed by
applying the ESMhomography method proposed in [64]. β is the factor that balances the influence of
the estimated camera speed on the camera motion update vector μ. This motion model was proposed
in the original PTAM algorithm [8], where the shape was assumed to be rigid. We adapt it by using the
updated shape obtained in the last frame, as will be explained in Section 3.4.

3.4. EM Optimization

We present in this section the shape-inference algorithm that estimates the shape deformation
coefficients and the camera pose of the current frame. We use an optimization approach where we
minimize the reprojection error between the detected points and the deformed shape projected using
the perspective camera. This is a non-convex cost that cannot be solved in closed form. Previous
approaches, like [11,24,65,66], implement Expectation-Maximization (EM) algorithms to split the
optimization of a similar cost function into two parts: deformation weights, keeping the camera
parameters fixed and vice versa. This strategy is easy to implement and has faster convergence time,
contributing to the real-time constraint. We have adapted this method to our problem.
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The Maximum Likelihood Estimation (MLE) function is defined as,

Edata = fMLE (R, T, L) ∝ ∑
i

∣∣∣U′
i − proj

(
X

′
i

)∣∣∣2 (8)

where Edata represents the 2D reprojection error. It is minimized w.r.t. the following two sets of parameters:

• Pose parameters (6 DoF): rotation R and translation T defined by the vector of parameters
μ =

[
φx, φy, φz, tx, ty, tz

]
.

• Deformation parameters (K DoF): the set of K shape deformation coefficients L.

Both sets of parameters are grouped in the state vector θ =
[

μ L
]
, which has 6 + K DoF.

The matrices B
′

and SR are assumed to be fixed during the sequence. A maximum of ten iterations
is used for each frame in order to estimate camera pose and deformation coefficients by using the
alternation given in the EM algorithm. The actual iterations are obtained checking the RMS reprojection
error according to Equation (9). Two consecutive increases on the error or low error reductions
makes the minimization stop. Among all the estimations, the best one is kept as the solution for the
current frame.

eRMS =

√√√√ ∑i ‖ei‖2

∑i
∥∥U′

i

∥∥2 =

√√√√∑i
∥∥U′

i − proj
(
X′

i
)∥∥2

∑i
∥∥U′

i

∥∥2 (9)

3.4.1. E-Step: Deformation Estimation

The main objective in this step is to minimize fMLE as a function of the deformation parameters

L, fixing the pose parameters μ. We denote by ̂[R|T]t−1
the current camera pose, derived from the

previous M-step, and we recall that SR and B
′

remain fixed along the process. Given:

eL
i =

(
u
′
i

v
′
i

)
− proj

( ̂[R|T]t ∑
k

Lt−1
k B

′
k,i

)
(10)

where eL
i represents the re-projection error of the i-th point in the current frame and Lt−1 is the current

value for the deformation weights. An M-estimator using the Tukey bi-weight function [67] is used
to help with outlier rejection [8]. The computed weights depend on each point reprojection error.
Only matched points are processed. In order to estimate the shape coefficients, we start undistorting
the projections, from Equation (??). The orthographic projection has as the main advantage that the
factorization can be directly applied to the tracking matrix to obtain the coefficients, as the projection
of the sum is the sum of the projections. However, for the perspective projection case, this does not
hold, as it depends on the depth. We use Equations (2) and (??) to obtain the following result:

⎛⎜⎝ λu
λv
λ

⎞⎟⎠ =

⎛⎜⎜⎝
fu

(
∑k Lk�rxB

′
k + tx

)
+ u0λ

fv

(
∑k Lk�ryB

′
k + ty

)
+ v0λ

∑k Lk�rzB
′
k + tz

⎞⎟⎟⎠ (11)

where λ is the perspective projection scale, R =
(
�rx �ry �rz

)T
is the rotation matrix decomposed in

vectors and T =
(

tx ty tz

)T
is the translation vector expressed in its three components.
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Grouping the terms in Lk on one side and writing the equivalent system in a Linear Least Squares
(LLS) form Ax = C, where x = L, Δup = up − u0, and Δvp = vp − v0, we obtain:

A =

⎛⎜⎜⎜⎜⎜⎝
(Δu1�rz − fu�rx) B

′
11 · · · (Δu1�rz − fu�rx) B

′
1K(

Δv1�rz − fv�ry
)

B
′
11 · · · (

Δv1�rz − fv�ry
)

B
′
1K

· · · · · · · · ·
(ΔuP�rz − fu�rx) B

′
P1 · · · (ΔuP�rz − fu�rx) B

′
PK(

ΔvP�rz − fv�ry
)

B
′
P1 · · · (

ΔvP�rz − fv�ry
)

B
′
PK

⎞⎟⎟⎟⎟⎟⎠ (12)

C =

⎛⎜⎜⎜⎜⎜⎜⎝
futx − tzΔu1

fvty − tzΔv1
...

futx − tzΔuP
fvty − tzΔvP

⎞⎟⎟⎟⎟⎟⎟⎠ (13)

If an average shape is given in the initialization (SR), it must be taken out from the estimation.
If this is the case, it can be described as a function of the basis shapes:

SR = ∑
k

LRk Bk (14)

Then, in Equation (14), the average rigid shape SR is described as a function of an additional set
of coefficients, the rigid coefficients LR ∈ RK. Doing LNR = L − LR removes the rigid shape influence
from the estimations.

If the previous condition does not hold, the rigid shape must be introduced in the deduction of
the matrices A and C, as the 3D model and then the projection equations need to be adapted. The A
matrix remains the same as in Equation (12), but C gets more complex, as indicated in Equation (15).

C =

⎛⎜⎜⎜⎜⎜⎜⎝
futx − tzΔu1 + SR,1

(
fu
−→rx −−→rz Δu1

)
fvty − tzΔv1 + SR,1

(
fv
−→ry −−→rz Δv1

)
...

futx − tzΔuP + SR,P
(

fu
−→rx −−→rz ΔuP

)
fvty − tzΔvP + SR,P

(
fv
−→ry −−→rz ΔvP

)

⎞⎟⎟⎟⎟⎟⎟⎠ (15)

3.4.2. M-Step, Pose Estimation

The goal in this minimization step is to compute the camera pose. This is done by maximizing
the likelihood of the observed data, as shown in Equation (8). In this step, the 3D shape is kept fixed,
minimizing the following reprojection error expression:

eμ
i =

(
u
′
i

v
′
i

)
− proj

(
exp

(
μt) ̂[R|T]t ∑

k
Lt

kB
′
k

)
(16)

Equations (10) and (16) are similar, but in this case, L is known from the last E-step, and μ

(the camera update) is unknown. We compute μ as in [8]. Similarly to the E-step, the missing
correspondences are taken out from the pose estimation on the current frame.

Since the pose parameters are not linear, the estimation cannot be done in closed form. Instead,
it is based on several steps of gradient descent, for which the pose update w.r.t. the error must be
obtained. To that end, Equation (??) is decomposed into several matrices to facilitate the derivation of
the expression using the chain rule.
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After several steps, the following expression is reached:

∂eμ
i

∂μp

∣∣∣∣∣
2×6

= Jcam|2×2

(
JDi

∣∣
2×3

0
0

)
Gp

∣∣
4×4,p=1..6 ECW |4x4 XW |4×1 (17)

where p ∈ 1 . . . 6 denotes the index in the pose parameters, Gp the generation matrix of the SE(3) Lie
group and ECW is the pose matrix composed by the rotation matrix R and the translation vector T.
Jcam|2×2 is defined as follows:

Jcam|2×2 = JA|2×2 JC|2×2 (18)

where JA is the derivative w.r.t the 3D point in camera coordinates of Equation (??) (removing distortion)
and JC is related to the derivative of the distortion part of the calibration matrix w.r.t the 3D point in
camera coordinates:

JA =

(
fu 0
0 fv

)
(19)

JC =

(
B̂ 0
0 B̂

)
+

(
C1

C2

)
JB̂ (20)

B̂ = r̃
r with r =

√
C2

1 + C2
2, r̃ = r − β1r3 − β2r5, C1 = xc

zc
, C2 = yc

zc
, (xc, yc, zc) are the 3D

coordinates of the points in camera reference system, and:

JB̂ =

(
−2β1C1 − β2

(
4C3

1 + 4C1C2
2
)

−2β1C2 − β2
(
4C3

2 + 4C2C2
1
) )T

(21)

where β1 and β2 denote the distortion coefficients computed from camera calibration.
Lastly, JD is the derivative of the point w.r.t. its coordinates in the camera reference:

JD =

( 1
zc

0 −xc
z2

c

0 1
zc

−yc
z2

c

)
(22)

The Jacobian of Equation (17) is computed for each point X
′
i in world coordinates (XW) and then

inserted into a WLS minimizer together with an M-estimator, for outlier rejection.
Once the update μ for the pose is obtained, as the pose belongs to the SE(3) Lie group, the pose is

then updated as:
E

′
CW = exp (μ) ECW (23)

3.5. Priors

In order to improve the method, we include regularization and smoothing priors in the
optimization process. These tracking priors allow us to obtain better 3D error by smoothing the
pose and shape solutions over the sequence.

After a revision of the related works, we found out that the most suitable priors for this tracking
problem are temporal and shape smoothness, as they are easily adapted to a least squares minimization
scheme in the E-step.

Some more complex priors were considered, such as the isometric prior. We discarded them as
they generate non-convex costs, which do not fit well in our EM approach. Isometry is also a strong
prior that cannot be used for some objects that undergo elastic deformations.

The consequence of including the priors is the modification of the error function to be minimized.
Instead of relying only on the 2D reprojection error, the cost function takes into account the
following terms:

E = Edata + ρtempEtemp + ρshapeEshape (24)
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Edata is the 2D reprojection error described in Equation (8):

Edata =
P

∑
i=1

∥∥∥U
′
i − proj

(
X

′
i

)∥∥∥ (25)

Etemp imposes temporal smoothness:

Etemp =
P

∑
i=1

∥∥∥X
′
i( f )− X

′
i ( f − 1)

∥∥∥ (26)

and Eshape is an extra restriction of the shape where deviations from the reference shape are penalized:

Eshape =
P

∑
i=1

∥∥Xi( f )− X̂i ( f )
∥∥ (27)

where ρtemp is the weight for temporal smoothness and ρshape is the weight for shape smoothness.
Etemp imposes a temporal dependence between the current 3D shape X

′
i ( f ) and the previous

Xi ( f − 1). Decomposing X
′
i ( f ) = B

′
i L ( f ), the expression could be directly solved as it can be put as a

least squares expression function of L.
Eshape forces the current shape Xi ( f ) to be closer to the shape X̂i ( f ), obtained by predicting each

node of the mesh using its neighbors:

X̂i ( f ) = ∑
k,m,n∈ℵ(X̂i)

αiXk + βiXl + γiXm (28)

where αi, βi and γi are the barycentric coordinates of vertex i in the mesh with respect to three
neighboring vertices Xk, Xl and Xm. Note that the barycentric coordinates are computed using the
reference shape. This term imposes spatial smoothness by penalizing shapes with points that do not
match with their neighbors. This equation can be drawn as a least square expression with Las a free
parameter, so Equation (24) can be optimized in the E-step.

4. Results

Firstly, a general overview of the performance metrics is described followed by a revision of the
different datasets used for the assessment of the algorithm and a detailed report of the results for each
of the sequences.

4.1. Performance Metrics

This section presents the metrics used to evaluate the performance of our algorithm for different
test sequences (motion captured or synthetically generated). After a sequence is processed by the
algorithm, the output results are post-processed to compare the performance of the algorithm using
the ground truth. The way that the sequences are adapted to our system is also explained.

We evaluate reconstruction error using the following indicators:

• 2D error:

2D err (px) =
1
F

F

∑
f=1

√
∑p

∥∥xest ( f , p)− xgt ( f , p)
∥∥2

2√
∑p

∥∥xgt ( f , p)
∥∥2

2

max
(

xgt
)

(29)

where F is the number of frames of the sequences, P is the number of points, xest = (uest, vest) are
the re-projected features on the image and xgt = (ugt, vgt) represent the image coordinates of the
ground-truth points.
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• 3D error:

3D err (%) =
1
F

F

∑
f=1

√
∑p

∥∥Sest ( f , p)− Sgt ( f , p)
∥∥2

2√
∑p

∥∥Sgt ( f , p)
∥∥2

2

× 100 (30)

Sest = (xest, yest, zest) is the estimated shape and Sgt = (xgt, ygt, zgt) the ground truth shape.

The 2D reprojection error and the 3D reconstruction error were defined in [21]. When applied to
an entire sequence, the error indicators are either averaged or presented individually for each frame.
The former is useful to analyze the evolution of the error over time.

Regarding the 3D error, a previous Procrustes analysis [68] is carried out before applying
Equation (30). It rotates and scales the shapes to align them w.r.t. the ground-truth. This is a
common procedure in the state-of-the-art works, such as in [12,21]. Unless the opposite is explicitly
indicated, this alignment is always applied before computing 3D errors.

4.2. Setup

In order to run the algorithm, we need a set of basis shapes, a rigid shape and an initial pose.
These are estimated from the ground truth data as follows:

The rigid shape SR is computed by extracting the average of the set of shapes used to obtain the
bases. The initial pose is retrieved from the projection on the initial frame. We use PCA to retrieve
the set of shape bases. The rigid shape is previously subtracted from the shapes, and no Procrustes
alignment is applied before factorization. The basis shapes are then computed using PCA from
this expression:

S − SR =

⎛⎜⎝ x1,1 y1,1 z1,1 · · · x1,P y1,P z1,P
...

...
...

...
...

...
...

xF,1 yF,1 zF,1 · · · xF,P yF,P zF,P

⎞⎟⎠ = UDV (31)

After PCA is computed from this matrix, the bases (B =
√

DV) are obtained, but only the K
most relevant components are taken. The number of bases used for all the experiments are at least
K = 15, unless the opposite is indicated. We always ensure that the value of K represents at least 85%
of the total deformation energy obtained from the PCA decomposition following the expressions in
Equations (32) and (33). A higher number of bases can lead to over-fitting when dealing with real data,
not to mention the memory and computational costs of handling a large number of bases. These are
the main reasons why a fixed value (unless specified) of bases is set.

Dnormalized =
diag(D)

∑ diag(D)
(32)

Dcumulated[i] =
i

∑
j=0

Dnormalized[j] ∀i (33)

It must be noted that no Procrustes alignment is applied before the SVD factorization.
To handle the data from motion captured datasets, without any kind of visual information,

a special version of the tracking thread is developed, to accept as input text files containing the point
projections for each frame, the 3D bases, the pose initialization, the visibility masks, etc. The ground
truth 3D points are projected using the perspective camera (Equation (??)), choosing a convenient pose
to see all the sequence points over time.

To perform a thorough comparison and to simulate real tracking conditions for these datasets,
the following sets of outlier percentage values outl = [0, 5, 10, 20, 30, 40]% and noise strength values
σ = [0, 1, 2, 3, 4] are added to the set of projected points. This is similar to the evaluation proposed
in [53]. With this setup, an initial evaluation is performed to check the tracking robustness under
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these conditions. The added noise follows a normal distribution N
(
0, σ2). A percentage of the image

points is marked as outliers. For those points both spacial directions are randomly deviated 20 pixels.
Point visibility is also introduced as a variable to analyze algorithm robustness. To that end, randomly
distributed visibility masks in an increasing percentage are generated.

All the experiments are computed using an i7 laptop with 8 GB RAM and eight virtual core
processor at 2.4 GHz. The algorithm is implemented in C++ and runs on Ubuntu Linux, using
PTAM-derived libraries, OpenMP, CGAL and OpenCV. If it is not specified, the tests for the methods
of [11,12,20,21] are executed with the default parameters given by the authors. We set the motion
movement constant β to 0.9; the radius limit of the IROS-based feature detection is 30 px; and the one
for the rest of the matching algorithms is 70 px.

A general overview of the algorithm performance is presented with two motion capture datasets.
We start evaluating the tracking with the assumption that the matching is perfect. After that, the results
are re-evaluated for tracking under visibility degradation, noise, outliers and varying the number of
basis shapes. Smoothing priors are not included in these experiments.

For real images, we analyze the performance by testing some matching methods, varying the
number of basis shapes, and finally, we analyze the performance using the smoothing priors. Using
real images implies that missing data, outliers and noise are already present in the data.

4.3. Flag Sequence

A motion captured flag bending with the wind is represented in the flag sequence. The
deformations are so significant that they make this dataset challenging. Moreover, the amount of
points in the sequence (540 in 450 frames projected on 640 × 480 images) is significantly higher than in
other synthetic datasets used in the state-of-the-art, which implies a challenge to factorization-based
algorithms. The deformation energy kept by the first 15 bases (K = 15) is 87.33%, which follows the
imposed criteria of keeping 85% of the deformation energy.

4.3.1. Performance Evaluation Based on Perfect Matching

Some examples of both sequences are shown in Figure 3a. 3D reconstruction results without any
degradation on the matching are shown in Figure 3b. They are compared to the ground truth, which
is represented in blue, whilst the reconstruction result is represented in red. Two views are shown
to better display the 3D reconstruction. For most of the frames, the reconstruction is very accurate.
The average performance is shown in the row for K = 15 bases shown in Table 1.

In Frame #200, the reconstruction result shows more error on one of the corners, which
corresponds to high frequency deformations that might not have been properly modeled. The results
can be improved, in this case of perfect matching, by increasing the number of bases.

The reprojection and reconstruction errors for a perfect matching over time are shown in Figure 4.
Increasing the number of bases minimizes these errors, as will be seen in Section 4.3.4. However,
as will be discussed in Section 4.6.2, this trend will not be valid when correspondences are obtained
with the matching of real images.

Table 1. Flag sequence error comparison with the number of bases, for K = 5, 7, 15, 25 and 30.

#Bases (K) 2D Error (pix) 3D Error (%)

5 4.56 3.84
7 3.62 3.21

15 2 2.63
25 1.34 2.1
30 1.18 1.93
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f = 1 f = 100 f = 200

(a)

(b)

Figure 3. Flag sequence snapshots (a) and reconstruction results (b) for certain frames.

(a) (b)

Figure 4. Flag sequence error figures through time. (a) The reprojection error and (b) the 3D
reconstruction error.

4.3.2. Performance Evaluation Based on Visibility Degradation

Missing detection of features is simulated by using visibility masks. These masks are generated
according to a percentage of missing data. The visibility distribution of the masks for each point and
among frames follows a uniform random distribution.

Some results within a range of visibility from 5%–100% are carried out. The 2D reprojection and
the 3D reconstruction errors are computed for both sequences. For the flag sequence, the errors are
stable from 20–100%, which represents a minimum of 108 points. They have the following values on
average: two pixels for 2D reprojection error and 2.6% for 3D reconstruction error. We highlight that
the visibility distribution follows here a random uniform distribution. In real images, missing data
usually affect entire areas of the image, due to occlusions or lack of texture. In some detectors, the
visibility percentage varies from 50%–30%.
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4.3.3. Performance Evaluation Based on Noise and Outliers

Similarly to the previous test, robustness analysis due to outliers and noise is performed. Different
values for noise and outliers have been evaluated, as mentioned in Section 4.1. The experiments are
repeated 10 times, and the average is taken, to achieve representative results, as a standard Monte
Carlo experiment.

The results are shown in Figure 5. It can be seen that the 2D reprojection error is not significantly
increased for the lowest σ values as the number of the outliers grows, meaning that the M-estimator
is capable of dealing with them.For higher values of σ, the error gap between the methods is
approximately the same as the number of outliers increases, the limit being σ = 2. With respect
to the 3D reconstruction error, the trend is the same as in 2D reprojection error, starting at 2.6%.

(a) (b)

Figure 5. Flag sequence results for noise and outliers’ degradation on tracking. (a) The column depicts
the error variation with the o outlier points’ percentage of the reprojection error. Each trace corresponds
to a different noise σ level. (b) The column represents the same for the 3D reconstruction error.

4.3.4. Performance Evaluation Based on the Number of Bases

The dependence of the accuracy results with the number of bases is checked as well. For that
purpose, a test using tracks without degradation and with 5, 7, 15, 25 and 30 bases is presented
in Table 1.

Using perfect matching, as the number of bases increases, the error decreases for the presented
sequence and so do all the error indicators. In addition, the processing time improves as the number of
bases is reduced, as well as the memory requirements.

4.3.5. Comparison with Other Methods of the State-Of-The-Art

Table 2 shows a summary of results with the most representative methods of the state-of-the-art
for the flag sequence. Processing time for the whole sequence, 3D accuracy, 2D error, rank, modeling
type (auto/a priori) and procedure type (batch/sequential) are depicted. In this case, our algorithm
gets close to the best ones in terms of 3D accuracy and 2D reprojection error for this sequence.
In our approach, no priors are applied, in contrast to the best ones, in which physical priors such
as isometry [34] or partial modeling [42] are used. Our approach can be better compared with
sequential algorithms [21,24], as the estimation scheme follows a similar (sequential) approach.
Regarding [21], our algorithm outperforms their 2D and 3D error. With respect to [24], our algorithm
obtains comparable results using a lower amount of bases and without physical priors.

Regarding computation times, our algorithm is the best among all compared methods,
thus reaching the best trade-off between performance and processing time. However, it must be
highlighted that some of the competing methods are not optimized to run in real time, and some of
them are implemented in MATLAB, while our method is implemented and optimized in C++.

The trials of [44,69] did not finish processing the sequence after the referenced time. For some of
the methods, where the source code is available [11,12,20,21,44,69], the same hardware is used to run
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the experiments. In [69], they provide results with this dataset. We present them in a second column
inside the 3D error column as we found some discrepancy betweenour tests and the ones provided in
the original paper.

Algorithms where the code and processing times are not available, such as the results of [34,42],
are not reported in Table 2. Batch algorithms implemented in MATLAB such as [11,12,20,21,24,44,69]
take more time than those developed in the C++ language, like [40]. A C++ implementation does
not automatically imply real-time performance, as the code needs to be optimized, but also the data
volume needs to be restricted to be properly handled in real time.

Comparing the MATLAB processing time in Tables 2 and 3, it gives an idea of the complexity
of the flag dataset. Table 2 shows that current solutions based on model-free methods (NRSfM)
cannot recover the correct 3D shape for the flag sequence with a non-normalized error, unless the
approach includes some extra prior (we recommend to the readers the review of [69]). As our method
is model-based, it provides acceptable error values and is faster than the rest of model-free approaches,
reaching 70–90 fps, which is compatible with real-time constraints. It must be noted that no visual
information processing is applied in any of the tested approaches.

Table 2. Flag sequence results summary. Some results comparing several state-of-the-art algorithms
and the presented one are depicted.

Method 2D Error (px) 3D Error (%) Rank Tproc(fps) Model ProcType Impl.

[21] 6.14 91.65 7 (max) 20 min (0.37) auto seq. MATLAB
[20] 29.79 66.65/16.09 1 5 36 min (0.21) auto batch MATLAB
[11] 11.65 15.59/13.25 1 4 10 h (0.01) auto batch MATLAB
[12] 1.9 29.724/17.61 1 9 19 seg(23.68) auto batch MATLAB
[34] - 1.79 - - auto batch MATLAB
[42] - 1.29/3.25 1 - - auto batch MATLAB
[69] ~2 n.a./3.8 - »28 h auto batch MATLAB
[44] - n.a./17.41 1 - »16 h auto batch MATLAB

[24] -
3.28 (K = 10)
2.81 (K = 40) 10–40

708 seg (K = 10) (0.64)
1045.5 seg (K = 40) (0.43) auto seq. MATLAB

Our approach 2 2.63 15 5 seg. (90) priory seq. C++
1 In [69], the authors report other values of 3D reconstruction methods [11,12,20,42,44]. They claim they tuned
the setup to be optimal, but they neither specify how long the experiments took, nor the setup of their trials,
nor the configuration parameters.

4.4. CMUfaceSequence

This sequence presents a face of a person while changing the pose and talking. This sequence is
used in other methods such as in [21]. The sequence is mostly subject to rigid motions, although it
presents deformations on the mouth area, when the person is talking. The amount of points is 40 over
315 frames projected on an image size of 640 × 480. The deformation energy kept by the first 15 bases
(K = 15) is 95.8%, which follows the minimum energy criteria explained in Section 4.2.

The same tests have been carried out for this sequence, and the same trends observed in
previous experiments have been seen here. As the number of points is significantly fewer than
in the flag sequence, the minimum amount of points to consider for visibility is 50%. The same trend
and conclusions can be extracted for the analysis with noise, outliers and bases, only varying the
average values. The average value for K = 15 bases is 0.26 for 2D reprojection error and 1% of 3D
reconstruction error.

Table 3 shows a summary of the results obtained with the CMUfacecompared to the sparse
approaches [11,12,20,21]. The same format as in Table 2 is used. In this case, the presented algorithm
gets the best results among the tested algorithms for the error parameters and the time performance.

In a sequence in which most of the behavior is rigid except for the mouth movements, the overall
performance of the algorithms is good as they all exploit this circumstance. The presented model-based
reconstruction algorithm outperforms the results of model-free approaches.
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Table 3. CMUfacesequence results summary. Some results comparing different state-of-the-art methods
against the presented one are depicted.

Method 2D Error (px) 3D Error (%) Rank Tproc (fps) Model Proc Type Impl.

[21] 1.06 3.18 8 (max) 14 min (0.37) auto seq. MATLAB
[20] 0.6 3.19 5 43 seg. (7.35) auto batch MATLAB
[11] 6.42/32.39 9.9/56.06 5/15 78/606 seg. (4.05/0.52) auto batch MATLAB
[12] 1.06 2.43 12 13 seg (24.3) auto batch MATLAB

Our approach 0.26 1.01 15 4.5 seg. (69.78) priory seq. C++

4.5. Point-Wise CVLab’s Kinect Paper

This dataset is derived from the Kinect paper dataset presented in [70]. It consists of a video
sequence of 99 points on 191 frames showing a deforming piece of paper, which is captured with a
depth sensor. The projections of the mesh for each frame have been obtained by interpolation from the
set of original matches. The projections are further adjusted by estimating the relative camera-object
pose and making sure that they match with the original SIFT images.

We see the same trend observed in the previous datasets when the number of bases is incremented.
This dataset needs a bigger amount of bases to achieve good reconstruction results. For K = 15, the
2D error is about 9 px, and the 3D error almost reaches 11.92%, whereas, for K = 80, the 2D error
becomes lower (8 px approximately), and the 3D error goes to 11.8%.

4.6. Rendered Flag Sequence

The flag sequence depicted in the previous tests is interpolated to get a dense surface and then is
rendered using orthographic projection, as presented in [71]. As our model-based tracking works with
the perspective projection, this sequence was re-rendered with perspective projection. The sequence
contains 450 frames.

This sequence was chosen in other works [24,43,52,71] as it consists of a set of images and a dense
3D ground truth to evaluate the performance of tracking methods. It is useful for our experiments
because, even though our tracking is sparse, the ground truth is appropriate to perform a thorough
comparison among different methods.

4.6.1. Evaluation of Visual Descriptors

First of all, some frames of the sequence processed with the IROS-based tracking published by
the authors in [52] are shown in Figure 6a together with reconstructions (Figure 6c). The same frames
processed with the SIFT tracking and their reconstructions are shown in Figure 6b,d. The detected
points (Figure 6a,b is shown in magenta, the matched points in red, and the mesh model is overlaid in
cyan, to give an idea of the tracking performance. Regarding the 3D reconstructions (Figure 6c,d), the
ground truth points are represented in blue and the reconstruction in red.

In our method, the feature detection and matching methods are configured to prioritize speed
over accuracy. The frames are ordered in the columns and the tracking methods in the rows. It can be
seen that in Frame #200, there are some accuracy problems for the presented approaches. This is due
to the sequence presenting very abrupt movements combined with an interval of possible tracking
losses. The detection of features in these areas is a difficult task, even for the most advanced feature
descriptors, so there are very few points detected in this area, yielding a poor local estimation.

The projection of the model on the screenshots (cyan) and the reconstruction results differ because
the shape in the latter is obtained after applying Procrustes alignment between the ground truth and
the reconstruction.

In order to have a general performance overview for all the analyzed descriptors, a benchmark is
shown in Table 4. This comparative includes number of points, descriptor, matcher, processing time
(for the whole sequence and fps), 2D error and 3D error.
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A similar benchmark, but including the matching technique used for each feature descriptor, is
shown in Figure 7. This studies the influence of the matching method on the error metrics. For binary
descriptors such as AKAZE, ORB and BRISK, the use of Hamming distance slightly improves the
results of 2D reprojection and 3D reconstruction.

f = 1 f = 100 f = 200 f = 300 f = 400

(a)

(b)

(c)

(d)

Figure 6. Rendered flag sequence screenshots and reconstructions for IROS and SIFT
matching. (a) IROS screenshots, (b) SIFT screenshots, (c) IROS reconstruction results, (d) SIFT
reconstruction result.

Table 4. Rendered flag sequence descriptor results comparison. As references, the original PTAM
algorithm, the PTAM-based tracking and the descriptor-based results are presented.

Descriptor Matcher 2D Error (px) 3D Error (%) tp (s/fps) Map Pts

PTAM PTAM 40.12 104.54 102/4.4 350
IROS PTAM-like 9.51 16.65 26/17.3 972

AKAZE Brute force 5.68 12.42 27/16.6 607
BRISK Brute force 5.98 14.27 56/8 1000
ORB Brute force 5.67 12.71 29/15.5 1000

KAZE Brute force 5.55 13.12 49/9.2 347
SIFT Brute force 5.27 12.04 87/5.2 892
SURF Brute force 5.4 14.11 29/15.5 650

Figure 7 shows that the best method according to the reprojection error is not necessarily the best
in terms of the reconstruction error, as we pointed out before. SIFT gets the best performance for both
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error estimations and among all the matching algorithms (brute force L1, L2). However, the second
best is not the same for both figures (SURF in 2D and AKAZE in 3D).

AKAZE performs almost as well as SURF in terms of 2D reprojection error and is almost as good
as SIFT in terms of 3D reconstruction error. Looking at Table 4, it can be seen that AKAZE is also one
of the fastest approaches, which makes it a good candidate for a final implementation.

Regarding this table, it can be seen that the fastest approaches are IROS, AKAZE, ORB and
SURF, and the ones that handle the most points are IROS, BRISK, ORB and SIFT. We remind that
state-of-the-art approaches are only capable of working with a very small amount of points obtained
from interpolated models. In this case, all the detected points are used to perform the estimation. It is
important to remark that most of the reported time is consumed by the feature detection algorithm.
The obtained times show the influence of the visual processing, compared with the reported results
on the flag sequence in Table 2, in which the visual detection stage is not applied. PTAM results are
included as a baseline for rigid SfM.

descriptor types descriptor types
(a) (b)

Figure 7. Rendered flag sequence rank based on the error results of the different descriptor methods.
(a) Reprojection error; (b) 3D reconstruction error.

4.6.2. Performance Evaluation Based on the Number of Bases

As was done previously with the point-wise flag sequence dataset, the influence of the number of
bases is tested for real conditions.

We show averaged results in Table 5. It can be seen that the trend observed with ideal matching
is reversed here. Increasing the number of bases does not necessarily increases the 3D error. For
IROS-based and SIFT-based tracking, the best results are obtained for seven bases.

Table 5. Rendered flag sequence: performance vs. the number of bases for IROS- and SIFT-based tracking.

Matching #Bases 2D Error (pix) 3D Error (%)

IROS 7 8.83 9.19
IROS 15 9.51 16.65
IROS 30 13.2 34.23
SIFT 7 5.76 6.53
SIFT 15 5.27 12.04
SIFT 30 5.23 17.91

This clearly means that with real matches, the DoF of the shape model plays an important role
in the reconstruction accuracy. With more bases, the model becomes more capable of adapting to
large matching errors and more prone to erroneous reconstructions in areas of the object with a small
amount of detected points. This effect is fixed by introducing priors as we explain in the next section
and as displayed in Table 6.
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4.6.3. Performance Evaluation with Time and Shape Smoothing Priors

Working with real images increases uncertainty in matching, which causes ambiguities and errors
in the 3D shape. In order to reduce these effects, priors must be added. Due to the nature of our
optimization algorithm (linear and split), time and shape smoothness priors can be implemented.
The priors are studied at three levels, depending on the strength at which they are imposed, which
corresponds to the value of their hyperparameters in the optimization (low, medium and high).
The values for each type of prior are obtained heuristically.

The SIFT descriptor is chosen for the matching, as it obtained the best performance results in our
previous tests (Table 4). Then, the results are compared to the IROS approach because it serves as a
baseline of our first implementation [52].

After 3D reconstructions and 2D projections have been studied, a temporal analysis of the tracking
for both priors regarding the baseline without priors is carried out.

The first evaluated prior is time smoothness, depicting the errors shown in Figures ?? and 8,
which correspond to reprojection and 3D reconstruction errors. The figures are divided into two parts:
the upper part corresponds to the IROS tracking, whereas the lower part corresponds to the SIFT tracking.

(a)

(b)
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(a)

(b)

Figure 8. Rendered flag sequence: 3D reconstruction error over time with time smoothness. Results
are shown for two types of descriptors. (a) IROS; (b) SIFT.

In Figure ??, the reprojection errors are presented for the different priors with different colors.
The blue trace represents the result without priors. In terms of error, cyan (low) and red (medium)
traces are close to the blue trace. The green trace (high) presents high error for both approaches, except
when the tracking is lost, as an excessive value of the prior makes the shape too rigid. The cyan trace,
as expected, has little effect on the reprojection error, as the regularization value is low. The red trace
has a slightly higher reprojection error, although in general terms, it is maintained along the sequence.
Therefore, for the reprojection error, the prior does not imply an improvement.

The beneficial effect of the prior is seen in terms of reconstruction error, shown in Figure 8.
For both approaches, when the prior is applied (even for small values), the 3D reconstruction error
is reduced.

The best option corresponds to the red trace (medium) for both approaches. In that case,
the increment in the reprojection error is small and the improvement in the 3D reconstruction error is
large with respect to the blue trace (no priors applied). The effect is even more noticeable when the
tracking is better, comparing the IROS and SIFT approaches.

To sum up, the errors reached after applying different priors are depicted in Table 6. The best
results for each prior are marked in bold.The best option is obtained for a combination of both priors
with medium values.
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Table 6. Summary of the results for the rendered flag sequence with different numbers of bases, priors
and descriptors.

Desc. Prior Type Value 2D Error (px) 3D Error (%)

PTAM none 0 40.12 104.54

Point-wise ideal Matching none 0 2 2.63

IROS none 0 9.51 16.65
IROS time 1e5 8.92 13.38
IROS time 1e6 9.76 12.42
IROS time 1e9 14.37 12.04
IROS shape 1e4 24.05 18.31
IROS shape 1e5 9.38 9.54
IROS shape 1e9 11.62 6.2
IROS both 1e5/1e5 8.72 8.95

SIFT none 0 5.27 12.04
SIFT time 1e5 5.29 9.93
SIFT time 1e6 5.64 6.79
SIFT time 1e9 6.79 6.51
SIFT shape 1e4 5.18 8.48
SIFT shape 1.5e5 5.45 6.56
SIFT shape 1e9 6.80 6.2
SIFT both 1e5/1.5e5 5.48 6.46

The results of the temporal analysis for the shape smoothness prior are depicted in Figure 9
(reprojection) and Figure 10 (3D reconstruction). A similar conclusion to the temporal smoothness prior
can be extracted in this case. The trace in red (medium) reflects an equilibrium between reprojection
and reconstruction errors, for both matching methods (IROS- and SIFT-based).

PTAM results are included to have a rigid SfM baseline in this sequence. On the other hand, just
on the row below, the results from the (point-wise) flag sequence with perfect matching (Table 2) are
displayed to show the impact of dealing with real images.

According to Table 6, the difference between the IROS and SIFT approaches is easy to explain:
tracking quality is decisive to get accurate results, as the 2D reprojection error is about 4.3 pixels lower
for SIFT before priors’ application. Regarding the 3D reconstruction error, it is about 4% lower (16
down to 12) before priors, and after priors, it is reduced an additional 3% with respect to the best mark
(9 down to 6).

Processing time due to the addition of priors is not included in the table, because it does not add
a substantial change.
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(a)

(b)

Figure 9. Rendered flag sequence: reprojection error over time with shape smoothness. Results are
shown for two types of descriptors. (a) IROS; (b) SIFT.

(a)

(a)

Figure 10. Rendered flag sequence: 3D reconstruction error over time with shape smoothness. Results
are shown for two types of descriptors. (a) IROS; (b) SIFT.

4.7. CVLab’s Kinect Paper

This sequence was first proposed in [70]. It consists of 191 frames of a well-textured piece of
paper undergoing deformations and pose changes. The dataset includes a dense ground truth for
each frame in the sequence. These data are acquired using the Kinect sensor, commonly used to test
SfT algorithms.

One of the main differences of this sequence compared to the rendered flag is that, in this case,
the background contains texture. Therefore, the area of the object is segmented at the beginning of the
sequence to reject background features.
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Regarding the results, they are similar to the ones in the rendered flag sequence. As the number
of bases is increased, the 2D error is reduced, and the 3D error is increased. This time, there are few
differences between the results using IROS and SIFT matching, as we show in Table 7.

The results are this time slightly better for the IROS approach compared to SIFT as the search
radius is greater in the latter. The possibility of having incorrect matches due to a bigger radius is
increased even though SIFT matching is better.

Finally, a comparative table with other state-of-the-art algorithms is shown in Table 8. We show
our results without smoothing priors, which is a conservative result (check Table 7). It can be seen that
our results are comparable with those obtained in [72].

Table 7. Summary of the results for the Kinect paper sequence with different numbers of bases, priors
and descriptors.

Desc. Prior Type Value #Bases 2D Error (px) Depth Error (mm)

Point-wise ideal Matching none 0 15 9.06 10.39

Point-wise ideal Matching none 0 50 7.98 10.35

IROS none 0 15 26.28 10.34
IROS time 1e3 15 26.45 14.34
IROS shape 1e4 15 27.48 10.38
IROS none 0 50 24.77 11.44
IROS time 1e3 50 24.82 11.37
IROS shape 1e4 50 24.35 10.68

SIFT none 0 15 23.34 10.63
SIFT time 1e3 15 23.36 10.60
SIFT shape 1e4 15 23.43 10.48
SIFT none 0 50 24.47 13.64
SIFT time 1e3 50 24.45 13.67
SIFT shape 1e4 50 23.62 11.17

Table 8. Comparative results with other state-of-the-art algorithms in the Kinect paper sequence.

Method Depth Error (mm) Rank Tproc (fps) Model Proc Type

[72] 7.23 - - priory batch
[72] (PCA) 11.68 - - priory batch

[73] 6.9 - - priory sequential
[74] 5.57 - 959 (0.2) priory sequential

Our approach (SIFT) 13.65 50 90 (2) priory sequential
Our approach (IROS) 11.44 50 17 (11.24) priory sequential

5. Conclusions

This paper has presented a real-time and model-based reconstruction algorithm for non-rigid
objects that offers a good trade-off between speed and quality. Our algorithm is based on PTAM,
a well-known state-of-the-art SfM method that works for rigid objects. We upgrade PTAM’s tracking
thread to solve SfT using a low-rank shape basis model. We keep PTAM’s real-time performance.

We demonstrate that our tracking algorithm is comparable in terms of accuracy to some of the
most representative non-rigid reconstruction methods. It deals with challenging imaging conditions
such as visibility reduction, outliers and noise. These conditions are not tackled by the majority of the
state-of-the-art methods as they work with pre-registered image data. Our outlier rejection algorithm,
based on [8], is effective for datasets showing mostly rigid or isometric deformations. Further tests on
elastic sequences are thus required.

Our method includes different feature matching methods that improve tracking quality in real
images. SIFT has been demonstrated to be the best matching method in terms of 2D reprojection
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and 3D reconstruction error. However, it is very slow to comply with real-time constraints. The best
trade-off between accuracy and complexity is given by the AKAZE matching method.

Our method uses priors for spatial and temporal smoothness. We show that a combination of
the two priors helps to reduce the flickering, which is noticeable on the 3D reconstruction error and
stabilizes the estimated trajectory.

Our current implementation requires further code optimizations to reduce CPU load (redundancy
checks and code profiling). The objective is to reach stable 30 or even 60 fps for VGA images with
shapes consisting of thousands of points.

Future research might include dense matching and shape representation. Our tracking method is
also a key component for proposing a sequential NRSfM algorithm.
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Abstract: Recent advances in mobile robotic technologies have enabled significant progress to be
made in the development of Stair-Climbing Mobility Systems (SCMSs) for people with mobility
impairments and limitations. These devices are mainly characterized by their ability to negotiate
those architectural barriers associated with climbing stairs (curbs, ramps, etc.). The development
of advanced trajectory generators with which to surpass such architectural barriers is one of the
most important aspects of SCMSs that has not yet been appropriately exploited. These advanced
trajectory generators have a considerable influence on the time invested in the stair climbing
process and on passenger comfort and, consequently, provide people with physical disabilities
with greater independence and a higher quality of life. In this paper, we propose a new nonlinear
trajectory generator for an SCMS. This generator balances the stair-climbing time and the user’s
comfort and includes the most important constraints inherent to the system behavior: the geometry
of the architectural barrier, the reconfigurable nature of the SCMS (discontinuous states), SCMS
state-transition diagrams, comfort restrictions and physical limitations as regards the actuators, speed
and acceleration. The SCMS was tested on a real two-step staircase using different time-comfort
combinations and different climbing strategies to verify the effectiveness and the robustness of the
proposed approach.

Keywords: architectural barriers; stair-climbing mobility system; trajectory generation;
assistive technology

1. Introduction

Stair-Climbing Mobility Systems (SCMSs) are assistive devices for people whose mobility is
impaired and limited. These devices are mainly characterized by their ability to negotiate those
architectural barriers associated with climbing stairs. In this respect, SCMSs whose locomotion
systems combine more than one mechanism of a different nature have a greater ability to surpass
stairs than other models. These SCMSs, which are known as hybrid SCMSs, generally combine
wheeled and legged systems (see, for example, [1–5]), wheel clusters attached to powered linkages
(see, for example, [6–8]) and wheeled and tracked systems (see, for example, [9–12]). However, despite
the fact that hybrid SCMSs are the most suitable systems with which to surpass stairs, they still have
problems as regards guaranteeing the user a high factor of safety and comfort, signifying that most are
not completely autonomous and external assistance is therefore required (see recent reviews by [13,14]).

Hybrid SCMSs can be divided into two major categories: semi-autonomous and fully-autonomous.
Semi-autonomous SCMSs require a great deal of user interaction to surpass stairs (in some cases,
external assistance, such as another person or a fixed structure, is required to surpass the obstacle).
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Sensors 2017, 17, 2608

Semi-autonomous SCMSs are characterized by the fact that their stair-climbing modes are not based
on trajectory planning. Abrupt movements or collisions usually occur because the users do not control
the SCMSs correctly. In this case, the climbing process may be uncomfortable for the passenger, and
security cannot be guaranteed without appropriate assistance. Two examples of this type of SCMS are
the iBOT mobility system [8] and the TopChair [9]. Unlike semi-autonomous SCMSs, fully-autonomous
SCMSs require minimal user interaction and do not require external assistance when negotiating stairs.
With fully-autonomous SCMSs, a trajectory planning is considered for the stair-climbing operation.
These models generally utilize algorithms to detect objects and avoid collisions and, in some cases,
algorithms with which to estimate the dimensions of the stairs in order to derive a path using trajectory
planning and trajectory optimization strategies. Little research in the literature deals with trajectory
planning and trajectory optimization for fully-autonomous SCMSs. Three examples of this type of
SCMS are presented in [4,15,16]. These fully-autonomous SCMSs employ strategies that allow them to
know the environment (they estimate the size of the stairs using laser sensors).

Electric Powered Wheelchair (EPW) comfort has been identified as a priority in many studies,
some major examples of which include [17–26]. Yet, there seems to be little agreement among
ergonomists or disability researchers as how best to quantify discomfort or produce mechanisms
that can reliably link feelings of discomfort with qualitative indicators. Some indicators and criteria
regarding the assessment of human comfort in electric powered wheelchairs are proposed in [27–32]).
Something similar occurs with current SCMSs, which do not adequately meet the need for comfort,
mainly during the stair-climbing task. Relatively few research efforts have, therefore, been focused on
the discomfort associated with SCMSs, although three recent examples of this include [5,33,34].

In this paper, we propose a trajectory planning approach based on the optimization of both
stair-climbing execution time and user comfort for our fully-autonomous SCMS, which is shown
in Figure 1. We propose to deal with the problem of generating optimal and smooth trajectories
under various kinematic and dynamic constraints by using a simple numerical method. The trajectory
generation problem is formulated as a nonlinear optimization problem by parameterizing both the
SCMS path and the associated motion profile using a set of control points which are fitted by means
of B-spline functions [35,36]. These control points are directly extracted from a reference trajectory
initially based on the current knowledge of the size of the stair. Trajectory planning with which to
control the position of the center of mass of the SCMS, denoted as Pg, can then be performed using
smooth trajectories, which have to be continuous and at least twice differentiable. The objective of the
proposed method is to minimize a cost function, which is a weighted balance of stair-climbing time and
the user’s comfort. This optimization problem is solved by using a Sequential Quadratic Programming
(SQP) technique. Moreover, the behavior of the SCMS and the maintenance of the vertical position of
its chassis are notably improved when using the proposed trajectory planning. Experiments have been
carried out in order to evaluate the efficiency of the proposed approach.

The remainder of the paper is organized as follows: Section 2 presents a brief description of
the mechanical design (mechanism and operating modes) and the environment recognition of the
reconfigurable SCMS. Section 3 is devoted to the description of the kinematics and dynamics of the
SCMS. The statement of the trajectory generator is depicted in Section 4. Section 5 briefly describes the
experimental platform and the experiments performed to demonstrate the robustness of the proposed
approach by carrying out several trials with different time-comfort combinations and different climbing
strategies. Finally, Section 6 is devoted to the conclusions of the work.
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Figure 1. The proposed Stair-Climbing Mobility System (SCMS) is characterized by the fact that it can
climb up and down stairs of different sizes and maintain a stable equilibrium on the stair at all times
without assistance. It is also characterized by the fact that it can estimate the size of the stair using laser
distance sensors and generate safe and comfortable trajectories for the central platform when carrying
a user.

2. Experimental System

The SCMS presented in this paper was built by a team of researchers at the School of Industrial
Engineering at the UCLMuniversity. The SCMS developed is considered to be a hybrid SCMS since
it combines two different types of locomotion to solve the stair-climbing problem. The SCMS uses
wheeled and sliding support systems.

2.1. Mechanical Description

The general design of the SCMS is based on splitting the obstacle-climbing problem into two
different problems of a lower order of difficulty. These problems are: (1) posture control of the
vehicle and accommodating the wheels to the staircase; and (2) traction control of the wheels and
surpassing the step. Each problem is solved by using two independent mechanisms; the first problem
is solved by using a positioning mechanism while the second is solved by using two similar climbing
mechanisms (see Figure 2). These latter mechanisms are those which combine the aforementioned
wheeled and sliding support systems. A key aspect of the mechanical design is that both mechanisms
can act independently of each other during the locomotion, which makes it possible to use different
stair-climbing strategies.

Figure 2. Kinematic scheme of the SCMS: (1) positioning mechanism, which is responsible for
ensuring the posture of the entire vehicle; (2) climbing mechanism, which is responsible for surpassing
the obstacle.
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The design of the positioning mechanism is based on a closed-loop mechanism. This mechanism
is composed of three frames: a central one on which the seat where the user sits is placed and a rear
and a front one to hold the proposed climbing mechanisms. The frames are connected to each other
by two parallelograms that prevent relative rotation occurring between them. The central frame is
also called the SCMS frame. Its inclination with regard to the direction of gravity is the controlled
variable and is represented using γ. The positioning mechanism needs four stable support points at
each instant to maintain the SCMS posture and to position the vehicle wheels on the staircase. These
points are supplied by the two climbing mechanisms by means of their four wheels and two sliding
supports, two wheels and one support for each mechanism. The positioning mechanism has two
Degrees of Freedom (DOFs), each of which is driven by a linear actuator. The positioning mechanism
can adapt to different stair geometries, which includes positioning both axles in order to maintain the
stability and accommodating the front wheels on the staircase.

The climbing mechanisms are designed to surpass curbs or stairs. Our hybrid SCMS has two
similar and independent climbing mechanisms; one front and the other rear. Each mechanism combines
two wheels, one on each side, and one sliding support. The driving wheels are coupled to the rear
climbing mechanism and they are controlled by direct current motors. The sliding supports are the
supports in charge of surpassing the obstacles and they are controlled by linear actuators, similar to
those used in the positioning mechanism. These mechanisms make it possible for the SCMS to surpass
different sized stairs. The climbing mechanism combines four-bar mechanisms to control the wheels
when the SCMS confronts the steps. These mechanisms are designed to be used with either the front or
the rear wheels. This design also enables the same control technique to be used for all the wheels.

The operation of the proposed climbing mechanism when climbing a step is outlined in the
sequence of pictures in Figure 3. The weight is initially supported by the wheel, which rolls up closer
to the step. It stops when it is close to the stair riser (Figure 3a). The sliding support is deployed
until the instant at which the wheels are off the ground, as shown in Figure 3b. sliding support
makes contact with the step tread. The wheel then moves upwards to climb the step in order to avoid
interference with the corner of the step (Figure 3c). When the step has been surpassed (Figure 3d) the
wheel moves backwards to its initial point, which is referred to as the frame (Figure 3e). The sliding
support continues to maintain contact with the step tread while the wheel climbs. Finally, the support
is retracted (Figure 3f). This last operation is performed in order to once again transfer the weight
from the sliding support to the wheel. The descending operation runs similarly and conversely to
the ascending operation. During the climbing/descent process, the wheels do not need traction
since the movement and stability are guaranteed by the sliding support, which assumes the greatest
responsibility for the obstacle being surpassed. The positioning mechanism operation is independent
of the wheels while the climbing mechanism climbs/descends an obstacle. This latter mechanism can
negotiate stairs of different sizes, even with geometric disturbances, and maintain a stable equilibrium
on the staircase at all times.
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Figure 3. Actuating sequence of the rear climbing mechanism. . In (a) the wheel makes contact with the
ground. In (b) the sliding support slides and makes contact with the step tread and the wheel is off the
ground. In (c) the screw-nut mechanism is again actuated and the sliding support continues to slide.
In (d) the sliding support is completely deployed. In (e) the screw-nut mechanism is actuated and the
wheel moves backwards to its initial point. In (f) the wheel again makes contact with the ground and
the sliding support is retracted.

2.2. Operating Modes

The SCMS has four possible operating modes, which we call configurations (see Figure 4).
Configuration 1 (the most frequently used) is performed when the device is supported on four wheels.
This configuration can be used for several purposes: (1) moving not only on level terrain, but also
on tilted terrains, such as operating an usual EPW; (2) adjustment of the seat height, thus allowing
the user to move around at eye level or/and reach items on high shelves and; (3) surpassing typical
architectural barriers such as curbs, ramps or staircases. Configurations 2 and 3 are performed when
the device is supported on the front wheels and the rear sliding support and the rear wheels and the
front sliding support, respectively. These configurations are used to surpass curbs or staircases. Finally,
Configuration 4, which is performed when the device is supported on the two sliding supports, is used
only to surpass stairs with more than two steps.

Figure 4. Possible configurations of the SCMS.

2.3. Laser Distance Sensors for Environment Recognition

Two laser distance sensors are used to perform the strategy employed to estimate the size of
the stair. These sensors (BOD 63MLA04-S115) are manufactured by Balluff. They have a working
range of between 200 mm and 6000 mm; a nominal response time of less than 2 ms; and a nominal
resolution of less than 1 mm. This type of sensors works on the principle of Time-Of-Flight (TOF)
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measurement, which is an excellent cost-effective tool for many modern mapping problems. All the
technical specifications and characteristics of these sensors are described in [37].

The sensors are strategically positioned on the lateral parts of the central frame of the SCMS (see
Figure 5). They are mechanically coupled to a pivot shaft, which is powered by a DC motor with a
belt-pulley transmission. The motor (Maxon Motor 226774, maxon motor ag, Sachseln, Switzerland)
combines a gearbox (Maxon Motor 166174, reduction 246:1, maxon motor ag, Sachseln, Switzerland)
and an optical incremental encoder with which to sense position. The motor is controlled by means of
an EPOS2 positioning controller (maxon motor ag, Sachseln, Switzerland).

Figure 5. Scanning system positioned on the SCMS frame.

From the sensors’ strategic position, the architectural barrier can be scanned in both backward
and forward directions without the chassis interfering with the laser pointers. They point backward
when climbing up and forward when climbing down (see Figure 6). In addition, thanks to this strategic
position, the system does not need any additional sensors to detect obstacles or to avoid obstruction
during either the climbing or the descent processes. The estimation strategy greatly simplifies the
control and sensory systems.

Figure 6. Side view of scanning on the staircase surface; (a) before climbing up and (b) before
climbing down.

The estimation is obtained using a geometric analysis based on the scanning results and the
odometry data. Figure 6a shows the scanning of the staircase surface that takes place before climbing
up. The scanning is performed by rotating the two laser distance sensors in a clockwise direction.
The angular position of the sensors is defined by the angle ks. The field of view of the sensors allows the
laser beams to project on the steps’ surfaces without interference from the SCMS chassis. The scanning
is executed only once, and this is sufficient to perform the geometric analysis and obtain the stairs’
dimensions. In practice, the SCMS must carry out a new scan every four steps.

Figure 7 shows the results obtained from the scanning of the staircase surface before climbing up.
The overlapping of the resulting trajectories demonstrates that the SCMS is aligned with the staircase.
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Figure 7. Distance measured during the scanning on the staircase surface before climbing up.

The components of the distance measured can be calculated using expressions:

distance(x, y) =

{
dsx = ds sin(ks)

dsy = ds cos(ks)− dso cos(kso)

where ds is the distance measured by the laser sensors, dsx is the horizontal and dsy is the vertical
component, dso is the initial measured distance and kso is the initial angle of the laser beams. The results
calculated are illustrated in Figure 8.

The estimation of the stairs’ dimensions is achieved by partitioning the dsx and dsy measurements
into groups, where a group is started whenever the distance between neighboring measurements
exceeds a threshold of 50 mm. Figure 8 thus shows that there are three groups in the horizontal
component (at approximately 944, 1244 and 1544 mm) and four in the vertical component
(at approximately 0, 150, 300 and 450 mm). Finally, the median is calculated for each group, and the
stairs’ dimensions and the number of stairs are therefore obtained.

Figure 8. Estimated shape and size of the staircase.

Another important advantage of our SCMS is its capacity to estimate the stairs’s dimensions
when it goes down staircases. Figure 6b shows the scanning on the staircase surface before descent.
Figure 9 shows the results obtained from the scanning of the staircase surface before climbing down.
Note that in this case, the vertical part of the stairs cannot be scanned. Again, the overlapping among
the resulting trajectories demonstrates that the SCMS are correctly aligned with the staircase.
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Figure 9. Distance measured during the scanning on the staircase surface before climbing down.

The dimension estimation is achieved using the same approach as shown above. Figure 10
indicates that there are only four groups in the vertical component; at approximately 0, −150, −300
and −450 mm. The median is calculated for each group to obtain the height of the stairs and the
number of steps. The estimation of the stairs’ width is based on the abrupt jumps of the laser beams,
which occur three times. The right-hand ends of each group are calculated to determine the stairs
width. The ends occur at proximity 445, 745 and 1045 mm.

Figure 10. Estimated shape and size of the staircase.

The proposed strategy is easy to apply during both the ascent and descent of stairs. The estimation
errors achieved are about 2–3 mm in both cases. These errors should not have a significant impact on
the user’s safety and comfort. More details about the strategy used to estimate the size of the stairs are
provided in [38].

3. Kinematics and Dynamics Modeling

The literature related to modeling SCMSs is currently limited, and one of the reasons for this is that
these models are not required for a simple control law, which is in fact that most commonly adopted by
electric powered wheelchairs. In the case of SCMSs, the definition of kinematic and dynamic models
plays an important role not only in the design of control algorithms but also in the generation of optimal
and smooth trajectories. This section is focused on the development of the kinematic and dynamic
models for our hybrid SCMS, which takes into consideration its reconfigurable nature.

3.1. Kinematics Modeling

The kinematic model is used to define the relation among the position variables when the vehicle
moves on either a continuous smooth profile or a discontinuous profile, such as a flat floor or a staircase.
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Figure 11 is very useful as regards understanding this relationship and formulating the kinematic
equations for the four configurations that occur during stair-climbing. We shall begin by defining the
notations used in the model and then determining the kinematic equations used in each configuration.
The kinematic equations are expressed in complex notation, which has been chosen for mathematical
and computational convenience.

Figure 11. General kinematic scheme for the different configurations of the SCMS.

The position of the center of mass of the SCMS is defined as Pg =
[
Pgx, Pgy

]T , where Pgx and Pgy

are the horizontal and vertical components. The inclination angle of the SCMS frame is defined as

γ. These values will be grouped into the vector p =
[
PT

g , γ
]T

. The front and rear joint variables of
the positioning mechanism are denoted by θ1 and θ2, respectively. The positions of the front and rear
axles of the wheels are represented using f(θ4) and f(θ3), where θ4 is the movement of the front wheels
and θ3 is the movement of the rear wheels (the driving wheels). The positions of the front and rear
sliding supports are denoted as z1 and z2. They form the angles δ1 and δ2 with the imaginary axis,
respectively. θ1, θ2, θ3 and θ4 are rotational DOFs and z1 and z2 are translational DOFs. The actuated
DOFs can be joined to the vector q = [θ1, θ2, θ3, z1, z2]

T . The reference trajectories for the vectors p and

q are defined as p∗ =
[
P∗T

g , γ∗
]T

and q∗ =
[
θ∗1 , θ∗2 , θ∗3 , z∗1, z∗2

]T , respectively.
Moreover, the components PC1 and PC2 correspond to the instant at which the wheels are off

the ground during locomotion. The links that form a joint between the front climbing mechanism
and the positioning mechanism are represented by the constants l1 and l3. The links that form a joint
between the rear climbing mechanism and the positioning mechanism are denoted by the constants
l4 and l6. The distance between the central joint and the position of the center of mass of the chassis
(Pg) is, meanwhile, represented by l5. The angles μi are defined to connect the vectors that comprise
the general kinematic scheme. Each of the angles have a different constant value. In the kinematic
model it is assumed that the rear and front wheels roll on both a flat surface (αi = 0) and an uneven
surface (αi �= 0), and in both cases i = 1, 2. The direct kinematic model for each configuration is shown
in Table 1. For a full description of the model, see [39–41].

Table 1. Initial expressions that define the current position of the SCMS.

Configurations Expressions

1 (see Figure 11a) Pg = f(θ3) + l6ej(γ+ π
2 +μ6) + l4ej(γ+ 3π

2 −θ2) + l5ej(γ+ π
2 +μ5) (1)

Pg = f(θ4) + l1ej(γ+ π
2 +μ1) − l3ej(γ+ π

2 +θ1) + l5ej(γ+ π
2 +μ5) (2)

2 (see Figure 11b) Pg = PC2 + z2ej(γ+ π
2 −δ2) + l6ej(γ+ π

2 +μ6) + l4ej(γ+ 3π
2 −θ2) + l5ej(γ+ π

2 +μ5) (3)
Equation (2)

3 (see Figure 11c) Equation (1)
Pg = PC1 + z1ej(γ+ π

2 −δ1) + l1ej(γ+ π
2 +μ1) − l3ej(γ+ π

2 +θ1) + l5ej(γ+ π
2 +μ5) (4)

4 (see Figure 11d) Equation (3)
Equation (4)

Upon computing the difference between the two equations that define the current position of the
SCMS in each of the four configurations and taking the imaginary part, an implicit expression (this
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implicit expression has a Jacobian form, which we call an implicit posture Jacobian model) that defines
the posture of the SCMS can be obtained in a compact form as:

Fk (q) = 0 (5)

where, in this equation and those that follow, index k indicates the SCMS configuration (k = 1, 2, 3 or 4).
In the kinematic model, it is assumed that the velocities of the active DOFs of the SCMS,

q̇ =
[
θ̇1, θ̇2, θ̇3, ż1, ż2

]T, are the input control variables, and the derivative of the inclination angle
of the SCMS frame, γ̇, is the output. The differential relationship between the output γ and the variable
q is therefore given by:

∂Fk
∂γ

γ̇ +
∂Fk
∂q

q̇ = 0 (6)

The locomotion control is achieved by means of actuation on joints θ3, z1 and z2, while the posture
control is achieved by means of actuation on joints θ1 and θ2. The relationship between the derivative
of the controlled variable γ and the control signals θ̇1 and θ̇2 is therefore:

∂Fk
∂γ

γ̇ +
∂Fk
∂θ1

θ̇1 +
∂Fk
∂θ1

θ̇2 + gk(q, q̇) = 0 (7)

in which:
gk(q, q̇) =

∂Fk
∂θ3

θ̇3 +
∂Fk
∂z1

ż1 +
∂Fk
∂z2

ż2

The terms ∂Fk
∂γ , ∂Fk

∂θ1
, ∂Fk

∂θ2
and gk(q, q̇) for the four configurations are shown in Table 2.

Table 2. Terms of differential equations of the implicit Jacobian for the four configurations (where
sin(·) ≡ S(·) and cos(·) ≡ C(·)).

k ∂Fk
∂γ

∂Fk
∂θ1

∂Fk
∂θ2

gk(q, q̇)

1 l1S(γ+μ1) − l6S(γ+μ6) + l4S(γ−θ2) − l3S(γ+θ1) −l3S(γ+θ1) −l4S(γ−θ2)

2 l1S(γ+μ1) − l6S(γ+μ6) + l4S(γ−θ2) − l3S(γ+θ1) − z2S(γ−δ2) −l3S(γ+θ1) −l4S(γ−θ2) +C(γ−δ2) ż2
3 l1S(γ+μ1) − l6S(γ+μ6) + l4S(γ−θ2) − l3S(γ+θ1) + z1S(γ−δ1) −l3S(γ+θ1) −l4S(γ−θ2) −C(γ−δ1) ż1
4 l1S(γ+μ1) − l6S(γ+μ6) + l4S(γ−θ2) − l3S(γ+θ1) + z1S(γ−δ1) −l3S(γ+θ1) −l4S(γ−θ2) −C(γ−δ1) ż1

−z2S(γ−δ2) +C(γ−δ2) ż2

3.2. Dynamics Modeling

We develop a dynamic model under quasi-static conditions since the SCMS is assumed to be
slow moving. The dynamic model is also different for each of the SCMS’s configurations and is
expressed in terms of generalized coordinates. The relation between these coordinates and the system
coordinates in each particular configuration is also different, and this difference is considered in order
to adapt different equations to different configurations. We first obtain explicit expressions of the
forces that appear in the mechanism in terms of the generalized coordinate variables, r1 = [r1, r3]

T and
r2 = [r1, r4]

T.
Figure 12 shows the notation used to obtain the dynamics model for each of the SCMS’s

configurations. With this notation, the position, velocity and acceleration of the center of mass
can be written in the following general form:

OPg =

[
OPgx

OPgy

]
k

=

[
x1, 2

y1, 2

]
k

, 1 ≤ k ≤ 4 (8)

ȮPg =

[
ȮPgx

ȮPgy

]
k

=

[
ẋ1, 2

ẏ1, 2

]
k

, 1 ≤ k ≤ 4 (9)
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ÖPg =

[
ÖPgx

ÖPgy

]
k

=

[
ẍ1, 2

ÿ1, 2

]
k

, 1 ≤ k ≤ 4 (10)

where subscripts 1 and 2 represent two ways in which to connect with the center of mass; subscript 1
is associated with r1, which is generated on the front axle, and subscript 2 is associated with r2, which
is generated on the rear axle. The expressions [x1, 2, y1, 2]T, [ẋ1, 2, ẏ1, 2]T, [ẍ1, 2, ÿ1, 2]T for Configuration 1 are
shown as follows:

x1 = (l1 + l5)Cr1 + l3C(r1+r3)

y1 = (l1 + l5)Sr1 + l3S(r1+r3)

ẋ1 = −(l1 + l5)Sr1 ṙ1 − l3S(r1+r3)
(ṙ1 + ṙ3)

ẏ1 = (l1 + l5)Cr1 ṙ1 + l3C(r1+r3)
(ṙ1 + ṙ3)

ẍ1 = −(l1 + l5)(Cr1 ṙ2
1 + Sr1 r̈1)− l3[C(r1+r3)

(ṙ1 + ṙ3)
2 + S(r1+r3)

(r̈1 + r̈3)]

ÿ1 = (l1 + l5)(−Sr1 ṙ2
1 + Cr1 r̈1) + l3[−S(r1+r3)

(ṙ1 + ṙ3)
2 + C(r1+r3)

(r̈1 + r̈3)] (11)

or:

x2 = (l6 + l5)Cr1 + l4C(r1+r4)

y2 = (l6 + l5)Sr1 + l4S(r1+r4)

ẋ2 = −(l6 + l5)Sr1 ṙ1 − l4S(r1+r4)
(ṙ1 + ṙ4)

ẏ2 = (l6 + l5)Cr1 ṙ1 + l4C(r1+r4)
(ṙ1 + ṙ4)

ẍ2 = −(l6 + l5)[Cr1 ṙ2
1 + Sr1 r̈1]− l4[C(r1+r4)

(ṙ1 + ṙ4)
2 + S(r1+r4)

(r̈1 + r̈4)]

ÿ2 = (l6 + l5)[−Sr1 ṙ2
1 + Cr1 r̈1] + l4[−S(r1+r4)

(ṙ1 + ṙ4)
2 + C(r1+r4)

(r̈1 + r̈4)] (12)

In these equations and those that follow, sin (·) ≡ S(·) and cos (·) ≡ C(·).

Figure 12. Definition of the generalized coordinate variables for each of the configurations of the SCMS.

Let Fm and Fg be the vectors of forces acting on the center of mass of the SCMS (Pg), generated as a
result of the acceleration of the system and gravity, respectively. Fm and Fg can be obtained as follows:

Fm = m · ÖPg = m · [ẍ1, 2 ÿ1, 2]
T , (13)
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Fg = m[0 − g]T , (14)

where m is the mass of the whole system (SCMS + passenger). It is important to mention two
considerations regarding the dynamic model: first, that the mass of the system is invariant; and second,
that the position of the center of mass barely changes during the stair-climbing process (it is assumed
that the user will not make abrupt movements [42,43]).

If the results of the forces provided by Expressions (13) and (14) are grouped, and Newton’s
Second Law is applied, the generalized forces exerted on the center of mass of the mechanism, FPg,
are obtained from the following expressions:

FPg = m ·
[

A1 ·
[

r̈1

r̈3

]
+ B1 ·

[
ṙ1

ṙ3

]
+

[
0
−g

]]
(15)

where:

A1 =

[
−(l1 + l5)Sr1 − l3S(r1+r3)

−l3S(r1+r3)

(l1 + l5)Cr1 + l3C(r1+r3)
l3C(r1+r3)

]

B1 =

[
−[(l1 + l5)Cr1 + l3C(r1+r3)

]ṙ1 −l3C(r1+r3)
(2ṙ1 + ṙ3)

−[(l1 + l5)Sr1 + l3S(r1+r3)
]ṙ1 −l3S(r1+r3)

(2ṙ1 + ṙ3)

]
or:

FPg = m ·
[

A2 ·
[

r̈1

r̈4

]
+ B2 ·

[
ṙ1

ṙ4

]
+

[
0
−g

]]
(16)

where:

A2 =

[
−(l6 + l5)Sr1 − l4S(r1+r4)

−l4S(r1+r4)

(l6 + l5)Cr1 + l4C(r1+r4)
l4C(r1+r4)

]

B2 =

[
−[(l6 + l5)Cr1 + l4C(r1+r4)]ṙ1 −l4C(r1+r4)(2ṙ1 + ṙ4)

−[(l6 + l5)Sr1 + l4S(r1+r4)]ṙ1 −l4S(r1+r4)(2ṙ1 + ṙ4)

]

Moreover, it is well known that under quasi-static conditions, the relationship between the torques
exerted on the joints and the forces and torques exerted on the center of gravity of the mechanism are
related by mean of the following expression:

τ = JT(r1, 2)FPg , (17)

in which the Jacobians, J(r1) and J(r2), are obtained directly from Equation (8) as follows:

J(r1) =

⎡⎣ ∂x
∂r1

∂x
∂r3

∂y
∂r1

∂y
∂r3

⎤⎦
k

1 ≤ k ≤ 4 (18)

or:

J(r2) =

⎡⎣ ∂x
∂r1

∂x
∂r4

∂y
∂r1

∂y
∂r4

⎤⎦
k

1 ≤ k ≤ 4 (19)

and the values of the partial derivatives are provided by the following expressions:

J(r1) =

[
−(l1 + l5)Sr1 − l3S(r1+r3)

−l3S(r1+r3)

(l1 + l5)Cr1 + l3C(r1+r3)
l3C(r1+r3)

]
(20)

or

J(r2) =

[
−(l6 + l5)Sr1 − l4S(r1+r4)

−l4S(r1+r4)

(l6 + l5)Cr1 + l4C(r1+r4)
l4C(r1+r4)

]
(21)
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Upon substituting Equations (20) and (21) in Equation (17), and after certain algebraic
manipulations, the following dynamics model is obtained for the SCMS:

τ = B(r)r̈ + C(r, ṙ)ṙ + G(r), (22)

where the values of the matrices B(r), C(r, ṙ) and G(r) are provided by the following expressions:

B(r1) = m

[
(l1 + l5)2 + l2

3 + 2l3(l1 + l5)Cr3 l2
3 + l3(l1 + l5)Cr3

l2
3 + l3(l1 + l5)Cr3 l2

3

]

C(r1, ṙ1) = m

[
0 −l3(l1 + l5)Sr3(2ṙ1 + ṙ3)

l3(l1 + l5)Sr3 ṙ1 0

]

G(r1) = mg

[
(l1 + l5)Cr1 + l3C(r1+r3)

l3C(r1+r3)

]
or:

B(r2) = m

[
(l6 + l5)2 + l2

4 + 2l4(l6 + l5)Cr4 l2
4 + l4(l6 + l5)Cr4

l2
4 + l4(l6 + l5)Cr4 l2

4

]

C(r2, ṙ2) = m

[
0 −l4(l6 + l5)Sr4(2ṙ1 + ṙ4)

l4(l6 + l5)Sr4 ṙ1 0

]

G(r2) = mg

[
(l6 + l5)Cr1 + l4C(r1+r4)

l4C(r1+r4)

]
The computation of articular variables and their corresponding derivatives (r1 = [r1, r3]T,

r2 = [r1, r4]T, ṙ1 = [ṙ1, ṙ3]T, ṙ2 = [ṙ1, ṙ4]T, r̈1 = [r̈1, r̈3]Tand r̈2 = [r̈1, r̈4]T), which are expressed in
terms of the system variables (q = [θ1, θ2, θ3, z1, z2]T, q̇ = [θ̇1, θ̇2, θ̇3, ż1, ż2]T and q̈ = [θ̈1, θ̈2, θ̈3, z̈1, z̈2]T),
will depend on the particular configuration of the mechanism. It is, therefore, necessary to find a
relationship between the articular variables and the system variables for all the possible configurations
and to use the model provided by Equation (22) in order to obtain a new model as a function of q rather
than r, i.e.,

τ = B(q)q̈ + C(q, q̇)q̇ + G(q), (23)

If the proposed dynamics model and the system geometry are used and we take advantage of
the fact that the front and rear frames of the positioning mechanism do not rotate with regard to the
central frame, the following relationships are obtained (see Figure 12):

r1 =
π

2
+ γ; r3 = π + θ1; r4 = π − θ2 (24)

The relationships for velocities and accelerations are obtained by differentiating the expressions
shown above:

ṙ1 = γ̇; ṙ3 = θ̇1; ṙ4 = −θ̇2 (25)

r̈1 = γ̈; r̈3 = θ̈1; r̈4 = −θ̈2 (26)

This system property makes it necessary to obtain mathematical relationships between the
articular variables and control variables of the actuated DOF of the SCMS for all possible configurations.
As is shown in Figure 12, the vertical component of the center of mass is the same in both cases in each
of the configurations. We can therefore assume that:

OPgy1
= OPgy2

(27)
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ȮPgy1
= ȮPgy2

(28)

ÖPgy1
= ÖPgy2

(29)

Upon taking the aforementioned considerations into account, substituting relations (24)–(26) in
Equations (11) and (12), and after certain algebraic manipulations, the first and second derivatives of
the inclination angle of the SCMS frame with regard to time (γ̇ and γ̈) are obtained:

γ̇ =
−l3S(γ+θ1)

θ̇1−l4S(γ−θ2)
θ̇2

(l1−l6)S(γ)+l4S(γ−θ2)
−l3S(γ+θ1)

(30)

γ̈ =
(l1−l6)C(γ)γ̇

2+l3[C(γ+θ1)
(γ̇+θ̇1)

2−S(γ+θ1)
θ̈1]−l4[C(γ−θ2)

(γ̇−θ̇2)
2+S(γ−θ2)

θ̈2]

(l1−l6)S(γ)+l4S(γ−θ2)
−l3S(γ+θ1)

(31)

4. Definition of the Trajectory Generator

During the stair-climbing process, the SCMS must realize a trajectory from an initial state to a final
one, both of which are characterized by null velocities and null accelerations (this occurs every time that
the SCMS changes from one configuration to another). Solving the optimal trajectory planning problem
involves the determination of the transfer time T, the trajectory �(t) = (Pgx(t), Pgy(t), γ(t)) and the
corresponding input controls Γ(t) = (θ1(t), θ2(t), θ3(t), z1(t), z2(t)) such that the initial and final states
are matched, constraints are respected and a cost function is minimized. Hereafter, we exclusively
adopt the following cost function:

Fobj = α
∫ T

0
dt + (1 − α)

1
T

∫ T

0
γ2(t)dt (32)

where 0 ≤ α ≤ 1. This function provides a compromise between the stair-climbing time process and
the passenger’s comfort, thus allowing the threshold of accuracy to be selected according to the specific
needs of application.

The boundary conditions of position, velocity and acceleration inherent to the achievement of the
optimal trajectory planning are those imposed on the SCMS:

�(0) = �ini and �(T) = � f in (33)

�̇(0) =�0 and �̇(T) =�0 (34)

�̈(0) =�0 and �̈(T) =�0 (35)

Other boundary conditions that need to be fulfilled during the stair-climbing movement are
provided below:

• A function Tran(�(t)) is used to indicate whether it is possible to change the configuration of
the SCMS:

Tran(�(t)) = true (36)

• Bounds on the SCMS configurations:

�min ≤ �(t) ≤ �max (37)

These bounds make it possible for the SCMS to surpass stairs of different sizes and to maintain an
inclination with regard to the direction of gravity of its chassis (γ = 0).

• Bounds on the actuator velocities and accelerations:

θ̇imin ≤ θ̇i(t) ≤ θ̇imax, i = 1, 2 and 3 (38)
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θ̈imin ≤ θ̈i(t) ≤ θ̈imax, i = 1, 2 and 3 (39)

żimin ≤ żi(t) ≤ żimax, i = 1 and 2 (40)

z̈imin ≤ z̈i(t) ≤ z̈imax, i = 1 and 2 (41)

which arise from the fact that each motor or actuator has a limited speed of operation.
These bounds ensure that the inertial forces are smaller than the gravitational force. The mass
center accelerations and velocities of the whole system (SCMS + passenger) must therefore be
less than the maximum comfort acceleration and velocity, respectively. The inclination angle must
have the acceptable comfort ranges, ±10◦.

• Bounds on the comfort velocities and accelerations:

γ̇min ≤ γ̇(t) ≤ γ̇max (42)

γ̈min ≤ γ̈(t) ≤ γ̈max (43)

• A function Col(�(t)) is also used to indicate whether or not a given wheel or sliding support of
the SMCS is accidentally colliding with an obstacle (Information regarding the environment is
obtained by using the strategy designed to estimate the size and shape of the stairs, which was
presented in Section 2.3. In this case, knowledge about the environment allows the proposed
prototype to determine whether or not a collision will occur):

Col(�(t)) = f alse (44)

It is possible to use Equations (30) and (31) to express all the elements of the optimization
problem (cost function and constraints) as a function of the time evolution of only five configuration
parameters, namely {θ1(t), θ2(t), θ3(t), z1(t), z2(t)} and their time derivatives. In fact, it is possible to
define a trajectory candidate by defining the evolution of {θ1(t), θ2(t), θ3(t), z1(t), z2(t)}, for t ∈ [0, T],
while accounting for boundary conditions (33)–(35) and bounds (36)–(44) in the SCMS configurations.

The remaining question is how to generate the trajectory candidates. We therefore
propose considering that any trajectory candidate is a composition of: (i) a parametric form
P(υ) = (θ1(υ), θ2(υ), θ3(υ), z1(υ), z2(υ)), υ ∈ [0, 1], which defines the SCMS path; and (ii) a
monotonically increasing function υ(t), t ∈ [0, T], which specifies the motion on this path, i.e.,

�(t) = P(υ)◦υ(t) (45)

The optimal evolutions of P(υ) and υ(t), which are approximated using B-spline functions by
fitting a set of control points, are found using a nonlinear optimization technique. It is possible to
construct P(υ) and υ(t) as follows:

• Generate P(υ), υ ∈ [0, 1] (Figure 13a) by means of a quintic B-spline model. The fifth degree
ensures the continuity of the second order derivatives of angles θ1, θ2, θ3, z1, and z2. This B-spline
is built by using a set of Np control points (five points at least), and is generated within the
admissible workspace defined by (37) and by accounting for constraints (33) and (44).

• Build the motion profile υ(t) on the interval [0, T] using a quintic B-spline model (Figure 13b),
generated by Nm control points that are uniformly distributed throughout the time scale, and by
accounting for the following boundary conditions:

υ(0) = 0 υ̇(0) = 0 ϋ(0) = 0
...
υ (0) = 0

υ(T) = 1 υ̇(T) = 0 ϋ(T) = 0
...
υ (T) = 0
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Figure 13. Path and motion profiles. (a) A path component profile and (b) the motion profile.

These conditions ensure the compatibility of the resulting trajectory �(t) with constraints (34)
and (35). The increasing monotony of the motion profile is ensured by generating the Nm control
points in INm intervals, as shown in (Figure 13b):

Ii =

[
i − 1
Nm

,
i

Nm

]
i = 1, ..., Nm

The design parameters of P(υ) and υ(t), which are the coordinates of the B-spline function control
points and the value of T, become the sole unknown values of the trajectory generation problem.

Optimization and the SCMS’s Control Scheme

The control scheme shown in Figure 14 was designed and implemented in order to achieve an
accurate tracking of the desired inclination angle (γ∗ = 0) and the desired center of mass trajectory
(P∗

g) during the stair-climbing process. In this scheme, the trajectory generator of the behavior diagram
module was designed without taking trajectory optimization into account.

Figure 14. Control scheme of the proposed SCMS.

In order to solve the trajectory optimization problem proposed in this paper, a sub-module,
called trajectory optimization, has been incorporated into the behavior diagram module, as shown in
Figure 15.
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Figure 15. Scheme of the optimal trajectory generator based on constrained nonlinear optimization.

In the modified module, the State Machine controls the sequence of states that the SCMS should
pass through. The trajectory generator provides the desired trajectory profiles P∗ that the SCMS will
track. Both the machine and the generator depend directly on the information provided by the sensory
system and on the previous and current configurations. The generator also depends on the knowledge
of the dimensions of the stairs. In the trajectory optimization sub-module, the reference trajectories
P∗ are then optimized by using the approach shown in Figure 15. In this sub-module, the reference
trajectories P∗

opt are then generated and these are used to control the system.

5. Experimental Results

This section provides details of the experimental setup used to evaluate the development of the
hybrid SCMS using the trajectory optimization proposed in this paper.

5.1. Experimental Setup

Two stair-climbing experiments were configured in order to make the SCMS climb up a two-step
staircase. In both experiments, the SCMS was controlled using the control scheme shown in Figure 14 in
conjunction with a PI controller proposed in [44]. The position profile of the center of mass (Pg) used in
the first experiment consisted of straight lines with slopes of 0 and 5◦ (see Figure 16a). The horizontal
lines are attributed to Configurations 1 and 3 while the others are attributed to Configuration 2.
This approach has two advantages: the control is simplified and the power consumption is minimized.
The position profile used in the second experiment consisted of two straight lines, one vertical and the
other horizontal (see Figure 16b). The vertical line is generated at the beginning of the stair-climbing
process (with Configuration 1), while the horizontal line is generated in the rest of the process (with
all the configurations). The main advantage of this approach is observed during locomotion, during
which the effect of climbing stairs is minimized. Both profiles have been generated by considering the
information regarding stair geometry.

In the experiments, a volunteer was seated on the hybrid SCMS in order to obtain a real interaction
between the user and the system. The experiments were performed using the parameters shown in
Tables 3–5.
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Figure 16. Position profiles of the center of mass of the SCMS used in the (a) first and (b)
second experiments.

Table 3. Specifications of the SCMS.

Variable Value

User’s weight 70 kg
Vehicle weight 60 kg
Height steps 150 mm
Wide steps 300 mm
Sampling time 15 mm

Table 4. Dimensions of the SCMS’s links.

Variable Value

l1 270 mm
l3 410 mm
l4 420 mm
l5 323 mm
l6 390 mm
δi 35 deg
rwheel 100 mm

Table 5. Specifications of the motors and actuators.

Variable and Value

γmim = 10◦
γmax = −10◦
γ̇max = ±0.22 ◦/s
γ̈max = ±0.1 ◦/s2

θ1mim = 1.02 rad
θ2mim = 0.7 rad
θ1max = 2.32 rad
θ2max = 1.97 rad
θ̇1max = θ̇2max = ±0.12 rad/s
θ̈1max = θ̈2max = ±0.03 rad/s2

θ̇3max = ±4 rad/s
θ̈3max = ±0.24 rad/s2

z1max = z2max = 260 mm
ż1max = ż2max = ±33 mm/s
z̈1max = z̈2max = ±0.6 mm/s2
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The control system of the proposed SCMS incorporates a reliable and robust hardware that has
been chosen by taking into account the technical aspects of control and communication. The physical
hardware of the control system and its general architecture are illustrated in Figure 17.

Figure 17. (a) Physical and (b) functional perspective of the hardware control system.

The control system architecture and the interface for the communication system have been
developed for the purpose of solving the stair-climbing problem in an efficient and autonomous
manner that ensures the passenger’s safety and comfort. The proposed SCMS is controlled by an
advanced reconfigurable control and acquisition system, CompactRIO, which is manufactured by
National Instruments (NI). It consists of a real-time processor that is connected to a reconfigurable
chassis using a local Peripheral Component Interconnect (PCI) bus interface. The overall control has
been developed using the CompactRIO system with LabVIEW based control programs. The Qualisys
Optotrack motion capture system was also used to capture the position of the center of mass (Pg).

Functions such as “Quadratic Programming.vi”, “B-Spline Fit.vi” and “Constrained Nonlinear
Optimization.vi” are software units coded in LabVIEW and copyrighted from National Instruments
used for testing when solving the optimization problems, along with other programming tools and
solvers of differential equations. In this work, the optimization task is performed by using both
the “B-Spline Fit” and the “Constrained Nonlinear Optimization” Virtual Instruments (VIs). The
documentation of the functions is referred to in [45,46], respectively.

The Virtual Instrument (VI) (LabVIEW is a graphical programming language that uses icons
rather than lines of text to create applications. LabVIEW programs are called Virtual Instruments (VIs)
because their appearance and operation imitate physical instruments, such as generators, oscilloscopes,
analyzers and multimeters) “B-Spline Fit” (see Figure 18a), one of the LabVIEW fitting routines, is
used to approximate P(υ) and υ(t). Their optimal values are approximated by fitting a set of control
points that are easily found using an SQP technique. In these experiments, P(υ) and υ(t) are generated
by means of a quintic B-spline model. The fifth degree ensures the continuity of the second derivative
of the paths. In P(υ), the B-spline is built by using a set of five control points, while in υ(t), it is
generated by Nm control points that are uniformly distributed throughout the time scale. Both B-splines
are generated within the admissible workspace and by accounting for constraints and boundary
conditions. Solutions based on SQP techniques have been proposed to generate collision-free smooth
paths for unmanned aerial vehicles (see, for example, [47–49]), autonomous ground vehicles (see,
for example, [50–53]) and electric powered wheelchairs (see, for example, [54–58]). This is, however,
to the best of our knowledge, the first time that this sort of trajectory generator has been developed
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for systems of a reconfigurable nature (discontinuous states) and applied to surpass non-continuous
architectural barriers (stairs).

The VI “Constrained Nonlinear Optimization” (see Figure 18b), one of the LabVIEW optimization
routines is, meanwhile, used to solve the optimization problem (cost function and constraints). This VI
solves a general nonlinear optimization problem with nonlinear equality and nonlinear inequality
constraint bounds, also using an SQP method. This function implements the SQP algorithm in a generic
form. The function expects a continuous-time formulation of the objective function and constraints,
limits on the decision variables and initial estimation values, as regards both the decision variables
and the state of the algorithm. Besides the SQP algorithm, confronting the formulation of the nonlinear
optimization problem involves solving the set of equations in the model, and evaluating the solution.
This numerical approach is widely used when direct analytical estimates cannot be determined [59–61].

Figure 18. The two main Virtual Instruments (VIs) used to solve the optimization problem; (a) the
B-Spline Fit VI and (b) the Constrained Nonlinear Optimization VI.

Finally, visual sequences (and Videos S1 and S2 referenced in the Supplementary Materials) that
exhibit the climbing and descending process of a three-step staircase are illustrated in Figures 19
and 20. We would like to mention that videos associated with descending stairs are not usually shown
because in these types of tests the non-commercial experimental prototypes are susceptible to having
stability problems and therefore a greater risk of falls. In the case of our experimental prototype, this
problem is completely solved because it always transits between mechanically stable configurations.
Our prototype is characterized by the fact that it maintain a stable equilibrium on the stair when it
changes from one configuration to another.
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Figure 19. Sequence of climbing process when it surpasses a three-step staircase. All possible
configurations of the SCMS are included; Configuration 1 in (a,c,e,i,l); Configuration 2 in
(b,d,f); Configuration 3 in (h,j,k); and Configuration 4 in (g). See the video referenced in the
Supplementary Materials.
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Figure 20. Sequence of descent process when it surpasses a three-step staircase. All possible
configurations of the SCMS are included; Configuration 1 in (a,c,e,i,l); Configuration 2 in
(h,j,k); Configuration 3 in (b,d,f); and Configuration 4 in (g). See the video referenced in the
Supplementary Materials.
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5.2. Results

The results of the experiments are presented in two parts; the first shows the results of the first
experiment (Stair-Climbing Mode 1), while the second depicts the results of the second experiment
(Stair-Climbing Mode 2).

5.2.1. First Experiment

Figures 21–23 illustrate the experimental measurements of the inclination angle (γ) during the
first stair-climbing process (Stair-Climbing Mode 1). These figures show a comparison between the
inclination obtained when the desired trajectory profiles (P∗) that the SCMS will track are and are not
optimized (in the first case, the methodology proposed in this paper is applied to optimize P∗, while in
the second case, it is not applied and the profiles are not, therefore, optimized). When the optimization
is carried out and the α of the cost function (32) is equal to zero, the variation in inclination is less
than 0.7◦ (see Figure 21), signifying that an excellent control posture is achieved, which is associated
with greater comfort and safety for the user. When the optimization is carried out with α equal to
0.5, the variation in inclination is less than 1.1◦ (see Figure 22), signifying that a good control posture
is also achieved. When the optimization is carried out with α equal to 1, the variation in inclination
is increased (less than 1.4◦). However, note that the time spent on the climbing process is notably
minimized (see Figure 23).

Figure 21. Inclination of the SCMS frame (γ) when the optimization is carried out with a α equal to
zero (—) and when the optimization is not considered (—).

Figure 22. Inclination of the SCMS frame (γ) when the optimization is carried out with a α equal to 0.5
(—) and when the optimization is not considered (—).
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Figure 23. Inclination of the SCMS frame (γ) when the optimization is carried out with a α equal to
one (—) and when the optimization is not considered (—).

Figures 24 and 25 show the comparisons of the angular position of the driving wheels (θ3) and
the angular position of the joint connecting the SCMS frame (θ1), respectively. The comparisons are
also made when the desired trajectory profiles (P∗) are and are not optimized. In this climbing mode,
the responsibility for the maintenance of the vertical position of the SCMS frame is entirely supported
by the linear actuator related to θ1. This climbing strategy allows the angular position (θ2) to be kept
constant during the stair climbing task (θ2 = 1.1 rad).

Figure 24. Behavior of the angular position of the driving wheels (θ3) when the optimization is carried
out with α = 0 (—), α = 0.5 (—) and α = 1 (—) and when the optimization is not considered (—).

Figure 25. Behavior of θ1 when the optimization is carried out with α = 0 (—), α = 0.5 (—) and α = 1
(—) and when the optimization is not considered (—).

Figure 26 shows the position of Pg when the optimization is carried out with α equal to zero and
when it is not considered. Note that in the first case there is only a small deviation in the trajectory,
which is barely perceived by the passenger. The results obtained from these stair-climbing experiments
are shown in Table 6.
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Figure 26. Path of the center of mass (Pg) when the optimization is carried out with α equal to zero (—)
and when the optimization is not considered (—).

Table 6. Results obtained.

α Climbing Time (s) Comfort (Std) Algorithm Execution Time (s)

0 86 0.0019 2.6
0.5 80 0.0032 3.1
1 74 0.0047 4.0

No optimization 85 0.0053

5.2.2. Second Experiment

Figures 27–29 illustrate the experimental measurements of the inclination angle (γ) during the
second stair-climbing process (Stair-Climbing Mode 2). These figures also show a comparison between
the inclination obtained when the desired trajectory profiles (P∗) that the SCMS will track are and are
not optimized. In this stair-climbing mode, the optimization is carried out with α equal to 0, 0.5 and
1. In the first case, the variation in inclination is relatively small (less than 0.82◦), signifying that an
excellent control posture is also achieved (see Figure 27). In the second case, the variation in inclination
is less than 1.2◦ (see Figure 28). When α is equal to 1one, the variation in inclination is increased
(less than 1.4◦). However, note that the time spent on the climbing process is also notably minimized
(see Figure 29).

Figure 27. Inclination of the SCMS frame (γ) when the optimization is carried out with a α equal to
zero (—) and when the optimization is not considered (—).
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Figure 28. Inclination of the SCMS frame (γ) when the optimization is carried out with a α equal to 0.5
(—) and when the optimization is not considered (—).

Figure 29. Inclination of the SCMS frame (γ) when the optimization is carried out with a α equal to
one (—) and when the optimization is not considered (—).

The comparisons of the angular position of θ3, θ1 and θ2 are shown in Figures 30–32, respectively.
Unlike the first climbing strategy, in this strategy the responsibility for the maintenance of the vertical
position of the SCMS frame is supported by both the linear actuators related to these angles (θ1 and θ2).

Figure 30. Behavior of the angular position of the driving wheels (θ3) when the path is optimized with
α = 0 (—), α = 0.5 (—) and α = 1 (—) and when the optimization is not considered (—).
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Figure 31. Behavior of the angular position (θ1) when the path is optimized with α = 0 (—), α = 0.5
(—) and α = 1 (—) and when the optimization is not considered (—).

Figure 32. Behavior of the angular position (θ2) when the path is optimized with α = 0 (—), α = 0.5
(—) and α = 1 (—) and when the optimization is not considered (—).

Figure 33 shows the position of Pg when the optimization is carried out with α equal to zero
and when it is not considered. As before, observe that when the optimization is considered there is a
small deviation in the trajectory (note the regularity of the position of the center of mass during the
maneuver). The results obtained after carrying out these stair-climbing experiments are shown in
Table 7.

Figure 33. Path of the center of mass (Pg) when the optimization is carried out with α equal to zero (—)
and when the optimization is not considered (—).

Table 7. Results obtained.

α Climbing Time (s) Comfort (Std) Algorithm Execution Time (s)

0 95.2 0.0021 1.1
0.5 90.0 0.0033 1.9
1 84.3 0.0042 3.6

No optimization 97.3 0.0062
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6. Conclusions

In this paper, we have developed an advanced trajectory generator with which to surpass those
architectural barriers associated with climbing stairs. We have proposed a trajectory optimization
technique that is used to improve the operation performance of the SCMS during the stair-climbing
process. Two optimal reference trajectories (two different climbing strategies) for the platform carrying
a user have been generated before confronting the architectural barriers. They have been generated
by considering the information about stair geometry. This has allowed the control problem to be
simplified, the time needed to climb/descend staircases to be reduced and the user’s safety and
comfort to be improved.

The proposed technique makes it possible to minimize a cost function when subjected to the
most important constraints inherent to the system behavior, such as the geometry of the architectural
barrier, its reconfigurable nature, comfort and limits as regards actuator torques and speeds. Two sets
of experiments were carried out using different time-comfort combinations and different climbing
strategies in order to evaluate the proposed methodology when the autonomous SCMS surpasses
staircases. The results show that this technique can be successfully used to generate optimal trajectories
under various constraints inherent in the whole system. When the α of the cost function is equal to
zero, the trajectory tracking is successfully achieved and a comfortable motion is generated. When the
α is equal to one, the trajectory tracking is fairly good and the time spent on the climbing process
decreases. The work presented in this paper once again demonstrates the feasibility and advantages of
the proposed concept. When compared with other SCMSs, our prototype is characterized by the fact
that it can climb up and down stairs of different sizes, including those with geometric disturbances,
and maintain a stable equilibrium on the stair at all times without assistance.

Supplementary Materials: The following are available online at http://www.mdpi.com/1424-8220/17/11/2608/s1:
Video S1: Climbing process of a three-step staircase; Video S2: Descending process of a three-step staircase.
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