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1. Introduction

Passion for a classic research area of computer science, artificial intelligence (AI), has
experienced new momentum in recent years. This is largely inspired by the astonishing
developments of deep learning research, whose success has been shown in computer
vision [1] and natural language processing [2]. Developed models and techniques for
intelligent computing have also been adopted in numerous real-world applications for
data processing, for example, social media [3], natural language texts [4] and Internet of
Things [5], to name just a few. Research on big data processing and analytics has achieved
considerable success in recent decades. Nevertheless, the promise of allowing the extraction
of valuable information and trustworthy knowledge from a tremendous amount of data of
various forms and modalities has yet to come true.

2. Applications for Intelligent Computing for Big Data

Recent advances in AI research have the potential to move current big data research
one step further. In light of this, this Special Issue, ‘Intelligent Computing for Big Data’,
was proposed to collect the latest research and applications related to the use of relevant
intelligent computing techniques to process big data. The Special Issue has accepted five
papers for publication.

The paper by Jinah Kim and Nammee Moon [6] proposes a deep neural network
for fusing multimodal data, e.g., video and sensor data, for dog behaviour recognition.
The objective of the work is to minimise and compensate for noise presented in collected
real-time data. Evaluation studies show that the best performance of the model was
achieved when multimodal data were used. The paper by Hsien-Ming Chou [7] aims to
address the important and timely problem of long-term elderly care using a decentralised
architecture with blockchain technologies. Based on the identified challenges of the current
systems, the author proposes the mapping mutual clustering algorithm, which has the
potential to alleviate the issues of mental alienation, insufficient manpower, and privacy. A
post-study questionnaire shows that a high level of forecasting accuracy and positive user
perception can be achieved. The paper by Maraheb Alsuliman and Heyam H. Al-Baity [8]
presents a comprehensive experimental study on use of traditional supervised learning
and feature selection algorithms in the early diagnosis of autism. With bio-inspired feature
selection algorithms, impressive classification accuracy can be obtained on gene expression
as well as personal and behavioural data. The study has valuable practical implications for
researchers and practitioners working on early the detection of autism disorder. The work
presented by Byoungwook Kim et al. [9] attempts to extract spatiotemporal information
from online big text data for event analysis. A new character-level convolutional neural
network-based model that is specifically designed to extract spatio-temporal information
describing the core subjects of documents is proposed to classify representative spatio-
temporal documents. The work by Jia Kan et al. [10] addresses an important problem of
big data storage and cryptographic access control in decentralised storage networks, i.e.,
permission-less blockchains. They propose a new and efficient chosen ciphertext attack-
secure and collusion-resilient proxy re-encryption scheme for decentralised storage. The
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scheme has the potential to be used in many blockchain applications, e.g., online stores for
digital products.

3. Future Research

The papers in this Special Issue only cover a very limited number of topics and
applications of intelligent computing for big data. More in-depth theoretical and practical
research in this converged area of artificial intelligence and big data is anticipated. It is
expected that more techniques and algorithms will be designed along with some interesting
and exciting future directions such as zero short learning, neurosymbolic learning, the
fusion of large-scale knowledge graphs, and knowledge reusability and transferability.
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Abstract: Early diagnosis of autism is extremely beneficial for patients. Traditional diagnosis ap-
proaches have been unable to diagnose autism in a fast and accurate way; rather, there are multiple
factors that can be related to identifying the autism disorder. The gene expression (GE) of individuals
may be one of these factors, in addition to personal and behavioral characteristics (PBC). Machine
learning (ML) based on PBC and GE data analytics emphasizes the need to develop accurate pre-
diction models. The quality of prediction relies on the accuracy of the ML model. To improve the
accuracy of prediction, optimized feature selection algorithms are applied to solve the high dimen-
sionality problem of the datasets used. Comparing different optimized feature selection methods
using bio-inspired algorithms over different types of data can allow for the most accurate model to
be identified. Therefore, in this paper, we investigated enhancing the classification process of autism
spectrum disorder using 16 proposed optimized ML models (GWO-NB, GWO-SVM, GWO-KNN,
GWO-DT, FPA-NB, FPA-KNN, FPA-SVM, FPA-DT, BA-NB, BA-SVM, BA-KNN, BA-DT, ABC-NB,
ABC-SVM, ABV-KNN, and ABC-DT). Four bio-inspired algorithms namely, Gray Wolf Optimization
(GWO), Flower Pollination Algorithm (FPA), Bat Algorithms (BA), and Artificial Bee Colony (ABC),
were employed for optimizing the wrapper feature selection method in order to select the most
informative features and to increase the accuracy of the classification models. Five evaluation metrics
were used to evaluate the performance of the proposed models: accuracy, F1 score, precision, recall,
and area under the curve (AUC). The obtained results demonstrated that the proposed models
achieved a good performance as expected, with accuracies of 99.66% and 99.34% obtained by the
GWO-SVM model on the PBC and GE datasets, respectively.

Keywords: autism spectrum disorder (ASD); big data; bioinformatics; machine learning; classification;
bio-inspired algorithms; Grey Wolf Optimization (GWO); Support Vector Machine (SVM)

1. Introduction

Autism spectrum disorder (ASD) is a neurological developmental disorder. It affects
how people connect and interact with others and how they behave and learn [1]. The
symptoms and signs appear when a child is very young. It is a lifelong condition and cannot
be cured. Today, ASD is one of the fastest-growing developmental disorders, resulting
in many problems, such as school problems related to successful learning, psychological
stress within the family, and social isolation. However, early diagnosis can help the family
take preliminary and effective steps to ensure the normal life of the patient. It can help
providers of healthcare and families of patients by affording the effective therapy and
treatment required, thereby reducing the costs associated with delayed diagnosis. On
the other hand, many factors can be used to detect ASD cases, including personal and
behavioral characteristics, genetic, brain images, and family history. Notwithstanding its
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genetic causes, ASD is mainly diagnosed utilizing personal and behavioral indicators that
are tested in traditional clinical examinations by different specialists during regular visits.
However, these traditional clinical methods, which primarily depend on the clinician, are
time consuming and cumbersome. Currently, with computer power and big data generated
by hospitals such as clinical data, gene expression profiles, and medical imaging, ASD can
be automatically predicted and diagnosed in its early stages by using predictive models
that use big data sets with ML algorithms, which can improve the life quality of patients
and families as well as reduce the financial costs.

The personal and behavioral characteristics (PBC) and the gene expression (GE) data
are the most available and valuable resources for machine learning (ML) algorithms seeking
to discover new and hidden patterns of data to help in ASD prediction, thus helping families
to take early steps for treatment. Nevertheless, the high dimensionality of these data makes
the prediction process challenging. The feature selection (FS) mechanism can help in
reducing the high dimensionality of such datasets, increasing the speed of the classification
process, decreasing the cost, and improving the accuracy of the prediction models by
selecting the most effective features.

Feature selection algorithms [2] aim to choose the most significant features to solve
the prediction problems. In general, there are three common types of FS algorithm: filter,
wrapper, and hybrid. Due to the potential benefits that can be achieved from automatic ASD
classification, research in this field has recently gained much attention. Several methods
have been proposed to solve the problem of predicting ASD. However, it is still an open
problem and further improvement can be achieved.

Bio-inspired algorithms are one of the techniques that can be integrated into the
wrapper feature selection method to search globally for the optimal feature subset and
improve prediction accuracy [3]. They can be classified as a type of Nature-inspired
Computation algorithms that rely on the inspiration of the biological evolution of nature to
provide new optimization techniques. A number of researchers have adopted bio-inspired
techniques for dealing with the high dimensionality of features, and they have shown high
results in improving the diagnosis process of many diseases such as cancer [4]. However,
there are few studies in research on ASD prediction using optimized FS algorithms and
further investigation in this field is needed. To the best of our knowledge, this is the first
study to deal with this problem using four bio-inspired algorithms (GWO, FPA, BA, and
ABC). In addition, this is the first study that employed the CNN deep learning approach
for ASD GE and PBC datasets.

This work aims to enhance the accuracy of early prediction of ASD and the classifi-
cation performance when dealing with high-dimensional datasets by developing a ML
predictive model that is based on an optimized feature selection method using bio-inspired
algorithms. This can be accomplished by conducting a comparative empirical study using
four bio-inspired algorithms incorporated in four ML algorithms on two ASD datatypes,
PBC and GE. Thus, this work proposes 16 optimized ML models named GWO-NB, GWO-
SVM, GWO-KNN, GWO-DT, FPA-NB, FPA-KNN, FPA-SVM, FPA-DT, BA-NB, BA-SVM,
BA-KNN, BA-DT, ABC-NB, ABC-SVM, ABV-KNN, and ABC-DT. This work is going to
answer the following research questions:

1. Is the proposed bio-inspired-based wrapper feature selection method able to enhance
the accuracy results of ML classifiers in ASD prediction?

2. Which one of the proposed 16 optimized models will give the best performance in
ASD prediction in terms of accuracy and on which dataset?

3. What is the type of dataset (PBC and GE) that will give the best accuracy result for
predicting ASD?

4. Will the deep learning approach give better results in the ASD prediction problem on
PBC and GE datasets compared to the proposed bio-inspired-based wrapper feature
selection method?

The rest of this paper is organized as follows: Section II describes the background;
Section III is about related work; Section IV presents the materials and methodology of our
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work; Section V discusses the experimental results; and, finally, Section VI concludes the
paper and shows some of our future work.

2. Background

2.1. Personal and Behavioral Characteristics (PBC)

At clinical diagnosis, clinicians use questionnaires and behavioral observation to
collect personal and behavioral information based on the Manual of Mental Disorders (DSM-
5) criteria, which include two main symptoms. The first symptom is a chronic deficiency
in social communication and social engagement through various contexts. The second
symptom is minimal and repeated behavior patterns, desires, and behaviors. Personal
and behavioral data generally include tens of attributes (high dimensionality) that can be
classified into personal information (such as age, ethnicity, and born with jaundice) and
behavioral screening questions (such as “Do ASD patients often hear small sounds when
others do not?” or “Is it difficult to hold the attention of ASD patients?”) [5].

2.2. Gene Expression Profile (GE)

Gene expression is the mechanism by which the information stored in the gene is used
to guide the assembly of the protein molecules. DNA microarray technology has become
an effective way of tracking gene expression levels within the organism for biologists [6].
This technique helps researchers to assess the expression levels of a set of genes. Gene
expression data usually comprise a wide range of genes and a small number of samples
(high dimensionality). In medical fields, microarray technology is most widely used to find
out what reasons and how to cure illnesses. Researchers have found that often the cause of
some diseases, such as ASD, may be DNA mutations. It is well known that certain disorders
are caused by the mutation of certain known genes. There is however, no particular form
of mutation that causes all disorders. Therefore, the microarray gene expression analysis is
used to identify and diagnose common genes mutations. Analysis of GE data is the method
of identifying the helpful genes in the diagnosis.

2.3. Classification Algorithms

In our work, we used four different classification algorithms to analyze the datasets:
support vector machine (SVM), decision tree (DT), Naïve Bayes (NB), and k-nearest neigh-
bor (KNN) algorithms.

SVM [7] is one of the classification algorithms, and classifies two data types: linear
and nonlinear.

First, the training dataset is converted into a higher dimension using nonlinear map-
ping. Next, it looks for linear separating hyperplanes (which are decision boundaries
that help classify the data points) in the new dimension and splits the data based on the
class. The optimal hyperplane [7] separates data points into classes that can be specified
based on margin and support vectors. Support vectors are identified as the closest points
of each class to the margin line. The NB classifier is based on Bayes’ theorem and is
a probabilistic classifier. The presumption of conditional independence underpins this
classifier. This implies that the values of the attributes for each class mark are effectively
conditionally independent of one another. Despite this basic assumption, Naïve Bayes
has been successfully applied to a variety of real-world data circumstances [8]. KNN is
a simple, easy-to-implement supervised machine learning algorithm that can be used to
solve both classification and regression problems. It is based on the similarity measure to
classify the new cases by calculating the distance measured from the trained available cases.
In DT, the data are visualized using a tree structure, which is represented as sequences
and consequences using the decision tree. The root node is at the top of the tree, while the
internal nodes are where the attributes are tested. The result of the test is represented by
the “branch”. Finally, leaf nodes are nodes that have no further branching and indicate the
class label of all previous decisions.
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2.4. Feature Selection (FS)

Feature selection, as a data preprocessing technique, has been shown to be effective
and efficient in preparing high-dimensional data for ML problems. The objectives of the
selection of features include the development of simpler and more comprehensible models,
the improvement of ML efficiency, and the preparation of clean and understandable data.
The recent proliferation of large data has posed some major challenges and opportunities
for feature selection algorithms [9]. The most common feature selection techniques are
as follows: The filter approach, where the typical features are ranked via specific criteria.
Features are then identified with the highest ratings then used as inputs for the wrapping
or classification process [8,10]. On the other hand, the definition of the wrapper method
requires the use of learning strategies to choose the optimum function subset to be used in
the classification process. Usually, the wrapper method uses nature-inspired computational
algorithms (NICs) to direct the search process by choosing the optimum feature subsets.
The third approach is hybrid, which uses both filter and wrapper approaches. Based on [11],
feature selection is a difficult task due to the need for searching over a large space, which is
impossible in some applications that have large features and small samples. This problem
can be solved using NIC algorithms that are able to search globally and can be utilized to
solve the feature selection problem.

2.5. Nature-Inspired Computation (NIC)

NIC [12] refers to algorithms that imitate or optimize the behavior of natural and
biological systems to solve problems in order to overcome or optimize the limitations of
certain algorithms. All these algorithms share two characteristics: natural phenomena
are replicated and modelled. NIC algorithms can be categorized into four types: swarm
intelligence, bio-inspired, physics and chemistry, and other algorithms [13].

2.6. Bio-Inspired Algorithms

This is an emerging approach, focused on the inspiration of the biological evolution of
nature, to develop new competing techniques. Bio-inspired optimization algorithms have
demonstrated greater performance in a variety of disciplines, including disease diagnosis,
by using the wrapper technique to high-dimensional datasets for feature selection. Algo-
rithms for bio-inspired optimization are usually classified into three categories. Some of the
well-known bio-inspired algorithms are described in the following section and are shown
in Figure 1.

Figure 1. Bio-inspired algorithms.
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2.7. Grey Wolf Optimization (GWO)

GWO algorithm is a recent algorithm proposed in 2014 [14]. This algorithm mimics
the social behavior of grey wolves while searching and hunting for the prey. Normally,
the wolves live in a pack with a group size of 5 to 12. The wolves are guided by three
leaders, namely, alpha, beta, and delta wolves. The alpha wolf is responsible for making
the decision, the beta wolf helps the alpha wolf in decision-making or pack activity, while
the delta wolf submits to the alpha and beta, and dominates the omega wolves.

2.8. Bat Algorithms (BA)

This is one of the newest micro-bat algorithms, naturally inspired, utilizing echoloca-
tion behavior to locate their prey. To measure size, echolocation is used by bats. Therefore,
in order to pick the booty (solution), they randomly migrate to particular locations at a
given velocity and at a set frequency. Among the best solutions, the solution is selected
and created through the use of random walking [15].

2.9. Flower Pollination Algorithms (FPA)

The flower pollination algorithm, one of the newest optimization algorithms, is in-
spired by the action of flower pollination. Crop pollination strategies in nature include
two primary types: cross-pollination and self-pollination [16]. Some birds act as global
pollinators in cross-pollination, passing pollen to the flowers of more distant plants. On
the other hand, pollen is spread by the wind and only among adjacent flowers in the
same plant during self-pollination. The FPA is therefore established by mapping the two
types of cross-pollination and self-pollination into global pollination operators and local
pollination operators. Due to the merits of fundamental principles, few parameters, and
ease of operation, the FPA has attracted considerable interest.

2.10. Artificial Bee Colony (ABC)

This is an organic algorithm inspired essentially by the behavior of bees in the search
for good sources of food. The ABC algorithm consists of three classes of bees: employed
bees, onlooker bees, and scout bees. The employed bees find a source of food as well as
exchange information of the source of food with the employed bees in the hive who are
waiting for dancing. The onlooker bees choose a good source of food from the discovered
food. The bees that choose the food sources at random are known as scout bees. Any bees
that do not change their food source become scout bees [17].

3. Related Work

There are many well-known ASD datasets that have been widely used in the relevant
literature. These datasets can be classified into three types: personal and behavioral
characteristics datasets (PBC), gene expression datasets (GE), and MRI mages datasets. It
has been noticed that most previous works that handled ASD prediction either used ML
or DL methods. There are some studies that used ML to perform classification without
incorporating any of the feature selection algorithms presented in Table 1, and others
that used simple feature selection algorithms before classification presented in Table 2.
Nevertheless, there are very limited studies that used optimization algorithms in order
to enhance the selection process of optimal features before the classification step, which
are presented in Table 3. On the other hand, there are a few studies that employed the
DL approach to predict ASD using GE and MRI images, and we reviewed few of them
in Table 4.

Accordingly, the proposed taxonomy of our review of literature is divided into two
main subsections. First, ASD prediction using the ML approach, which includes studies
without FS methods, studies with FS methods, and studies with optimized FS methods
using bio-inspired algorithms, using three dataset types (PBC, GE, and MRI images).
Second, ASD prediction using the DL approach.
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Table 1. ASD prediction using ML without FS.

Data
Type

Ref ML Classifier Classification Accuracy

PB
C

[18]

KNN
LR

SVM
LDA
NB

67.5%
72%

70.5%
72.2%
70.7%

[5]
K-NN
SVM
RF

86.8%
90.9%
99.5%

[19]
K-NN

LR
RF

69.2%
68.60%
67.78%

[20] RF
SVC

55%
62%

G
E

[21]
SVM

K-NN
LDA

93.7%
93.8%
68.8%

[22] DT
SVM

98%
96%

[23] RF 80%

M
R

II
m

ag
es

[24] RF 59%

Table 2. ASD prediction using ML with simple FS.

Data
Type

Ref FS ML Classifier Classification Accuracy

PB
C [25]

Chi Square
RFE
CFS
IG
BT

RT

94.9%
95.2%
93.5%
95.1%
95.7%

[26] Relief Attribute SMO 100%

G
E [27] IG

DT
K-NN

NB

53.3%
83.3%

86.67%

M
R

II
m

ag
es

[28]
t-test filter

LASSO logistic
regression

SVM 76%

[29] RFE RF 60%

Table 3. ASD prediction using ML with optimized FS.

Data Type Ref FS ML Classifier Classification Accuracy

PB
C

[3] Binary Firefly
NB

SVM
K-NN

95.55%
97.95%
93.84%
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Table 3. Cont.

Data Type Ref FS ML Classifier Classification Accuracy

G
E [30]

(TT)+
(COR)+
(WRS)+
GBPSO

SVM 92.1%

[31] GA RF 87%
M

R
II

m
ag

es

[32] PSO SVM
RF

81%
91%

Table 4. ASD prediction using DL.

Data Type Ref ML Classifier Classification Accuracy

G
E [27] DBN 98.64%

M
R

II
m

ag
es [33] CNN 63%

[34] RNN 70.1%

3.1. ASD Prediction Using ML Approach
3.1.1. ASD Prediction Using ML without FS Methods

Bhawana et al. [18] tried to diagnose ASD by applying ML techniques on the personal
and behavioral dataset. The k nearest neighbor (KNN), support vector machine (SVM),
linear regression (LR), Naïve Bayes (NB), and linear discriminant analysis (LDA) algorithms
have used in the classification. The result of the implementation shows that the LDA
algorithm had the best result of 72.2% and was the most accurate compared with the
other algorithms.

Likewise, Erkan et al. [5] developed an autism prediction model to classify ASD data.
They used the KNN, SVM, and random forest (RF) ML classifiers. They performed their
models for the clinical diagnosis of ASD of all ages on the basis of personal and behavioral
characteristics. The results obtained indicate that the RF and SVM methods provided a
high classification performance.

Furthermore, Devika et al. [19] focused on the development of some classification
models using ML algorithms such as RF and LR algorithms, and the KNN algorithm with
two datasets—adults and toddler. KNN has a higher accuracy score of 69.2% compared to
the other two algorithms that are calculated in the experimental results which were 68% for
LR and 67% for RF.

Hana et al. [20] used an existing dataset to implement a variety of ML methods. The
aim was to test the accuracy of various approaches for abetter evaluation, and then to
develop a model that would be used to predict children’s autism. This was achieved by
applying a standard autism test for infants, based on personal and behavioral assessments
and widely used by psychologists and pediatricians to diagnose autism. The dataset
contains 292 instances of children with 21 attributes. The RF and Support Vector Classifier
(SVC) ML classifiers were applied, and the result was not satisfying—the highest accuracy
was about 62%.

This study by Dong Hoon Oh et al. [21] used a gene expression profile to predict
ASD. In this study, they used the published microarray data (GSE26415) from the Gene
Expression Omnibus database, which included 21 young adults with ASD and 21 unaffected
controls. SVM, K-NN, and LDA classifiers were used to assess the predictive model. The
highest performance was for SVM and KNN.

9



Appl. Sci. 2022, 12, 3812

In addition, supervised ML techniques were used by V. Pream et al. [22] to construct a
model to diagnose ASD by classifying the genes that underlie this disease. To explore the
results, they used SVM and DT. To validate the predictive results, a 10-fold cross-validation
method was used. They found that, compared to SVM, the DT classifier performed better,
with an accuracy of 94%.

Similarly, Muhammad Asif et al. in [23] developed a machine learning-based method-
ology for the identification of some disease genes, including ASD. They applied different
ML classifiers such as NB, SVM, and RF. The results show RF had the highest accuracy
with 80%.

The study by Gajendra et al. [24] shows that brain markers can be used for identifying
ASD. The research focused on MRIs of children’s (3–4 years) brains and achieved a high-
grade success of 95% with an RF classifier. In addition, they showed that the growth of the
autistic brain significantly decreases after the age of 3 years.

3.1.2. ASD Prediction Using ML with FS Methods

Shanthi et al. [25] compared several FS algorithms to classify ASD. They performed
two experiments. First, with all features, they calculated the accuracy of the random tree
(RT) classification algorithm and the result was 95.1%. Second, to improve the efficacy of the
RT classifier, they used chi-square, correlation feature selection (CFS), bagged tree feature
selector (BT), recursive feature elimination (RFE), subset evaluation, and information gain
(IG). The optimal selection of each feature selection algorithm was assisted by a 10-fold
cross-validation RT classification algorithm. The results show that the BT model with the
RT classifier had a high accuracy of 95.7% compared with 95.2% for REF.

Muhammad et al. [26] analyzed four ASD datasets for toddler, child, adolescent, and
adult. They applied different feature selection algorithms on ASD datasets such as relief
feature, IG, and CS, and relief feature outperformed the others. They also used some
classification techniques and the sequential minimal optimization (SMO) algorithm worked
best for the detection of ASD cases for all of the ASD datasets. A 10-fold cross-validation
method also was used to assess the datasets.

This study by Noura Samy et al. [27] used IG filter with three ML classifiers. They
used gene expressing profiles to compere the performance of ML classifiers such as decision
tree (DT), KNN, and NB after applied IG filter. The results showed that the Naïve Bayes
had an accuracy of 86.67%, while the accuracy was 83% for KNN and 53% for DT.

Yan Jin et al. [28] proposed an SVM-based classification system that used brain images
to classify 6-month-old infants at high risk for ASD. Two feature selection algorithms
were performed. First, a t-test and followed by the LASSO logistic regression. LASSO
logistic regression is a widely used feature selection algorithm that can pick a parsimonious
collection of features from a wide range of potential candidates to improve the classification
accuracy. It only maintains the most discriminatory features, thus discarding the obsolete
ones. The outcome achieved an accuracy of 76%.

The purpose of a study by Gajendra et al. [29] was to solve high-dimensional and
heterogeneous dataset problems like the Autism Brain Imaging Data Exchange (ABIDE)
dataset. Previous works on the ABIDE dataset have reported accuracies less than 60%. In
their study, they investigated the predictive power of MRI in ASD utilizing three classifiers:
RF, SVM, and gradient boosting machine (GBM). They used RFE for the feature selection
technique and the results showed that the classification accuracy could reach 60%.

3.1.3. ASD Prediction Using ML with Optimized FS Methods

There was only one study that used bio inspired algorithms on this data type.
Vaishali et al. [3] tried to use the Firefly feature selection algorithm to improve ASD classifi-
cation by providing a minimum set of features. The dataset contains 21 features, which
makes it a high dimensional dataset. They used firefly feature selection algorithm with
these classifiers (NB, SVM, and KNN) with 10-fold cross-validation, and they compared
the accuracy before and after applying feature selection. The results show that the firefly
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feature selection algorithm selected 10 feature subsets among the 21 features in the dataset
as optimum and the SVM classifier provided the highest score with 97.5%.

Hameed et al. [30] tried to improve the accuracy of the gene classification for ASD by
using ML with geometric binary particle swarm optimization (GBPSO), which is one type
of bio-inspired algorithm. They used different filters to reduce features to be 9454 features
(genes). Then, they used statistical filters, which were as follows: the two-sample t-test (TT),
the group correlation of features (COR) and the Wilcoxon rank sum test (WRS). The last
step was choosing genes by using a GBPSO-SVM wrapper-based algorithm along with the
used filters. The advantage of using this algorithm is because GBPSO starts with a random
number of selected genes and searches in each iteration for the appropriate subset of genes.
Then, 10-fold cross-validation with the SVM classifier was used to test the output of each
candidate subset. The GBPSO algorithm contributed to the choice of an optimal subset of
genes, offering the highest accuracy of classification. The combined gene subset selected by
the GBPSO-SVM algorithm has been able to increase the accuracy of the classification to
reach 92.1%.

Similarly, Tomasz et al. [31] tried to enhance the ASD prediction by using the optimal
feature (genes) subsets in the classification algorithm. They used genetic algorithms (GA)
and RF in the role of final gene selection. The most important genes selected by each
method was used as the input features to the SVM and RF classifiers, cooperating in an
ensemble. The final result of the classification was generated by RF and was about 87%.

Chen et al. [32] used the brain images dataset that contains 126 ASD samples and
126 typically developing (TD) samples to detect ASD. Three ML algorithms were imple-
mented in this study to perform a binary classification (ASD vs. TD) using rsfMRI data.
First, they used SVM in combination with particle swarm optimization (PSO) for feature
selection (PSO-SVM). Second, SVM with recursive feature elimination (RFE-SVM) was
used, and thirdly was RF. The diagnostic classification obtained a high accuracy of 91%
with RF.

3.2. ASD Prediction Using DL Approach

This study by Noura Samy et al. [27] proposed the IG/DBN model to diagnose ASD.
They used DBN based on a Gaussian–Bernoulli Restricted Boltzmann Machine (GBRBM)
as a classifier that employs deep learning for ASD classification. The IG filter was used as a
gene selector to remove irrelevant genes, and to select the most relevant genes. They used
a GE dataset that contains 30 samples and 43,931 features. The proposed model obtained a
high accuracy of 98.64%.

Rajat et al. [33] used the published ABIDE dataset, which includes a collection of
structural (T1w) and functional (rsfMRI) brain images aggregated across 29 institutions. It
includes 1028 participants diagnosed with autism. They explored various transformations
that retain the maximum spatial resolution by summarizing the temporal dimension of the
rsfMRI data, thus enabling the creation of a full three-dimensional convolutional neural
network (3D-CNN) on the ABIDE dataset. They also used the SVM algorithm on the same
data set and obtained the highest efficiency at 63%.

Nicha et al. [34] tested six different neural network methods for incorporating pheno-
typic data such as gender and age, with rsfMRI to classify ASD. They tested the proposed
models by using ABIDE. The best model was combining the baseline model directly with
raw phenotypic data, and 70.1% accuracy was achieved for ASD classification.

From Table 1, it has been noticed that most of the previous studies applied ML
classifiers without using any FS algorithms to build ASD predictive models. Some of
these models achieved good result. In addition, there are five studies that have used
simple FS with ML algorithms on two data types (PBC and MRI images) [25–29], and
the MRI image-based models failed to achieve a high performance compared to the PBC
data type. On the other hand, there was limited research on optimizing FS methods using
bio-inspired evolutionary algorithms to improve ASD prediction in the literature. Some of
these algorithms achieved good results, as follows:
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Binary Firefly improved the accuracy to reach 97.9% in [3] with 10 selected features out
of 21. GBPSO enhanced the accuracy percentage to 92.1% in [30] with 200 selected features
out of 9454. PSO also enhanced the accuracy to reach 91% on an MRI image dataset [32].

From the aforementioned previous studies, we noticed the following:

1. Two methods used for predicting ASD: ML and DL.
2. Multiple ASD datasets such PBC, GE, and IMR brain images are widely used for

ASD diagnosis.
3. The 10-fold cross-validation was the most used for dataset partitioning.
4. Bio-inspired algorithms proved their ability to enhance ASD prediction in three types

of datasets.
5. MRI brain datasets, compared with the two other datasets types, did not show a high

performance in ASD prediction when using ML or DL approaches.

The investigation of optimized feature selection methods using bio-inspired algorithms
is limited in the existing ASD research and it has not been well addressed so far in this
field. GA [31], PSO [30], and Firefly [3] were the only three bio-inspired algorithms that
examined ASD prediction. Over the past few years, there have been some new bio-inspired
algorithms that have been developed and used to improve feature selection to solve the
high dimensionality problem, especially for disease prediction such as cancer. There are a
lot of studies that handled cancer prediction using gene expression profiles and bio-inspired
algorithms with ML, such as the bat algorithm (BA), flower pollination algorithm (FPA),
grey wolf optimization (GWO), and artificial bee colony (ABC). In [35], a new model was
built to predict prostate cancer by using BA with KNN, and it reached a high accuracy 100%
and the selected features (genes) were 6 from 500. In [14], GWO with a DT classifier was
used to predict Leukemia cancer, they it 100% accuracy. In [36], ABC with NB classification
was used to predict Leukemia cancer, which reached 98.68% accuracy with 12 selected
features (genes). FPA with SVM was used for breast cancer classification using GE data,
and the result was 80.11% accuracy [16].

Therefore, in this study, we aimed to conduct a comparative study and evaluate
different bio-inspired-based feature selection algorithms (BA, FPA, GWO, and ABC), which
have not been previously applied to ASD prediction, using four ML classifiers (NB, KNN,
SVM, and DT), as they are the most widely used algorithms in the literature and showed
a good performance in ASD classification on both PBC and GE datasets. To the best of
our knowledge, this is the first work to investigate and perform a comparative study on
different bio-inspired-based feature selection algorithms for early ASD prediction using
PBC and GE datasets.

As the used PBC dataset has been already used in previous work by Vaishali et al. [3]
with ML classifiers (NB, KNN, and SVM) and the GE dataset has been used by Noura
Samy et al. [27] with ML classifiers (NB, DT, and KNN) and DBN that gave good accuracy
results, we used the same classifiers (NB, KNN, SVM, and DT) combined with the proposed
optimized wrapper feature selection methods based on GWO, FPA, BA, and ABC for
comparison purposes.

4. Materials and Methods

4.1. Anaconda Environment

Anaconda [37] is a simple, open-source platform that helps data scientists interpret
their datasets and discover hidden patterns through a number of sophisticated libraries. It
is written in the Python language. It is also supported by Linux, MacOS, and Microsoft
Windows operating systems and can use Python and R programming languages. In this
work, we used Python. Anaconda provides different platforms, which all have specific
features. The Jupyter notebook is an interactive notebook computing environment and was
used in this project. In addition, the main Python libraries, including NumPy, Pandas, and
Scikitlearn, were used.

12



Appl. Sci. 2022, 12, 3812

4.2. Dataset Overview
4.2.1. PBC Dataset

We have obtained the publicly published PBC dataset from UCI (University of
California, Irvine), which was compiled by Dr. Fadi Fayez [38]. The data were collected
from many countries throughout the world through surveys on a mobile application called
“ASD Tests”, which can be found in [39]. The data were collected in accordance with
the relevant guidelines and regulations. The PBC dataset consists of 292 samples and
20 features used for our training process, and the “class name” feature was used for storing
the ASD diagnosis result. The ten features numbered from 11 to 20 were related to personal
information, and the other ten features from 1 to 10 consisted of screening questions related
to behavior.

4.2.2. GE Dataset

The used GE dataset is publicly available on the National Center for Biotechnology
Information (NCBI) [40] and is collected in accordance with the relevant guidelines and
regulations. It represents gene expression data for 30 samples with 43,931 features (genes).
Classes are divided into 15 ASD and 15 non-ASD.

4.3. Data Preprocessing
4.3.1. PBC Dataset

Data preprocessing entails several steps for the PBC dataset. In order to apply ML
algorithms that process the numeric data type, we had to apply the numeric transformation
rule to preprocess the four personal string attributes, “gender”, “ethnicity”, “country
of residence”, and “who is completing the test”, and three binary attributes (with the
yes/no answer), “born with jaundice”, and “family member with pervasive developmental
disorder (PDD)”. The attributes of the screening questions were not altered by this rule, as
the values were 0 and 1.

4.3.2. GE Dataset

In the GE dataset, we switched the columns and rows as the original dataset was laid
out in the opposite way: the attributes were displayed in rows and instances in columns.
This step is important as the Pandas library in the Anaconda platform deals with data row
by row, where each row represents one sample information.

4.4. Proposed Predictive Models

According to [3], the dimensionality of the used datasets was high (43,931 genes in
the GE dataset and 20 features in the PBC) and this may affect the achievement of the
classification algorithms. The goal of this work is to enhance the performance of the ML
prediction models in terms of accuracy. This goal can be achieved by optimizing the feature
selection method using different bio-inspired algorithms.

In this work, we used four bio-inspired algorithms (grey wolf optimizer, flower
pollination algorithm, bat algorithm, and artificial bee colony) with four ML classifiers (NB,
KNN, DT, and SVM). To our knowledge, these four bio-inspired algorithms have not yet
been examined for ASD classification. As we mentioned previously in the related work,
we tried to investigate and compare the performance of two bio-inspired optimization
algorithms (FPA and GWO) that are considered newer than two well-known algorithms
(BA and ABC), which have proven their ability to enhance diseases classification such as
cancer when dealing with a high dimensionality dataset like GE. These algorithms are
compared in terms of search efficiency and robustness for finding the optimal feature subset
for the classification process.

Therefore, we developed 16 optimized predictive models as follows: GWO-NB, GWO-
KNN, GWO-SVM, GWO-DT, FPA-NB, FPA-KNN, FPA-SVM, FPA-DT, BA-NB, BA-KNN,
BA-SVM, BA-DT, ABC-NB, ABC-KNN, ABC-SVM, and ABC-DT. Figure 2 presents the
general framework of the proposed model.
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Figure 2. The general framework of the proposed models.

As illustrated in Figure 2, the main framework of the proposed model consisted of
two main phases: the feature selection phase and the classification phase.

4.4.1. The Feature Selection Phase

In the beginning, we used the wrapper selection method for feature selection, and we
optimized its performance by incorporating it into it the bio-inspired algorithms (GWO, BA,
FPA, and ABC). This phase starts with a population of the candidate solutions (PBC or GE
features). Next, the candidate solutions were evaluated using objective function (wrapper
subset evaluator). The objective function aims to evaluate each solution according to the
used fitness function, which depends on the ML classifier (SVM in our case) in order to
get the classification accuracy of each solution. Therefore, from the candidate solutions,
the solutions with the highest accuracy were selected as the optimal feature subset. The
resulting optimal feature subset in this phase was used in the second phase, which is the
classification phase. The main parameter settings that were used in this work of the four
wrapper methods were the number of solutions (N) = 10 and the number of iterations
(i) = 20.

4.4.2. The Classification Phase

The final optimal features, which were the output of the first phase will be used to
evaluate the classifiers. In this phase, the classifier was trained using the training dataset
with optimal features, and the testing dataset was employed to test the performance of
the classifier. This work adopted the 10-fold cross-validation, and the final classification
was made based on the average. The classification results were evaluated using the five
evaluation metric. In this research, the LinearSVC (C = 1) from sklearn library was applied
for performance evaluation in both objective function and final classification that used SVM.
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For the NB classification algorithm we used the GaussianNB from sklearn library for the
evaluation and analysis. For the NB classifier, we used the GaussianNB from sklearn library
and we adopted the KNeighborsClassifier (k = 5), and we utilized the DecisionTreeClassifier
with an entropy value from the sklearn library for evaluating the performance.

5. Implementation and Results

In this work we conducted three experiments. In the first experiment, we applied the
four predictive classifiers (NB, KNN, SVM, and DT) without using the optimized wrapper
selection method for the sake of comparison. In the second experiment, we evaluated the
performance of the 16 proposed models and compared the obtained results with the first
experiment and previous works [3,27]. In the third experiment, we employed the CNN
deep learning approach to compare its results with the proposed models.

5.1. Experiment 1

For the sake of comparison and to investigate the advantage of using the optimized
wrapper selection methods based on bio-inspired algorithms, we conducted the first exper-
iment in which we used the four classical ML classifiers (NB, KNN, SVM, and DT) with
the two datasets (PBC and GE) for ASD prediction without using the optimized wrapper
selection method.

Table 5 presents the results of the four classifiers on the two datasets. As we can see
from the table, the DT classifier achieved the highest accuracy with the PBC dataset. For
the GE dataset, we noticed that the highest accuracy was 86.6% obtained by DT.

Table 5. First Experiment Results.

Data Type PBC GE

Eva. Metrix Acc F1-Score Precision Recall AUC Acc F1-Score Precision Recall AUC

NB 93.49 93.0 94.0 93.0 93.52 66.7 64.0 73.0 67.0 67.0

KNN 89.03 89.0 89.0 89.0 90.0 56.66 57.0 77.0 57.0 59.9

SVM 91.7 92.0 92.0 92.0 92.2 80.0 80.0 82.0 80.0 80.3

DT 95.5 96.0 96.0 96.0 95.9 86.6 87.0 87.0 87.0 88.1

Therefore, we can see that using ML classifiers without any FS methods for the GE
dataset did not give an efficient ASD prediction compared to the PBC dataset due to its
high dimensionality. It has also been noticed that the accuracy of KNN was relatively low,
especially when compared to other classification algorithms for all datasets.

5.2. Experiment 2

In this experiment, we investigated the impact of incorporating the optimized wrapper
feature selection method based on the bio-inspired algorithms (GWO, FPA, BA, and ABC)
into the used predictive classifiers (NB, KNN, SVM, and DT) using two datasets (PBC and
GE). Table 6 presents the obtained results of the proposed models.

Regarding the PBC dataset, Figure 3 shows the obtained accuracy results for the
proposed models. It can be seen from Table 6 and Figure 3 that the GWO-SVM and
GWO-DT models gave the highest accuracy results of 99.66% and 98.29%, respectively,
compared to the GWO-NB model (97.58%), followed by the GWO-KNN model (96.89%).
The FPA-SVM model achieved the highest accuracy of 99.56% compared with the FPA-DT
model (96.21%) and the FPA-KNN (95.52%), while the lowest accuracy was obtained by
the FPA-NB model (94.88%). On the other hand, the BA-based wrapper models gave the
highest accuracy with the BA-SVM (98.97%) and BA-NB models (97.60%) compared to
the BA-DT model (96.22%), followed by the BA-KNN model (93.14%). For ABC-based
wrapper models, the ABC-SVM model gave the highest accuracy (98.63%) compared with
the ABC-KNN model (98.27%) and the ABC-DT (97.73%). The ABC-NB model gave the
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lowest accuracy of 95.54%.According to the obtained results, GWO-SVM had the best
classification performance on the PBC dataset compared to the remaining classifiers.

Table 6. Second Experiment Results.

Data Type PBC GE

Grey Wolf Optimization

AUC Recall Precision F1-Score Acc AUC Recall Precision F1-Score Acc

NB 97.58 97.48 97.89 97.14 97.57 63.34 43.0 46.66 45.0 60.0

KNN 96.89 96.79 97.23 96.42 96.88 63.33 72.0 58.33 100 62.5

SVM 99.66 99.67 99.33 100 99.69 99.34 96.0 100 92.66 99.33

DT 98.29 98.16 98.54 97.85 98.27 80.0 83.33 81.66 95.0 85.0

Flower Pollination Algorithm

NB 94.88 94.61 94.56 95.04 94.87 70.0 59.66 61.66 60.0 61.0

KNN 95.52 95.33 95.10 95.76 95.54 60.0 70.33 56.66 100 60.0

SVM 99.56 99.65 99.33 100 99.66 96.67 97.14 95.0 100 96.67

DT 96.21 95.98 97.10 95.0 96.16 76.66 69.33 68.33 75.0 72.5

Bat Algorithm

NB 97.60 97.50 98.61 96.47 97.57 63.33 43.33 50.0 40.0 57.5

KNN 93.14 92.82 93.63 92.85 93.09 56.66 68.33 53.33 100 55.0

SVM 98.97 98.78 98.01 100 99.0 97.43 97.33 97.33 97.33 97.34

DT 96.22 95.83 97.75 94.22 96.11 89.99 91.66 93.33 95.0 92.0

Artificial Bee Colony

NB 95.54 95.02 97.90 92.85 95.42 56.66 48.33 55.0 45.0 52.5

KNN 98.27 98.22 97.90 98.57 98.28 53.33 66.67 51.66 100 52.5

SVM 98.63 98.61 98.08 99.28 98.66 96.66 96.0 100 93.33 96.67

DT 97.73 97.89 98.06 97.85 97.92 93.33 94.66 91.66 100 92.5

 

Figure 3. Comparison of accuracy between proposed models on PBC dataset.

Regarding the GE dataset, Figure 4 shows the accuracy results of the proposed models.
GWO-SVM had the highest accuracy of 99.34% compared to the GWO-DT model (80.0%),
followed by the GWO-KNN (63.34%) and GWO-NB models (63.33%). As for the FPA-
based models, the FPA-SVM model gave the highest accuracy (96.67%) compared with the
FPA-DT model (76.66%) and the FPA-NB (70.0%). The FPA-KNN model had the lowest
accuracy of 60.0%. On the other hand, the BA-based models gave the highest accuracy
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with the SVM-BA model (97.34%) compared to the BA-DT model (89.99%), followed by the
BA-NB model (63.33%), and BA-KNN gave the lowest accuracy of 56.66%. For ABC-based
models, the ABC-SVM model gave the highest accuracy (96.66%) compared with the ABC-
DT model (93.33%) and ABC-NB (56.66%), while the lowest accuracy was 53.33% for the
ABC-KNN model.

 

Figure 4. Comparison of accuracy between proposed models on the GE dataset.

According to the obtained results, GWO-SVM had the best classification performance
on the GE dataset compared to the remaining classifiers. In general, we can say that the
proposed models achieved a good predictive performance on the two datasets. For the
PBC dataset, the SVM and DT classifiers had a better performance with the four optimized
wrapper methods. GWO-SVM and FPA-SVM were the best models with highest accuracies
of 99.66% and 99.56%, respectively. As for the GE dataset, the SVM classifier was better with
the four optimized wrapper methods than the other classifiers. GWO-SVM and BA-SVM
were the best models with the highest accuracies of 99.34% and 97.43%, respectively.

Figure 5 presents the F1 score results of the 16 proposed models on PBC dataset. The
SVM classifier gave the highest results with the GWO, FPA, BA, and ABC-based models
(99.67%, 99.65%, 98.78%, and 98.61%, respectively) compared to the other classifiers. On
the other hand, the BA-KNN model gave the lowest result (92.82%).

 

Figure 5. Comparison of F1 score results between proposed models on PBC dataset.

Figure 6 presents the F1 score results of the 16 proposed models on the GE dataset.
The SVM classifier gave the highest results with GWO, FPA, BA, and ABC-based models
(96.0%, 97.14%, 97.33%, and 96.0%, respectively) compared to the other classifiers. On the
other hand, the BA-NB model gave the lowest result (43.33%).
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Figure 6. Comparison of F1 score results between proposed models on the GE dataset.

Figure 7 shows the graphical representation of the ROC curves for all four classifiers in
each wrapper selection method on the PBC dataset. In the ROC curves of the GWO-based
wrapper models the SVM curve covers more areas, followed by DT and then NB and KNN
(99.69%, 98.27%, 97.57%, and 96.88%, respectively). In the ROC curves of the FPA-based
wrapper models, the SVM curve covered more areas, followed by DT and then KNN and
NB (99.66%, 96.16%, 95.54%, and 94.87%, respectively). In the ROC curves of BA-based
wrapper models the SVM curve covers more areas, followed by the NB and then the DT and
KNN (99.0%, 97.57%, 96.11%, and 93.09%, respectively). In the ROC curves of ABC-based
wrapper models the SVM curve covers more areas, followed by the KNN and then the DT
and NB (98.66%, 98.28%, 97.92%, and 95.42%, respectively).

 

Figure 7. ROC curves of the proposed models on the GE dataset.

Figure 8 shows the AUC results for all four classifiers in each wrapper selection
method in the GE dataset. In the ROC curves of the GWO-based wrapper models, the SVM
curve covers more areas, followed by DT, and then KNN and NB (99.33%, 85.0%, 62.5%,
and 60.0%, respectively). In the ROC curves of FPA-based wrapper models, the SVM curve

18



Appl. Sci. 2022, 12, 3812

covered more areas, followed by DT, and then NB and KNN (96.67%, 72.5%, 61.0%, and
60.0%, respectively). In the ROC curves of the BA-based wrapper models, the SVM curve
covered more areas, followed by DT, and then NB and KNN (97.34%, 92.0%, 57.5%, and
55.0%, respectively) In the ROC curves of the ABC-based wrapper models the SVM curve
covers more areas, followed by KNN, and then DT and NB (96.67%, 96.67%, 52.5%, and
52.5%, respectively).

 

Figure 8. ROC curves of the proposed models on the PBC dataset.

The precision results in the PBC dataset were the best in GWO-SVM and FPA-SVM,
while GWO-SVM and ABC-SVM returned the best results in the GE dataset. Moreover,
GWO-SVM and BA-SVM gave the best recall results in the PBC dataset, while GWO-KNN,
FPA-KNN, FPA-SVM, BA-KNN, and ABC-KNN returned the best results in the GE dataset
with 100%.

Furthermore, Table 7 shows the number of selected features in each model for two
datasets. For the PBC dataset, the BA-based wrapper model obtained the minimum number
of features compared to the other models. For the GE dataset, the GWO-based wrapper
model obtained the minimum number of genes compared to other models. Therefore, this
was reflected in the ability of the GWO-SVM, FPA-SVM, BA-SVM, and ABC-SVM models
to gain the highest accuracy results. In general, all algorithms succeeded in reducing the
high dimensionality of our datasets.

Table 7. Final optimal features.

Data Type
Before

Optimized
FS

After Optimized FS

Algorithm

GWO FPA BA ABC

PBC 20 6 13 4 12

GE 43,931 15,392 21,714 21,556 21,469

5.2.1. Comparison between Experiment 1 and Experiment 2

In this section, we compare the results of the first experiment, which used all of the
features of the datasets along with Experiment 2, which selected the most informative
subset of the features using the proposed wrapper selection method.
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According to Figures 9 and 10, and Tables 6 and 7, we observed the following: From
Figure 9, we can see that all classifiers’ accuracies were enhanced after using the GWO, FPA,
BA, and ABC-based wrapper methods. The best model that obtained the best accuracy on
the PBC dataset was GWO-SVM (99.66%) in Experiment 2, while the DT classifier gave the
highest accuracy of 95.5% in Experiment 1.

 

Figure 9. Comparison of accuracy between Experiment 1 and Experiment 2 on the PBC dataset.

 

Figure 10. Comparison of accuracy between Experiment 1 and Experiment 2 on GE dataset.

On other hand, Figure 10 shows that all classifiers’ accuracies were enhanced after
using the GWO, FPA, BA, and ABC-based wrapper methods on the GE dataset. The best
accuracy achieved in Experiment 2 was 99.34% for GWO-SVM, while the best accuracy
obtained in Experiment 1 was 86.6% for the DT classifier.

Moreover, the size of the features was reduced to 6 after using GWO for the PBC
dataset and 15,392 for the GE dataset. Regarding AUC, F1score, precision, and recall, they
were also enhanced after using the GWO, FPA, BA, and ABC-based wrapper selection
methods for the two datasets.

5.2.2. Comparison between the Proposed Models and Previous Work

In this part, we compare the results of the previous work in the literature, which used
the Firefly feature selection algorithm with SVM classifier (FA-SVM) on the PBC dataset [3]
and IG filter with a deep belief network algorithm for classification (DBN-IG) on the GE
dataset [27], with the four best obtained results of the proposed models, which selected the
most informative subset of features.
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According to results for the PBC dataset from Tables 7 and 8, we observed that the
four proposed models gave better accuracy of results compared with previous work [3],
and the GWO-SVM model had the highest accuracy with 99.66%. Moreover, the size of
the features in the proposed models was reduced to 4 by the BA-based wrapper model
and 6 by the GWO-based wrapper model, rather than 10 by FA-based wrapper model [3].
Based on the results of the GE dataset from Tables 7 and 9, we observed that the GWO-SVM
proposed model enhanced the accuracy to 99.34% compared with the accuracy of the
previous work [27], which was 98.64%.

Table 8. Comparison between the proposed models and previous work [3] on the PBC dataset.

Previous
Work [3]

Proposed Models

FA-SVM GWO-SVM FPA-SVM BA-SVM ABC-SVM

Accuracy 97.95% 99.66% 99.5% 98.9% 98.63%

Table 9. Comparison between the proposed models and previous work [27] on the GE dataset.

Previous
Work [27]

Proposed Models

DBN-IG GWO-SVM FPA-SVM BA-SVM ABC-SVM

Accuracy 98.64% 99.34% 96.6% 97.4% 96.66%

To sum up, the experimental results showed the effectiveness of incorporating the
optimized wrapper feature selection based on bio-inspired algorithms (GWO, FPA, BA, and
ABC) into the four predictive classifiers (NB, KNN, SVM, and DT) in terms of the accuracy
of ASD prediction for the PBC dataset and GE dataset.

5.2.3. Comparison between the Proposed Models and the DL Based Model

In this section, we compared the highest results of the 16 proposed models with the
CNN model that was employed for ASD classification. According to the obtained results,
for the PBC dataset from Table 10, we observed that the GWO-SVM gave better accuracy
results of 99.66% compared to the CNN model (98.64). This can be attributed to the small
size of the PBC dataset.

Table 10. Comparison between the proposed models and the DL-based model.

PBC GE

CNN GWO-SVM CNN GWO-SVM

Accuracy 98.64% 99.66% 99.98% 99.34%

Based on the results of the GE dataset from Table 10, we observed that the CNN model
achieved better accuracy of 99.98% compared to the accuracy obtained by GWO-SVM,
which was 99.34%.

6. Conclusions and Future Work

Several different ML algorithms that can be used for ASD detection; however, some of
them are unnecessarily time-consuming and prone to human error, and thus by the time
the disease is detected, the patient may already be in the stage of ASD that is difficult to
deal with. The challenge is to implement an automatic, fast, and accurate model for early
ASD detection.

This project aims to assess the ability of optimizing the wrapper FS method based on
bio-inspired algorithms (GWO, FPA, BA, and ABC) to enhance the prediction accuracy of 16
ML models (GWO-NB, GWO-KNN, GWO-SVM, GWO-DT, FPA-NB, FPA-KNN, FPA-SVM,
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FPA-DT, BA-NB, BA-KNN, BA-SVM, BA-DT, ABC-NB, ABC-KNN, ABC-SVM, and ABC-
DT). The optimized wrapper FS methods were thus implemented with four different ML
classifiers, NB, KNN, SVM, and DT. All of the algorithms were evaluated on two datasets
and were compared with the results for the original classifiers.

The experimental results showed the effectiveness of the proposed models in terms
of the prediction accuracy of ASD, especially when we used the GE dataset. Generally,
the models produced a good accuracy with both the PBC and GE datasets. Among all 16
models, GWO-SVM obtained the highest accuracy overall for both the PBC and GE datasets.
In addition, the DL-based model achieved better accuracy results with big datasets such as
GE rather than the PBC dataset. The main limitations faced in this work were the significant
computation time when the number of features was large, as well as the large amount of
memory and more powerful processor.

In the future, the aim is to compare these algorithms based on bio-inspired algorithms
with deep learning approaches for ASD prediction after obtaining more patient samples.
Moreover, the combination between two dataset types with the same samples may provide
more accurate results. Hybrid feature selection may also be used as a future approach, as it
combines the advantages of both filter and wrapper algorithms.
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Abbreviations

Abbreviation Definition
ASD Autism spectrum disorder
ML Machine learning
DL Deep learning
GE Gene expression
PBC Personal and behavioral characteristics
GWO Gray wolf optimization
FPA Flower pollination algorithm
BA Bat algorithms
ABC Artificial bee colony
AUC Area under the curve
SVM Support vector machine
DT Decision tree
NB Naïve Bayes
KNN K-nearest neighbor
FS Feature selection
NIC Nature-inspired computation
UCI University of California, Irvine
LR Linear regression
LDA Linear discriminant analysis
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RF Random forest
SVC Support vector classifier
RT Random tree
CFS Correlation feature selection
BT Bagged tree feature selector
REF Recursive feature elimination
IG Information gain
SMO Sequential minimal optimization
ABIDE Autism brain imaging data exchange dataset
GBM Gradient boosting machine
GBPSO Geometric binary particle swarm optimization
WRS Wilcoxon rank sum test
PSO Particle swarm optimization
RFE Recursive feature elimination
PDD Pervasive developmental disorder
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Abstract: Although various studies on monitoring dog behavior have been conducted, methods that
can minimize or compensate data noise are required. This paper proposes multimodal data-based
dog behavior recognition that fuses video and sensor data using a camera and a wearable device.
The video data represent the moving area of dogs to detect the dogs. The sensor data represent
the movement of the dogs and extract features that affect dog behavior recognition. Seven types of
behavior recognition were conducted, and the results of the two data types were used to recognize
the dog’s behavior through a fusion model based on deep learning. Experimentation determined
that, among FasterRCNN, YOLOv3, and YOLOv4, the object detection rate and behavior recognition
accuracy were the highest when YOLOv4 was used. In addition, the sensor data showed the best
performance when all statistical features were selected. Finally, it was confirmed that the performance
of multimodal data-based fusion models was improved over that of single data-based models and
that the CNN-LSTM-based model had the best performance. The method presented in this study
can be applied for dog treatment or health monitoring, and it is expected to provide a simple way to
estimate the amount of activity.

Keywords: multimodal data; behavior recognition; dog detection; fusion model; deep learning

1. Introduction

Recently, as the number of families raising pets such as dogs and cats has increased,
interest in human–pet interaction (HPI) has also increased. For HPI, it is necessary to know
the emotions and health conditions of pets; however, it is difficult for humans to recognize
pets’ expressions. To solve this issue, monitoring studies of behavioral observation of dogs
using cameras, wearable devices, and pet products are being conducted [1–3].

Among them, the basic factor monitored in dogs in daily life is the dog’s amount
of activity, such as the number of steps it takes. Like a smartwatch worn by a human, a
wearable device records how much the wearer has moved. In addition, such devices make
it possible to understand the sleeping time or patterns of the dog; when changes in the
dog’s movement are observed or the amount of activity decreases rapidly, a disease may
be suspected.

To determine the activity level of dogs, a video camera or a wearable device can be
used. A camera is installed in the house to observe the dog’s behavior in an empty house,
so it is widely used in monitoring research for disease care [2–4]. For a wearable device,
various sensors can be used to analyze a dog’s movements. There are various commercial
wearable devices such as Petpace, Fitbark, and Whistle, that measure and track the number
of steps taken by a dog, which serves as a proxy for activity level [1,5].

With the combination of the technologies of Internet of Things (IoT), machine learning,
and artificial intelligence, the amount of activity in dogs can be specified. In the past, only
the direction or speed of the movement of the dog in the video was detected, or the activity
level was estimated in 3–5 steps with data centered on acceleration for wearable devices.
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Recently, the amount of activity has been obtained through recognition of the behavior
of dogs. Through examination of the detection area or joint movement in the video or
embedding various sensors such as a gyroscope and inertial measurement unit (IMU) in
the wearable device, it became possible to recognize specific behaviors such as sitting and
standing, which greatly improved the accuracy [1]. With these methods, detailed dog
monitoring is possible if the amount of activity is obtained through behavior recognition
of dogs. For example, since it is possible to measure the calorie consumption for each
behavior, it is possible to suggest an appropriate amount or type of feed. In addition, in the
case of a dog whose leg has been operated on, the degree of movement can be checked for
rehabilitation, and exercise can be recommended on days when there is little movement.

However, various issues may arise in the process of collecting the behavior data of
dogs. Cameras should be installed in such a way that as little overlapping with people or
other objects occurs as possible. In addition, for wearable devices, the wearing direction
or position should be constant. Some existing studies have controlled the experimental
environment when collecting dog behavior data, so the collection method’s performance
may degrade in real-life applications [1]. To reduce the noise of the data collected in such
an environment, preprocessing and analysis methods suitable for the characteristics of the
data are also required; however, this is only a supplementary method.

To address this problem, multiple, rather than single types of data can be used. The
fusion of multiple data types makes it possible to complement data noise and improve the
accuracy of the behavior recognition of dogs. In research on human behavior recognition,
various behavior recognition studies using multiple data have already been conducted [6];
however, there have been few behavior recognition studies for dogs.

Accordingly, this paper proposes behavior recognition that combines multimodal data
to estimate the amount of activity for the most commonly raised dogs. For this purpose,
we aimed to recognize seven behaviors (standing, sitting, lying with raised head, lying
without raised head, walking, sniffing, and running) with video data from a camera and
sensor data (acceleration, gyroscope) from a wearable device.

The main contributions of this paper are:

1. Exploration of a suitable dog detection method using video data by comparing object
detection methods (FasterRCNN, YOLOv3, YOLOv4) mainly used in computer vision.

2. Exploration of the combination of statistical characteristics that affect the recognition
of dog behavior using sensor data (acceleration, gyroscope) collected from wear-
able devices.

3. Comparison of the performance of the existing method using single data and the
method that fuses multimodal data and exploration of the model for dog behavior
recognition improvement through performance comparison between deep learning-
based fusion models (CNN, LSTM, CNN-LSTM).

2. Related Works

2.1. Behavior Recognition Based on Multimodal Data

Research on behavior recognition has been progressing rapidly and has focused mostly
on humans. Most existing studies on behavior recognition have focused on images [7,8].
However, due to problems with various shooting environments and hardware resource
problems, most studies use sensors that are cheaper and have a high computational effi-
ciency [9–11].

In recent years, multimodal data-based studies have been gradually increasing in num-
ber to improve the accuracy of behavior recognition. Among them, the study of behavior
recognition through the fusion of various sensor data were focused on and the accuracy
was improved when using multiple-sensor data compared to single-sensor data [6]. In
general, accelerometer and gyroscope data are often used in behavior recognition. Steels
et al. performed badminton behavior recognition using accelerometer and gyroscope data,
and the accuracy of most actions such as drive, smash, and net drop was improved [12].
Uddin et al. proposed a behavior recognition system for health management that required
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wearing electrocardiogram (ECG) sensors, accelerometers, and gyroscope sensors on the
chest, wrist, and ankle [13].

Furthermore, studies based on multimodal data that combine different types of data
have been conducted. Fusing these different types of data can complement the quality of
data, which can have a good effect on performance. Ehatisham Ul Haq et al. proposed a
multimodal feature feature-level fusion approach for human behavior recognition using
RGB cameras, depth sensors, and wearable inertial sensors, and the accuracy was improved
when data of RGB cameras, accelerometers, and gyroscopes was fused [9].

Behavior recognition based on multimodal data that fuses these different types of
data requires deep learning techniques that can automatically extract abstract features
for each data type. Accordingly, multilayer perceptron (MLP), convolutional neural net-
works (CNNs), and recurrent neural networks (RNNs) are widely used to study behavior
recognition and show higher performance than existing methods [7,14–16].

Accordingly, this paper collected multimodal data using a camera and a wearable
device and fused them based on the abovementioned studies to obtain behavior recognition.
In addition, we used a deep learning-based model to extract features from multimodal data.

2.2. Dog Behavior Recognition

Pet behavior recognition research is important for understanding the condition of pets.
Various studies are being conducted to check the status of pets in daily life such as their
activity and sleep or to predict diseases using medical data [17]. Among them, the study
of dog behavior recognition can be divided into cases using video data and cases using
sensor data.

Research using video data can be further divided into research to detect dogs and
research to extract joint motion. For dog detection, data collection and analysis are only
easy when the shooting location is fixed, so a camera is generally attached to the ceiling to
observe the dog’s movements. Bleuer Elsner et al. analyzed movement patterns in dogs
with attention-deficit/hyperactivity disorder (ADHD)-like behavior, which they observed
by installing a camera on the ceiling [3]. However, when the camera was attached to the
ceiling, only the movement and speed of the dog could be identified [3]. Furthermore,
research is also being conducted to recognize the behavior of livestock animals such as pigs,
cows, and horses [18].

Research on the skeletons of dogs is focused on pose estimation. The 3D position
of dogs can be estimated using Kinect, a camera that can recognize depth and is mainly
composed of RGB and IR cameras. Kearney et al. proposed a markerless approach for 3D
canine pose estimation from RGBD images using the Kinect v2 [19]. Pereira et al. proposed
SLEAP, a multi-animal pose tracking framework for living things ranging from insects to
vertebrates [20].

In studies using these video data, overlap with other objects significantly lowers the
recognition accuracy. In addition, since behavior recognition is only possible within the
shooting radius, it is difficult to target dogs at home unless the entire house is photographed
with cameras.

In comparison, studies using sensor data generally collect data by strapping a wearable
device onto a dog. Currently, commercialized devices such as Fitbark, Petpace, and Whistle
have been released and are used for tracking dogs’ activity; these are mainly used to
increase the activity of dogs and improve their health [21].

The appropriate location for the device to be worn—such as the neck, stomach, legs, or
tail—has been extensively studied; it is important to select an appropriate location because
a poor choice can cause discomfort to the dog. Most commercially available devices are
worn around the neck [22,23], which has relatively less noise than other locations [24]. In
addition, when examining the behavior types of dogs, most commercialized dog wearable
devices have an accelerometer sensor to estimate the dog’s behavior [22]. Since a single
sensor is used, the activity level of dogs is divided into three to five levels rather than
more sophisticated behavior recognition. Recently, more detailed behavior recognition has
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become possible because gyroscope sensor data can be integrated and analyzed, but it is
difficult to obtain high recognition accuracy for all behaviors.

Table 1 summarizes previous studies of dog behavior recognition using video data or
sensor data. To date, there have been many machine learning-based behavior recognition
studies, but research has been conducted by collecting either only video or sensor data.
There are studies on behavior recognition based on multimodal data that embed various
sensors in wearable devices, but fusing it with other types of data can improve the accuracy,
and if data noise occurs, it can be compensated. Accordingly, in this paper, we aimed to
improve the behavior recognition accuracy of dogs by solving the problems of existing
studies through deep learning-based fusion of sensor data and video data.

Table 1. Summary of dog behavior recognition studies using a camera or wearable device.

Paper Using Video
Data

Using Sensor Data Number of
Behaviors

Machine
Learning

Deep
LearningPosition Acc Gyro

[1] Neck O 10 O
[2] Neck O 3 O

[23] Neck
Tail O O 7 O

[25] Neck
Back O O 7 O

[26] O 10 O

This paper O Neck O O 7 O

3. Dog Behavior Recognition Based on Multimodal Data

In this study, we propose dog behavior recognition based on multimodal data. The
purpose of this study was to find a method to improve the behavior recognition accuracy
of dogs. This was performed to estimate the specific amount of activity of dogs. We limited
our analysis to the most common dog breed, and we used a commonly used camera and
wearable device. We assumed that the camera was installed in a place where the dog can
be seen easily with minimal overlapping of other objects inside or outside the house and
the wearable device was a collar.

Table 2 illustrates seven behaviors to recognize: standing, sitting, lying with raised
head, lying without raised head, walking, sniffing, and running. Although dogs display
various behaviors in daily life, such as eating and shaking, the behaviors representing the
amount of activity of dogs were selected after referring to existing studies on dog behavior
recognition [1,2,25,26]. In addition, since the wearable device is worn on the neck, it is
sensitive to the movement of the head. In this paper, the criterion for lying was divided
by whether the head was raised. Since the shortest length of each behavior is 4 s, it was
processed by generating behavior sequence data for 4 s segments.

Figure 1 describes the overall process of data collection, data preprocessing, and dog
behavior recognition. First, behavior data on videos and sensors were collected through
cameras and wearable devices, followed by data preprocessing. For the video data, a dog
was detected in a frame, missing values that were not detected were processed; for sensor
data, outliers were removed, and missing values were processed. After that, the two types
of data were synchronized based on time to generate behavior sequence data. These data
were input into the proposed fusion model, which then learned to recognize dog behavior.
The following subsections describe the details of each step.
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Table 2. Dog behavior to be recognized.

Behavior Code Behavior Description

B1 Standing Standing still with all four legs touching the
ground.

B2 Sitting The buttocks touch the floor without the
stomach touching the floor.

B3 Lying with raised head Lying down on the floor with their side, back, or
stomach on the floor with their head raised.

B4 Lying without raised
head

Lying down the floor with their side, back, or
stomach on the floor without raising their head.

B5 Walking Moving forward with four legs moving (three
legs touching the ground).

B6 Sniffing Moving or stopping with light head movement
and the nose close to the ground.

B7 Running Moving forward with legs moving
simultaneously at a faster speed than walking.

Figure 1. Process of dog behavior recognition based on multimodal data.

3.1. Video Data Collection and Preprocessing

The video data were used to check the movement area of the dog, and an IP camera
was used to capture the front or side view of the dog. Data were collected at 20 FPS with a
resolution of 1920 × 1080.

Since various objects such as the owner or dog products appeared in the collected video
data, dog detection was performed to check only the movement of dogs. Currently, various
methods have been proposed for object detection in computer vision; however, detecting
a distant dog inside a house requires a method with good performance at small object
detection. Among the representative small object detection methods, Liu compared the
performance of methods such as YOLOv3, FasterRCNN, and SSD [27]. In addition, Nguyen
compared the performance of RetinaNet, Fast RCNN, YOLOv3, and FasterRCNN [28]. In
terms of processing speed, it was confirmed that the performances of Faster RCNN and
YOLOv3 were excellent. Accordingly, in this paper, we performed dog detection by adding
FasterRCNN, YOLOv3, and YOLOv4, which has improved performance over YOLOv3 [29].

The collected data were sliced into 4-s units, and the result of dog detection for each
frame was the center coordinates (x, y), width, and height of the detected bounding box.
However, it is difficult to detect dogs in various shooting environments every time. For
the learning model, if all data for undetected frames is removed, the learning performance
may be degraded, so it is necessary to process missing values. For this purpose, missing
values were replaced using linear interpolation, which is one of the most widely used
methods because of its simplicity and low computational cost. Since the length of the video
data were not long, even if the missing values were continuous, if there were detected
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bounding boxes before and after the missing values, it was set to be interpolated to replace
the missing values. If 50% or more of the values for one video were missing, the data
were filtered because the reliability of the data would be lost even if the missing values
were replaced.

3.2. Sensor Data Collection and Preprocessing

The collected sensor data were three-axis accelerometer and three-axis gyroscope da-ta
taken once per second from a wearable device placed on the neck of a dog. The collected
data were scaled using the median and quartiles values to minimize the influence of outliers
on data collected from the wearable device. Next, an upsampling process was performed
for each time-series index to display the collected data as a sequence. In the communication
process, it was also necessary to process missing values for the time not collected because
of the possibility that some data may have been lost. As with the video data, the missing
values were replaced using linear interpolation. The sensor data had a shorter length, so to
interpolate only data for 1 s out of 4 s, the number of consecutively interpolating missing
values was limited to one. Next, for input into the learning model, the sensor data were
divided into 4-s windows through a sliding window.

Next, we proceeded with feature extraction. Feature extraction can generally be di-
vided into handcrafting features and learning features. Handcrafting features require little
computation and can be easily extracted, but the sensor type is specific and feature selection
is required, whereas learning features automatically learn features from raw data and are
robust, but it is difficult to adjust parameters and interpret learned features [8]. Accordingly,
we want to improve the behavior recognition accuracy by extracting handcrafting features
and reflecting them in the learning model.

In several studies, statistical features have been extracted and used for behavior recog-
nition; however, this study only used features with little computation because complex
features were automatically extracted and input into the next step, a fusion model. The
features ( f ) selected in this study were the mean ( fmean), variance ( fvar), standard deviation
( fstd), amplitude ( famp), and skewness ( fskew); their equations are (1)–(5) for data length n
and data value x. These features were counted 30 times for the three axes of the accelerom-
eter and three axes of the gyroscope, and these features became the input values of the
fusion model together with the raw data to determine how much they affect dog behavior
recognition accuracy.

fmean =
1
n ∑n

i=1 xi (1)

fvar =
1
n ∑(x − x)2 (2)

fstd =

√
1
n ∑(x − x)2 (3)

famp = max(x)− min(x) (4)

fskew =
1
n ∑n

i=1(xi − x)3

(
1
n ∑n

i=1(xi − x)2
) 3

2
(5)

3.3. Dog Behavior Recognition

Figure 2 describes the model based on the multimodal data for dog behavior recogni-
tion extracted the features of video data and sensor data and then merged the extracted
data to recognize behaviors.
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Figure 2. Overall model structure based on the multimodal data for dog behavior recognition.

3.3.1. Feature Extraction

Feature extraction uses CNN, which performs a convolution operation. CNNs can
extract high-level features from both time-series data and video data. In this study, we
extracted features using CNN for both video data and sensor data, which required us to
conduct feature extraction separately.

Since the feature extraction of video data were 80 4-s frames, we focused on reducing
the frame dimension. The convolution operation consists of seven filters of size (3, 1) and
proceeds three times through the ReLU activation function, after which batch normalization
is performed. Then, after max-pooling with (5, 1) size, dropout is performed at a rate of
0.25 to prevent overfitting. Finally, the extracted features are flattened to perform dense
layer and batch normalization.

Feature extraction for sensor data were performed by dividing the accelerator and
gyroscope. First, the raw data and the selected features are concatenated. Next, the
convolution operation is performed twice with size (3, 1) and once with size (1, 3). The first
two are for dimensionality reduction for features, and the last is dimensionality reduction
for three axes. Then, after batch normalization, maxpooling of size (2, 1) is performed, and
dropout is performed at a rate of 0.25. Finally, through flattening of the extracted features,
the dense layer and batch normalization are performed. For the gyroscope data, the same
process was performed. Finally, the extracted features of the accelerator and gyroscope are
concatenated again.

3.3.2. Feature Fusion Model for Dog Behavior Recognition

Next, the extracted features were fused and classified to recognize dog behaviors. We
used CNN, LSTM, and CNN-LSTM models, which are the most commonly used deep
learning methods. LSTM is a type of RNN that is specialized for time-series and improves
the vanishing gradient problem of RNN. Furthermore, a recent hybrid method of CNN and
LSTM has shown good performance in feature extraction considering time-series and is
being used in research on prediction and classification in various fields. The structures of
the CNN, LSTM, and CNN-LSTM models constructed in this study are shown in Figure 3.
As the final step of all models, softmax was performed for multiple behavior recognition to
derive behavior-specific probabilities.
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Figure 3. Model structures of CNN, LSTM, and CNN-LSTM for feature fusion.

4. Experiments

4.1. Experimental Setup

This study was implemented using Keras as a backend with TensorFlow as a Python
language. Table 3 shows the detailed experimental specifications of this study.

Table 3. Experimental specifications.

Metric Description

CPU Intel Core i7-8700K
GPU NVIDIA GeForce RTX 3080
RAM 32 GB

Python 3.8
TensorFlow 2.4.1

Keras 2.5.0

4.1.1. Data Collection Process and Dataset

The experiment was conducted with one dog: a 4-year-old male Yorkshire terrier. Data
collection was conducted in compliance with animal ethics. To obtain consent from the
owner and to eliminate the dog’s anxiety, the collection was always carried out in situations
where the owner accompanied the dog. In addition, to reflect the environment in daily life
as much as possible, natural behaviors, not trained behaviors, were observed within the
radius captured by the camera. Among the data collected in this process, behaviors that
were externally influenced, other than self-moving behaviors such as petting or touching
the dog, were removed through filtering. In addition, the total time for collection of data
did not exceed 30 min to ensure that the health of the dog was not affected.

To make the collection environment as similar as possible to the environment in daily
life, there were no restrictions on the space inside the house, such as the living room or
outdoor space, and a camera was installed so that the front or side of the dog could be seen.
In addition, to increase the detection rate of the dog in the video, videos were not taken
from too far away. The IP camera used was the HejHome Smart Home Camera pro, and
the resolution was Full HD (1920 × 1080) and 20 FPS. Figure 4 describes the process of
collecting sensor data from a manufactured wearable device based on the Arduino nano
33 IoT board. The wearable device was manufactured as a collar. Data were collected from
the server through Bluetooth with an Android-based smart device. The accelerometer and
gyroscope data were collected using the LSM6DS3 module.
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Figure 4. The process of collecting sensor data from a manufactured wearable device.

The collected data were matched based on the time of the video data and the sensor
data, and cases where even one of the two data were not collected were excluded. In
the collected dataset, the behavior of the dog was determined based on the video, and
the behavior was labeled. The collected and pre-processed dataset is shown in Table 4.
To reduce the data imbalance, the most frequently collected behavior, sitting, was set as
30 differences from the second-largest behavior. For learning, 80% of the entire dataset was
used as the training dataset, the rest was used for the test dataset, and 20% of the training
dataset was used for the validation dataset.

Table 4. Experimental dataset.

Behavior
FasterRCNN YOLOv3 YOLOv4

Training Test Training Test Training Test

Standing 89 22 96 24 98 24
Sitting 132 34 144 37 142 36

Lying with raised head 99 25 121 30 105 26
Lying without raised

head 109 27 111 28 103 26

Sniffing 29 7 44 11 48 12
Walking 57 14 101 25 118 30
Running 8 2 31 8 54 13

Total 523 131 648 163 668 167

4.1.2. Performance Evaluation Measurement and Method

Performance evaluation was compared by measuring the accuracy, precision, recall,
and f-score. Accuracy represents the ratio of correctly recognized numbers among all N
pieces of data. Precision is the ratio of the prediction and the actual value of the positive
data among the positive prediction data and is defined in Equation (6). Recall is the
ratio of prediction and actual positive data among actual positive data and is defined as
Equation (7). The final f-score was calculated as the harmonic average of precision and
recall, as shown in Equation (8). In addition, various model evaluations were conducted
with 100 epochs and a batch size of 16. Adam was used as the optimizer, and the learning
rate was set to 0.001.

Precision =
True Positive

True Positive + False Positive
(6)

Recall =
True Positive

True Positive + False Negative
(7)

F − score = 2 × Precision × Recall
Precision + Recall

(8)

4.2. Experimental Results

The experiment had three goals. The first was to find a suitable dog detection method
by comparing the performance of object detection methods using video data. The second
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was to find the combination of statistical features that affect the behavioral recognition
of dogs by comparing the performance using sensor data. The third was to compare
the performance difference methods that use single data and those that fuse multimodal
data and to determine the proper model for improving dog behavior recognition through
performance comparison of deep learning-based fusion models.

4.2.1. Behavior Recognition Using Video Data

For the video data, FasterRCNN, YOLOv3, and YOLOv4 were used to check the
dog detection rate. To confirm the detection rate, an experiment was conducted using
a pre-trained model with the COCO dataset in three dog detection methods. Figure 5
displays one of the detected results for “sitting”. YOLOv4 detected the dog’s size better
than the other methods. Figure 6 shows the detection distribution according to the amount
of data. YOLOv3 had the largest amount of data with a 100% detection rate and the largest
amount of data with a 0% detection rate. On average, FasterRCNN’s detection rate was
68.62%, YOLOv3′s was 67.13%, and YOLOv4 had the highest detection rate at 72.01%.
Figure 7 shows the detection distribution by behavior. Overall, the recognition rate was
high when the dog performed B2 behavior, and the detection rate was the lowest when the
dog performed B7 behavior.

   
(a) (b) (c) 

Figure 5. Result of dog detection for “sitting”: (a) FasterRCNN; (b) YOLOv3; (c) YOLOv4.

Figure 6. Distribution of detection by method according to the amount of data.
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(a) (b) (c) 

Figure 7. Distribution of detection by dog behavior per method: (a) FasterRCNN; (b) YOLOv3;
(c) YOLOv4.

Table 5 shows the performance evaluation results for behavior recognition with the
object detection method using only video data. On average, the accuracy was 86.7%, and
among the methods, YOLOv4 had the highest accuracy (89.2%). Figure 8 shows the fusion
matrix of behavior recognition by behavior. In general, B1–B4, which did not involve
movement, had a high recognition rate. In contrast, in the case of B7, since the B7 data
of FasterRCNN were too small compared to that of YOLOv3 and YOLOv4, it was judged
that YOLOv3 and YOLOv4 were relatively well aware of running, whereas FasterRCNN
was not.

Table 5. Results of behavior recognition performance evaluation by dog detection methods using
video data.

Dog Detection
Method

Accuracy Precision Recall F-Score

FasterRCNN 86.3% 0.91 0.86 0.88
YOLOv3 84.7% 0.9 0.85 0.86
YOLOv4 89.2% 0.92 0.89 0.9

Average 86.7% 0.91 0.87 0.88

   
(a) (b) (c) 

Figure 8. Confusion matrix of behavior recognition by dog detection methods using video data:
(a) FasterRCNN; (b) YOLOv3; (c) YOLOv4. The bluer the cell, the higher the accuracy of dog recognition.

4.2.2. Behavior Recognition Using Sensor Data

Experiments on sensor data were conducted by combining the five statistical features
specified in Section 3.2, and it was confirmed which combination of features had the
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greatest effect on performance. Table 6 shows the experimental results for the case where
no features were selected (None), those for the single-feature case, and the ten feature
combinations that showed the best performance among multiple features from a total of
32 feature combinations.

Table 6. Results of behavior recognition performance evaluation by selected features using sen-
sor data.

Selected Features
Feature
Length

Accuracy Precision Recall F-Score

None 6 0.455 0.56 0.46 0.49

fmean 12 0.383 0.6 0.38 0.46
fvar 12 0.443 0.76 0.44 0.48
fstd 12 0.509 0.62 0.51 0.55
famp 12 0.479 0.63 0.48 0.54
fskew 12 0.395 0.66 0.4 0.47

fmean + famp 18 0.521 0.63 0.52 0.56
fvar + famp 18 0.515 0.62 0.51 0.54
famp + fskew 18 0.515 0.63 0.51 0.55

fmean + famp + fskew 24 0.515 0.61 0.51 0.55
fstd + famp + fskew 24 0.551 0.63 0.55 0.57

fmean + fvar + fstd + famp 30 0.503 0.68 0.5 0.56
fmean + fvar + fstd + fskew 30 0.551 0.7 0.55 0.61
fmean + fstd + famp + fskew 30 0.539 0.61 0.54 0.56
fvar + fstd + famp + fskew 30 0.539 0.67 0.54 0.58

fmean + fvar + fstd + famp + fskew 36 0.563 0.76 0.56 0.62

As a single feature, fstd performed well, but when combined with other features, famp
was the best complementary feature. In contrast, fvar degraded performance or did not
affect performance. In the case of multiple features, since the degree of complementa-
tion between features was different, there was a difference in performance even when
features were similarly combined; however, the performance was generally improved
when famp + fskew was included. As a result, the combination of multiple features elicited
better performance than the result using only raw data. Among them, the combination
that showed the best performance was fmean + fvar + fstd + famp + fskew, which showed an
accuracy of 56.3%.

Figure 9 shows the confusion matrix for None with no features selected and for the
best feature combination in Table 6. The sensor data showed that behavior recognition for
B4 and B6 was well achieved, and it was confirmed that the recognition rate for B2 was
improved when statistical features were included. Since the device worn around the neck
was sensitive to the movement of the head, it is judged that the recognition rate was high
because these behaviors feature fewer head movements than other behaviors.
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(a) (b) 

Figure 9. Confusion matrix of behavior recognition by selected features using sensor data: (a)
Confusion matrix with no selected features; (b) Confusion matrix with selected features of fmean +

fvar + fstd + famp + fskew.

4.2.3. Dog Behavior Recognition Based on Multimodal Data

The performance evaluation of the fusion model was performed on the fusion models
CNN, LSTM, and CNN-LSTM for each dog detection method. In addition, a model that
only concatenated the extracted features for each set of data were added to the performance
evaluation to compare the results of single data and multimodal data models.

Experimental results are shown in Table 7. Compared with the performance when
using only a single data type in Sections 4.2.1 and 4.2.2, it was confirmed that the average
performance was improved by about 90.3% when the data were integrated. Among the
fusion models for each dog detection method, the CNN-LSTM model showed higher
accuracy than other fusion models. In particular, in the case of YOLOv4, which had the
highest behavior recognition accuracy using video data, the CNN-LSTM model showed
the highest accuracy at about 93.4%. The performance of the CNN model and the LSTM
model is expected to improve slightly if they had as deep layers as the CNN-LSTM model.

Table 7. Results of behavior recognition performance evaluation by fusion models based on multi-
modal data.

Dog Detection
Method

Fusion Model
Measure

Accuracy Precision Recall F-Score

FasterRCNN

Only concatenate 0.885 0.89 0.89 0.89
CNN 0.855 0.88 0.85 0.86
LSTM 0.885 0.91 0.89 0.89

CNN-LSTM 0.924 0.94 0.92 0.93

YOLOv3

Only concatenate 0.908 0.92 0.91 0.91
CNN 0.926 0.94 0.93 0.93
LSTM 0.914 0.92 0.91 0.92

CNN-LSTM 0.920 0.93 0.92 0.92

YOLOv4

Only concatenate 0.904 0.91 0.9 0.9
CNN 0.898 0.91 0.9 0.9
LSTM 0.880 0.9 0.88 0.88

CNN-LSTM 0.934 0.94 0.93 0.93

Average 0.903 0.92 0.90 0.91

Figure 10 shows the confusion matrix for each fusion model. The recognition rate
for all behaviors is improved overall compared to the case of using single data. However,
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among them, the behavior recognition rate for B5 and B7 is slightly low. FasterRCNN,
which showed a very lower recognition rate for B5 and B7 when using only video data,
improved when using multimodal data, but still shows low numbers as shown in Figure 10a.
Even with the CNN-LSTM model, FasterRCNN had a low behavior recognition rate for B5
and B7 as shown in Figure 10d, whereas YOLOv3 and YOLOv4 significantly improved the
behavior recognition rate with the CNN-LSTM model as shown in Figure 10e,f.

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 10. Confusion matrix of behavior recognition by fusion models based on multimodal data:
(a) Only concatenate model with FasterRCNN; (b) Only concatenate model with YOLOv3; (c) Only
concatenate model with YOLOv4; (d) CNN-LSTM model with FasterRCNN; (e) CNN-LSTM model
with YOLOv3; (f) CNN-LSTM model with YOLOv4.

Since some aspects of sniffing may look similar to standing or walking, and walking
has similar appearances to running except for speed, it is thought that detailed feature
extraction is necessary to improve the accuracy of behavior recognition. Since the model
structure proposed in this paper is not an optimal model for behavior recognition of dogs,
if the model is improved, such as by increasing the layer depth or finding an appropriate
hyperparameter, the recognition rate of all behaviors will probably be improved.

5. Conclusions

This paper proposed a multimodal data-based behavior recognition of dogs by fus-
ing video data from a camera and sensor data (accelerator, gyroscope) from a wearable
device. The collected data were about dogs, and seven types of behavior (standing, sitting,
lying with raised head, lying without raised head, walking, sniffing, and running) were
recognized after preprocessing according to the characteristics of each data type.

In the case of video data, FasterRCNN, YOLOv3, and YOLOv4, which are representa-
tive object detection methods, were used to identify the movement area of dogs. Among
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them, YOLOv4 had the highest dog detection rate and the best behavior recognition perfor-
mance. Because behavior recognition was performed by extracting the detected area, the
object detection rate and the accuracy of behavior recognition had a high correlation. In the
case of sensor data, accelerator and gyroscope data were collected using a wearable device
manufactured based on Arduino, and various statistical feature extraction methods were
used. When two or more features were used rather than a single feature, high performance
was generally achieved, and the combination of the features with the highest performance
among them—the mean, variance, standard deviation, amplitude, and skewness—were
all combined. Finally, multimodal data-based CNN, LSTM, and CNN-LSTM models were
used to evaluate and compare performance with existing single data-based models. When
the video data and the sensor data were fused, the average accuracy was about 90.3%, and
the multimodal data-based models showed improved performance over that of the single
data-based models. In particular, when the CNN-LSTM model was used, the performance
was good, and the case of dog detection using YOLOv4 was the highest at about 93.4%.

In the process of carrying out this study, it was confirmed that there was a difference
in the recognition rate for each behavior in the results of the case where only video data
were used compared to the case where only sensor data were used. In the case of video
data, the recognition rate was high when there was no movement, such as standing, sitting,
lying with raised head, and lying without raised head. The recognition rate for running
was also high. Unlike sniffing and walking, running generally does not feature di-rection
change within 4 s, so it is probably judged that the feature was differentiated from other
behaviors. In the case of sensor data, the recognition rate for sitting, lying without raised
head, and walking was high, and the behaviors with little change in the head movement
were well recognized. Finally, the recognition rate for all behaviors overall increased as the
two data complemented each other for the multimodal data-based models.

Since optimizing the model was not the purpose of the study, we proceeded with one
dog, but in the future, data collection according to breed and size is required to reflect the
properties of various dogs. This study can be applied for the treatment or health monitoring
of dogs, and among them, it is expected to provide a simple way to estimate the amount of
activity. Various diseases such as obesity and depression can be identified through changes
in the activity level of dogs. To this end, if the data collection cycle is changed or the
model layer (number of layers, appropriate hyperparameters, etc.) is changed, then the
performance can be improved compared to the results found in this study. In the future,
to improve the accuracy of dog behavior recognition, we plan to find an optimal fusion
model and expand the behavior types.
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Abstract: With the proliferation of mobile devices, the amount of social media users and online news
articles are rapidly increasing, and text information online is accumulating as big data. As spatio-
temporal information becomes more important, research on extracting spatiotemporal information
from online text data and utilizing it for event analysis is being actively conducted. However, if
spatiotemporal information that does not describe the core subject of a document is extracted, it is
rather difficult to guarantee the accuracy of core event analysis. Therefore, it is important to extract
spatiotemporal information that describes the core topic of a document. In this study, spatio-temporal
information describing the core topic of a document is defined as ‘representative spatio-temporal
information’, and documents containing representative spatiotemporal information are defined as
‘representative spatio-temporal documents’. We proposed a character-level Convolution Neuron
Network (CNN)-based document classifier to classify representative spatio-temporal documents.
To train the proposed CNN model, 7400 training data were constructed for representative spatio-
temporal documents. The experimental results show that the proposed CNN model outperforms
traditional machine learning classifiers and existing CNN-based classifiers.

Keywords: convolution neural network; spatio-temporal document; document classification; big
text data

1. Introduction

Since social media-based data or online media data is composed of natural language, it
has a much larger and more complex structure than existing transaction data [1,2]. Recently,
the media distributes news articles online in order to quickly deliver news to consumers,
online news articles can identify current social trends and behavioral patterns of members
of society [3]. The social trend analysis technology for content published in online media has
the advantage of being less expensive and faster than the analysis by existing expert groups.
Therefore, research to detect and monitor current major issues by analyzing unstructured
text information from social media or online news posts and extracting useful knowledge
is being actively conducted.

For social trend analysis, it is important to identify event sentences from text doc-
uments such as social media or online news articles [4]. The event sentence refers to a
sentence in which specific content about a specific topic, i.e., who, where, when, what,
what, etc. is expressed. The temporal and spatial information included in news articles is
used to detect the early onset of disease and to determine the time and location of disease
outbreaks [5]. The temporal and spatial information presented in online news articles plays
a decisively important role in understanding social trends.

Existing research to detect spatial and temporal information from text focuses on
how accurately all temporal and spatial information contained within a document is
extracted [6–8]. A document can contain many pieces of information about time and space.
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In this study, among various spatial and temporal information included in a document,
temporal and spatial information describing the core topic of the document is defined as
‘representative spatio-temporal information’. The document including representative spatio-
temporal information is defined as a ‘representative spatiotemporal document’. If not only
representative spatio-temporal information but also a large number of general spatio-
temporal information are extracted from one document, the accuracy of core event analysis
based on spatio-temporal information can be lowered. In order to increase the accuracy
of core event analysis through artificial intelligence, it is necessary to remove unnecessary
spatio-temporal information from one document and extract only the representative spatio-
temporal information that accurately describes the core event in the document. Since
extracting representative spatio-temporal information from a single document is a high-
cost task, it is difficult to treat all documents from big data such as social media-based
data or online news articles as analysis targets. Therefore, in order to efficiently analyze
core events through representative spatio-temporal information, it is important to select
documents from which representative spatio-temporal information is extracted.

Research using machine learning (Naïve Bayes [9,10], SVM [11,12] and Random For-
est [13,14], etc.) in automatic document classification problems have been conducted so far.
Recently, as deep learning-based Convolution Neuron Network (CNN) has been used for
document classification, the performance of automatic document classification has been
greatly improved [15]. CNN started to attract attention in the field of artificial intelligence
as it showed excellent performance in image classification or object detection in the early
days [16–18]. Classification technology using CNN has expanded its field of application
from images to texts [19]. Recently, document classification using CNN is characterized as
an area that classifies documents (patent documents [20], contracts [21], infectious disease
documents [22], etc.) of a specific domain.

In this paper, we propose a character-level CNN-based representative spatio-temporal
document classification model. First, we built 7400 learning data from online news ar-
ticles provided by the National Institute of the Korean Language [23]. We developed
a character-level CNN-based document classifier (a.k.a. RepSTDoc_ConvNet) that can
classify representative spatio-temporal documents. RepSTDoc_ConvNet has a deeper CNN
layer and a fully-connected layer than the existing CNN-based document classification
model. In order to prove the performance of the proposed CNN model, we compared
RepSTDoc_ConvNet with three baseline machine learning classifiers (Gaussian Naïve
Bayes, linear SVM, and random forest) and three deep learning-based models (ConvNet,
DocClass_ConvNet [22] and DocClass_ConvNet_Mod).

The final goal of our study is to extract representative spatio-temporal information
from a large amount of documents. In order to extract representative spatio-temporal
information, it is first necessary to classify representative spatio-temporal documents
having representative spatio-temporal information in a large number of documents. This
paper corresponds to the stage of classification of representative spatio-temporal documents.
Through the representative spatio-temporal information, it can be used for natural disaster
detection and analysis of factors (events such as urban planning, building construction,
traffic control, and store opening) influencing business district analysis.

Our main contributions are summarized as follows.

• We defined a novel problem of classifying representative spatio-temporal documents
containing spatio-temporal information describing the core topic of a document.

• We developed 7400 learning data for representative spatio-temporal documents.
• We proposed a character-level CNN-based document classifier to classify representa-

tive spatio-temporal documents.
• The proposed RepSTDoc_ConvNet outperforms traditional machine learning classi-

fiers, achieving the F1 score of 61.2%.

The rest of the paper is organized as follows. Section 2 presents the literature review. In
Section 3, we define the research problem. Section 4 is the proposed CNN-based document
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classifier model. In Section 5, we provide the experimental results and discuss the detailed
implications along with their results. Section 6 presents the conclusion.

2. Literature Reviews

2.1. Traditional Machine Learning-Based Document Classification

The study of classifying documents using machine learning rather than reading doc-
uments by humans and classifying them into a given class has been conducted using
traditional machine learning. Among the various document classifications, the field of
detecting whether or not spam is spam was treated as an initial document classification
problem. The most common machine learning algorithms used to detect spam emails are
Gaussian Naive Bayes, Support Vector Machines (SVMs), and Neural Networks. Gaussian
Naive Bayes (GNB) is one of the earliest document classification algorithms applied to
spam filtering because it has low false positives and simple processing [9,10]. GNB uses a
conditional probability function combined with a simple bag-of-words feature to determine
the overall probability of whether a given email is spam or not. First, stop words are
deleted from the message, and the message is split into individual words. In all messages
in the data set, the total frequency of occurrence for the entire list of words is calculated. A
threshold is applied to delete the least frequent words and complete the unique vocabulary
of the data. The spam or non-spam label is then used to calculate the probability of each
word being included in the spam message. Finally, the probability that the message is
spam is calculated by combining the spam probability of each word in the message. Mitra
et al. [24] present a least-squares support vector machine (LS-SVM) that classifies noisy
document titles into various predetermined categories. Random Forest (RF) classifiers are
suitable for text classification on high-dimensional noise data. Islam et al. [25] proposed
a dynamic ensemble selection method to improve the performance of a random forest
classifier in text classification.

2.2. Deep Learning-Based Document Classification

Deep learning uses multi-layered artificial neural networks and learns useful features
directly from data. Deep learning is changing the paradigm of machine learning research,
showing remarkable performance gains in many areas of computer vision. Deep learning
technology has been applied to computer vision since 1989, and Yann LeCun [26] proposed
a Convolutional Neural Network that divides an image into several local regions and shares
weights for character recognition in an automatic postal classification system. CNN learns
features of input data using tensors as input, passes the data through a layer of neurons that
classifies the data into multiple stages, and computes the weights to pass as input to the
next layer. The main components that make CNN different from neural networks are three
layers (convolutional layer, pooling layer, and fully connected layer). The convolutional
layer convolves the multidimensional features of the input tensor and outputs a reduced
vectorization to pass to the pooling layer. In the max-pooling layer, we extract the maxima
from each neuron cluster in the previous layer, reducing the dimensionality while retaining
important information from the convolution. The final fully connected layer connects
the final node to each specified output class. Recently, in the field of computer vision, a
Recurrent Neural Network (RNN) is being used for image and video description generation,
handwriting recognition, and text or sound translation functions in images or videos [27].

Deep learning is being actively applied not only to computer vision but also to text
classification which identifies what kind of category the input text belongs to. Word2Vec
is used to transform the text into tensors or vectorized representations for processing in
CNNs. CNN showed higher performance in spam classification than traditional machine
learning methods. Huang [28] proposed a CNN (Convolutional Neural Network) model
for Chinese SMS (Short Message Service) spam detection. This study also discusses the
influence of hyper-parameters on CNN models and proposes optimal combinations of
hyper-parameters. Liu et al. [29] proposed a modified deep CNN model for email sentiment
classification. Mutabazi et al. [30] provided reviews of various medical text question-
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answering systems using deep learning. Kim et al. [22] developed a document classification
model related to infectious diseases using deep learning. A document classification model
was constructed using two deep learning algorithms (ConvNet and BiLSTM) and two
classification methods, DocClass and SenClass. Given a specific text extraction system, it
was shown to be compatible with the classification performance of human experts. It has
shown the potential of using deep learning to identify epidemic outbreaks.

Table 1 presents the summary of methods for text classification.

Table 1. Summary of methods for text classification.

Methods. Technique

Gaussian Naive
Bayes [9,10]

Gaussian Naive Bayes is used for text classification based on Bayes theorem
under a normal distribution with sample mean and sample variance.

Linear SVM
[11,12,24]

When a set of data belonging to one of two categories is given, SVMs are
powerful machine learning supervised learning models that can be used

for classification tasks.

Random Forest
[13,14,25]

Random forest is an ensemble method for learning multiple decision trees.
Random forests are being used for various problems such as detection,

classification, and regression.

ConvNet [15]
CNN is a type of multi-layer feed-forward artificial neural network. It is a
deep neural network technology that can process regional features of data

by applying filtering techniques to artificial neural networks.

3. Problem

In this section, we first define several concepts as well as the problem of representative
spatio-temporal documents.

Subject of the document. Let D = {d1, . . . , dn} be a set of documents. Each document
has a core subject, which is the message the author wants to convey to the reader. For
example, consider a news article reporting the damage of a typhoon that occurred on Jeju
Island, South Korea on September 7. di.subject = {‘typhoon damage’} denotes the subject of
di is about the damage caused by the typhoon that occurred on Jeju Island on September 7.

Spatio-temporal word. di = {s1, . . . , sm} is a sequence of sentences and si = {w1, . . . , wl}
is a sequence of words. Among the words contained in a document, there are words for a
specific time and place where an event occurred. wi.time = {‘September 7’} denotes that an
event occurred on September 7. wj.place = {‘Jeju Island’} denotes that the place where an
event occurred is Jeju Island.

Representativeness of spatio-temporal word. Several spatio-temporal words can
exist in one document. Some of the spatio-temporal words are related to the subject of the
document, and some are not. Among spatio-temporal words, we consider the words most
relevant to the subject of a document as ‘representative spatio-temporal words’. We denote
a representative spatio-temporal word, wi.presentativeness = true.

Representative spatio-temporal document. We define a document containing both a
representative spatial word and a representative temporal word among words included in
one document as a representative spatio-temporal document.

4. Materials and Methods

4.1. Datasets

In this study, learning data for the classification of representative spatio-temporal
documents were constructed using the published Korean corpus. The National Institute of
Korean Language [23] discloses various data in Korean. In this study, a newspaper corpus
provided by the National Institute of the Korean Language for research purposes was used
to construct learning data for representative spatio-temporal documents. The newspaper
corpus provided by the National Institute of the Korean Language is a collection of news-
paper articles produced for 10 years from 2009 to 2018 with a total of 3,536,491 articles.
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The corpus consists of a total of 363 files, with a total size of 15.6 GB. The original file is
composed of JSON (UTF-8 encoding). Raw data contains article content in the document
tag. One article consists of a metadata tag indicating the metadata of the article (title,
article name, newspaper company, publication date, and subject) and a paragraph tag
indicating the article body. In the paragraph, the article body is divided into paragraphs
and composed of form tags.

4.2. Data Preprocessing

We constructed representative spatio-temporal information learning data for 7400 articles
out of 3,536,491 articles. Eight workers read the content of the news article and judge whether
the article has representative spatio-temporal information. In order to improve the perfor-
mance of artificial intelligence systems, the quality of training data is important. In order to
maintain the consistency of data quality among workers, we cross-checked each other’s work
results three times.

4.3. Deep Learning Model

Determining whether or not a news article is a representative spatiotemporal docu-
ment is a binary classification problem. We used a deep learning neural network model,
a character-level convolutional neural network (CNN) called ConvNet [15]. In general,
ConvNet divides sentences/paragraphs/documents into word unit tokens when text
classification is performed. However, Zhang et al. [15] argue that by using the character
(alphabetic) unit instead of the word unit token, a good enough performance for the Natural
Language Processing (NLP) task can be achieved without using the word unit. An attempt
to use tokening as a character-level unit was first presented in this paper. We also used an
embedding matrix created by tokenizing the text in character units as shown in Figure 1.

 

Figure 1. Character-level embedding. (‘나는학교에간다’ in Korean means ‘I go to school’ in English).

ConvNet treats each document as a series of characters and is passed to 6 convolutional
and max-pooling layers and 3 fully connected layers to determine the probability that a docu-
ment belongs to a positive class. Because this model does not require pre-trained embedded
words, it learns quickly and with reasonable performance compared to word-level models.

We developed a character-level CNN-based document classifier to classify representa-
tive spatio-temporal documents, RepSTDoc_ConvNet using the entire document as input.
We used the layers of the CNN model, DocClass_ConvNet, in [22] as our baseline. Figure 2
shows a comparison of the two models.

ConvNet has both 9 layers deep with 6 convolutional layers and 3 fully-connected
layers. DocClass_ConvNet has both 6 layers deep with 4 convolutional layers and 2 fully-
connected layers. RepSTDoc_ConvNet has both 12 layers deep with 9 convolutional layers
and 3 fully-connected layers.

In order to train a ConvNet model, we need to keep documents of various lengths
constant. Considering the hardware memory constraint and the length distribution of the
training data, the number of characters in the document was set to 4700 in ConvNet. Long
text is truncated and short text is padded.
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Figure 2. A comparison of DocClass_ConvNet [22] and RepSTDoc ConvNet.

5. Result and Discussion

In this section, we present comprehensive experimental results of the deep learning
model. The purpose of this paper is to develop a classifier for representative spatio-
temporal documents based on deep learning. To evaluate the performance of a proposed
deep learning-based classifier, we first evaluated the performance of three traditional
machine learning algorithms: Gaussian Naïve Bayes, Linear SVM, and Random Forest. For
performance comparison with our CNN model (RepSTDoc_ConvNet), we also evaluated
the performance of DocClass_ConvNet, an existing CNN-based document binary classifier,
and DocClass_ConvNet_Mod, which adjusted hyper-parameters in the DocClass_ConvNet
model to fit our dataset.

To confirm that our CNN model works properly, we pre-tested the performance of
binary classification using the benchmark spam dataset from the UCI Repository [31].
The spam dataset contained 5572 messages in English. This spam dataset was fed to our
proposed CNN model and the experimental results were as follows: accuracy (0.982),
precision (0.962), recall (0.916), and F1-score (0.938). This result is not significantly different
from that of the recently published CNN model [32].

All experiments were carried out on conducted on a GeForce RTX 2080 Ti 11GB GPU
and an Intel(R) Xeon CPU with 64 GB memory.

5.1. Performance Evaluation

For the experiment, we divided the collected data into training (60%), validation
(20%), and test data (20%) as shown in Table 2. Target data were distributed to each data
about 25.23%. The training data was used to train the model, the validation data was used
to select the best performing model in the training process, and the test set was used to
evaluate the performance of the finally selected model.

Table 2. Statistics of training, validation, and test data.

Split Data Count Non RepSTDoc RepSTDoc Ratio

Training 4440 3319 1121 25.25%
Validation 1480 1107 373 25.20%

Test 1480 1107 373 25.20%

Total 7400 5533 1867 25.23%
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5.2. Hyper-Parameter Tuning

CNN consists of several hyper-parameters such as kernel size, batch size, dropout rate,
learning rate, pooling window size, pooling type, activation function, number of neurons in
a density layer, and optimization function, etc. We found the most suitable parameter values
for the proposed model by manually adjusting the values of each parameter. We found the
optimal parameter values by using the learning curves for accuracy and loss of training
data and validation data for every experiment. We set up the experimental environment
with various parameters, the parameters used in the experiment are summarized in Table 3,
and the parameter values with the highest performance are shown in bold. During the
training process of the CNN model, we trained our CNN model with up to 1000 epochs
and early stopping patience = 220.

Table 3. Hyper-parameters for the experiments.

Hyper-Parameter Values

Kernel size 2, 3, 4, 5, 6, 7
Feature maps 32. 64, 128, 256, 512

Pooling window size 3, 4, 5
Pooling type Max pooling

Activation function ReLu
Dense layer neurons 100, 300

Dropout rate 0.3, 0.4, 0.5, 0.6, 0.7, 0.8
Batch size 16, 32, 64, 128, 256

Learning rate 0.1, 0.01, 0.001, 0.0001, 0.00001, 0.000001
Optimizer Adam, RMSprop

Overfitting deep learning models makes it difficult to trust their predictive perfor-
mance on new data. Therefore, training should be stopped when the loss in the validation
data is no longer reduced during the training phase. Early stopping is one of the regu-
larization techniques that makes neural networks avoid overfitting [33]. We can use the
EarlyStopping callback to terminate the model early when the performance index of the
model does not improve during the set epoch. Through a combination of EarlyStopping and
ModelCheckpoint callbacks, it is possible to trigger an early shutdown for non-improving
training and resume training by reloading the best model from ModelCheckpoint. Both
training loss and validation loss decrease until overfitting occur, but when overfitting
occurs, training loss decreases while validation loss increases. Thus, we set the monitor
option of EarlyStopping callback to stop training when the validation loss increases.

5.3. Experimental Results

We compared the RepSTDoc_ConvNet with three baseline machine learning classifiers
(Gaussian naïve Bayes, linear SVM, and random forest) and three deep learning models
(ConvNet, DocClass_ConvNet, and DocClass_ConvNet_Mod). DocClass_ConvNet is a
model in which the CNN layer and hyper-parameters presented in the study are identical.
DocClass_ConvNet_Mod is a model that optimizes the hyper-parameter values according
to the experimental data while maintaining the same CNN layer of DocClass_ConvNet.
Deep learning includes the process of randomly setting weight values during model train-
ing. Therefore, to compensate for such randomness, the average performance was mea-
sured after performing each experiment 10 times. The experimental results are presented
in Table 4.

The accuracy of machine learning algorithms to classify representative spatio-temporal
documents was derived from a minimum of 0.74 to a maximum of 0.79. This accuracy is far
below the performance of machine learning that deals with general document classification
problems. The CNN layer used in this paper derives relatively high performance in the
spam classification problem. From these results, it can be seen that classifying representative
spatio-temporal documents is a difficult problem.
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Table 4. Comparison of evaluation based on the precision, recall, F1 score, and accuracy.

Machine Learning Precision Recall F1 score Accuracy

Gaussian Naïve Bayes 0.562 0.224 0.320 0.751
Linear SVM 0.626 0.421 0.503 0.783

Random Forest 0.729 0.191 0.303 0.770
ConvNet 0.525 0.591 0.556 0.762

DocClass_ConvNet 0.511 0.453 0.480 0.744
DocClass_ConvNet_Mod 0.614 0.496 0.548 0.794

RepSTDoc_ConvNet 0.552 0.673 0.612 0.785

Random Forest showed the highest precision with 0.729 and DocClass_ConvNet_Mod
showed the highest accuracy with 0.794. RepSTDoc_ConvNet showed the highest recall and
F1-score with 0.673 and 0.612, respectively. In terms of accuracy, DocClass_ConvNet_Mod
seems to have the highest performance with 0.794. However, considering the confusion ma-
trix, it does not seem appropriate to evaluate the performance of machine learning only with
accuracy in the problem of classifying representative spatio-temporal documents. Figure 3
shows three confusion matrixes of Linear SVM, Random Forest, and RepSTDoc_ConvNet.

Figure 3. Comparison of confusion matrixes (a) Linear SVM, (b) Random Forest, and (c) Rep-
STDoc_ConvNet. ‘0’ means the nonrepresentative spatio-temporal document and ‘1’ means the
representative spatio-temporal document.

In the validation data used to evaluate the proposed CNN model, the proportion of
representative spatio-temporal documents (RepSTDoc) is only 25.20%. Therefore, even
when the model is not trained at all, the accuracy is 74.80%. In this case, high accuracy
is maintained even if the number of documents predicted by the model with RepSTDoc
is small. In Figure 3a, Linear SVM classified 123 documents (46 false positives, 77 true
positive) as RepSTDoc. Even if the model training is not done properly, the high true
negative value (471) results in high accuracy. A random forest with the second-highest
accuracy is also similar to Linear SVM. In the random forest, the accuracy is 0.770 even
though there are few documents classified by RepSTDoc (48) because the model is hardly
trained. The fact that the number of documents predicted as RepSTDoc is small because
the model is not trained can be confirmed by the small recall value (0.191). In Figure 3c,
RepSTDoc_ConvNet classified 257 documents (123 false positives, 134 true positive) as
RepSTDoc. In RepSTDoc_ConvNet, as the value of true positive increased, the value of false-
positive also increased. The fact that the model classified many documents as RepSTDoc can
be seen from the high value of recall (0.609). This phenomenon occurs because the number
of positive and false documents in the data is imbalanced. Therefore, in order to accurately
evaluate the performance of the model, the F1-score, which considers both precision and
recall, should be used as a measure. In terms of the F1-score, RepSTDoc_ConvNet yields
the highest performance with 0.609.

We measured the classification accuracy of human workers on 1400 learning data to
verify the challenge of the representative spatio-temporal document classification prob-
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lem. The 1400 learning data consists of 359 representative spatio-temporal documents and
1041 non-representative spatio-temporal documents. Four workers who participated in
building learning data classified representative spatio-temporal documents for 1400 learn-
ing data. For each learning data, the number of workers who judged actual representative
spatio-temporal documents as representative spatio-temporal documents (True Positive: TP)
and the number of workers who judged non-representative spatio-temporal documents
(False Negative: FN) were calculated.

For one actual representative spatio-temporal document, the ratio was calculated by
dividing the number of all four people judged as TP, the number of three or more judged
as TP, the number of two or more judged as TP, and the number of one or more judged as
TP in Table 5. For each of the 359 representative spatiotemporal documents, the number
of documents judged as TP by all 4 people was 189 (52.64%), the number of documents
judged as TP by 3 or more people 251 (69.92%), and the number of documents judged as
TP by 2 or more people was 310 (89.35%), the number of documents judged as TP by 1 or
more people was 332 (92.48%).

Table 5. The ratio and count of actual representative spatio-temporal documents to be judged as
representative spatio-temporal documents according to workers.

4 >3 >2 >1

ratio 52.64% 69.91% 86.35% 92.47%
count 189 251 310 332

For one actual nonrepresentative spatio-temporal document, the ratio was also calcu-
lated by dividing the number of all 4 people judged as FN, the number of 3 or more people
judged as FN, the number of 2 or more people judged as FN, and the number of 1 or more
people judged as FN in Table 6. For each of the 1041 nonrepresentative spatio-temporal
documents, the number of documents judged as FN by all 4 people was 5 (0.48%), the
number of documents judged as FN by 3 or more people was 24 (2.31%), and the number of
documents judge as FN by 2 or more people (6.34%), and the number of documents judged
as FN by more than one person was 135 (12.97%).

Table 6. The ratio and count of actual nonrepresentative spatio-temporal documents to be judged as
nonrepresentative spatio-temporal documents according to workers.

4 >3 >2 >1

ratio 0.48% 2.30% 6.34% 12.96%
count 5 24 66 135

First of all, we describe the challenge of the representative spatio-temporal document
classification problem through the ratio of documents in which at least three people, more
than half of the judges, judged the actual representative spatio-temporal document as the
representative spatio-temporal document. About 70% of the three or more people judged
the actual representative spatio-temporal document as TP, and the ratio of all four people
who judged it as TP was only about 53%, confirming that it is difficult for humans to classify
representative spatio-temporal documents from large documents.

5.4. Effect of Learning Rate

The learning rate refers to the amount by which the weights are updated during
model training and determines how quickly the model adapts to the problem. Larger
learning rates converge more quickly to suboptimal solutions, while lower learning rates
can result in early intervening learning. One of the important hyper-parameters that must
be appropriately selected in deep learning neural network model training is the learning
rate. We experimented with the effect of learning rate [0.1, 0.01, 0.001, 0.0001, 0.00001.
0.000001] on performance.
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Figure 4 shows the effect of the learning rate for ConvNet, DocClass_ConvNet_Mod,
and RepSTDoc_ConvNet. The learning rate at which no training was performed in each
model was not shown on the graph (learning rate: 0.1, 0.01, and 0.000001). In the section
where the model is trained, the F1-score tends to increase as the learning rate decreases.
There is a large difference in performance according to the learning rate in each model. In
the representative spatio-temporal learning data used in this study, the learning rate shows
the highest performance at 0.00001.

Figure 4. The effect of learning rate.

5.5. Effect of Batch Size

Most of the training of deep learning models is based on mini-batch stochastic gradient
descent (SGD). At this time, the batch size is one of the important hyper-parameters when
training the actual model. Various studies are being conducted regarding the effect of
the batch size on model training. Although it has not been clearly identified yet, it is
experimentally observed in several studies that the use of a small batch size has a positive
effect on generalization performance. We experimented with the effect of learning rate [16,
32, 64, 128, and 256] on performance.

Figure 5 shows the effect of batch size for ConvNet, DocClass_ConvNet_Mod, and
RepSTDoc_ConvNet. In the representative spatio-temporal learning data used in this study,
there was no consistent performance variability across models. RepSTDoc_ConvNet shows
a tendency to improve performance as the batch size increases in the model training section
[32, 64, 128, and 256]. However, in DocClass_ConvNet_Mod, the variation of performance
according to the batch size was not consistent. Although this result cannot be generalized,
the batch size may not affect the performance of the model depending on the complexity of
the CNN layer and the characteristics of the data.

5.6. Time Efficiency

The numbers of weights are 1,410,609, 1,446,261, and 5,083,129 in DocClass_Con-
vNet_Mod, ConvNet and RepSTDoc_ConvNet respectively. The overall algorithm time is
affected by the complexity of the neural network. This is because the amount of computa-
tion increases as the number of weights in the network increases. Table 7 shows the time
efficiencies for the three algorithms.
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Figure 5. The effect of batch size.

Table 7. The comparison of the time.

Methods Avg. Epoch Avg. Time (s) Avg. Time per Epoch (s)

ConvNet 405 387 0.912
DocClass_ConvNet_Mod 398 332 0.849
RepSTDoc_ConvNet 687 903 1.313

5.7. Data Distribution Rate

We also investigated the performance difference according to the change in the distri-
bution ratio of training, validation, and test data. The ratio of training data was set while
keeping the ratio of validation data and test data the same. The distribution ratio used in
the experiment is as follows: training, validation, and test data are 4:3:3, 6:2:2, and 8:1:1
respectively. Figure 6 shows the highest performance with a 6:2:2 distribution ratio. There
is not much difference in the performance of each model according to the distribution ratio.

Figure 6. The effect of distribution rate.

5.8. Receiver Operating Characteristic

The Receiver Operating Characteristic (ROC) curve shows the performance of the
binary classifier for various thresholds. Figure 7 shows the corresponding ROC curves
when using ConvNet, DocClass_ConvNet_Mod, and RepSTDoc_ConvNet. ConvNet out-
performed the other models in the lower-left corner. However, in the section where the
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false positive rate is greater than 0.2, RepSTDoc_ConvNet was superior to other models.
RepSTDoc_ConvNet was found to have the best performance for classifying representative
spatiotemporal documents.

Figure 7. Receiver operating characteristic (ROC) curves of models classifying representative spatio-
temporal documents using ConvNet, DocClass_ConvNet_Mod and RepSTDoc_ConvNet.

6. Conclusions

The purpose of this paper is to develop a CNN-based representative spatio-temporal
document classification model. Because the representative spatio-temporal document is
a novel concept, we defined a representative spatio-temporal document as documents
containing spatio-temporal information describing the core topic of a document. We built
7400 learning data to train a CNN-based representative spatio-temporal document classifier
and developed a character-level CNN-based document classifier to classify representative
spatio-temporal documents. To evaluate the performance of RepSTDoc_ConvNet, we
evaluated the performance of three traditional machine learning algorithms: Gaussian
Naïve Bayes, Linear SVM, and Random Forest. For performance comparison with our
RepSTDoc_ConvNet, we also evaluated the performance of ConvNet, DocClass_ConvNet,
and DocClass_ConvNet_Mod. The experimental results show that RepSTDoc_ConvNet
outperforms traditional machine learning classifiers and existing CNN-based classifiers.

A limitation of the work is that RepSTDoc_ConvNet still has lower performance
compared to general document classifiers. It is necessary to diversify the features of
the input data as it shows that classifying representative spatio-temporal documents is
a difficult problem. In order to further improve the performance of the representative
spatio-temporal document classifier, it is necessary to find a way to lower the false positive
value by finding the characteristic that distinguishes the general spatio-temporal document
from the representative spatio-temporal document.
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Abstract: Existing caretakers of long-term care are assigned constrainedly and randomly to taking
care of older people, which could lead to issues of shortage of manpower and poor human quality,
especially the proportion of older people increases year after year to let long-term care become more
and more important. In addition, due to different backgrounds, inadequate caregivers may cause
older people to suffer from spiritual alienation under the current system. Most of the existing studies
present a centralized architecture, but even if technology elements are incorporated, such as cloud
center services or expert systems, it is still impossible to solve the above-mentioned challenges. This
study moves past the centralized architecture and attempts to use the decentralized architecture with
Artificial Intelligence and Blockchain technology to refine the model of providing comprehensive
care for older people. Using the proposed mapping mutual clustering algorithm in this study,
the positions of caregivers and older people can be changed at any time based on the four main
background elements: risk level, physiology, medical record, and demography. In addition, this study
uses the proposed long-term care decentralized architecture algorithm to solve the stability of care
records with transparency to achieve the effect of continuous tracking. Based on previous records, it
can also dynamically change the new matching mode. The main contribution of this research is the
proposal of an innovative solution to the problem of mental alienation, insufficient manpower, and the
privacy issue. In addition, this study evaluates the proposed method through practical experiments.
The corporation features have been offered and evaluated with user perceptions by a one-sample
t-test; the proposed algorithm to the research model also has been compared with not putting it into
the model through ANOVA analysis to get that all hypotheses are supported. The results reveal a
high level of accuracy of the proposed mutual algorithm forecasting and positive user perceptions
from the post-study questionnaire. As an emerging research topic, this study undoubtedly provides
an important research basis for scholars and experts who are interested in continued related research
in the future.

Keywords: older people; long-term care; artificial intelligence; blockchain technology; decentralized
architecture

1. Introduction

Older people normally manage their daily activities in residential aged care through
family members, professional caregivers, or by themselves. However, most care agencies
focused on the cost of employees and always have a lack of staff, leading to limitations
on the healthcare systems [1,2]. In addition, differences in backgrounds between the
generations can cause generation gap issues such as different ideas, education, and even
political leanings [3,4]. The current method of human resources distribution, as assigned
by care agencies, is insufficient because older people are participants in different social
networks. In particular, the COVID-19 pandemic has made these long-term care facilities
with staff much riskier than dynamic mutual ways to keep sufficient caretakers [5,6]. Older
people interact with others on managing spiritual loneliness and watching out for accidents.
Older people are often highly active, unlike those in nursing care with chronic diseases,
so it is necessary to consider their willingness to collaborate. In the past, long-term care
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homes with social connections keep stable caretakers and well relationships among long-
term care residents. However, from this traditional center architecture aspect to protect
people living in long-term care from COVID-19 infection, some staff must restrict activities
and interactions with old people, which could lead to a devastating impact on residents’
social connections [5,7]. Older people have different or interests or political thinking, so
it is a challenge to match their needs through one particular method. The first research
question (RQ1) is that what features could be suitable for a mapping procedure on a mutual
algorithm to solve the manpower issues and alone living?

An effective method should be able to be customized with novel technologies to
satisfy personal needs and preferences. Older people may have dynamic preferences even
under the same features conditions, which may influence the chance of success when
building a mutual algorithm. Therefore, the second research question is described as
follows. RQ2: What kinds of mapping architectures and technologies can help us to build
an effective mapping procedure based on the proposed mutual algorithm to coordinate
human variability and privacy protection?

The motivation of the article is to clearly identify and solve the existing issues in
long-term care to keep older people living safe and happy, and offer related organizations
a solution to the shortage of manpower. The expected contributions include (1) solving
existing issues on shortage of manpower on taking care of older people; (2) considering
the fitness of the corporation for both sides for long-term care; (3) adjusting dynamically
based on the human variety of characters; (4) recording the process and outcome of taking
care of older people to be credited for the next arrangement; and (5) helping to measure
the degree of the physical situation based on the records. An effective mutual algorithm
should not only consider features related to personal characteristics and human variability,
but also be able to record and improve collaboration or transaction processes through a
highly trusted and rigid platform. The primary target of this study is to identify more
accurate personal characteristics that can fit the mapping procedure. In addition, it aims to
implement Artificial Intelligence (AI) based on a suitable mapping architecture to make the
empirical process of the system both appropriate and reliable.

2. Architecture Theories

An ideal architecture of long-term care should consider whether or not it can bring
older people a good service quality. Service quality of long-term care has been put in
evaluating the long-term service from their perceptions [8]. Older people are interested in
quality of the long-term care system including health care provided. Most of the studies
showed that long-term care providers do not always pay attention on the quality of services
provided. Service quality can be used as a strategic tool for building distinctive features.
Literature shows that service quality can be divided into dimensions such as technical
and process functional dimension [9]. Technical dimension on long-term care is defined as
primarily on the basis of architecture design for maintaining good quality on the medical
diagnoses and procedures services, as well as conformance to professional specification
and standards such as centralized and the decentralized architecture of long-term cares [10].
Functional dimension can be defined to refer to the manner of long-term care service is
delivered to quality of older people relationship with the caregivers.

2.1. The Centralized Architecture of Long-Term Care

The centralized architecture of long-term care is the process by which the activities of
long-term care agents who can offer caregivers. The caregivers are like insurance agents
who would be trained, have care permits, and would be assigned to a set of older people.
However, this is not simply a problem of financial centralization or decentralization. The
agent caregivers may seek to take care of nice people and avoid some older people who are
at the high-risk levels of uncomfortable people. Centralization of access to the agents of
long-term care through specialized data services could have security or privacy issues to
lead to the protection failure of the personal data of older people [9,10].
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Traditionally, the centralized architecture of long-term care could have the decision-
making power to be managed directly with the agents of long-term care. Due to saving
cost, centralization of long-term care aims at ensuring effective enforcement of controlling
activities of caregiver’s consistency in operation [9,10]. Therefore, the centralized archi-
tecture of long-term care, unlike many security agencies or entities in the human world,
could have mutual problems because of unsuitable personality to let older people feel
uncomfortable or lonely soul. In addition, privacy issues on personal data protection and
insufficient manpower offered by agents of long-term care could be also serious problems
through this the centralized architecture of long-term care.

2.2. The Decentralized Architecture of Long-Term Care

It is very important to consider service quality of caregivers based on the centralized
architecture of long-term care. However, measuring service quality in long-term care is
very difficult to evaluate. This is due to the fact that evaluation of understanding of real
perceptions of older people and their satisfaction is quite complex [8]. Different agents may
provide the same types of services but different quality of services. Decentralization of
long-term care is the process of shifting decision making a way from centralized control and
closer to older people themselves of the services. In many countries the government has
opted to decentralize health system as means of improving responsiveness and performance
of delivering of long-term care [10]. The decentralized architecture of long-term care has
impacts on the performance of the systems based on some studies found [11,12]. In the
decentralized architecture of long-term care, it still needs a way or create a model to
handle the healthcare services because three main issues, including mental problems from
unsuitable matches, privacy data of older people, and insufficient manpower, can be very
important to contain the good service quality of caregivers.

Existing studies present a personal information management, which can offer specific
features such as interests or contact lists related to the characteristics of older people, to
manage communication through a centralized cloud system [13–16]. The basic idea behind
the decentralized architecture of long-term care to replace or support human resource
agencies or other specific local platforms as controlled centers is that good services can
consider all human resources to adjust to or coordinate their needs [17]. Existing studies
still try to offer cloud services to achieve sharing medical data with entities with minimal
data privacy [18]. Although existing studies suggest using smart contracts to track the
behavior of violations of data permissions, the current studies have some serious problems
since it does not consider other impacts for older people such as risk levels. In addition,
one of the common limitations of those approaches is that many older people long for a
social network in order to have regular interaction with one another to manage spiritual
loneliness, and they lack a platform for mutual algorithm and adjusted abilities based on a
mapping process suitable for older people [19]. To the second research question, one of the
major challenges is to face in this field is to explore a process innovation [20] in search of
this answer. In order to solve the second research question and the problems mentioned
above, this study proposes the use of the decentralized architecture of long-term care to
store a mapping or transaction procedure based on AI methods, and the information would
be secured and shared across all network candidates.

3. The Mutual Algorithm

When older people are engaging in their daily activities, they may defer or give up
their current activities to take part in a mutual algorithm effort. Accordingly, a good mutual
algorithm should consider if older people prefer to continue working on their main tasks
and be given the opportunity to defer a mutual algorithm until they have completed their
current activities. This also implies that a good mutual algorithm can allow older people
to flow in and out freely, helping them to realize any rationalization and optimization
from their participation in the structure. Older people are often highly active, unlike
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those in nursing care with chronic diseases, so it is necessary to consider their willingness
to collaborate.

Clustering is one of the unsupervised learning methods in the field of machine learning,
and it includes various algorithms that may differ significantly in the cluster analysis and
efficiently identify factors across similar features [21,22]. This study uses the mapping
mutual clustering (i.e., MMC) algorithm referred by the clustering method in the long-term
care field. Based on the mutual features mapping mutual algorithm selection, this study
assumes that each mapping round is repeated and there is an outcome (i.e., optimization)
for each round. Therefore, the feedback of each collaboration should consider both the
feedback and the probability of using the proposed mutual algorithm.

To formalize the mutual algorithm, this study formulates older people as a four-
element vector, On (Ri, Pi, Mi, Di), where n is the total older number of people in the
mutual algorithm; i = 1, 2, 3; and terms O, R, P, M, D represent older people, risk level,
physiology, medical record, and demography, respectively. Distances are normally used
to measure the similarity or dissimilarity between two older people, so S (Os, Ot) refers
to the similarity between two older people, s = (s1, s2, . . . , si), and t = (t1, t2, . . . , ti). The
similarity function of mapping process for each person is defined in Equation (1):

S(Os, Ot) =
q
√
(Os1 − Ot1)

q + (Os2 − Ot2)
q + . . . + (Osi − Oti)

q (1)

According to Equation (1), this study continues to compute the minimum similarity
distance of older people in the same group into K nonempty subsets in Equation (2):

KS (Os , Ot) = min(
n

∑
l=1

Sl) (2)

According to Equation (2), the mutual algorithm continues to compute seed older
people as the centroids of the current clusters: M1, M2, . . . , Mk, and then the mutual
algorithm uses S (Os, Ot) to subtract Mk to obtain a new S (Os, Ot) for Equation (3) and
new K groups in Equation (4):

Snew (Os, Ot) = S (Os, Ot)− Mk (KS (Os , Ot)) (3)

KSnew (Os , Ot) = min(
n

∑
l=1

Snew l) (4)

To test MMC, the process of implementation is used to identify initialization of param-
eters, setting groups, computing similarity, and building final mutual algorithm. The basic
idea of the mutual algorithm is that the mapping mutual clustering (MMC) is implemented
as an algorithm called the mutual algorithm (Algorithm 1), which can identify some fea-
tures of older people such as risk level, and group them based on these features. The mutual
algorithm is a finite sequence of well-defined, computer-implementable instructions for
the mutual algorithm in order to perform a computation upon evaluation. The detailed
description of the mutual algorithm is clear as follows, and it is possible to evaluate and
verify its feasibility and correctness by building the measurable architecture described
in the next subsection to be implemented through the evaluation plan. In the mutual
algorithm, there are several steps that need to be implemented, (1) setting initialization of
parameters such as risk level, medical record, etc. of older people; (2) giving an original
group based on the first glance; (3) resetting their groups based the later features by using
clustering to dynamically adjust for human variety characters; (4) building new corporation
relationships and making arrangements based on the novel matching way on step three.
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Algorithm 1. Implementation of the Mapping Mutual Clustering (MMC) Algorithm

1. Require: Initialization of parameters:

getRiskLevel, getPhysiology, getMedicalRecord, getDemography, getOlderPeopleID
2. Set up groups:

groupA (getOlderPeopleID) ← groupA (getRiskLevel, getPhysiology, getMedicalRecord, getDemography)
groupB (getOlderPeopleID) ← groupB (getRiskLevel, getPhysiology, getMedicalRecord, getDemography)
groupC (getOlderPeopleID) ← groupC (getRiskLevel, getPhysiology, getMedicalRecord, getDemography)

3. Compute similarity:

for groupA ()
groupA (getOlderPeopleID) ← retrieve (minimum distance)

end for groupA ()
for groupB ()

groupB (getOlderPeopleID) ← retrieve (minimum distance)
end for groupB ()
for groupC ()

groupC (getOlderPeopleID) ← retrieve (minimum distance)
end for groupC ()

4. Build collaboration:

if groupA (getOlderPeopleID) > groupB (getOlderPeopleID) > groupC (getOlderPeopleID) then
groupA (getOlderPeopleID) ← assign (groupC (getOlderPeopleID))

else if groupA (getOlderPeopleID) > groupC (getOlderPeopleID) > groupB (getOlderPeopleID) then
groupA (getOlderPeopleID) ← assign (groupB (getOlderPeopleID))
else if groupB (getOlderPeopleID) > groupA (getOlderPeopleID) > groupC (getOlderPeopleID) then

groupB (getOlderPeopleID) ← assign (groupC (getOlderPeopleID))
else if groupB (getOlderPeopleID) > groupC (getOlderPeopleID) > groupA (getOlderPeopleID) then

groupB (getOlderPeopleID) ← assign (groupA (getOlderPeopleID))
else if groupC (getOlderPeopleID) > groupA (getOlderPeopleID) > groupB (getOlderPeopleID) then

groupC (getOlderPeopleID) ← assign (groupB (getOlderPeopleID))
else

groupC (getOlderPeopleID) ← assign (groupA (getOlderPeopleID))
end if

According to the proposed mapping mutual clustering method and its implementation
with the mutual algorithm as a description of the implementation of the mapping mutual
clustering algorithm above, in order to build a long-term and comprehensive guideline for
further system applications, it is necessary to build a framework called the decentralized
self-service framework as Figure 1 depicted. The basic idea of the decentralized self-service
framework is that the features are identified clearly with four factors including rick level,
physiology, medical records, and demography, the steps are illustrated obviously from
grouping to suitability, and the service is grouped into a kind of self-service, which can
open to social networks. Based on extant approaches and their limitations, the proposed
mutual algorithm not only integrates different data from diverse features but also con-
siders utilizing a classification algorithm in Artificial Intelligence to dynamically increase
accuracy. Therefore, adding a self-service mechanism is an important step before building
the proposed the decentralized architecture of long-term care. The self-service framework
is a grouping based on their similar backgrounds, finding relations of individual interac-
tion; and learning by dynamic adjustment, and running suitably and successfully through
mutual understanding.

The proposed architecture (LCDA) applies Blockchain technology to demonstrate
trusted and auditable computing and the decentralized networks of all older people ac-
companied by a public collaborative ledger (Figure 2). LCDA can solve the issues of cost
and time consumption related to data acquisition and inappropriate distribution relations
between older people. In addition, this architecture can solve the existing issues of care
agencies, which now are under third-party authorization. The proposed architecture also
can save the costs of transmission and integration through quick and direct data exchanges
between older people. Through this LCDA, the proposed mutual algorithm could ensure
the non-destructibility of data, which can make the MMC be recorded of older people
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in a more secure way. The LCDA algorithm (Algorithm 2) demonstrates initialization of
parameters from older people; setting up functions such as hash, encryption, and signature
to ensure data of older people more secure; computing proof-of-work to let the system
operate effectively; and adding blocks to ledgers to let the systems adjust dynamically.

Figure 1. The Decentralized Self-Service Framework. In an existing centralized system, to make
transparency more effective, this local server system must play a role in making fair and accurate
reports available to the public [23,24]. The proposed decentralized architecture of long-term care
represents that older people’s information and availability are important features for the mutual
algorithm [25]. Through the decentralized architecture of long-term care (called long-term care
decentralized architecture (i.e., LCDA)), this not only reduces the cost compared to centralized
systems, but also eliminates the chances of information loss due to a single point of failure, since
ledger copies are synchronized across all older people.

Algorithm 2. Implementation of the Long-term Care Decentralized Architecture (LCDA) Algorithm

1. Require: Initialization of parameters:

getOlderPeopleID, getOlderPeopleRecords
2. Set up functions:

hash (getOlderPeopleID, getOlderPeopleRecords)
encryption (getOlderPeopleID, getOlderPeopleRecords)
signature (getOlderPeopleID, getOlderPeopleRecords)

3. Compute proof-of-work:

for pow (time)
constructing blocks ← hashcash (getOlderPeopleID) == true

end for
4. Add blocks to ledgers:

if constructing blocks == true then
confidential transactions ← hash () + encryption () + signature ()

upchain to the decentralized platform
end if
decryption (getOlderPeopleID, getOlderPeopleRecords)
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Figure 2. Long-term Care Decentralized Architecture (LCDA).

The mapping or transaction procedure is a type of distributed ledger, which can view
transactions anytime to make LCDA immutable and irreversible.

4. Research Model

This study proposes methods including the mapping mutual clustering (MMC) algo-
rithm and the long-term care decentralized architecture (LCDA) algorithm for creating an
innovative manner to solve problems as research questions described. The user perceptions
can include user satisfaction, ease of use, usefulness, and user intention, which are all
popular for evaluating systems [26,27]. To evaluate the system proposed as RQ1 mentioned,
this first hypothesis considers medical records, risk level, physiology, and demography to
improve the users’ perceived usefulness, ease of use, satisfaction, and intention to use the
long-term care system.

The research model (Figure 3) mainly focuses on the support vector machines (SVMs),
which is widely-used algorithm [28] for risk minimization [29,30]. Other algorithms such
as the random forest is suitable for classification trees to put the input vector down each
tree in the forest [30].

Figure 3. Research Model.
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This research also uses LCDA to solve the issues of human variability. According to
the second research question (RQ2), the second hypothesis examines whether or not the
accuracy of the LCDA is higher than the mutual algorithm without the proposed method.
The detailed description of the MMC and LCDA algorithm is very clear in the previous two
sections, and it is possible to evaluate and verify its feasibility and correctness by building
the measurable research model and implementing it through the evaluation plan.

5. Experiment Design

Twelve participants were randomly recruited from various locations (e.g., nursing
home, hospital, park) to fill out a questionnaire in order to collect features data (https:
//drive.google.com/file/d/1rvx-T9krnsZ-ErRgl-wESieP2qFnBfos/view?usp=sharing, ac-
cessed on 1 January 2022) of LCDA. To help participants understand LCDA, the prototype
system (Figure 4) has been developed with mobile application software to assist them in
completing the questionnaire successfully.

Participants were over 65 years old. All participants were informed that any potentially
identifying information learned and collected from this study would remain confidential
and disclosed only upon receipt of permission from the participant. There are three levels
for each factor. For the risk level factor, if older people consider that they do not require
assistance from others most of the time, this is Level 1. If they estimate a nearly fifty-fifty
chance that they need care from others, it is Level 2. The remaining risk level is Level 3.
Older people can refer to their own Barthel index, as assessed by the government, to
complete this part. Other features such as physiology, medical record, and demography
are also classified according to three levels as shown in Table 1. The survey questionnaire
about whether or not the proposed system can improve users’ (a) perceived usefulness,
(b) ease of use, (c) satisfaction, and (d) intention to use for long-term care. A five-point
Likert scale [31] was used with 1 indicating “strongly disagree,”, 3 indicating “neutral,”
and 5 indicating “strongly agree”.

Figure 4. The Prototype System of Long-term Care.

The system architecture (Figure 5) uses Android Studio software for designing Java
programming and mobile application services (APPs).
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Figure 5. The System Architecture of the Prototype System.

Table 1. Levels of Features of LCDA.

Level Risk Level Physiology Medical Record Demography

1 Independence Stand + Walk No disease Well-educated
2 Independence + Help Stand + Walk + Help Minor disease Basic education
3 Help Help Major disease No education

6. Results

For the first hypothesis, Cronbach’s alpha for user perception was 0.88, which revealed
the consistency is reliable. A one-sample t-test is used for evaluating whether or not the
average of user perception is equal to 3 (neutral) based on the middle point of Likert
scale [32]. The perceived usefulness mean difference is 1.33 (p < 0.01), perceived ease of use
is 1.29 (p < 0.01), user satisfaction is 0.96 (p < 0.01), and user intention mean difference is
1.17 (p < 0.01) are all significant. Therefore, the first hypothesis is supported. The data of all
participants were collected from the questionnaire based on the proposed features shown
in Table 2.

Table 2. Dataset of Participant Features.

Person Risk Level Physiology Medical Record Demography

P1 2 1 1 2
P2 2 2 2 2
P3 1 1 1 1
P4 3 2 1 2
P5 2 3 2 1
P6 2 2 1 3
P7 1 3 1 3
P8 3 1 2 1
P9 2 3 1 3
P10 1 2 2 2
P11 1 2 3 1
P12 3 3 3 3

According to the MMC steps (1–3), including initial partition for older people, choosing
seeds as temporary center members, and assigning older people to new groups based on
the similarity computations, the dataset is represented in Tables 3–5, respectively.
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Table 3. Similarity of Initial Partition for Older People.

P1 P5 P9

P1 0 2.449489743 2.236067977
P2 1.414213562 1.414213562 1.732050808
P3 1.414213562 2.449489743 3
P4 1.414213562 2 1.732050808
P5 2.449489743 0 2.236067977
P6 1.414213562 2.449489743 1
P7 2.449489743 2.449489743 1
P8 1.732050808 2.236067977 3.16227766
P9 2.236067977 2.236067977 0
P10 1.732050808 1.732050808 2
P11 2.645751311 1.732050808 3.16227766
P12 3.16227766 2.449489743 2.236067977

Table 4. Temporary Groups Based on the Similarity.

N1 P1 P2 P3 P4 P8 P10
N2 P5 P11
N3 P6 P7 P9 P12

Table 5. Center Means of Temporary Groups.

Risk Level Physiology Medical Record Demography

C1 2 1.5 1.5 2
C2 1.5 2.5 2.5 1
C3 2 3 1 3

According to the center means of temporary groups, this study continues to compute
the minimum similarity distance of older people for the temporary and final groups as
shown in Tables 6 and 7, respectively.

Table 6. Similarity of Temporary Groups for Older People.

C1 C2 C3

P1 0.707106781 2.397915762 2.236067977
P2 0.707106781 1.322875656 1.732050808
P3 1.58113883 2.179449472 3
P4 1.224744871 2.397915762 1.732050808
P5 1.870828693 0.866025404 2.236067977
P6 1.224744871 2.598076211 1
P7 2.121320344 2.598076211 1
P8 1.58113883 2.179449472 3.16227766
P9 1.870828693 2.598076211 0
P10 1.224744871 1.322875656 2
P11 2.121320344 0.866025404 3.16227766
P12 2.549509757 2.598076211 2.236067977

Table 7. Final Groups Based on MMC.

F1 P1 P2 P3 P4 P8 P10
F2 P5 P11
F3 P6 P7 P9 P12

The dataset of features of older people includes RL1, Phy1, MR1, Dem1, RL2, Phy2,
MR2, and Dem2 to represent the risk level, physiology, medical record, and demography,

66



Appl. Sci. 2022, 12, 3664

respectively (Table 8). The LCDA dataset shows a total of 66 observations calculated in
Equation (5):

12

∑
i=1,j=1,i �=j

Combination (i, j) = C12
2 =

12!
2! ∗ 10!

= 66 (5)

Table 8. LCDA Dataset of Older People.

RL1 Phy1 MR1 Dem1 RL2 Phy2 MR2 Dem2 LCDA

2 2 1 3 1 3 1 3 Y
2 1 1 2 1 2 3 1 N
2 2 1 3 3 3 3 3 Y
2 1 1 2 2 3 1 3 N
1 3 1 3 3 3 3 3 Y
2 3 1 3 3 3 3 3 Y
2 1 1 2 2 3 2 1 N
~ ~ ~ ~ ~ ~ ~ ~ ~
2 1 1 2 2 2 1 3 N
2 3 1 3 3 3 3 3 Y
2 1 1 2 2 3 1 3 N
2 2 2 2 2 3 2 1 N

The accuracies are 86.36%, 96.97%, 98.48%, and 98.48% using SVMs, logistic, and MLP,
random forest, respectively. The MLP and random forests achieve the highest level of
accuracy (Figure 6).

Figure 6. Accuracy of Classification Algorithms.

The collaboration is built randomly 66 times, and the highest accuracy is 56.06% from
SVMs. The mean difference is −30.3 (p < 0.01), which is significant. Therefore, the second
hypothesis is also supported.

7. Discussion

Based on the literature review, currently, the design of long-term care intends to use
centralized architecture, which means agencies assign caretakers to older people based
on their manpower policies without taking the appropriate characteristics of older people
into consideration. The study proposed methods including MMC and LCDA to overcome
some important issues based on the existing architecture that could lead to shortages of
manpower and inappropriate cooperation between caretakers and older people. After
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being systematically evaluated in the experiment, the hypotheses are all supported, those
issues can be confirmed to be solved by using the proposed mapping mutual clustering
method and long-term care decentralized architecture. Older people sense the suitable
caretakers around them, cognitively group caretakers by some characteristics generated
from MMC, form long-term corporation relationships with LCDA, and generate records in
order to adjust groups dynamically.

With the proposed methods, older people can involve and generate a corporate pro-
cess when realistic circumstances are acted out in the long-term care systems in order to
better understand the outcome of caretakers no matter they are coming from. Because
individual caretakers may behave differently attitudes or performance even under the same
situation, attempting to define the qualified ability of caretakers and associated system
reactions in a static way that is desired by all older people is impossible and can result in
risks and difficulty for caretakers. Therefore, a long-term care system should provide a
dynamic interaction for all participants so that they can map mutual rules at any time. The
decentralized architecture emphasizes the importance of understanding older people in
their mapping mutual process and involves characteristics such as risk level while going
out for a walk in a dangerous environment.

8. Conclusions

The study makes many significant contributions to proposing novel methods. First,
existing mutual algorithms for long-term care mainly focus on benefits with centralized
care agencies to match healthcare workers and older people. However, the benefits of care
agencies and cannot solve the issue of manpower. To address the first research question,
this study proposes a novel method, called the mapping mutual clustering algorithm,
considering all possible features across all older people. Second, the proposed long-term
care decentralized architecture algorithm applies Artificial Intelligence and Blockchain to
solve the issues of dynamically adjusting, coordinating human variability, and the privacy
protection, which can address the second research question. Third, this study applies an
empirical process to long-term care.

There are a few limitations and future works to this study. First, this study evalu-
ated the proposed decentralized architecture of long-term care through a features-based
questionnaire, which could not immediately reflect current long-term care operational
mechanisms in reality. Therefore, it is better to perform an experiment with a larger sample
based on the proposed methods in future studies. In the future, enlarging the dataset by
building the decentralized system will overcome any limitation on the accuracy of the
classification. Second, due to considering privacy issues, the relevant features categorized
on the risk levels 1, 2, and 3 do not correspond to the Barthel index, as measured by official
investigation reports. To guide practical insights to the long-term care system, the sub-item
categories should be clearly identified to solve the issue of disclosing information.
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Abstract: Storage is a promising application for permission-less blockchains. Before blockchain,
cloud storage was hosted by a trusted service provider. The centralized system controls the permission
of the data access. In web3, users own their data. Data must be encrypted in a permission-less
decentralized storage network, and the permission control should be pure cryptographic. Proxy
re-encryption (PRE) is ideal for cryptographic access control, which allows a proxy to transfer Alice’s
ciphertext to Bob with Alice’s authorization. The encrypted data are stored in several copies for
redundancy in a permission-less decentralized storage network. The redundancy suffers from the
outsourcing attack. The malicious resource provider may fetch the content from others and respond
to the verifiers. This harms data integrity security. Thus, proof-of-replication (PoRep) must be applied
to convince the user that the storage provider is using dedicated storage. PoRep is an expensive
operation that encodes the original content into a replication. Existing PRE schemes cannot satisfy
PoRep, as the cryptographic permission granting generates an extra ciphertext. A new ciphertext
would result in several expensive replication operations. We searched most of the PRE schemes
for the combination of the cryptographic methods to avoid transforming the ciphertext. Therefore,
we propose a new PRE scheme. The proposed scheme does not require the proxy to transfer the
ciphertext into a new one. It reduces the computation and operation time when allowing a new user
to access a file. Furthermore, the PRE scheme is CCA (chosen-ciphertext attack) security and only
needs one key pair.

Keywords: proxy re-encryption; blockchain; storage; proof-of-replication

1. Introduction

Blockchain technology has been actively developing in recent years. A decentralized
storage network [1] based on the blockchain is a promising application direction. The
decentralized storage network would redefine data ownership, privacy, and accessibility.
Taking the example of the traffic surveillance cameras, the data may be stored on a de-
centralized storage network. Therefore, the public can verify that the data exist, but only
authorized parties can access it. Multiple institutions (such as insurance companies) to
access data require an encryption scheme with access control. Traditional symmetric or
asymmetric cryptography cannot meet this requirement, as these schemes require specify-
ing who can decrypt before encrypting. The proxy re-encryption (PRE) is a suitable scheme
for data sharing.

PRE allows a user to grant access permission in a cryptographic method. Alice would
allow Bob to visit her data under Alice’s authorization. However, the ciphertext must be
transferred to the new one (Figure 1). In a decentralized storage network, data integration
suffers from the challenge of the outsourcing attack. Blockchain consists of many semi-
trusted resource providers. When asked for proof, the malicious provider would download
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the data content from other honest providers on the fly. Proof-of-replication (PoRep) brings
the concept against the outsourcing attack. The idea is to encode the user data with a
unique key, e.g., the provider’s public key. Meanwhile, the encoding algorithm should be
expensive, and decoding is cheap, so the resource provider would not drop the replicated
data, as regenerating the replication would cost more. Since everyone tends to reduce the
cost, the data would lose redundancy without PoRep. PoRep is the mandatory algorithm
to convenience the verifiers that the dedicating storage resource is spending.

Existing PRE is not ideal for a decentralized storage network because the extra cipher-
text would trigger an expensive replicating operation (Figure 2). Combined with PoRep,
the cost of PRE sharing is too high.

We propose a CCA (chosen ciphertext attack)-secure and collusion-resilience (collusion
safe) proxy re-encryption scheme for the decentralized storage network (Figure 3).

1. No new ciphertext is generated for the permission grant in a decentralized stor-
age network. It brings down the cost for proof-of-replication in a permission-less
decentralized storage network.

2. The collusion-resilience scheme in group algebra requires only one key pair.

Figure 1. Traditional PRE requires proxy computation to re-encrypt.

Figure 2. Comparison of the replication in decentralized storage network with or without trans-
ferred ciphertext.
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Figure 3. Our PRE scheme use CA and ReEncrypt key to decrypt.

The rest of the paper is organized as follows. In Section 2, we talk about the detail
of decentralized storage networks and proxy re-encryption. In Section 3, we dive into the
knowledge, terms, and formula used in this work. The proposed scheme and security
analysis are presented in Section 4. In Section 5 we give a practical implementation and
show the experiment result. The various extended questions are talked about in the
evaluation, Section 6. Finally, Sections 7 and 8 provide the conclusion and future work.

2. Related Work

This section will dive deep into the background of the decentralized storage network,
blockchain, and its relationship with proxy re-encryption.

2.1. Decentralized Storage Network

The cloud service is provided by a trusted third party. The data permission is controlled
with a centralized mechanism. With the blockchain innovation, the recent study shows that
the decentralized storage network is viable [1–4]. In the decentralized storage network,
the user is not required to trust any providers, just the cryptography. It brings enormous
confidence to the data owner.

The decentralized storage network is ideally built upon a permission-less blockchain.
Blockchain miners provide the storage resource. The content that a user uploads to the
blockchain is kept by miners. The blockchain makes the storage network permission-less.
The miners can freely join or quit.

In the decentralized storage network, permission control must be cryptographic since
the storage providers are semi-trusted. The existing public-key crypto is required to specify
the target user to decrypt before encryption. Beyond this, PRE allows users to add the
target users by re-encrypt the existing ciphertext into a new one. It is identical to permission
granting at the application level. Thus, PRE schemes are helpful for blockchain storage.

However, a decentralized storage network must periodically check content integrity.
The malicious miner may cheat by fetching content from other honest miners and respond-
ing to the checking. The cheater is committing to keep the content but never spending the
storage resource. A decentralized storage network must be resilient to the outsourcing at-
tack. Proof-of-replication requires the miners to encode the user content into the replication
with each miner’s unique identity. It is intended to make the encoding more expensive.
The miner is willing to save the replication on disk, as it is impossible to fetch the content
from other miners and finish the encoding in the limited time.

2.2. Proxy Re-Encryption and Proof-of-Replication

In 1998, Blaze, Bleumer, and Strauss [5] proposed the first proxy re-encryption scheme
based on a cyclic group [6]. In 2010, Weng et al. [7] proposed a CCA and collusion-resilience
PRE scheme. After 2010 [8,9], most PRE schemes were based on bilinear pairing [10–12] or
lattice algebra structure [13]. The data uploaded must be encrypted in the decentralized
storage network. However, most the PRE schemes are generating the new ciphertext during
the re-encryption. A ciphertext would be replicated with each miners’ unique identity. Any
modification of the ciphertext would lead to more expensive PoRep operations. A PRE
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scheme is ideal not to generate new ciphertext during the frequent permission sharing
actions under the decentralize storage network scenario. Thus, we propose the new
PRE scheme.

While the new PRE schemes are diving into more complex algebra structure, the use
scenarios of PRE are still limited. As business companies back the cloud service, the cloud
and mobile do not fully utilize PRE schemes. The encryption will prevent data analysis
and take extra cost of storage and computation. Owing to the blockchain, we foresee that
blockchain-based decentralized applications will heavily rely on cryptographic schemes.
Web3 allows the user to own their data. The decentralized storage network requires a pure
cryptographic access control feature. PRE is ideal, but PoRep is mandatory.

The first blockchain, Bitcoin, proposed the proof-of-work (PoW) as the consensus
algorithm [14] after PoW was used earlier for anti-spam purpose [15]. Computation was
used as the resource for consensus, such as voting. Later, the storage space as a resource
was studied, which can be classified into two categories. The proof-of-space intends to
replace proof-of-work as the consensus algorithm. This replacement can bring down the
cost of electricity by PoW, but junk data needs to be filled in the hard disk so far. Conversely,
the proof-of-storage algorithm focuses on storing useful data. However, this algorithm
cannot agree on a consensus. It only shows the proof of the data stored. Proof-of-replication
is an extension of proof-of-storage, which convinces the owner that the unique storage
resource keeps the data. In the permission-less blockchain, the PoRep is the key algorithm.
It is nice to design schemes working with PoRep for the storage features. Filecoin uses
SDR as the PoRep encoding and proves with the zero-knowledge-based algorithm [2,3].
Filecoin lets users decide how to encrypt their data. Therefore, there is no cryptographic
access control for decentralized storage networks yet. The improved PRE scheme is worth
studying.

In 1998, Blaze, Bleumer, and Strauss [5] proposed the first proxy re-encryption scheme.
The ciphertext can be re-encrypted into another by the proxy authorized by the owner.
Although the first PRE scheme is not collusion-resilient, it shows the possibility to change
the key or password of the ciphertext without decryption. In 2003, Ivan and Dodis [16]
proposed the group-based proxy cryptography scheme. In their unidirectional scheme, the
secret key is first divided into two parts. This is the main technique that is used for collusion
safety by many schemes. This illuminates our idea. In 2009, Shao et al. [17] proposed a
CCA-secure scheme without pairing. Their scheme uses double trapdoors with the big
prime multiplication as the secret key. One year later, Weng et al. [7] proposed a CCA-secure
scheme WDLC10 without pairing. Two key pairs are used to avoid collusion for the secret
key in their scheme, which is similar to Ivan and Dodis [16]. In the following years, most
CCA-secure schemes were based on bilinear pairing or lattice. The PRE schemes such as
AFGH06 [18] and GA07 [19] are based on bilinear pairing. XT10 [20] and ABPW13 [21] are
based on lattice (LWE). NAL15a [22] is based on lattice (NTRU).

Let us take a look at how WDLC10 [7] works. To achieve collusion resilience, WDLC10
uses two key pairs. The core idea of preventing collusion is to use the sum of two secret
keys instead of one. This results from the fact that the delegatee and proxy can only work
together to obtain the sum of the keys, but cannot learn the value of each secret. The two
keys are used for two different layers of ciphertext.

Our scheme achieved collusion resilience with one regular public/secret key pair.
Under the general concept of asymmetry encryption, the cleartext can be encrypted with a
public key, and the ciphertext is decrypted with the corresponding secret key. However,
in the scenario of PRE, we slightly changed the definition. Assuming that anyone can
create PRE ciphertext with the given public key, the malicious user could keep the crucial
internal value which should be discarded during the encryption. The internal value can
be used to generate new re-keys, where the access permission to the ciphertext should be
controlled by the owner. In this case, the ciphertext generated with Alice’s public key may
not actually be controlled by Alice. This may lead to security issues. The proposed scheme
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uses the secret key for encryption and decryption to ensure that only the owner can create
the ciphertext. Alice can generate a re-key with her secret key and Bob’s public key.

To summarize, BBS98 [5], Dodis and Ivan [16], and WDLC10 [7] use groups. WDLC10 [7]
improved many features compared to BBS98 (including the most important feature, col-
lusion resilience). To archive collusion resilience in “hashed” ElGamal, two key pairs
are required for WDLC10 [7]. Shao et al. [17] used double trapdoors. For the other PRE
schemes, most of them are based on bilinear pairing or lattice.

3. Preliminaries

We briefly talk about preliminary knowledge for the decentralized storage network
and proxy re-encryption.

3.1. Outsourcing Attack and Proof-of-Replication

In a permission-less decentralized storage network, whoever joins the network can
provide resources and make incoming attacks. The resource providers may make arbitrary
attacks to reduce their costs and increase the margin. One of the most critical is the
outsourcing attack. The solution to prevent outsourcing attacks is proof-of-replication [1].

The data must have redundancy stored in a permission-less decentralized storage
network. An individual resource provider who deleted the local copy of data to save
the storage cost makes an outsourcing attack. When the request to retrieve data comes,
the resource provider can fetch the content from another provider and send it back to the
requester. The data must be preprocessed into the replication format with the unique key
to prevent the outsourcing attack. The cost of replication should be more expensive and
time-costly than honestly storing the data. The replicated data are hard for another to
utilize, as the replication key is unique. Proof-of-replication ensures the dedicating unique
physical store for the data.

3.2. Public Key Encryption

Public key encryption has advantages in key management compared with symmetry
key encryption. Users only need to keep their secret keys safe instead of memorizing
many passwords. RSA and ElGamal (including ECC) are the most commonly used public
key encryption schemes. In RSA, we can either encrypt with a public key or secret key
and decrypt with the other, respectively. In ElGamal, the public key is for encryption via
Equation (2), and the secret key is for decryption via Equation (3). Public key encryption
allows anyone to create an encrypted message and send it to the secret key owner to
establish secure communication. We mainly focus on ElGamal here:

a, r ∈ Zp, (1)

pkA = ga, (2)

skA = a. (3)

where pkA is the public key, and skA is the secret key. Ciphertext c is encrypted with
the public key pkA and the clear message m via Equation (4):

c = 〈c0, c1〉 = 〈gr, m · pkr
A〉 = 〈gr, m · gar〉. (4)

The secret key is required for decryption via Equation (5):

m =
c1

(c0)skA
=

m · gar

(gr)a . (5)

The ElGamal scheme satisfies the CPA security. Given the same input m, the output c
is different each time according to the random value r. To achieve CCA security, validation
is required before the decryption. It detects if the adversary had modified the ciphertext.

75



Appl. Sci. 2022, 12, 4260

3.3. Proxy Re-Encryption

We review the model of collusion-resilience PRE. A CCA collusion-resilience proxy
re-encryption scheme is an algorithm:

(KeyGen, RenKeyGen, Enc, ReEnc, Dec). (6)

KeyGen(): The algorithm generates the public/secret key pair (pk, sk).
ReKeyGen(skA, pkB): The re-encryption key generation algorithm accepts the secret

key skA of Alice and the public key pkB of Bob. It outputs a re-encryption key rkA→B.
Enc(sk, m): The encryption algorithm takes the public key sk and the clear message

returns the encrypted message c.
ReEnc(rkA→B, cA): The re-encryption algorithm transfers the encrypted message cA

into the ciphertext cB using the re-encryption key rkA→B. Bob’s secret key can decrypt the
transformed ciphertext cB.

Dec(sk, c): The user decrypts the ciphertext with his secret key and encrypted c, e.g., cA
or cB. It outputs the cleartext m.

Correctness. Correctness is ensured for any m ∈ M and any key pair of (pkA, skA),
(pkB, skB), following the conditions Equations (7) and (8):

Dec(skA, Enc(skA, m)) = m, (7)

Dec(skB, ReEnc(ReKeyGen(skA, pkB), Enc(skA, m))) = m. (8)

Security definition. Security for a CCA collusion-resilience PRE scheme is defined in
the game between an adversary A and a challenger C. There are two ciphertexts from the
cleartext message for the PRE scheme: encrypted cipher m → cA and re-encrypted m → cB
are required for chosen-ciphertext security.

Phase 1. The adversary A issues queries q1, . . . , qm, of which qi is one of the following:

• Uncorrupted key generation query: The challenger C computes (pki, ski) ← KeyGen(),
and sends the pki to the adversary A.

• Corrupted key generation query: The challenger C computes (pkj, skj) ← KeyGen(),
and sends the (pkj, skj) to the adversary A.

• Re-encryption key generation query: The challenger C computes
rk1→2 ← ReKeyGen(sk1, pk2), and sends the rk1→2 to the adversary A. Here, sk1 and
pk2 must be from different key pairs. This query allows any key pair except that A
cannot know the value of sk1.

• Re-encryption query: The challenger C computes c2 ← ReEnc(rk1→2, c1), and sends
the ciphertext c2 to the adversary A.

• Decryption query: The challenger C computes m ← Dec(sk, c), and sends the cleartext
m to the adversary A. Here, sk cannot be sk1 or sk2.

Challenge. After the adversary A ends up Phase 1 , A chooses from two equal-length
messages m0, m1 ∈ M, and sends to the challenger C.

The challenger C receives m0, m1. C flips a random coin δ Equation (9), and computes c,

δ ← {0, 1}, (9)

c ← Enc(skA, mδ), (10)

then sends the c Equation (10) back to the adversary A.

Phase 2. The adversary A continues to issue queries qm+1, . . . , qmax, which qi can be
one of the queries:

• Uncorrupted key generation query: The challenger C responses are the same as in
Phase 1.
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• Corrupted key generation query: The challenger C responses are the same as in Phase
1.

• Re-encryption key generation query: The challenger C responses are the same as in
Phase 1.

• Re-encryption query: The challenger C responses are the same as in Phase 1.
• Decryption query: The challenger C responses are the same as in Phase 1, except that

c �= cA and sk �= skA, or c �= cB and sk �= skB.

Guess. The adversary A outputs δ̂ ∈ {0, 1}.

Referring to adversary A as an IND-PRE-CCA adversary, we define the advantage of
the adversary A in attacking scheme Π as

AdvIND−PRE−CCA
Π,A = |Pr[δ = δ̂]− 1

2
|. (11)

Definition 1. A PRE scheme Π is said to be (t, qu, qc, qrk, qre, qd, ε)-IND-PRE-CCA secure, if for
any t-time, IND-PRE-CCA adversary A makes at most qu uncorrupted key generation queries, at
most qc corrupted key generation queries, at most qrk re-encryption key generation queries, at most
qre re-encryption queries, and at most qd decryption queries; thus we have

AdvIND−PRE−CCA
Π,A ≤ ε. (12)

3.4. Complexity Assumptions

The computational assumption of Diffie–Hellman (CDH) is defined as

Definition 2. G is a cyclic multiplicative group with prime order p. The CDH problem is said in
group G, given a tuple (g, gx, gy) ∈ G3 with unknown x, y ← Zp, to compute gxy.

A variant of the CDH problem named divisible computation Diffie–Hellman (DCDH) [23]
problem is defined as follows.

Definition 3. Let G be a cyclic multiplicative group with prime order p. The DCDH problem in
group G is, given (g, g

1
x , gy) ∈ G3 with unknown x, y ← Zp, to compute gxy.

The construction of our chosen ciphertext-secure PRE scheme is based on the as-
sumption of modified computational Diffie–Hellman (mCDH). The mCDH problem is a
combination of the CDH problem and the DCDH problem.

Definition 4. Let G be a cyclic multiplicative group with prime order p. The mCDH problem in
group G is, given a tuple (g, g

1
x , gx, gy) ∈ G4 with unknown x, y ← Zp, to compute gxy.

Definition 5. For a polynomial time adversary B, the advantage is defined as solving the mCDH
problem in group G:

AdvmCDH
B = Pr[B(g, g

1
x , gx, gy) = gxy]. (13)

4. Proxy Re-Encryption Scheme

Our PRE scheme is adopted with the PoRep in a permission-less decentralized storage
network. The ciphertext ReEnc is an optional operation in the definition. This CCA and
collusion-resilience PRE scheme is based on “hashed" ElGamal. ElGamal is one of the most
important asymmetry cryptographic schemes based on CDH assumption. Both discrete
logarithm and ECC can be used for the ElGamal implementation.

4.1. Features

Collusion resilience. Collusion resilience (collusion safe) states that the proxy and
the delegate (Bob) can collude to obtain the delegator’s (Alice) secret key. In BBS98 [5],
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rkA→B = skB
skA

, proxy and delegate (Bob) can calculate skA = rkA→B · skB. Collusion
resilience (collusion safe) is an important feature. In any case, skA should be safe because it
is related to more than the current ciphertext. All the ciphertexts generated by Alice are
bound with the security of skA. Our scheme is collusion resilience due to the novel method
of re-key generation, inspired by the bidirectional scheme of Ivan and Dodis [16].

Bidirectional. Delegation from A → B allows re-encryption from B → A. It is
observed that unidirectional and bidirectional delegation can be applied in different use
cases. It is nice to distinguish between unidirectional and bidirectional proxy re-encryption.
The bidirectional PRE refers to the fact that it can generate rkB→A from rkA→B. WDLC10 [7]
used the two layers for unidirectional encryption, where layer 2 cipher can be converted
into layer 1 cipher by rkA→B = Δ

skA1+skA2
.

The bidirectional scheme means the re-encrypted ciphertext can transfer back to
the original cipher. It depends on how the re-encryption key is designed. In BBS98,
rkA→B = skB

skA
and the reversed key rkB→A = skA

skB
can be easily calculated. Obviously, this

reversed encryption key can be applied to all the ciphertext generated by Bob. In the
Ivan and Dodis 2003 bidirectional ElGamal scheme, rk = gr(x2−x1) also can be reversed,
but due to the random r, the reversed key can be only applied to Bob’s current ciphertext.
Comparing the two scenarios, BBS98’s bidirectional feature leads to more privacy issues
than Ivan and Dodis [16].

Noninteractive. The generation of the re-encryption key requires Alice to use Bob’s
public key. Bob is not involved in the interaction of re-key generation.

Proxy invisibility. The user sending messages to Alice does not need to be aware of
the existence of the proxy. The same applies to Bob, the delegate.

Key optimality. Bob should keep a constant number of secrets, regardless of how
many delegations he accepts.

Nontransitive. A proxy re-encryption scheme is transitive if the proxy has right to
re-delegate decryption permission. Moreover, it combines several re-encryption keys to
produce a new re-key (e.g., from rkA→B and rkB→C one can obtain rkA→C). Our scheme is
nontransitive, as generating a re-key requires Alice’s authorization to prevent transitive
action on a proxy.

Transferability. This property, first considered by Ateniese et al. in [18], catches the
inability of collusion of the proxy and the delegates to re-delegate decryption rights (i.e.,
producing new re-encryption keys). The proxy has rk and Bob knows gr and skB, which
can generate a new re-key for another user.

4.2. Proposed Scheme

Setup

In the CCA-secure and collusion-resilience PRE scheme, g is the generator of a cyclic
multiplicative group G of prime order p. skA Equation (16) is the secret key and pkA
Equation (15) is the public key of Alice. skB Equation (18) is the secret key and pkB
Equation (17) is the public key of Bob.

m is the clear message of l0 bits length in the binary message space denoted by M.
w is the random bits of l1 length. H is the hash function, where H1 : Zp · Zp → Zp,
H2 : {0, 1}l0 · {0, 1}l1 → Zp, H3 : G2 → {0, 1}l0+l1 , H4 : G · {0, 1}l0+l1 → Zp.

KeyGen(): The key generation algorithm generates the public/secret key pair (pk, sk)
for the user:

a, b ∈ Zp, (14)

pkA = ga, (15)

skA = a, (16)

pkB = gb, (17)

skB = b. (18)
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ReKeyGen(skA, pkB): The re-encryption-key-generating algorithm accepts the secret
key skA from Alice and the public key pkB from Bob. The algorithm returns the re-
encryption key rkA→B.

Re-key rkA→B = ( pkB
pkA

)d = ( gb

ga )d = gbd−ad, where the pkA can be derived from skA.

When re-encrypting DB = DA · rkA→B = (ga)d · gbd−ad = gbd, the re-key can only be issued
by Alice, who knows d = H1(skA, r).

Enc(skA, m): The encryption algorithm takes the secret key skA, and the clear message
m returns the encrypted message cA via Equation (19):

(m||w)
Enc−−→ cA = 〈DA, r, E, F, V, S〉. (19)

where D, r, E, F, V, andS are defined as Equations (20)–(24):

DA = (pkA)
d, d = H1(skA, r), r ← Zp, (20)

E = ge, e = H2(m, w), w ← {0, 1}l1 , (21)

F = H3(gd, E)⊕ (m||w), (22)

V = gv, v ← Zp, (23)

S = gs, s = v + skA · r. (24)

ReEnc(rkA→B, cA): The re-encryption algorithm transfers the encrypted message cA
into the ciphertext cB using the generated re-encryption key rkA→B via Equation (25). Bob’s
secret key can decrypt the transformed ciphertext cB. Here, d is used to generate the
permission of delegation. Only the content owner can create new D or rk with skA and r.

Before the transferring, the validation S ?
= V · pkr

A of ciphertext should be checked to
ensure Alice generates the ciphertext. Otherwise, the algorithm outputs ⊥:

cA
ReEnc−−−→ cB = 〈DB, r, E, F, V, S〉

= 〈DA · rkA→B, r, E, F, V, S〉.
(25)

Dec(sk, c): The user decrypts the ciphertext with his secret key and encrypted c, e.g., cA
or cB. It outputs the cleartext m and random bits w via Equation (26). After decryption,

the validation of ciphertext should be checked E ?
= gH2(m,w). If not, the algorithm outputs ⊥:

cB
Dec−−→ (m||w) = F ⊕ H3(gd, E), gd = D

1
skB
B

= F ⊕ H3(D
1

skB
B , E).

(26)

In WDLC10 [7], CCA-secure “hashed” ElGamal and modified version is used. The
textbook ElGamal is CPA-secure and risky in the rounded attack. To enhance the security,
“hashed” ElGamal is applied with a message authenticated mechanism.

4.3. Security Analysis

Our collusion-resilience PRE scheme is CCA-secure in a random oracle model, un-
der the modified-computation Diffie–Hellman (mCDH) assumption [24].

In this section, we prove the scheme under mCDH assumption [24] that any efficient
algorithm’s mCDH advantage is negligible.

Theorem 1. Our PRE scheme ∏ is IND-PRE-CCA-secure under the assumption of the mCDH [24]
in group G, and the Schnorr signature [25] is EUF-CMA-secure in the random oracle model. An
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adversary A, who asks at most qHi random oracle queries to Hi with i ∈ {1, . . . , 4}, can effectively
break the (t, qu, qc, qre, qd, ε)-IND-PRE-CCA of our scheme ∏, for any 0 < ν < ε. Thus we have:

• The (t′, ε′)-mCDH problem [24] in group G can be solved by an algorithm B with
Equations (27) and (28):

t′ ≤ t + (qH1 + qH2 + qH3 + qH4

+ qu + qc + qrk + qre + qd)O(1)

+ (qu + qc + 4qre + 3qd + (2qd + qre)qH2)te,

(27)

ε′ ≥ 1
qH3

(2(ε − ν)− qH2 + (qH2 + qH3)qd

2l0+l1
− 2qd + qre

q
). (28)

where te is the exponential running time in the group G.
• The EUF-CMA security of the Schnorr signature [25] can be broken by an attacker with

advantage ν within time t′.

Proof. It is assumed that the Schnorr signature [25] is (t′, ε′)-EUF-CMA-secure for the
probability 0 < ν < ε. While the CDH problem (given g, gx, gy output gxy) is as hard as
the mCDH problem [24] (given g, g

1
x , gx, gy outputs gxy), this theorem is proved under

the mCDH problem [24]. A t-time adversary A can break the IND-PRE-CCA security of
scheme ∏ with advantage ε − ν. We show how an algorithm B solves the (t′, ε′)-mCDH
problem [24] in group G.

Suppose algorithm B accepts the input of mCDH challenge tuple (g, gx, g
1
x , gy) ∈ G4,

and x, y ← Zp is unknown. Algorithm B plays the role of challenger playing the IND-PRE-
CCA game with adversary A. Algorithm B’s goal is to output gxy.

Setup. Algorithm B passes parameters (p,G, g, H1, H2, H3, H4, l0, l1) to adversary A.
H1, H2, H3, H4 are random hash oracles controlled by the algorithm B.

Hash Oracle Queries. Adversary A may send the queries to random oracle H1, H2,
H3, and H4 at any time. Algorithm B has four empty lists Hlist

1 , Hlist
2 , Hlist

3 , and Hlist
4

initially, used for storing the query parameters and result value tuples.

• H1 queries. With the parameters (a, r), if this query exists in the Hlist
1 as a tuple (a, r, d),

output the value d as the result to adversary A. Otherwise, choose d ← Zp and add
the tuple (a, r, d) to the hash list Hlist

1 , and respond with H1(a, r) = d to adversary A.
• H2 queries. With the parameters (m, w), if this query exists in the Hlist

2 as a tuple
(m, w, v), output the value v as the result to adversary A. Otherwise, choose v ← Zp

and add the tuple (m, w, v) to the hash list Hlist
2 , and respond with H2(m, w) = v to

adversary A.
• H3 queries. With the parameters (gd, E), if this query exists in the Hlist

3 as a tuple
(gd, E, α), output the value α as the result to adversary A. Otherwise, choose α ←
{0, 1}l and add the tuple (gd, E, α) to the hash list Hlist

3 , and respond with H3(gd, E) =
α to adversary A.

• H4 queries. With the parameters (E, F), if this query exists in the Hlist
4 as a tuple

(E, F, β), output the value β as the result to adversary A. Otherwise, choose β ← Zp

and add the tuple (E, F, β) to the hash list Hlist
4 , and respond with H4(E, F) = β to

adversary A.

Phase 1. The adversary A sends a series of queries as in the definition of the IND-
PRE-CCA game. The algorithm B holds three hash lists Klist

Uncorrupted, Klist
Corrupted, and Rlist,

answering the adversary A as follows:

• Uncorrupted key generation query qu. If the tuple (a, ga) is not in the hash list
Klist

Uncorrupted, the algorithm B chooses a ← Zp; add the tuple (a, ga) to the hash list

Klist
Uncorrupted. Respond with pk = ga to adversary A.
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• Corrupted key generation query qc. If the tuple (a, ga) is not in the hash list Klist
Corrupted,

the algorithm B chooses a ← Zp; add the tuple (a, ga) to the hash list Klist
Corrupted.

Respond with (sk, pk) = (a, ga) to adversary A.
• Re-encryption key generation query qrk. The re-key generation is from Alice’s secret

key and Bob’s public key; both key pairs can be uncorrupted or corrupted. It is because
in the re-encryption from cA to cB, ciphertexts can be decrypted by either skA or skB.
In the case algorithm, B recovers (skA, pkA), (skB, pkB) from Klist

Uncorrupted or Klist
Corrupted.

Then, algorithm B generates re-key rkA→B = ( pkB
pkA

)H1(skA ,r) = ( gb

ga )H1(a,r). The tuple

(skA, pkA, skB, pkB, rkA→B) is added to the Rlist. Then, the rkA→B is returned to adversary
A.
For the challenge purpose, both skA and skB should be uncorrupted.

• Re-Encryption query qre. Given rkA→B and cA = 〈DA, r, E, F, V, S〉: If S �= V · pkr
A,

it outputs ⊥. Otherwise, the algorithm returns the re-encrypted ciphertext cB =
〈DA · rkA→B, r, E, F, V, S〉 to adversary A.

• Decryption query qd. The algorithm recovers sk from Klist
Uncorrupted or Klist

Corrupted. Run

(m, w) = Dec(sk, c). If E = gH2(m,w), give m back to the adversary, otherwise it outputs
⊥.

Challenge. When adversary A ends Phase 1, the adversary outputs a target public key
pk∗ and two equal-length messages m0, m1 ∈ {0, 1}l0 , queries to algorithm B. Algorithm B
responds as follows:

1. Recovers (sk∗, pk∗) from Klist
Uncorrupted and let pk∗ = ga := g

1
x .

2. Let D∗ = (pk∗)d = (ga)d := gy, so that (ga)d = (g
1
x )xy. We can obtain d = xy as

ga = g
1
x . Then, gd = gxy.

3. As F = H3(gd, E) ⊕ (m||w) defined, choose δ ← {0, 1}, w∗ ← {0, 1}l1 and F∗ =

H3(gd, E∗)⊕ (mδ||w∗).
4. Return c∗ = 〈D∗, r∗, E∗, F∗, V∗, S∗〉 as the challenged ciphertext to adversary A.

Phase 2. The adversary A issues the queries as in Phase 1. Algorithm B responds to
those queries to A as in Phase 1.

Guess. The adversary A responds a guess δ̂ ∈ {0, 1} to B. Algorithm B calculates
H3(gd, E∗) = H3(gxy, E∗) = F∗ ⊕ mδ̂ = α̂. B looks up the hash list Hlist

3 for the tuple
(gd, E∗, α) where α = α̂, then returns the gd as the solution gxy to the given mCDH instance.

Analysis. First, let us evaluate the simulation of random oracles. H1, H4 are perfect
As long as A does not query (mδ, w) to H2 or (gxy, E) to H3, so H2 and H3 are perfect . We
denote AskH∗

2 the event (mδ, w) has been queried to H2, and AskH∗
3 the event that (gxy, E)

has been queried to H3.
The challenged ciphertext is identically distributed.
Second, the simulation for the re-encryption oracle. The re-encryption query is perfect

unless the adversary A can transfer the ciphertext into the new one without querying
hash H1 to obtain the rk. We denote this event as ReEncErr. Since H1 plays the role of the
random oracle, which is queried by adversary A at most qre times, we have

Pr[ReEncErr] ≤ qre

q
. (29)

Third, the simulation for the decryption oracle. Suppose that (pk, c), c = (D, r, E, F, V, S)

is a valid ciphertext, as the validation S ?
= V · pkr

A of ciphertext can be checked. There is
still a chance that c can be generated by querying other random values to H3 instead of gd,
where d = H1(skA, r). Denote Valid to be an event that c is valid. Let AskH3 be the event
that (gd, E) has been queried to H3 and AskH2 be the event that (m, w) has been queried to
H2. Then, we have
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Pr[Valid|¬AskH2]

=Pr[Valid ∧ AskH3|¬AskH2]

+ Pr[Valid ∧ ¬AskH3|¬AskH2]

≤Pr[AskH3|¬AskH2] + Pr[Valid|¬AskH3 ∧ ¬AskH2]

≤ qH3

2l0+l1
+

1
q

,

(30)

similarly,

Pr[Valid|¬AskH3]

=Pr[Valid ∧ AskH2|¬AskH3]

+ Pr[Valid ∧ ¬AskH2|¬AskH3]

≤Pr[AskH2|¬AskH3] + Pr[Valid|¬AskH2 ∧ ¬AskH3]

≤ qH2

2l0+l1
+

1
q

.

(31)

Thus, we have

Pr[Valid|¬AskH2 ∨ ¬AskH3]

≤Pr[Valid|¬AskH2] + Pr[Valid|¬AskH3]

≤ qH2 + qH3

2l0+l1
+

2
q

.

(32)

Denote DecErr as the event that Valid|(¬AskH2 ∨ ¬AskH3) happens during the entire
simulation. The qd times of decryption queries have been issued to a decryption oracle, and we
have

Pr[DecErr] ≤ (qH2 + qH3)qd

2l0+l1
+

2qd
q

. (33)

Denote Good as the event AskH∗
3 ∨ (AskH∗

2 |¬AskH∗
3 ) ∨ ReEncErr ∨ DecErr. If Good

has not happened, the adversary A cannot gain any advantage in guessing δ from m0, m1,
due to the random E as one of the input of H3(gd, E) and E = ge = gH2(m,w) is generated
with the random bits w ← {0, 1}l1 . We have Pr[δ = δ′|¬Good] = 1

2

Pr[δ = δ′]
= Pr[δ = δ′|¬Good]Pr[¬Good] + Pr[δ = δ′|Good]Pr[Good]

≤ 1
2

Pr[¬Good] + Pr[Good]

=
1
2
(1 − Pr[Good]) + Pr[Good]

=
1
2
+

1
2

Pr[Good],

(34)

and

Pr[δ = δ′]
≥ Pr[δ = δ′|¬Good]Pr[¬Good]

=
1
2
(1 − Pr[Good])

=
1
2
− 1

2
Pr[Good],

(35)
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we have

|Pr[δ = δ′]− 1
2
| ≤ 1

2
Pr[Good]. (36)

By the definition, the advantage (ε − ν) for IND-PRE-CCA adversary:

ε−ν

=|Pr[δ = δ′]− 1
2
|

≤1
2

Pr[Good]

=
1
2
(Pr[AskH∗

3 ∨ (AskH∗
2 |¬AskH∗

3 ) ∨ ReEncErr ∨ DecErr])

=
1
2
(Pr[AskH∗

3 ] + Pr[AskH∗
2 |¬AskH∗

3 ]

+ Pr[ReEncErr] + Pr[DecErr]).

(37)

Since Pr[ReEncErr] ≤ qre
q , Pr[DecErr] ≤ (qH2+qH3 )qd

2l0+l1
+ 2qd

q and Pr[AskH∗
2 |¬AskH∗

3 ] ≤
qH2

2l0+l1
, we obtain

Pr[AskH∗
3 ]

≥2(ε − ν)− [AskH∗
2 |¬AskH∗

3 ]

− Pr[DecErr]− Pr[ReEncErr]

≥2(ε − ν)− qH2

2l0+l1

− (qH2 + qH3)qd

2l0+l1
− 2qd

q
− qre

q

=2(ε − ν)− qH2 + (qH2 + qH3)qd

2l0+l1
− 2qd + qre

q
.

(38)

In event AskH∗
3 , algorithm B will be able to solve the mCDH instance, and, conse-

quentially, the following is obtained:

ε′ ≥ 1
qH3

(2(ε − ν)− qH2 + (qH2 + qH3)qd

2l0+l1
− 2qd + qre

q
). (39)

From the description of the simulation, the running time of algorithm B can be
bounded by

t′ ≤ t + (qH1 + qH2 + qH3 + qH4

+ qu + qc + qrk + qre + qd)O(1)

+ (qu + qc + 4qre + 3qd + (2qd + qre)qH2)te.

(40)

This completes the proof of Theorem 1.

5. Experiment

In this section, we analyze the computation cost. With the development of the
blockchain in the past decade, elliptic curves cryptography (ECC), including ECDSA
and 25519, has become the standard user access credential. The group with big integers
is less used nowadays. As ECC computation is still heavy even for a modern CPU, we
propose the practical implementation which cached the ECC operation to speed up for
practice. Otherwise, the encryption and decryption over ECC would take too long a time
and become meaningless.

83



Appl. Sci. 2022, 12, 4260

5.1. Schemes Comparison

The two group-based schemes without pairings are using double trapdoors [26] and
“hashed: ElGamal [7]. In Table 1, the comparison results indicate that the proposed scheme
is slower than WDLC10 for encryption, since “hashed” ElGamal is used. Our scheme does
not differentiate the first and the second level of ciphertext. teN is the time in exponential
operation over the N2 group, where N is the safe prime. Let N = pq be a safe prime
modulus, such that p = 2p′ + 1, q = 2q′ + 1, and p, p′, q, q′ are primes. te is the time
in exponential operation over the group. k is the length of generated key in KeyGen(1k).
k1 is the hash algorithm H : {0, 1}∗ → {0, 1}k1 . Nx and Ny are the safe-prime modulus
corresponding to the delegator and the delegatee, respectively. The ReEnc is not available
in our scheme as we do not transfer the ciphertext, but it only generates a re-key.

Table 1. Comparison with Shao09 and WDLC10.

Schemes Shao09 WDLC10 Ours

Compute Cost

ReKenGen 2teN te te

Enc 5teN 3te 5te

Dec 4teN 3te 2te

ReEnc 5teN 3te N/A

Ciphertext Size
1st level 2k + 3|N2

x |+ |m| 3|G|
4|G|+ |m|+ |w|

2nd level k1 + 3|N2
x |+ 2|N2

y |+ |m| 3|G|+ |Zq|

Security

Security Level collusion resistant, CCA collusion resistant, CCA collusion resistant, CCA

Standard model Yes Yes Yes

Underlying Assumptions DDH CDH CDH

5.2. Practical Implementation

Due to the computation inefficiency of ECC, in the practical implementation, we can
use elliptic curves and cyclic multiplicative group together to boost the encryption.

For the practical encryption and decryption, the message is divided into small chunks
m, as each time that group operation is involved in the computation, using ECC will
cost much longer time. For the calculation F = H3(gd, E)⊕ (m||w), where E = ge, e =
H2(m, w), w ← {0, 1}l1 , the operation E = ge will be too expensive if using ECC. On the
other hand, ECC provides better security with less secret key length in bits for the user’s
public key and secret key. Roughly speaking, 160 bits of the ECC secret key are as strong as
1024 bits of the secret key required in RSA or ElGamal over the multiplicative integer group.

It is better to divide and conquer the problem by using both the elliptic curves group
and the cyclic multiplicative integer group g ∈ Gp. In the calculation DA = (pkA)

d, d =
H1(skA, r), r ← Zp, for the user key pair (pk, sk), we use generator gECC ∈ GECC, then
pk = gsk

ECC. Meanwhile F = H3(gd, E)⊕ (m||w) the exponential operation gd in H3 can be
calculated only once in ECC and cached. Another exponential calculation E = ge must be
evaluated for every m and w. Thus, for ge, the ECC operation will be too heavy. Here, we
have the modification below:

(m||w)
Enc−−→ cA = 〈DA, r, E, F, V, S〉. (41)

where D, r, E, F, V, S is defined as:

DA = (pkA)
d, d = H1(skA, r), r ← Zp, (42)

E = ge, e = H2(m, w), w ← {0, 1}l1 , (43)

F = H3(gd
ECC, E)⊕ (m||w), (44)
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V = gv
ECC, v ← Zp, (45)

S = gs
ECC, s = v + skA · r. (46)

For the re-encryption cA
ReEnc−−−→ cB, re-encrypting DB = DA · rkA→B = (ga

ECC)
d ·

gbd−ad
ECC = gbd

ECC, where re-key rkA→B = ( pkB
pkA

)d = (
gb

ECC
ga

ECC
)d = gbd−ad

ECC . For the validation E ?
=

gH2(m,w) after decryption, as pk is not involved, no ECC operation needs to be performed.

5.3. Performance Comparison

Python 3.8 is used to implement our PRE scheme and WDLC10. Since Shao09 uses a
different theory over the large prime numbers, it was hard to make a fair comparison by
choosing the parameters. The code is modified from an open-source pure Python library
named python-ecdsa, which is licensed in the public domain.

We implemented the ECC version of our PRE scheme and the practical modification in
Python 3.8 and tested it on a MacBook Air of Intel Core i5 at a processor speed of 1.3 GHz.
For every 64 bytes of data (including 48 bytes clear message m and 16 bytes of random
initialization vector w), we repeat encryption 100 thousand times and note the time cost.

Our scheme is slightly slower than WDLC10 for encrypting in theory, as we described
in Table 1. However, for the modification for practical cached exponential operation
for gECC, from Figure 4, we can observe that practical modification can speed up the
encryption by avoiding ECC computation. In most cases, elliptic curve-based asymmetry
cryptography is commonly used in the signature or key exchange due to its slowness.
However, the decentralized storage network shows the scenarios where an asymmetry
encryption is required. Meanwhile, it is nice to have the key strength and reasonable
encryption/decryption speed. The result of Figure 4 shows that even for a modern CPU,
the computation is insufficient for fast encryption. The practical implementation is helpful
to speed up the operation while maintaining the security from ECC with less key length.

Figure 4. Time cost for PRE ECC and practical encryption for every 1000 times of encryption of 64
bytes data on MacBook 1.3 GHz Intel Core i5.

In the experiment, we use the cyclic multiplicative group over an integer of 196 bits
for both ours and WDLC10. The ECC curve is NIST192p. The message m size is 48 bytes
and w is 16 bytes since the blake2b outputs up to 64 bytes (512 bits) each time.

In Figure 5, we compare our practical modification PRE scheme with pure-Python-
implemented WDLC10. PRE brings useful access control, privacy features, and better key
management than symmetry encryption. Unlike WDLC10, there is no requirement for
layer 1 and layer 2 ciphertext. Our scheme needs only one public/secret key pair. For the
hash function, we use blake2b, which can output a flexible length of the hash digest. For
the curve, we use NIST192p. Our proxy re-encryption is ready for practice. Figure 5 shows
that with the modification on our scheme, the ECC computing is cached, so our scheme can
be slightly faster than WDLC10 even if the theory shows our scheme was slower, shown in
Table 1.
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Figure 5. Time cost for our PRE scheme and WDLC10 encryption for every 100 k times of encryption
of 64 bytes data on MacBook 1.3 GHz Intel Core i5.

5.4. Performance on the Embedded Device

The PRE encryption and decryption are highly likely to be performed on an embedded
device, such as an IP camera or mobile phone. Figure 6 shows the performance of our PRE
scheme and WDLC10 on an early model of Raspberry Pi microcomputer. The early version
of Raspberry Pi has quite low computation capacity; however, it achieves a reasonable
performance. In addition, the permission grant in our scheme does not require transfer
of the ciphertext, which would be friendly to the embedded devices. Recently, the embed
device has attained a faster CPU with multi-cores. The feature of skipping the re-encryption
makes it fit better for the embedded device.

Figure 6. Time cost for our PRE scheme and WDLC10 encryption for every 1000 times of encryption
of 64 bytes data on a 1st generation of Raspberry Pi model B 700 Hz.

6. Evaluation

6.1. Remove Access or Corrupted Ciphertext

Thus far, our scheme covers the encryption and decryption of data and shares the data
with the public key of another user. We can either choose to generate a rkA→B or DB, and it
is possible to generate a new ciphertext by replacing DB with DA or reuse cA by placing
DB in a separate file.

cA
ReEnc−−−→ cB

How about removing the access permission of a user? The concept of forwarding
secrecy [27] was introduced in cryptography. Strictly, since a message is sent to another one,
it is not a secret anymore, as the content could be copied and shared again. It is impossible
to revoke a message or erase information with cryptography. However, in practice, people
come and leave the organization, and granting or revoking data access permission is the
daily operation. If a user intends to expose the critical information gd

ECC to the public,
the cipher c is no longer a secret. In those cases, the cryptography method can not ensure
security in practice. The only choice is to remove the existing ciphertext to prevent further
information leaking.
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We provide another ciphertext transfer operation. It is not a part of our scheme but it
is useful when transferring the ciphertext into a new one when the message is leaking, and
this operation could be applied after any data access permission is revoked.

Transfer operation cA
Trans f er−−−−→ c′A, where c′A = 〈D′

A, r′, E, F′, V′, S′〉:

D′
A = (pkA)

d′ , d′ = H1(skA, r′), r′ ← Zp, (47)

F′ = F ⊕ re

= F ⊕ H3(gd, E)⊕ H3(gd′ , E)

= H3(gd, E)⊕ (m||w)⊕ H3(gd, E)⊕ H3(gd′ , E)

= H3(gd′ , E)⊕ (m||w),

(48)

V′ = gv′ , v′ ← Zp, (49)

S′ = gs′ , s′ = v′ + skA · r′. (50)

The ciphertext transfering key re is defined:

re = H3(gd, E)⊕ H3(gd′ , E). (51)

It is safe to send the transfer key to the proxy and transfer the existing ciphertext into
a new one. By this operation, the previous ciphertext is discarded, and the new permission
of access should be regenerated.

The concept above is also helpful in blockchain storage content for key renewal.
Periodically changing the secret key is recommended to avoid potential confidential key
leakage. A finance blockchain such as Bitcoin can create another secret/public key pair and
transfer existing coin assets to the new wallet address. The signature is the evidence of a
coin transaction. As opposed to this, the storage blockchain uses a secret key to decrypt.
Losing a key is losing the data unless an algorithm can transfer the old ciphertext to the
new one under the new key. Our PRE scheme is suitable for this scenario.

6.2. Search with PRE

The commercial applications are interested in searching [28,29]. Nowadays, searching
in data is more than just full-text matching. Complexity algorithms are applied to texts,
images, videos, and even speech. A CPA-secure encryption works against searching over
the ciphertext in concept. Even if, in the future, the full homomorphic encryption [30] is
ready, it might be hard to perform a search over CPA ciphertexts.

With proxy re-encryption, it is possible to design the application that outsources the
information processing to the trusted party. Data could be stored safely on the cloud with
versions, and the index for the recent version will be processed in-house.

6.3. Applications with PRE

We introduced PRE for decentralized storage network scenarios, which are the fun-
damental components for lots of blockchain applications. It is possible to build a media
store for movies and music based on blockchain. Once a user purchases the movie, he
has the right to download the movie file content freely. A purchase record is marked on
the blockchain, as evidence of the right to use from the intellectual property owner. It is
publicly verifiable. The PRE re-key can be used as evidence. The evidence can be listed
publicly and it is meaningful only to the purchaser who owns the secret key.

7. Conclusions

In this paper, we proposed a PRE scheme satisfying the PoRep scenario. Since the
PoRep is the key algorithm for a decentralized storage network, the proposed PRE would
be an important candidate for a future blockchain storage network. In a decentralized
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storage network, access control must be cryptography-based. Meanwhile, the decentralized
storage network suffers from outsourcing attacks. Proof-of-replication helps to convince
users that their content is kept by the dedicated storage resource. The proposed PRE scheme
is suited for proof-of-replication, which does not generate the extra ciphertext. The scheme
reduces the cost of cryptographic access control. Moreover, our PRE scheme is CCA-secure
and only requires one key pair. With the practical implementation, it is reasonably fast to
use in applications.

Nowadays, users become used to placing their data on the public cloud. Although the
data access is permission-controlled, it might be transparent to cloud storage providers.
Employing the PRE scheme will bring true privacy to user data, even if the service provider
is semi-trusted.

Due to the computation efficiency, symmetry encryption is widely used for encryption.
However, the key management for symmetry encryption is complex, leading to more
privacy issues. With the maturity of the PRE scheme, it can bring more flexibility to data
storage and access control. Asymmetry encryption will play a more important role in
blockchain-based systems.

8. Future Work

In this paper, we proposed the proxy re-encryption for the decentralized storage
networks. It is a CCA-secure, collusion-resilience PRE scheme that requires only one key
pair. The PRE scheme works under the concept of proof-of-replication, which is the core
algorithm of the decentralized storage network, and the proposed scheme is reasonable,
fast, and practical. It can be used for mobile and IoT devices. In the future, we will keep
working on speeding up the scheme. Furthermore, it is possible to add more features based
on the current scheme, e.g., the multiply public keys re-encryption, or the time-limited
re-key issuing. To enable searching within PRE is also an interesting topic.
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Glossaries

pk The public key is a part of the key pair. The pk is a big integer internally.

sk
The secret key is a part of the key pair. The sk is a generator of a multiplicative
group or the generator point in ECC.

rk
The re-key rk is from the concept of proxy re-encryption, which converts the
ciphertext cA encrypted by Alice’s pkA to a new ciphertext cB which can be
decrypted with Bob’s skB.
The rkA→B is generated under Alice’s permission. It requires Alice’s skA and
Bob’s pkB to generate rkA→B.

M is the message space that contains all the combinations of message m.

m
is the clear message which will be encrypted. It is represented in binary in
length l. In our scheme, we have m ∈ {0, 1}l0 .

w
is the random bits of length l1 generated when encrypting message m. This
provides CPA-level security that the same message will output different
ciphertext under multiple times of encryption.
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l
is the message length in bits. We have l = l0 + l1, where l0 is the length of m and
l1 is the length of w.

c
is the ciphertext. In proxy re-encryption, beside encryption and decryption,
the ciphertext cA can be transfered to another ciphertext cB with the rkA→B
under Alice(A)’s permission grant.

d

is the hash value generated by user Alice’s secret key skA and the random
integer r. d is an important value during the calculation which needs to be
discarded to keep the ciphertext safe. Otherwise, gd can be used for decryption
without a secret key.

D
is the first element of the ciphertext. When decrypting, gd will be calculated
from D with sk, and when re-encrypting, rkA→B is applied to DA to obtain DB
as DB = DA · rkA→B.

r
is the second element of the ciphertext. The random r makes sure the value d
is random.

E
is a part of the ciphertext. E is calculated from m and w. It is a signature used for

satisfying the CCA security. This signature E ?
= gH2(m,w) will be checked after

decryption by the user to verify m.

F
is a part of the ciphertext. The concatenation of message m and w is hidden in F.
Value gd is required for encryption or decryption.

v
is a random value used in the Schnorr signature. It is an internal value, which
needs to be discarded to keep the secret key safe in s.

V
is a part of the ciphertext. Together with s and pk, it performs the Schnorr
signature check before re-encryption.

s
is used for Schnorr’s signature to verify the identity of who encrypts the
ciphertext. s is hiding in S = gs to stay safe. Even if m is too long and split into
m = m1||m2||...||mi, the v and s only need to generate once.

S
is the last element of the ciphertext. It is a value for Schnorr’s signature. This

signature S ?
= V · pkr

A will be checked before re-encrypting c by the proxy.

H
is the hash function. The hash function is a one-way function, which is easy to
calculate the function’s output from the input value, but it is hard to obtain the
input from the given output.
In our scheme, we have H1, H2, H3, and H4, which take different types of input
and return different outputs. H1 : G ·Zp → Zp, H2 : {0, 1}l0 · {0, 1}l1 → Zp,
H3 : G2 → {0, 1}l0+l1 , H4 : G · {0, 1}l0+l1 → Zp.
In practice, those H functions can use any standard hash function such as sha2
or blake2b with data type converting between bytes and integer.

CDH
is computational Diffie–Hellman (CDH) assumption. The CDH problem in
group G is, given a tuple (g, gx, gy) ∈ G3 with unknown x, y ← Zp, to compute
gxy.

mCDH
is the modified computational Diffie–Hellman (mCDH) assumption. Given a
tuple (g, g

1
x , gx, gy) ∈ G4 with unknown x, y ← Zp, it is hard to compute gxy.

g In our PRE scheme, g stands for the generator of the multiplicative group.

gECC
In our PRE scheme, gECC stands for the generator point of the group of the
elliptic curve (ECC).

Zp
is the non-negative integer set less than a prime integer p, and p is the prime
order of a cyclic multiplicative group.

Adversary A is an efficient adversary who attempts to solve the problem in the security game.
Adversary A issues the queries to the challenger C, and the challenger responds.

Algorithm B
is an algorithm which can break the mCDH problem. In a security reduction,
adversary A transforms the existing problem to the mCDH problem, which
algorithm B can solve, to show the hardness of security.

Challenger C is the role in the security game that responds to adversary A’s queries following
CCA-secure rules.

Klist
is a hash list used to simulate the random oracle behavior. The algorithm B
maintains two hash list Klist

Uncorrupted, Klist
Corrupted and Rlist, answering the

adversary A’s queries.

Hlist is a hash list used to simulate the random oracle behavior. Algorithm B has four
lists Hlist

1 , Hlist
2 , Hlist

3 , and Hlist
4 , answering the adversary A’s queries.
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