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Preface to ”Advances in Optical Fiber

Communications”

Given the increasing importance of a globally interconnected world, driven by modern digital

services and the need for fast and reliable access to digital resources, communications networks are

one of the key infrastructures in society at present. Telecom operators strive to make networks

increasingly efficient and low-cost at every step of the technology’s development. In this scenario,

fiber optics and optical devices play a leading role, as they allow for unprecedented growth in our

capacity to cope with the ever-increasing traffic demand.

At present, most worldwide communications rely on optical technologies, and most research

and industrial efforts focus on achieving the optimum trade-off between transmission speed and cost

per bit. This goal is usually pursued by acting on three main aspects: the manufacture of low-cost

devices, the introduction of digital solutions to help to overcome some of the physical limitations of

optical communications systems and the optimization of network design.

Contributions to this Special Issue address the three aforementioned subjects and provide

valuable insights into the optical fiber communications world: Li and coworkers analyze how

substrate misorientation affects the structural and optical properties of Quantum Well (QW) lasers

with a large lattice mismatch between the InGaAs QW and the GaAs substrate. De Farias and

coworkers propose two heuristic strategies to solve the regenerator placement problem (RPP) in

translucent networks under dynamic traffic. Hadi and coworkers and Wang and coworkers apply

digital predistortion in the radio in fiber and PON scenarios, respectively. Ozolins and coworkers

show up to 100 GBaud capacity over 400 m using OOK and PAM-4 modulation and a monolithically

integrated, externally modulated laser with 100 GHz 3 dB bandwidth.

The editor would like to thank all the authors for their valuable contributions to the scientific

community, and sll the peer-reviewers for taking the time to improve the quality of the submitted

manuscripts and, by extension, of the whole Special Issue and editorial team of Applied Sciences

for their hard work. My gratitude goes especially to the Section Managing Editor Chloe Liu for her

dedication and continued support.

Giuseppe Rizzelli

Editor
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Advances in Optical Fiber Communications

Giuseppe Rizzelli

Politecnico di Torino, Corso Duca degli Abruzzi 24, 10129 Torino, Italy; giuseppe.rizzelli@polito.it

1. Introduction

Given the increasing importance of a globally interconnected world, driven by modern
digital services and the need for fast and reliable access to digital resources, communications
networks are one of the key infrastructures in today’s society. Telecom operators strive
to make networks increasingly efficient and low-cost at every step of the technology’s
development. In this scenario, fiber optics and optical devices play a leading role, as
they allow for an unprecedent growth in our capacity to cope with the ever-increasing
traffic demand.

Currently, most worldwide communications rely on optical technologies [1], and
most research and industrial efforts focus on achieving the optimum trade-off between
transmission speed and cost per bit. This goal is usually pursued by acting on three main
aspects: the manufacture of low-cost devices [2], the introduction of digital solutions to
help overcome some of the physical limitations of optical communications systems [3] and
the optimization of network design [4].

2. Advances in Optical Fiber Communications

Contributions to this Special Issue address the three aforementioned subjects and
bring valuable insights into the optical fiber communications world.

Li and coworkers [5] analyze in detail how substrate misorientation affects the struc-
tural and optical properties of Quantum Well (QW) lasers with large lattice mismatch
between the InGaAs QW and the GaAs substrate. Understanding how QW lasers work
is vital as they are a potential candidate for low-cost semiconductor lasers with high effi-
ciency in uncooled operations [6]. In this manuscript, a mechanism elucidating the effect of
substrate miscuts on the structural and optical properties of QWs is proposed and verified.

De Farias and coworkers [7] propose two heuristic strategies to solve the regenerator
placement problem (RPP) in translucent networks under dynamic traffic. The translucent
architecture is opposed to the fully transparent (all-optical) and fully opaque (optical–
electrical–optical regeneration at every intermediate node) network configurations and
uses a limited number of regenerators. This is achieved by solving the regenerator place-
ment problem to reduce capital expenditure, while keeping performance at the desired level.
The proposed dynamic load distribution (DLD) algorithm outperforms previously pro-
posed heuristics, yielding lower blocking probability for the same number of regenerators,
regardless of the topology, traffic pattern or intensity, and considered transmission reach.

The digital aid is introduced by Hadi and coworkers [8] and by Wang and cowork-
ers [9]. In the former paper, digital predistortion is applied in the radio over fiber (RoF)
scenario, using either conventional Volterra-based or deep learning methods to compen-
sate for nonlinear impairments in optical front haul-based RoF systems. Both proposed
methods which reduce the adjacent channel power ratio and the error vector magnitude. A
considerable complexity reduction was also achieved by using a novel magnitude selective
affine (MSA) method for digital predistortion.

Wang and coworkers [9] apply digital pre-compensation to the passive optical network
scenario, showing a 29 dB power budget in a 200 Gbps communication system based on

Appl. Sci. 2022, 12, 4818. https://doi.org/10.3390/app12104818 https://www.mdpi.com/journal/applsci1
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PAM-8 modulation over 20 km of standard single mode fiber. Pre-distortion at the transmit-
ter is combined with three different digital signal processing techniques, with the receiver
analyzing transmission performance as a function of overall digital complexity. A Volterra
nonlinear equalization combined with a square-root-like technique was demonstrated to
be the best among the considered options.

Lastly, in even-shorter-reach scenarios of data center interconnections only up to a
few hundred meters, Ozolins and coworkers [10] show up to 100 GBaud capacity over
400 m using OOK and PAM-4 modulation and a monolithically integrated, externally
modulated laser with 100 GHz 3 dB bandwidth. Equalizer complexity is also taken into
account, studying its evolution as a function of the baud rate. They also show that around
1 km dispersion uncompensated 100 GBaud transmission can be achieved with a simple
decision feedback equalizer with a 1 dB received power penalty with respect to back-to-
back configuration.

Acknowledgments: The editor would like to thank all the authors for their valuable contribution
to the scientific community, all the peer reviewers for taking the time to improve the quality of the
submitted manuscripts and, by extension, of the whole Special Issue and editorial team of Applied
Sciences for their hard work. My gratitude goes especially to Section Managing Editor Chloe Liu for
the dedication and continued support shown.
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Abstract: We propose in this paper two heuristic strategies to solve the regenerator placement
problem (RPP) in translucent networks under dynamic traffic. The heuristics are based on both
the forecast of the offered load and estimates of blocking probabilities in the network nodes. The
proposed heuristics are compared to other regenerator placement algorithms from the literature in
two different topologies. The results show that one of the proposed algorithms outperforms, in the
investigated scenarios, all other algorithms from the literature considered for comparison purposes
in this paper, whereas the second proposed algorithm outperforms the algorithms from the literature
only in some considered scenarios.

Keywords: translucent optical networks; regenerator placement; dynamic traffic; heuristics; network
design; sparse regeneration; 3R; regenerator

1. Introduction

The technology of dense wavelength division multiplexing (DWDM) divides the
available fiber spectrum into wavelength bands named as channels [1,2]. The optical
networks that use DWDM technology and perform optical-electrical-optical (O/E/O)
conversion in all intermediate nodes of each lightpath are known as opaque networks [1].
These networks usually show a good performance in terms of blocking probability (BP) but
require high capital expenditure (CapEx) for their installation due to the large amount of
transponders deployed in their nodes [3,4]. In transparent all-optical networks, on the other
hand, the O/E/O is not performed in the lightpaths’ intermediate nodes, which results in a
lower implementation CapEx. However, the signal may be excessively degraded due to
physical-layer penalties. These penalties may be mitigated by the use of 3R regenerators [1].
Such regenerators are used whenever the accumulated penalties make the signal quality
of transmission (QoT) unacceptable [1,4]. The QoT is usually verified by using either the
optical signal to noise ratio (OSNR) [4] or the maximum optical reach (MOR) [2]. MOR is
the maximum distance that the optical signal can propagate, keeping the bit error rate (BER)
under a certain limit.

The use of 3R alongside a lightpath divides it into transparent segments (TS). The
signal propagates with no O/E/O conversions along each TS. The networks that use 3Rs in
some of their routes are known as translucent optical networks [1]. These networks aim to
find a good CapEx/performance trade-off, drawing the main advantages of both opaque
and transparent networks. The algorithm responsible for dividing the lightpath into TS
segments is known in the literature as the regenerator assignment (RA) procedure [5–7].

The design of translucent optical networks is a multi-objective problem that needs to
deal with two conflicting aspects: the capital cost and the performance improvement. The
performance improvement generated by the inclusion of 3R regenerators in the network
can be evaluated by reducing the network blocking probability. The cost aspect can be

Appl. Sci. 2022, 12, 4388. https://doi.org/10.3390/app12094388 https://www.mdpi.com/journal/applsci3
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evaluated by the number of regeneration devices installed in the network. The capital cost
related to including a large number of regenerators can be of the same order of magnitude
as the capital cost required to install all other equipment needed to build the entire optical
network [8]. For this reason, the network carriers tend to use as few regenerators as they
can in their networks to reduce their costs.

To perform the design of translucent networks, it is important to consider the type of
traffic embedded in the network. One can broadly classify the types of traffic as determinis-
tic (also known as static) and stochastic (also known as ad-hoc or dynamic) [9]:

• deterministic/static traffic—the parameters of all network demands are known in
advance and they are deterministic information. These parameters for each demand
are the source and destination nodes, setup time (start time of the connection), and
the disconnection time (end time of the connection). The list of all demands with their
information is the traffic matrix.

• ad-hoc/dynamic traffic—the parameters of all network demands, such as source and
destination nodes, setup time, and disconnection time, are all unknown, i.e., they are
random variables. The clients‘ connections are requested to the network, on-demand,
in an intempestive manner. In this case, usually, the traffic matrix consists of the list
of values for each source and destination node used to state stochastic modeling for
the traffic.

The design of a translucent network often uses one of two approaches: islands of
transparency or sparse distribution [1]. In using the sparse distribution, the network design
determines how the regenerators should be distributed among the network nodes. This
problem is known in the literature as the regenerator placement problem (RPP). There are
three main approaches to solving the RPP [9–11]:

• RPP-1—given a physical topology and a deterministic traffic matrix (static traffic), find
the minimum number of regenerators that should be placed in the network nodes to
embed in the network all demands present in the traffic matrix, such that all demands
can be routed in the network using a path formed by TSs smaller than MOR.

• RPP-2—Given a physical topology and source-destination pairs of all demands listed
in the traffic matrix, find the minimum set of network nodes that must have regenera-
tors such that all demands may be routed in the network using a path formed by TSs
smaller than MOR.

• RPP-3—Given a physical topology, an ad-hoc traffic matrix and a total number of
regenerators that should be deployed in the network, find the number of regenera-
tors that should be placed in each network node to minimize the network blocking
probability. In RPP-3, the regenerators are deployed in each network node and they
are assigned (used) to each path, on-demand, according to the necessity of the incom-
ing lightpath to be divided into TSs smaller than MOR. Thus, in a given time, there
are both assigned (used) and unassigned (free) regenerators in each network node.
Eventually, a demand that requires a route longer than the MOR (i.e., it requires re-
generation) may be routed throughout nodes with no free regenerators, which causes
blocking of the demand.

The three mentioned RPP versions are computationally complex and classified either
as NP-complete or NP-hard [4,9–11]. Thus, heuristics [3,12] or meta-heuristics [4,11,13]
are often used to solve RPP. Note, however, that the minimization target of RPP-1 and
RPP-2 has a linear characteristic (either sum of the number of regenerators deployed or sum
of nodes with regeneration capability) and, for this reason, there are several approaches
in the literature using (M)ILP to solve either RPP-1 [10,14] or RPP-2 optimally [9,15–20].
Typically, however, (M)ILP methods solve the problem for networks with a low number
of nodes [9,10,15–17]. In RPP-3, on the other hand, the minimization target is the network
blocking probability. Clearly, the network blocking probability has a non-linear dependence
on the number of regenerators deployed in each network node which prevents the use
of (M)ILP methods to solve the RPP-3 problem optimally. To optimally solve the RPP-3,
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BP modeling is required. Very few BP modelings for translucent networks are available
in the literature and they assume several simplifications to reach a very complex (and
computationally intensive) set of formulas [21]. This fact prevents using an optimization
method over this set of equations to solve RPP-3 in an acceptable time optimally.

In this paper, we are interested in addressing networks under ad-hoc traffic. Clearly,
RPP-1 can only solve the design of networks under static traffic. RPP-2, on the other
hand, can be used to resolve networks with ad-hoc traffic. However, it cannot do the
optimization to reduce BP, nor with the objective of reducing the network implementation
cost because it only defines which nodes in the network must have regenerators without
answering how many regenerators should actually be installed on each node. Thus, the
only approach capable of handling the optimization of both performance (BP) and capex
(cost) for networks under ad-hoc traffic is the RPP-3. In this paper, we focus on solving
RPP-3, hereafter named as RPP, under ad-hoc traffic. For this reason, we used, in this paper,
the heuristic approach to solve the RPP.

The Poison/Markovian process using exponential distribution for connection request
inter-arrival and holding times are largely assumed in the literature to model the ad-
hoc/dynamic traffic in optical circuit-switched networks [1,2,11–13,16,21–24]. Nevertheless,
some classical works [25] bring to attention the self-similar characteristics of data networks
traffic, pointing out the inadequacy of the Poison/Markovian process to characterize
such network traffic. However, based on observation of actual data traffic, more recent
papers have shown that the Poison/Markovian process can closely represent the traffic of
current high-speed backbone networks data traffic, mainly because the burstiness of the
inter-arrival times decreases significantly in current backbone networks [26–28].

There are two main approaches to solving RPP-3 under ad-hoc traffic heuristically:
(1) using either topological or traffic characteristics of the network (such as the degrees of the
nodes, number of routes that pass through a node, etc.) to infer the amount of regenerators
that should be placed in each node to reduce the BP or (2) using the BP returned by
a network simulator and applying this information as a guide during the regenerator
placement. The disadvantage of the strategies that use the first approach [1,2,4,12,22,29] is
that they do not consider BP information during the RPP solution.

Strategies that use the second approach [11,13,30], on the other hand, take into account
BP information during the RPP decision. However, they require a network simulator to
return those BPs, which may lead to large complexity and excessive time to reach the
RPP solution. In this paper, we propose solving the RPP using the second approach
but dismissing the use of network simulations to return the related BPs during the RPP
procedure. Instead, for the BP evaluation, we use approximate analytical modeling, which
allows the evaluation of the impact of the inclusion of each regenerator in the overall
network BP.

Using the heuristic approach, Pedro [2] proposes a statistical framework to tackle RPP
in translucent optical networks under ad-hoc traffic. The framework consists of two parts:
first, some heuristic is used to evaluate the probability pd f3R(i) of a node i being used
as a regeneration point by some lightpath. Then, the regenerators are iteratively placed
in the network, one per iteration, in the node that presents the maximum value of the
following deviation: Δpd f3R(i) = pd f3R(i)− n3R(i)/ntotal

3R , in which, n3R(i) is the current
number of regenerators deployed in node i and ntotal

3R is the total number of regenerators to
be deployed in the network.

In this paper, we propose two heuristics to solve RPP. We introduce two alternative
approaches based on Markov modeling to evaluate pd f3R(i), and we propose that during
the iterative process, the decision to place a regenerator on a node be based on the BP
reduction generated by that choice. To infer the BP reduction, we used a predicted ad-hoc
traffic matrix used to model the stochastic behavior of the ad-hoc traffic. Different from
the algorithms presented in [2], the proposed strategies can also consider non-uniform
traffic. We also introduce the concept of the essential node, which helps solve RPP. Thus,
the main contribution of our method is that we approximately evaluate the reduction of
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the overall network blocking probability (BP) caused by the addition of a regenerator in
each network node and we select, for the 3R inclusion, the node that provides the greatest
reduction in BP. The previous methods, on the other hand, do not perform such evaluation:
they usually place regenerators proportionally to the traffic offered to each node, which
does not correspond to the solution that results in the greatest reduction of the BP because
the relationship between the reduction in BP and node offered load is not linear.

The paper is organized as follows: in Section 3, we establish some definitions and
mathematical notation used in the paper, in Section 4, we introduce the proposed RPP
heuristics, in Section 5, we state the simulation setup used in the simulations, in Section 6
we show the simulation results and in Section 7, we give our conclusions.

2. Related Works

In this work, we propose two new approaches to perform sparse regenerator placement
in translucent optical networks under ad-hoc/dynamic traffic. Thus, we deal with the
problem defined in Section 1 as RPP-3. Note, however, that there are few works in the
literature that fully realize the RPP-3 goals by using the network blocking probability
information to guide the regenerator placement itself. In this section, we review some
algorithms proposed in the literature seeking the solution to RPP-3. Two main types of
algorithms are reviewed, the algorithms that fully accomplish the RPP-3 goals (RPP-3d)
as well as those that do not use the blocking probability information directly during the
placement decision but, instead, apply heuristics whose ultimate goal is to reduce the
network blocking probability (RPP-3h).

Yang and Ramamurthy [1] propose four different heuristic algorithms to solve the RPP.
Each heuristic assigns a score to each network node and the N best-scored nodes receive
a predetermined number of X regenerators (N-X policy). The proposed NDF and CNF
algorithms give the score for each network node based, respectively, on the node degree
and on how centered in the network the node is. These are topological-based heuristics
because only information from the network topology is used during the placement decision.
The work also proposed the TLP and SQP traffic-based heuristics. They are traffic-based
heuristics because a set of dynamic call requests are simulated to evaluate each network
node score. The TLP scores the network node i based on the number of times that a
call request is routed through the node i and the SQP does the same but considering the
transparent reach in terms of the number of hops.

Some other traffic-based placement proposals use a similar idea and a network simu-
lation engine to simulate a set of dynamic call requests. The statistics of node usage during
the simulations are used to score the network nodes towards a regenerator placement
decision. Applying this idea, Chaves et al. [4] proposed the MU and MSU heuristics and
Walkowiak et al. [29] proposed the SAUR heuristic. The MU scores each node i based
on the number of times that the node i is assigned as a regeneration point during the
simulation, whereas the MSU algorithm scores each node i based on the maximum number
of regenerators simultaneously assigned in the node i during the simulation. In both cases,
the total number of regenerators to be deployed in the network are distributed among the
network nodes proportionally to each node score. The SAUR heuristic further improves the
MSU idea by taking into account not only the number of simultaneously used regenerators
in a node but also the statistics regarding the usage.

As mentioned in Section 1, Pedro [2] proposes a statistical framework to tackle RPP-3h
in translucent optical networks under ad-hoc traffic. The mentioned pd f3R(i) function
is evaluated accordingly to the selected heuristics. He proposes to evaluate the pd f3R(i)
considering only topological information such as node degrees and shortest paths between
each pair of nodes. Thus, only the topological-based placement is considered in the work.
The pd f3R(i) is evaluated using four different strategies: (1) equal value for all nodes (UN);
(2) proportionally to the node degree (ND); (3) proportionally to the number of shortest
paths that pass through the node i (RO); (4) the same as RO but also considering the
transmission reach (RR).
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Moreover, applying topological-based placement, Aibin and Walkowiak [12] propose
the DA heuristic. This heuristic also assigns a score to each network node. The score of the
node i is evaluated by the quotient between the sum of the lengths of the links connected
to the node i by the total length of all links in the network. Then, the regenerators are
distributed proportionally to each node score.

The algorithms reviewed so far apply the RPP-3h approach. On the other hand,
Cavalcante et al. [11] and Chaves et al. [13] apply a genetic-algorithm-based solution to
solve a multi-objective version of the RPP-3d problem for, respectively, elastic and WDM
optical networks. Based on the forecast traffic matrix, the algorithm seeks to find the
regenerator placement solution which achieves the best trade-off between the total number
of deployed regenerators and the network blocking probability. These algorithms reach
lower blocking probabilities than other placement algorithms in the literature. The traffic
information and the total network blocking probability are used to influence the placement
decision itself, but a network simulator engine is needed to assess each solution proposed
by the genetic algorithm during the regenerator placement procedure.

Zhao et al. [21] propose analytical models for computing the blocking performance
of translucent optical networks with sparsely located regeneration nodes. The analytical
models developed to estimate the call blocking probability in an optical network are applied
to assess two regeneration node allocation policies. The proposed analytical models are
suitable to be used to assess the translucent optical network performance, but they are
computationally complex enough to prevent its use during the translucent network design
(regenerator placement decision) because several different placement combinations must
be investigated during the designing procedure.

The results from the above-reviewed papers consistently show that traffic-based place-
ment approaches achieve lower blocking probabilities in comparison to topology-based
approaches. Traffic-based approaches can also satisfactorily solve the placement problem
for the network under both uniform and non-uniform traffic patterns, whereas the topology-
based approaches give the same result regardless of the offered traffic pattern. All reviewed
traffic-based approaches require a network simulator engine to simulate a realistic per node
regenerator demand (in the case of the application of RPP-3h) [1,4,29] and its resultant
network blocking probability (in the case of the application of RPP-3d) [11,13]. Different
from the other algorithms in the literature, we propose in this paper an approximate an-
alytical model to evaluate the network blocking probability and we employ this model
during the placement procedure. Our heuristic proposals use the blocking probability
information to guide the regenerator placement. The proposed heuristics are traffic-based
placement algorithms that can, at the same time, heuristically solve RPP-3d, deals with
uniform and non-uniform traffic patterns, and dismiss the use of a simulator engine during
the regenerator placement decision.

3. Definitions

This section specifies the notations used to describe the proposed RP heuristics pre-
sented in Section 4.

3.1. Premises and Notation

Suppose a network with N nodes and MOR given by TR. The route between nodes
i and j is defined as πij = [n1, n2, . . . , nHij ], where Hij is the number of nodes in the
route. Let us assume that πij has a total physical length Tij and a total optical length
Vij = Tij + (Hij − 2) · ε. The optical length accounts for the physical length added by an
extra ε length per intermediate node, representing the degradation suffered by the signal
passing through these nodes [2]. Using πij, Vij and TR, it is possible to determine the
minimum number of regenerators, K, that keeps the optical length of all K + 1 resultant
TSs in πij shorter than TR.

For a network under ad-hoc traffic, lightpaths are set up and torn down dynamically.
In these networks, the traffic is usually assumed memoryless and evaluated in an erlang
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unit, defined as the ratio between the average connection holding time and the average
time between requests. The ad-hoc traffic matrix is represented in this paper as Ω = {ωij},
such that ωij represents the traffic between nodes i and j (in erlang unit), with ωij = 0 if
i = j and the total network load is L = ∑N

i=1 ∑N
j=1 ωij. The traffic matrix that considers only

those paths πij that require mandatory regeneration (i.e Vij > TR) is Γ = {γij}, in which
γij = ωij if Vij > TR and γij = 0 otherwise.

3.2. Set of Possible Regenerator Combinations (PRC)

A regenerator combination of a route is a combination of nodes in the route that satis-
fies the criteria that all TSs formed with the signal regeneration in such nodes are feasible,
i.e., their optical lengths are shorter than TR. Let Cij be the set of all those regenerator
combinations on route πi,j that use the minimum number of possible regeneration points,
Kij, i.e.,:

Cij =[(n(1)
1 , . . . , n(1)

Kij
) . . . (n

(Mi,j)

1 , . . . , n
(Mi,j)

Kij
)]

={c(1)ij , . . . , c
(Mi,j)

ij },
(1)

in which Mi,j is the number of regenerator combinations of πi,j and n(m)
k is the k-th selected

regeneration node along the route πij of the m-th regenerator combination. Cij is defined as
the possible regenerator combinations (PRC). It stores all regenerator combinations that
segment the route πij into Kij + 1 feasible transparent segments. Notice that Mij ≤ (

Hij−2
Kij

),

since Hij − 2 is the number of intermediate nodes where regeneration can take place and
Kij is the number of nodes using regeneration.

3.3. Set of Feasible Regenerator Combinations (FRC)

In a typical translucent network, some nodes in the network may not have installed
regenerators. In addition, even in nodes with installed regenerators, they may all be busy
(i.e., in use) on the arrival of a connection request. Thus, a possible regenerator combination
(as defined in Section 3.2) is referred to as feasible only if all of its nodes have at least one
regenerator installed and it is free on the arrival of a request. We may define a subset
Dij ⊆ Cij that considers only the feasible regenerator combinations in Cij. Dij is formed by
M′

ij ≤ Mij feasible regenerator combinations in Cij, described as

Dij =[(n(1)
1 , . . . , n(1)

Kij
) . . . (n

(M′
ij)

1 , . . . , n
(M′

ij)

Kij
)]

={d(1)ij , . . . d
(M′

ij)

ij },
(2)

in which d(m)
ij is one of the feasible regenerator combinations. If H′

ij is the number of interme-
diate nodes in πij with at least one installed and free regenerator (note that H′

ij ≤ Hij − 2),

we have that M′
ij ≤ (

H′
ij

Kij
).

3.4. Essential Nodes

Using the PRC set, it is possible to define the concept of essential node. Node nu is
defined as essential for the route πij if nu ∈ c(m)

ij for all values of m (1 ≤ m ≤ Mij). In other
words, nu is essential if it participates in all PRCs of πij. Note that it is mandatory to place
regenerators in essential nodes because, otherwise, some routes become unfeasible in terms
of QoT. For this reason, the proposed algorithms in this work start by placing regenerators
in the essential nodes.
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4. Proposed Regenerator Placement Heuristics

The regenerator placement heuristics proposed in this paper are based on: (1) defining
either the possible or feasible regenerator sets for each source-destination node pair, as
described in Sections 3.2 and 3.3, respectively; (2) estimating the load offered to each node
by considering only the load of the routes which demand regeneration, and (3) Given the
estimated load per node and the number of regenerators installed per node, estimate the
overall network blocking probability mitigation when a new regenerator is installed in a
specific node.

In this section, we propose two strategies to solve RPP. The proposed strategies
coincide in steps (1) and (3) and differ in the form of how the offered load to each network
node is estimated. We describe in Section 4.1 how the offered load to a node is estimated in
the proposed strategies. It is important to mention that the load and blocking probabilities
estimates presented in Sections 4.1 and 4.2 are not intended to give an exact evaluation of
such values. Instead, they are intended to be used as an approximate, although precisely
enough, estimate so that an efficient heuristic approach to solve RPP may be built.

Although both proposals consider the network traffic pattern forecast and intensity
as input information to solve RPP; they can provide efficient regenerator placement even
when the actual network traffic is moderately different from that one forecast, as discussed
in the results section.

4.1. Estimation of the Total Regeneration Load Offered to a Node

The load offered to the pool of regenerators installed in the network node n can be
roughly estimated by the sum of the loads of all lightpaths that need regeneration and pass
through that node. This sum can be evaluated as

βn =
N

∑
i=1

N

∑
j=1

Gij(n), (3)

in which Gij(n) = γij if ∃ m / n ∈ c(m)
ij and 0 otherwise.

It is possible to improve the βn estimate by considering that the offered load γij is
proportionally distributed among all FRCs. The reasoning for this is that two FRCs cannot
be used simultaneously. For instance, if there are three feasible combinations for πij, then
the offered load for each combination is approximately γij/3. The estimate of the total
effective offered load to node n can be evaluated by

αn =
N

∑
i=1

N

∑
j=1

Fij(n), (4)

in which

Fij(n) =

⎧⎨
⎩

γij
M′

ij
∑

M′
ij

m=1 Pijm(n), if n ∈ πij

0, otherwise,
(5)

with Pijm(n) = 1 if n ∈ d(m)
ij and 0 otherwise. In this paper, it is proposed to evaluate the

pd f3R(n) (using the notation from [2]) by either: βn/ ∑N
i=1 βi or αn/ ∑N

i=1 αi.

4.2. Blocking Probability Estimation

Consider a node n with r(n) regenerators installed and the estimate of its offered load
given by Γn (Γn as a place holder for either αn or βn). Node n can be seen as a pool of
r(n) servers under an offered load Γn. In such a case, the probability that node n has no
available regenerator on the arrival of a request can be evaluated as: BP(n) = B(r(n), Γn),
in which B(s, a) is the Erlang B formula, derived using the Markov chain theory [31], that
returns the blocking probability (BP) of a system with s servers under an offered load a.
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To choose which node the regenerator shall be installed on, it is important to quantify
the impact that the addition of a regenerator in each network node causes on the network
path request blocking probability. As known in Markov theory, the blocking probability
of a node n, BP(n), is the long-term proportion of time that the node spends without an
available regenerator. Therefore, the number of requests that require a regenerator at node
n and are blocked is proportional to BP(n) multiplied by the total requested traffic. We
may then think about quantifying the portion of the overall network BP that is caused by
blocking imposed on the paths that use node n as a regeneration point.

Let us assume that each path πij that may use a regenerator in node n experiences
approximately a blocking probability given by BP(n). Using Eij(n) as a place holder for
either Gij(n) or Fij(n), it is possible to estimate the amount of the overall network BP only
due to the blocking caused by node n as

BPN(n) =
∑N

i=1 ∑N
j=1 B(r(n), Γn) · Eij(n)

∑N
i=1 ∑N

j=1 ωij
(6)

or
BPN(n) = (Γn/L) · B(r(n), Γn). (7)

Thus, one may evaluate the network BP reduction caused by the inclusion of a single
regenerator in the node n using

ΔBPN(n) =
Γn

L
([B(r(n), Γn)− B(r(n) + 1, Γn)]). (8)

The deviation shown in Equation (8) is used to decide which node receives a new
regenerator at each algorithm iteration.

We provide in Appendix A a proposal to evaluate (8) considering a flexgrid/multiple
rates demands scenario that occurs in elastic optical networks (EONs).

4.3. Regenerator Placement Algorithms

The regenerator placement proposed in this paper is shown in Algorithm 1. The
algorithm requires as input parameters the total amount of regenerators R to be deployed
in the network, the forecast traffic matrices { ωij } and { γij } and the network topology. In the
algorithm, Γn stands for either αn or βn and Δ(n) = ΔBPN(n). First, the algorithm identifies
and places one regenerator in each essential node. After that, it places one regenerator
per iteration. The estimates of node offered load are re-evaluated in each iteration. The
node that returns the highest BP reduction (i.e., the highest value for Δ(n)) receives one
regenerator. Ties are broken, firstly by placing the regenerator in the node with the largest
Γn and then randomly. The process is repeated until all regenerators are placed. Regarding
the selection of Γn, two heuristics are proposed: Fixed Load Distribution (FLD), which uses
Γn = βn and Dynamic Load Distribution (DLD), which uses Γn = αn. Note that, in the
particular case in which Δ(n) = Δpd f3R(n) and under uniform traffic, the FLD is equal to
the Routing-&-Reach algorithm [2].

Our algorithm can be classified as traffic-based because the traffic matrices wij and
γij directly affect the decision of placing a regenerator in a given node. Please note in
Algorithm 1 that the decision of placing a regenerator in a node depends on Δ(n), which,
in the proposed algorithms, is evaluated as ΔBPN(n) by using Equations (6)–(8). Note
that, in such equations, the estimated offered load Γn to a node and the current number of
installed regenerators r(n) in a node are taken into account. Finally, wij directly appears in
Equations (6) and (7), and the evaluation of the estimated offered load to a node, Γn, takes
into account γij by using either Equations (3) or (4).

4.4. Time Complexity Analysis of the Proposed Algorithms

Let us start the analysis of the time complexity of the proposed algorithms by dis-
cussing the time complexity required to evaluate both the Mij and M′

ij combinations. As
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shown in Sections 3.2 and 3.3 for a route πij, Mij = (
Hij−2

Kij
) and M′

ij = (
H′

ij
Kij
). Note that, for

each route, the value of Kij is constant and known in advance. In such case, the evaluation
of all combinations can be done in polynomial time if Kij is not close to (Hij − 2)/2, con-
sidering Mij evaluation, and (H′

ij/2), considering M′
ij evaluation. In a typical mesh optical

network, it is expected that the signal may propagate for k hops before a regeneration is
required (i.e., usually k is larger than 2) . Therefore, Kij is usually smaller than Hij/2, which
means that both Mij and M′

ij can be evaluated in polynomial time. Even in the case in which
Kij is close to either (Hij − 2)/2 or H′

ij/2, the required time to evaluate both the Mij and
M′

ij combinations is low if Hij is small. All routes with few (i.e., 2 to 5) hops fit in this case
regardless of the number of hops the signal may traverse without regeneration. Typically,
such cases represent the majority of the routes in a mesh optical network. Moreover, it is
expected that the number of hops in a route can be considerably smaller than the number
of nodes in the network. This is expected even for long routes. Thus, it could be concluded
that the evaluation of the combinations is not prohibitive even for networks with a high
number of nodes.

The most time-consuming step in Algorithm 1 is the Γn evaluation. It requires, in
the worst case, finding the shortest path (SP) between all node pairs (O(N3)) and, for
each SP, the evaluation of either all PRCs (for FLD) or all FRCs (for DLD). By defining
Z = maxi,j Mij (maximum number of PRCs) and Z′ = maxi,j M′

ij (maximum number of
FRCs) we may write that the DLD shows O(R · N3 · Z′) complexity whereas FLD (and
Routing-&-Reach) shows O(N3 · Z). Note that DLD requires Γn reevaluation after each 3R
inclusion and FLD does not. Given the above time complexities and the fact that M′

ij ≤ Mij,
we can say, for the sake of comparison, that DLD requires, in the worst case, R times more
time to solve the RPP problem than FLD.

Algorithm 1 Pseudocode for proposed heuristics

Require: Total amount of regenerators to be deployed R
Require: Traffic matrices forecast { ωij } and { γij } and the topology

r ← R
Determine all essential nodes
e ← Amount of essential nodes
r ← r − e
Place one regenerator in each essential node
while r > 0 do

for n = 1 to N do
Place a temporary regenerator in node n
Evaluate Γn of all nodes
Evaluate Δ(n)
Remove the temporary regenerator placed at node n

Place one reg. in node n with highest value Δ(n)
r ← r − 1

5. Simulation Setup

We use two topologies to evaluate the performance of the RPP algorithms: CoreNet
(75 nodes and 99 bi-directional links) [32] and EuroNet (28 nodes and 41 bidirectional
links) [33], both with 96 wavelengths per link, each transmitting 100 Gb/s PDM-QPSK.
In the simulations, the transmission rate only affects the MOR and, unless stated other-
wise, it is used the same values for 100 Gb/s adopted by Pedro [2]: TR = 2000 km, and
ε = 60 km. However, we have also investigated the cases for TR = 1600 km, ε = 60 km
and TR = 2400 km, ε = 60 km to validate the effectiveness of the proposed method under
different transmission reaches.

Uniform traffic (UT) and non-uniform traffic (nUT) are considered during simu-
lations. Under uniform traffic, ωij = L/(N · (N − 1)) and under non-uniform traffic,
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ωij = (σij · a · L)/(N · (N − 1)). The σij is a random number uniformly distributed on the
interval [0.5; 2.5] and the constant a is such that: a = (N · (N − 1))/(∑N

i=1 ∑N
j=1 σij). The

random σij ∈ [0.5; 2.5] means that the load between the nodes i and j for nUT traffic may
vary from 50% to 250% of the load for the same pair under UT traffic, maintaining; however,
the same total network load for both traffics.

There are two approaches mentioned in the literature and used in the industry to
perform 3R in optical networks: (1) a shared pool of regenerators per node [1,2,11]; (2) the
use of not assigned (i.e., free) add-drop interfaces to perform back-to-back regeneration [23].
In this paper, we assume that there is a pool of shared devices in each node exclusively
dedicated to providing 3R capability and they can perform both wavelength conversion
and signal regeneration.

The node architecture assumed in this paper is shown in Figure 1. It is composed by a
colorless/directionless/contentionless (CDC) ROADM, de/multiplexers, add/drop inter-
faces, and a shared bank of 3R regenerators. Using this architecture, it is possible to decide,
by using the ROADM switch fabric, whether the optical signal should be added/dropped,
be bypassed, or undergo to the 3R shared bank to be regenerated. The node shown in
Figure 1 supports a pair of fibers in each direction, the fibers arriving at the node are
connected to ROADM switching fabric through the DEMUXes, whereas the fibers leaving
the node are connected via MUXes. For example, signals from a client/user connected to
a network node can be transmitted (or received) by accessing the “Add/Drop interfaces”
block (bottom left in the figure). Then, they can be optically switched by ROADM to one of
its outputs (or inputs), connected to a MUX (or DEMUX), until the signal may reach one of
the output (or input) fibers of the node. On the other hand, an optical signal that is being
transmitted along with the network and that arrives at a node (via fiber + DEMUX input)
can be switched to an output port (via fiber + MUX output), or it can undergo electronic
regeneration, being switched by the ROADM to the shared 3R regenerator bank (bottom
right in the figure). In this case, the signal is regenerated by one of the 3R regenerators
available in the bank and then inserted again into one of the input ports of the ROADM to
be forwarded to one of the output fibers (fiber + MUX).

Figure 1. Node architecture assumed in this paper composed by a colorless/directionless/ contention-
less (CDC) ROADM, de/multiplexers, add/drop interfaces, and a shared bank of 3R regenerators
(adapted from [2]).

The call requests are generated under a Poisson stochastic process in which the call
duration follows an exponential distribution. Upon a call request, the shortest path (in terms
of distance) from the source to the destination node is found using Dijkstra’s algorithm (we
also investigated some cases using the k-shortest path routing algorithm as discussed in
Section 6). The route is then segmented into TSs using the same RA used in [4] considering
the MOR instead of OSNR as the QoT criterion. This RA uses regenerators to make feasible
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routes with issues in either wavelength continuity constraints or QoT. The first fit algorithm
performs wavelength assignment (WA) in each TS. If either RA or WA fails, the call is
blocked; otherwise, the call is accepted.

In the blocking probability graphs shown in Section 6, the error bars for a confidence
level of 95% are too small to appear in the graphs (smaller than the plot symbols used). It is
obtained by repeating the same simulation point 30 times.

6. Results

We analyze in this section the performance of the proposed FLD and DLD algorithms
to solve RPP and compare them with the following previously proposed strategies: Uniform
(UN), Nodal-Degree (ND), Routing-Only (RO), and Routing-&-Reach (RR) [2]. In brief,
all these algorithms distribute the R regenerators to each network node: uniformly (UN),
proportional to the node degree of the node (ND), proportional to the number of shortest
paths that pass through the node (RO), same as RO but also considering the transmission
reach (RR). We also show the BP of the same network topologies, either transparent or
opaque. Transparency occurs when no regenerators are installed in the network nodes.
Opaqueness is achieved when all nodes are fully equipped with 3Rs. This requires a total
of 19,008 regenerators installed in CoreNet and 7812 in EuroNet. In the simulated scenarios
considering a transparent network (i.e., zero regenerator installed per node), we verified
that the BP is dominated by the blockings due to paths πij with unacceptable values of Tij
(lack of reach), i.e., the blockings due to lack of wavelength are negligible in these scenarios.
However, as the number of the deployed regenerators in the network increases, blockings
occur due to both lack of reach and lack of wavelength. The relative values between these
two blocking causes depend on the number of deployed regenerators.

Figure 2 (Figure 3) shows the BP as a function of the total number of regenerators
installed in the CoreNet (EuroNet) topology under a load of 600 erl (500 erl), with Figure 2a
(Figure 3a) standing for uniform traffic and Figure 2b (Figure 3b) standing for non-uniform
traffic considered during the placement procedure. To evaluate how efficient are the pro-
posed RPP procedures in cases where the traffic pattern used during the RPP process is
different from the actual traffic offered to the network, we have investigated two situa-
tions: (1) The same traffic pattern is considered in the RPP procedure as well as in the
BP evaluation (represented by symbols in the graphs) and (2) the traffic pattern for BP
evaluation is different from the one considered during the RPP procedure (lines in the
graphs). The case 1 has been named as the EQU scenario and case 2 as the DIF scenario.
For each curve in the graphs, the traffic pattern considered during the RPP procedure
is indicated after the p = symbol, whereas the traffic pattern considered during the BP
evaluation is indicated after the s = symbol. For instance, DLD p = UT s = nUT means that
the DLD procedure placed the regenerators considering UT, whereas the BP was estimated
for the network under nUT. This is an example of a DIF scenario. Note as well that the UN,
ND, RO, and RR algorithms do not take into account any information regarding the traffic
matrix, and we have used the notation p = * in such cases.

Figure 2. Blocking probability as a function of the total number of regenerators in CoreNet topology
under 600 erlangs load and: (a) uniform and (b) non-uniform traffic.
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Figure 3. Blocking probability as a function of the total number of regenerators in EuroNet topology
under 500 erlangs load: (a) uniform and (b) non-uniform traffic.

As expected, in Figures 2 and 3, the higher the number of deployed regenerators, the
lower the BP found by the algorithms. Eventually, some algorithms reach a saturation
point beyond which the placement of more regenerators results in no further reduction in
BP. Note in Figures 2 and 3 that the DLD finds solutions that achieve significantly lower
values of BP than all other investigated algorithms in both topologies and traffic patterns.
Either FLD or RR algorithms find the second lowest values of BP in the entire investigated
range in CoreNet and for low to a moderate number of regenerators in EuroNet. For a
high number of deployed regenerators in EuroNet, on the other hand, the ND and UN
algorithms present lower BP values than both FLD and RR.

Figure 2 (Figure 3) also shows that the DLD strategy can achieve with approximately
1330 (700) regenerators the same performance as an opaque CoreNet (EuroNet) network,
whereas the second best algorithm, RR (ND), achieves the same level using 2090 (1100)
regenerators. It means that the DLD can reach the opaque network BP level in the CoreNet
(EuroNet) topology using only about 7% (9%) of the total regenerators required to mount
an opaque network and using 63% (63% for UT and 74% for nUT) of the regenerators
required by the second-best algorithm to reach the same level.

Figure 4 (Figure 5) shows, as an example, how the considered RPP algorithms dis-
tribute the regenerators along the network nodes in CoreNet (EuroNet) when a total of
1050 (504) regenerators are placed in the network considering UT. The figures show how
many regenerators are placed in each node (according to its node ID). In both figures, one
can observe that DLD, FLD, RR, and RO algorithms achieve a similar distribution of regen-
erators along the nodes. However, FLD, RR, and RO tend to promote a high concentration
of regenerators in the same specific nodes, whereas DLD tends to promote a slightly more
homogeneous distribution of regenerators among the nodes.

Figure 4. Number of regenerators placed by each considered RP algorithm in each network node of
CoreNet assuming the uniform traffic and total amount of 1050 regenerators placed in the network.
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Figure 5. Number of regenerators placed by each considered RP algorithm in each network node of
EuroNet assuming the uniform traffic and total amount of 504 regenerators placed in the network.

Figure 6 (Figure 7) shows the BP as a function of the total offered load in the CoreNet
(EuroNet) topology under uniform (Figures 6a and 7a) and non-uniform. (Figures 6b and 7b)
traffic profiles for the translucent solutions found by each algorithm with a total of 1050 (504)
regenerators. Note that the DLD algorithm achieves the lowest BP values among all algorithms
for both topologies under either UN or nUT traffic patterns and for the entire investigated load
range. Moreover, in both topologies, the relative performance of the algorithms is almost
unaltered in terms of BP as the obtained curves show almost no crossing points.

We can also analyze the EQU scenario against the DIF scenario in Figures 2, 3, 6 and 7
by comparing the lines against the symbols of the same color. Note that there are small
differences in BP values by making this comparison for a given number of regenerators placed
in the network. It means that the RPPs algorithms investigated are very robust against the
investigated traffic changes. The premise of our algorithm is to solve the RPP problem to
reduce the PB by using the information about the forecast traffic to the network. This is a valid
premise as, frequently, there is an approximate information on the network traffic forecast.
It makes sense, however, to consider that the actual network traffic be moderately different
from the one forecast, but not completely different. With the provided results (i.e., comparison
between the DIF and EQU scenarios), we show that, even for moderate differences between
forecast and actual network traffic, the proposed RPP algorithms work satisfactorily.

Figure 6. Blocking probability as a function of the total load in CoreNet topology using 1050 regener-
ators and traffic: (a) uniform and (b) non uniform.
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Figure 7. Blocking probability as a function of the total load in EuroNet topology using 504 regenera-
tors and traffic: (a) uniform and (b) non uniform.

We also investigated the performance of the RPP algorithms when the network oper-
ates using the k-shortest path routing algorithm instead of the 1-shortest path (Dijkstra’s
algorithm) assumed during the RPP procedure. In this case, the simulation is performed
by trying, successively, each of the k shortest routes (in terms of distance) found by Yen’s
k-shortest path routing algorithm. Figure 8 (Figure 9) shows BP as a function of the total
number of regenerators installed in the CoreNet (EuroNet) topology. under UT and total
offered load of 600 erl (500 erl).

Figure 8a (Figure 9a) stands for the comparison between the BPs verified using k = 3
(shown as closed symbols) against the ones verified for k = 1 (shown as lines), whereas
Figure 8b (Figure 9b) stands for the comparison between the BPs verified using k = 5 (closed
symbols) against the ones verified for k = 1 (lines). As expected, the greater the value of
k considered, the lower the BP achieved by a given algorithm. In all investigated cases,
the DLD algorithm remains the best cost-effective strategy to solve RPP regardless of the
value of k selected. It means that, for a given number o regenerators, the DLD strategy
always returns lower or equal BP when compared to the other strategies. Moreover, note
that the relative performance of the algorithms, in terms of BP, remains almost unaltered by
comparing their BPs results with k = 1 against the BPs results using either k = 3 or k = 5. It
means that, for a given value of R, the algorithm that returns the lowest BP for k = 1 also
returns the lowest BP for both k = 3 and k = 5. The same occurs with the algorithm that
returns the second-lowest BP and so on. There are some exceptions, such as the comparison
between ND and RO in CoreNet for a large number of 3R installed.

The performance of the RPP algorithms for different transparent reaches is also inves-
tigated. For this purpose, we have decided to show the results for the best (in terms of BP)
4 algorithms investigated so far: ND, RR, FLD, and DLD. We investigate the algorithms
performance assuming 3 different transmissions reaches TR: TR = 1600 km, 2000 km, and
2400 km. Notice that the TR is an input parameter for the RPP algorithms RR, FLD, and
DLD, as it is taken into account during the RPP procedure. Thus, different values of TR
require different execution of RR, FLD, and DLD.

Figure 8. Blocking probability as a function of the total number of regenerators in CoreNet topology
using k-shortest path routing algorithm for: (a) k = 3; (b) k = 5, each compared against the k = 1 case.
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Figure 9. Blocking probability as a function of the total number of regenerators in EuroNet topology
using k-shortest path routing algorithm for: (a) k = 3; (b) k = 5, each compared against the k = 1 case.

Figure 10 (Figure 11) shows BP as a function of the total number of regenerators
installed in the CoreNet (EuroNet) topology under a uniform traffic and total offered load
of 600 erl (500 erl). Figure 10a (Figure 11a) stands for the comparison between the BP
verified assuming TR = 1600 km (shown as closed symbols) against the one verified for
TR = 2000 km (shown as lines), whereas Figure 10b (Figure 11b) stands for the comparison
between the BP verified assuming TR = 2400 km (closed symbols) against the one verified
for TR = 2000 km (lines).

As expected, the greater the value of TR considered, the lower the BP achieved by
a given algorithm. In all investigated cases, the DLD algorithm remains the best cost-
effective strategy to solve RPP regardless of the value of TR selected. It means that, for a
given number o regenerators, the DLD strategy always returns lower or equal BP when
compared against the other strategies assuming the same TR. On the other hand, the
relative performance of the algorithms, ND, RR, and FLD, in terms of BP, shows significant
dependence on the assumed TR, mainly for a moderate/high number of regenerators
installed in the network. In CoreNet, FLD and RR return almost the same values of
BP in the entire considered range for R assuming both TR = 1600 km and TR = 2000 km
(Figure 10a), whereas RR returns a slightly lower BP than FLD for TR = 2400 km and
moderate values of R (Figure 10b). The most significant inversions are verified for the
EuroNet. Assuming TR = 2000 km, ND returns lower BPs than RR and FLD for moderate
to low numbers of R (compare the lines in Figure 11a,b. However, for TR = 1600 km ND
returns the highest value of BP when compared to the ones returned by both RR and FLD
for moderate to high values of R. Moreover, whereas FLD returns significantly lower BPs
than RR for both TR = 1600 km and TR = 2000 km, RR returns slightly lower BP than FLD
for TR = 2400 km.

Figure 10. Blocking probability as a function of the total number of regenerators in the CoreNet
topology assuming transparent reaches of: (a) TR = 1600 km; (b) TR = 2400 km, each compared against
the reach of TR = 2000 km.
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Figure 11. Blocking probability as a function of the total number of regenerators in the EuroNet
topology assuming transparent reaches of: (a) TR = 1600 km; (b) TR = 2400 km, each compared against
the reach of TR = 2000 km.

Finally, we also investigated the number and the arrangement of the essential nodes in
the analyzed topologies considering the transmission reaches of TR = 1600 km, TR = 2000 km,
and TR = 2400 km, as shown in Table 1. In this table, we provide the number of essential
nodes in each topology TR scenario, as well as the node indexes of the essential nodes in
the topologies. One can note that, as expected, the number of essential nodes reduces as
the transmission reach increases. This occurs because the higher the transmission reach,
the lower the number of required regeneration points along a given route.

Table 1. Total amount and node indexes of the essential nodes found for EuroNet and CoreNet topolo-
gies considering different transmission reaches of TR = 1600 km, TR = 2000 km, and TR = 2400 km.

Topology TR (km)
Number of
Essential Nodes

Index of the Essential Nodes

EuroNet 1600 19 2, 3, 4, 5, 6, 7, 9, 10, 11, 12, 14, 16, 17, 19, 20, 21, 23, 24, 26

EuroNet 2000 13 2, 4, 8, 10, 11, 14, 15, 16, 17, 20, 21, 22, 26

EuroNet 2400 4 9, 13, 16, 22

CoreNet 1600 42
0, 2, 3, 6, 7, 8, 11, 12, 13, 14, 15, 16, 17, 18, 19, 21, 22, 23, 25,
26, 27, 31, 32, 35, 36, 39, 41, 45, 46, 47, 52, 54, 56, 57, 60, 62,
63, 64, 65, 66, 67, 68

CoreNet 2000 28 0, 2, 3, 7, 8, 9, 12, 14, 15, 18, 19, 21, 23, 26, 28, 31, 35, 46, 56,
57, 59, 60, 62, 64, 65, 66, 67, 68

CoreNet 2400 17 0, 2, 3, 7, 9, 14, 18, 19, 21, 26, 28, 31, 32, 52, 56, 60, 65

7. Conclusions

In this paper, we propose two heuristic strategies to solve the regenerator placement
problem (RPP) in translucent networks under dynamic traffic. The heuristics are based on
both traffic forecasts and estimates of blocking probabilities in the network. The proposed
heuristics are compared to other regenerator placement algorithms from the literature in
two different typologies. We demonstrate the effectiveness of the new proposal under
several different situations, such as uniform and non-uniform traffic, fixed and fixed
alternative routing algorithms, different values of maximum transmission reach, as well as
considering differences between forecast and actual network traffic.

From the obtained results, we conclude that the proposed DLD algorithm finds translu-
cent networks with significant lower BP values than the other investigated algorithms in
the paper for the same number of installed regenerators; regardless of the topology, traffic
pattern, or intensity considered, transmission reach assumed and whether the fixed of fixed
alternate routing is used during the network operation. The superior performance of the
DLD algorithm over FLD can be explained by the fact that the DLD uses a more precise
node load estimate.

On the other hand, the relative performance of the proposed FLD heuristic and the
previously proposed RR, RO, ND, and UN heuristics are very dependent on the considered
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scenario as the algorithm that achieves the lowest blocking probability values among
them is strongly dependent on the topology, maximum transmission reach, number of
regenerators deployed, and routing algorithm.

We also believe that the proposed algorithms/methodology can be extended for multi-
rate/flex-grid networks by considering, for each rate, it is respective offered load and
transmission reach as proposed in Appendix A.

Author Contributions: Conceptualization, A.L.S.d.F. and D.A.R.C.; Investigation, A.L.S.d.F. and
D.A.R.C.; Methodology, A.L.S.d.F. and D.A.R.C.; Software, A.L.S.d.F. and D.A.R.C.; Validation,
A.L.S.d.F., R.C.A.J. and D.A.R.C.; Writing—original draft, A.L.S.d.F., R.C.A.J. and D.A.R.C.; Writing—
review & editing, A.L.S.d.F., R.C.A.J. and D.A.R.C. All authors have read and agreed to the published
version of the manuscript.

Funding: This research was partially funded by Government Brazilian researching agencies National
Council for Scientific and Technological Development (CNPq) and Fundação de Amparo à Ciência e
Tecnologia de Pernambuco (Facepe).

Acknowledgments: The authors acknowledge the National Council for Scientific and Technological
Development—CNPq, Facepe, University of Pernambuco, and Federal University of Pernambuco.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A. Model Extension for Multi-Rate (Elastic) Networks

The formulation is shown in Sections 3 and 4 stands for networks under single bit-
rate demands. We can also extend the formulation for a scenario with heterogeneous
bit-rate demands. This is the case with elastic optical networks (EON) [11,34,35]. The
extension starts by including an extra b sub-index to represent each possible transmission
rate in the following symbols: ωijb, γijb, Dijb, Cijb, Kijb, Γnb. The set U of allowable B bit rates
is U = {u1, u2, . . . , ub, . . . , uB}. For instance, ωijb represents the offered load of requests
between the nodes i and j that requires a ub transmission rate. To simplify the notation,
we assume that the b-indexed transmission bit rate requires b regenerators to perform its
regeneration. This is a valid consideration assuming the virtualized shared pool of elastic
regenerators strategy proposed by Jinno et al. [34]. The elastic regenerators consist of an
array of fixed-rate spectrum-selective subchannel regenerators (SSRs) that act as a pool
of virtualized regeneration resources [34]. Each SSR operates under a fixed transmission
bit rate.

Then, we use the theory of erlang loss systems under a multi-slot traffic [31] to
evaluate the counterpart of the erlang-b formula under this multi-rate traffic scenario
that occurs in EONs. Let us assume a node with s virtualized regenerators. A state
e = (I1, I2, . . . , IB) represents the number of active ub-rate connections using SSRs in such
a node, where Ib is the number of active ub-rate connections, each of which, as explained
before, using b regeneration resources. All possible states when s SSRs are installed in a
node form the set Es, which includes any occurrence of values for (I1, I2, . . . , IB) so that
∑B

b=1 b · Ib ≤ s. Let Es(b) be the set of states that cannot admit a ub-rate demand, i.e.,

Es(b) =
{
∀e|∑B

x=1 x · Ix > s − b
}

, as the summation accounts for the number of SSRs in
use in the analyzed node and s − b accounts for the maximum number of SSRs in use in the
node that still admits a regeneration of a ub-rate demand in such node. In such scenario,
we can replace (3) and (4) by

Γnb =
N

∑
i=1

N

∑
j=1

Eijb(n), (A1)

in which Eijb is a place holder for either Gijb(n) = γijb if ∃ m / n ∈ c(m)
ijb and 0 otherwise or

for Fijb:
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Fijb(n) =

⎧⎨
⎩

γijb
M′

ij
∑

M′
ij

m=1 Pijm(n), if n ∈ πij

0, otherwise,
(A2)

with Pijm(n) = 1 if n ∈ d(m)
ijb and 0 otherwise.

In a node n with s SSRs, the probability of a state e ∈ Es is given by [31]

pn(e, s) = Qs

B

∏
b=1

ΓIb
nb

Ib!
, (A3)

in which Γnb is the total offered load estimate from ub-rate demands on node n and Qs is
the normalization coefficient given by [31]

Qs =
1

∑
e∈Es

pn(e, s)
. (A4)

Then, the blocking probability of ub-rate demands in node n may be evaluated by

BPn(s, b) = ∑
e∈Es(b)

pn(e, s), (A5)

and (6) can be replaced by

BPN(n, s) =
∑N

i=1 ∑N
j=1 ∑B

b=1 PBn(s, b) · Eijb(n)

∑N
i=1 ∑N

j=1 ∑B
b=1 ωijb

. (A6)

For a node n with a total of r(n) installed regenerators, it is possible to replace (8) in a
multi-rate scenario using

ΔBPN(n, r(n)) = BPN(n, r(n))− BPN(n, r(n) + 1). (A7)
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Abstract: In this paper we present the simulative analysis of a 200 Gbps per wavelength (λ) 8-level
pulse amplitude modulation (PAM-8) downstream communication over up to 20 km single mode
fiber (SMF) in C-band based on direct detection (DD) achieving at least a 29 dB link power budget in a
PON environment. We use chromatic dispersion digital pre-compensation (CD-DPC) and a dual-arm
in-phase and quadrature Mach–Zehnder modulator (IQ-MZM) at the optical line termination (OLT)
side, while preserving DD in the optical network unit (ONU). Three receiver digital-signal-processing
(DSP) options are analyzed and compared: square-root-like technique (SQRT) in combination with a
feed forward equalizer (FFE) and a decision feedback equalizer (DFE), the Volterra nonlinear equalizer
(VNLE), and the SQRT in combination with the VNLE. The SQRT can be applied in combination
with the VNLE to decrease the receiver DSP complexity while maintaining the required system
performance. We show that PAM-8 with CD-DPC and the SQRT in combination with the VNLE is a
feasible solution for 200 Gbps per λ downstream C-band transmission for PON.

Keywords: PON; C-band; chromatic dispersion compensation; direct detection; 200 Gbps per wavelength

1. Introduction

Next-generation passive optical networks (PON) have been under rapid development
to fulfill the ever-increasing bandwidth and traffic requirements in the access and short-
reach communications segment. The standardization of higher speed PON targeting
50 Gbps per wavelength (λ) has been recently performed by ITU-T [1–4]. However, next-
generation 5G and 6G systems will require even higher data rates, and PONs represent a
suitable practical technology to support future optical access solutions [5–8]. Currently,
research efforts are targeting data rates of 100 Gbps per λ and beyond [9–17] for the next
step of PON evolution.

The latest PON standards (i.e., 25G-PON and 50G-PON) have chosen the direct detec-
tion (DD) scheme to meet cost requirements, and O-band operations for both upstream (US)
and downstream (DS) directions to cope with chromatic dispersion [1–4]. However, the
penalty due to chromatic dispersion is not negligible at high data rates, such as 200 Gbps,
even in the O-band. Compared to the O-band, the C-band can provide a lower optical
loss and optical nonlinearity. For higher speed PON upgrades, backward compatibility
with legacy Gigabit PON (G-PON) (currently, one of the most commonly deployed PON
standards) can be achieved in the C-band by reusing the 1480–1550 nm wavelength range
of the downstream. Moreover, the O-band window might become filled, opening to the
possibility of considering the C-band again in future PON standardization efforts. To
achieve this, dispersion must be compensated. Coherent detection is well-known to allow
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compensation of CD, power-fading effect and other impairments through digital signal
processing, thus enabling C-band operation. In [18–20], the possibility of using coherent
detection has been studied. However, due to the high cost and complexity, the use of
coherent detection in the cost-effective PON environment is still under discussion [9,18]. In
a recent work [15], we proposed chromatic dispersion digital pre-compensation (CD-DPC)
for 100 Gbps links using a dual-arm in-phase and quadrature Mach–Zehnder modulator
(IQ-MZM) at the transmitter (TX) side while keeping DD at the receiver (RX). This approach
only increases complexity at the optical line termination (OLT) side, which in the PON
downstream scenario is shared among the end users.

Increasing the target data rate requires pushing the system into nonlinear opera-
tion [16,17,21] to be able to increase the transmitter launch power and the optical modula-
tion index to achieve the demanding power–budget requirements. In [16], we analyzed
simple nonlinear compensation techniques, i.e., square-rootlike (SQRT) and polynomial
(POLY) techniques. We simulatively and experimentally confirmed about 2 dB gain in
terms of maximum optical distribution network (ODN) loss for a 100 Gbps downstream
transmission, thanks to SQRT and POLY.

Next generation PONs must be backward compatible with legacy PONs, and the ODN
must remain the same. Typically, at least a 29 dB link power budget (budget class N1)
and a 0 to (at least) 20 km fiber reach must be guaranteed [1–4,22]. Regarding the trend
of ITU-T PON standardization evolution, at least a 4-fold increment in DS capacity can
be observed between 2 consecutive PON system generations [2,4]. For example, there is a
4-fold increment in DS capacity from a GPON (with DS 2.5 Gbps per λ) to XG(S)-PON (with
DS 10 Gbps per λ), and a 5-fold increment from a XG(S)-PON to a higher speed PON (with
DS 50 Gbps per λ). Therefore, it is expected that the next generation beyond 50G-PON will
target (at least) 200 Gbps per λ in DS. To meet the 29 dB ODN loss and 20 km fiber reach
at 100 Gbps is very challenging, as we showed in previous works [14–17]. For a 200 Gbps
per λ transmission, the situation becomes extremely critical. In this paper, we focus on
200 Gbps per λ transmission in a C-band to guarantee 29 dB ODN loss over a 20 km fiber
link, by combining the CD-DPC algorithm with two nonlinear distortion compensation
techniques: the SQRT [16] and the Volterra nonlinear equalizer (VNLE) [17]. In [17], for
100 Gbps per λ transmission in a C-band, we experimentally showed a 1–2 dB gain in term
of ODN loss by using VNLE when compared to the SQRT.

Until now, non-return-to-zero on-off-keying (NRZ-OOK) modulation format has been
defined for all standardized PONs. It is expected that 50G class optoelectronics (O/E)
will be commercially available by the time 200 Gbps products are developed. However,
devices to support OOK and 4-level pulse amplitude modulation (PAM-4) operations at
100 Gbaud or beyond seems difficult to achieve in the midterm [3,23]. Thus, we consider
8-level PAM (PAM-8) as a candidate modulation format for 200 Gbps transmission to have
a reduced baud rate (i.e., around 66.67 Gbaud for 200 Gbps bit rate). In [13], a 200 Gbps
PAM-4 communication with a 29 dB ODN loss was experimentally demonstrated by using
directly modulated laser (DML), direct detection and Raman amplification over a 21 km
fiber. However, very high transmitter and receiver bandwidth devices, i.e., a 65 GHz DML
and 70 GHz P-type-intrinsic-N-type diodes (PIN), were used in the experiments. Moreover,
the strong Raman pumping used in the experiments is not suited for a cost-effective short-
reach PON. In this paper, we demonstrate over 29 dB of ODN loss using 50G O/E devices
without Raman amplification. In a 50G PON, the maximum launched power into ODN is
+7, +9, +11 and +11 dBm for budget class N1, N2, E1 and E2, respectively [24]. For 50G PON
with a higher budget class, for example Class C+ (32 dB) and beyond, a minimum launched
power of +10 dBm might be required. In PONs, a launch power a few dB higher than the
minimum one can be tolerated [25]. Transmitted optical power (TOP) could be increased
to achieve the required link power budget. An electro absorption modulated laser (EML)
boosted by an external semiconductor optical amplifier (SOA) can be placed at the TX side
to increase launch power in PONs for a wide wavelength range of 1200–1650 nm [26]. For a
50G PON, EML + SOA was exploited DS to support high budget classes. In [25], a 14 dBm
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launch power was emulated by using EML + SOA. In [27], an integrated EML + SOA with
a 13 dBm output power was experimentally demonstrated to achieve a 35 dB link budget.
In our previous works for 100 Gbps transmission, we used a TOP of 11 dBm. In this paper,
we increase it to 15 dBm (when the VNLE is applied) to achieve the 29 dB power–budget
requirements for 200 Gbps transmission.

The paper is organized as follows: the details of the simulation setup and simulated
parameters are described in Section 2. In Section 3, we analyze the proposed system
performance through simulations with variable transceiver bandwidth and for different
RX DSP options. The complexity of different RX DSP options is compared in terms of
multiplication per sample (MPS). Lastly, we discuss the results and draw some conclusions
in Section 4.

2. Simulation Setup

The simulation setup is schematically illustrated in Figure 1. Single channel transmis-
sion is considered. At the TX side, a PRBS-15 pseudorandom binary sequence is generated
at bit rate Rb = 200 Gbps, and then coded to generate a PAM-8 sequence. As shown in
Figure 1, the CD-DPC algorithm is implemented based on a finite impulse response (FIR)
complex filter, which is explained in detail in [15]. The key idea behind this algorithm
is the following: the fiber length L is known in advance and the accumulated CD is D·L
ps/nm (where D is the dispersion coefficient). An electrical transmitted signal is sent to the
FIR filter-based CD-DPC block, which works at m samples per symbol (SpS) with Nt taps.
The CD-DPC block is placed at the TX side digital signal processing (DSP) and emulates
the inverse of the CD accumulated along the link. A proper value of pre-compensated
length LC must be set in the CD-DPC block to design the taps of the FIR filter. As a result,
an accumulated CD of D·LC ps/nm is assumed to be pre-compensated. There could be a
mismatch ΔL between L and LC, (ΔL = LC − L), which the system should tolerate. In [14–17],
we demonstrated a tolerance on ΔL of about ±2 km in a C-band for a 100 Gbps transmission
through simulations and experiments. In this paper, the CD-DPC DD works at m = 2 SpS
and Nt = 80. The I and Q arm of the dual-arm IQ-MZM are driven by two real-valued
in-phase I(n) and quadrature Q(n) signals biased at quadrature and null point, respectively.
The peak-to-peak amplitude VPP of signal I(n) and Q(n), i.e., VPP,I and VPP,Q respectively,
are measured at the input of the IQ-MZM. VPP,I and VPP,Q must be optimized to obtain the
best system performance by optimizing a scaling factor (the parameter k in Figure 1, which
is the same for both I(n) and Q(n) signal). The simulator is explained in detail in [15]. The
bias voltage of the IQ-MZM Vπ is 5 V.

The modulated optical signal in C-band at wavelength λ = 1550 nm is propagated
over a conventional ITU-T G.652 single mode fiber (SMF) with length L = 20 km (typical
for PON). The fiber attenuation, chromatic dispersion D and non- linear coefficient n2
are set to 0.22 dB/km, 17 ps/(nm·km) and 26×10−21 m2/W, respectively. The effective
area is 80 μm2 [28]. Kerr nonlinearities are introduced using the conventional nonlinear
Schrödinger equation (NLSE) solved numerically by the split-step Fourier method. The
received optical power (ROP) is measured after a variable optical attenuator (VOA) is used
to emulate the ODN loss. Second order low-pass super Gaussian filters (SGF) are used to
emulate the O/E bandwidth limitations with the same −3 dB bandwidth f3dB both at TX
and RX side. We analyze the impact of transceiver bandwidth limitations varying f3dB from
30% to more than 100% of the baud rate, i.e., from 20 GHz to 70 GHz. At the RX side, an
optical filter with a 75 GHz bandwidth is placed between the SOA and PIN. The receiver
simulated parameters are SOA gain G = 11 dB, SOA noise figure NF = 7 dB, photodiode
responsivity R = 0.7 A/W, and transimpedance amplifier (TIA) input referred noise density
IRND = 12 pA/sqrt(Hz). A digital-to-analog converter (DAC) and an analog-to-digital
converter (ADC) with a 6 bits resolution for quantization are used to emulate the arbitrary
waveform generator (AWG) and real-time oscilloscope (RTO), respectively.
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Figure 1. Simulation setup of the proposed CD-DPC DD link, emulating a PON downstream
transmission. Dispersion compensation blocks with different DSP options are indicated.

In the off-line DSP at the receiver, the digitized sequence is down sampled and off-line
processed at 2 SpS, using one of the three DSP nonlinear distortion compensation methods
shown at the bottom of Figure 1. As detailed in [16], the SQRT exploits a square-rootlike
function, i.e., y(n) =

√
x(n) + |min(x(n))|, and POLY consists of a polynomial function,

i.e., y(n) = x(n) + αx2(n), where x(n) and y(n) are the input and output signal of the SQRT
(or POLY) block as shown in Figure 1, and α is a free parameter to be optimized. Since we
also showed that a SQRT can provide a similar gain as POLY, but with lower complexity,
in this paper we will consider the SQRT. We also analyze a technique based on the VNLE.
To keep the complexity low, the VNLE is limited to third order, i.e., linear, quadratic, and
cubic terms are considered [29]. In our simulations, we set quadratic memory and cubic
memory to be the same, and term them as nonlinear memory (NL memory). For example,
NL memory = 5 samples means quadratic memory = cubic memory = 5 samples. The three
DSP nonlinear distortion compensation methods are: (i) the SQRT [16,30] in combination
with a 120-taps feed forward equalizer (FFE) and a 5 taps decision feedback equalizer
(DFE). We indicate it as “SQRT + FFE + DFE”. (ii) VNLE with 121 linear memory and a
variable number of NL memory, ranging from 5 samples to 20 samples. We indicate it as
“VNLE”. (iii) The SQRT in combination with the same VNLE as in option (ii). We indicate
it as “SQRT + VNLE”. The SQRT + FFE + DFE method is equivalent to the VNLE method
with NL memory = 0. The transmitted optical power TOP is set to 15 dBm for options with
the VNLE (i.e., VNLE and SQRT + VNLE) and 11 dBm for the option without the VNLE
(i.e., SQRT + FFE + DFE).

The typical metric used in a PON performance evaluation is the achievable ODN loss,
calculated as the ratio between the TOP and the ROP. In this manuscript, we consider the
required ROP (RROP) to obtain a BER target BERT = 10−2 (low-density parity check (LDPC)
code forward error correction (FEC) scheme), and we will show system performance in
terms of the maximum ODN loss that that guarantees operation equal to or below the BERT
(Maximum ODN loss [dB] = TOP [dBm] − RROP [dBm]).

3. Simulation Results

In our simulation setup, shown in Figure 1, we varied the transceiver bandwidth up to
70 GHz and the VNLE NL memory from 0 to 20 samples. We started by showing the impact
of the normalized peak-to-peak amplitude of the in-phase signal VPP,I/Vπ by optimizing
VPP,I for options VNLE and SQRT + VNLE. Figures 2–5 shows the system performance
when L = 20 km and TOP = 15 dBm, in terms of the maximum ODN loss as a function of TX
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and RX bandwidth and of the normalized amplitude VPP,I/Vπ , for NL memory = 5 samples,
10 samples, 15 samples and 20 samples, respectively. Note that the pre-compensated length
LC is optimized for each pair of the two parameters. The optimum LC is slightly smaller
than the fiber length L, and the difference ΔL between L and LC increases with TOP. For
instance, LC is around 18 km when L = 20 km and TOP = 15 dBm. This phenomenon is due
to the interaction between the fiber Kerr effect and the chromatic dispersion, as explained
in [15,31].

Figure 2. Maximum ODN loss at BERT = 10−2 as a function of TX and RX bandwidth and of the
normalized peak-to-peak amplitude of the in-phase signal VPP,I/Vπ with NL memory = 5 samples.
The fiber length is L = 20 km. The transmitted optical power is TOP = 15 dBm: (a) VNLE; and
(b) SQRT + VNLE.

Figure 3. Maximum ODN loss at BERT = 10−2 as a function of TX and RX bandwidth and of the
normalized peak-to-peak amplitude of the in-phase signal VPP,I/Vπ with NL memory = 10 samples.
The fiber length is L = 20 km. The transmitted optical power is TOP = 15 dBm: (a) VNLE; and
(b) SQRT + VNLE.
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Figure 4. Maximum ODN loss at BERT = 10−2 as a function of TX and RX bandwidth and of the
normalized peak-to-peak amplitude of the in-phase signal VPP,I/Vπ with NL memory = 15 samples.
The fiber length is L = 20 km. The transmitted optical power is TOP = 15 dBm: (a) VNLE; and
(b) SQRT + VNLE.

Figure 5. Maximum ODN loss at BERT = 10−2 as a function of TX and RX bandwidth and of the
normalized peak-to-peak amplitude of the in-phase signal VPP,I/Vπ with NL memory = 20 samples.
The fiber length is L = 20 km. The transmitted optical power is TOP = 15 dBm: (a) VNLE; and
(b) SQRT + VNLE.

From Figures 2–5, we can observe that the optimum normalized amplitude VPP,I/Vπ

is in the range 0.55–0.60, 0.70–0.90, 0.90–1.00 and 1.00–1.10 for the VNLE NL memory equal
to 5 samples, 10 samples, 15 samples and 20 samples, respectively. The optimum normal-
ized amplitude VPP,I/Vπ increases as the NL memory increases. This can be explained
considering the effect of the optical modulation index (OMI) on the nonlinearities generated
in the modulation process. The OMI can be used to find the optimum operation point
(at which the highest modulation levels can be obtained without introducing additional
distortions) [32]. Smaller VPP,I/Vπ results in lower nonlinearity of the modulation, but
also into a lower modulation level. In contrast, larger VPP,I/Vπ can result in a higher
modulation level but also in stronger nonlinear effects of the modulation. Therefore, it is
very important to set the optimum driving signal amplitude by optimizing the normalized
amplitude VPP,I/Vπ . Without TX and RX bandwidth limitations and at the optimum
VPP,I/Vπ , when the VNLE is applied alone, the maximum ODN loss of about 26.1 dBm,
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29.1 dBm, 31.0 dBm, and 31.7 dBm can be reached for NL memory = 5 samples, 10 samples,
15 samples and 20 samples, respectively; when SQRT + VNLE is applied, the maximum
ODN loss of about 26.6 dBm, 30.0 dBm, 31.7 dBm, and 32.0 dBm can be reached for NL
memory = 5 samples, 10 samples, 15 samples and 20 samples, respectively. The VNLE can
provide up to 3 dB improvement for every five samples additional NL memory, while
the SQRT can provide about 0.5–1.0 dB improvement compared to the VNLE only option.
However, the complexity of the VNLE is much higher than that of the SQRT (the complexity
will be discussed and analyzed in detail in the following section). It is a trade-off between
the system performance and the complexity of RX DSP options.

In addition to the modulation nonlinear effect and the fiber Kerr nonlinear effect, the
nonlinear effect in the electrical domain caused by chromatic dispersion after the modulus
square operation of DD (DD is inherently nonlinear due to the square-law detection) can
be mitigated by using the SQRT as shown in [30]. By comparing Figures 2–5, we can also
notice that the optimum normalized amplitude VPP,I/Vπ of the option SQRT + VNLE is
slightly larger than that of the VNLE method (with the same NL memory). Therefore, a
higher OMI can be set using VNLE with high NL memory combined with the SQRT, which
allows to compensate for stronger nonlinear distortion.

Figure 6 shows the maximum ODN loss as a function of TX and RX bandwidth and
of the VNLE NL memory at the optimum normalized amplitude VPP,I/Vπ , for 20 km
SMF. On the x-axis, the VNLE NL memory equal to 0 corresponds to the SQRT + FFE + DFE
technique used in the receiver DSP. This option, which does not include the VNLE, is
used as the lowest complexity reference case. Note that, in all cases, the transmitted
optical power, the normalized amplitude VPP,I/Vπ and the pre-compensated length LC
are optimized. The optimum TOP is 11 dBm and 15 dBm for the SQRT + FFE + DFE
and VNLE techniques, respectively. We limit our analysis to TOP = 15 dBm as higher
transmitted power levels are unrealistic in PON applications. The optimum LC is 19 km
for SQRT + FFE + DFE (with 11 dBm TOP) and 18 km for the VNLE (with 15 dBm TOP).
The optimum LC decreases as TOP increases. This is related to the fact that a higher trans-
mitted optical power results in a higher fiber nonlinear interference [33], which partially
counteracts CD due to interaction between the CD and the Kerr effect [15,31]. At the very de-
manding 200 Gbps rate, the system performance is very poor (maximum ODN loss <23 dB)
when strong TX and RX bandwidth limitations are present (i.e., ≤25 GHz) even when using
the most complex DSP approach (VNLE + SQRT with NL memory = 20 samples). For SQRT
+ FFE + DFE (i.e., NL memory = 0), the largest maximum ODN loss is only about 25 dB even
if using very high 70 GHz TX and RX bandwidth. Therefore, this simple DSP solution is
not enough to meet the ODN loss requirement with PAM-8 200 Gbps transmission. By
using the VNLE, both alone and in combination with the SQRT, a considerable gain can be
obtained when we increase the NL memory. As shown in Figures 2–6, about 3 dB, 5 dB
and 6 dB maximum ODN loss increase can be obtained when the NL memory is increased
from 5 samples to 10 samples, 15 samples and 20 samples, respectively. The trend shows
that the improvement would be very limited by further increasing the NL memory above
20 samples. This means that almost all the fiber nonlinear interference is compensated
for by the VNLE. About a 3 dB gain in terms of maximum ODN loss can be obtained by
relaxing the TX and RX bandwidth limitation from 30 GHz to 50 GHz, with the same NL
memory. As shown in Figure 6, for a fixed NL memory value, the improvement is more
evident when increasing the TX and RX bandwidth from 30 to 40 GHz. When the TX and
RX bandwidth are above 50 GHz, only very limited improvement can be obtained when
TX and RX bandwidth are increased.

System performance cannot be usually enhanced by relaxing the bandwidth lim-
itations. More powerful RX DSP options are needed. Comparing the VNLE and the
SQRT + VNLE, we observe a non-negligible ODN loss gain of about 1 dB, at the cost of
slightly increased complexity due to the SQRT. Moreover, in some cases the overall com-
plexity can be reduced by introducing the SQRT. As shown in Figure 6a), in the 35 GHz to
40 GHz TX and RX bandwidth range representing commercially available 50G-O/E [23],
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the VNLE approach requires NL memory from 12 samples to 13 samples to achieve 29 dB
maximum ODN loss, whereas a lower 9 samples to 11 samples NL memory is needed when
combining the VNLE and the SQRT (see Figure 6b)). This reduction in NL memory can
provide a significant improvement in RX DSP complexity in terms of MPS, which will be
discussed later. When NL memory = 20 samples is applied, the 29 dB maximum ODN loss
can be reached even with 30 GHz TX and RX bandwidth, at the cost of a very high DSP
complexity (which will be discussed later).

Figure 6. Maximum ODN loss at BERT = 10−2 as a function of TX/RX bandwidth and nonlinear
memory of VLNE. The fiber length is L = 20 km: (a) VNLE; and (b) SQRT + VNLE. The light blue
area is where ODN loss is above 29 dB, and the light grey area is where commercial 50G-O/E are
considered. The VNLE NL memory = 0 is equivalent to RX DSP option SQRT + FFE + DFE. TOP is
11 dBm for SQRT + FFE + DFE and 15 dBm for all other RX DSP options.

It is typical in PON architectures that each served ONU is located at a different
distance from the OLT. In Figure 7, we present the maximum ODN loss as a function
of fiber link lengths L ranging from 5 km to 20 km, which is the typical reach range in
PONs. TX and RX bandwidth is set to 37.5 GHz, a typical value for 50G-O/E devices [23].
In all cases, the normalized amplitude VPP,I/Vπ and the pre-compensated length LC are
optimized. For L = 5 km, the optimum LC is 4 km and 4.5 km for the VNLE and the
SQRT + VNLE, respectively. The optimum LC is 9 km, 14 km, and 18 km for L equal to
10 km, 15 km, and 20 km, respectively. We select the VNLE NL memory = 5 samples,
10 samples and 20 samples. The maximum ODN loss gain obtained by increasing the
NL memory increases as the fiber length L increases. At very short distance, for example
L = 5 km, the improvement is negligible due to the limited nonlinear distortions introduced
by the fiber. To achieve 29 dB ODN loss, only NL memory = 5 samples is required for
L ≤ 14 km, whereas NL memory = 10 samples is required for L in the 15–20 km range.

In PON solutions, the ONU is the most cost-sensitive element. Here we compare the
complexity in terms of MPS of different RX DSP options, which are placed at the ONU
side in the downstream transmission. The MPS of the SQRT, FFE, and DFE techniques
can be calculated as described in [17]. For the VNLE, the MPS can be evaluated by using
Equation (5) in [34]. In this paper, the order of VNLE is equal to 3, the linear memory is
121 samples, and the quadratic and cubic memory (NL memory) are equal to 5 samples,
10 samples, 15 samples or 20 samples. The complexity in terms of MPS of the different RX
DSP used in the paper is summarized in Table 1. The least complex method that allows us
to achieve 29 dB maximum ODN loss with 50G-O/E devices (indicated with an asterisk
in Table 1) is the SQRT + VNLE with NL memory = 10 samples, requiring 893 MPS. Small
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increments in NL memory (especially in cubic memory) can introduce a significant increase
in complexity.

Figure 7. Maximum ODN loss as a function of fiber length targeting BERT = 10−2, for 50G-O/E
devices. The normalized amplitude VPP,I/Vπ and the pre-compensated length LC are optimized for
each case. The transmitted optical power TOP = 15 dBm. Solid: VNLE, Dashed: SQRT + VNLE.

Table 1. Complexity comparison in terms of multiplication per sample (MPS) for different RX
DSP options.

RX DSP Options NL Memory of VNLE MPS

SQRT 1 + FFE 2 + DFE 3 - 127

VNLE 4

5 256
10 891
15 2401 *
20 5161 *

SQRT 1 + VNLE 4

5 258
10 893 *
15 2403 *
20 5163 *

1 SQRT requires two additional MPS. It is implemented by using the second order polynomial function as shown
in [16]. 2 For FFE, MPS equals the number of FFE taps NFFE. 3 For DFE, MPS equals the number of DFE taps NDFE.
Note: DFE requires additional implementation MPS due to the feedback loop. 4 The MPS of VNLE is evaluated
by using the method in [34]. * 29 dB maximum ODN loss can be achieved with 50G-O/E devices.

Although VNLE is an effective RX DSP option to compensate for linear and non-
linear distortion, its complexity can be extremely high. The SQRT provides a marginal
performance improvement but at the cost of a limited complexity enhancement by only
2 MPS. Thus, the SQRT can be used in combination with the VNLE to decrease the NL
memory as well as maintain the desired system performance. For example, as shown
in Figure 6, to achieve ≥29 dB maximum ODN loss by using 50G O/E, when the VNLE
is applied alone, NL memory of 12 samples and 13 samples is required for TX and RX
bandwidth of 40 GHz and 35 GHz, respectively, which corresponds to MPS of 1369 and
1668. For the SQRT + VNLE technique, NL memory of 9 samples and 11 samples is needed
for TX and RX bandwidth of 40 GHz and 35 GHz, respectively, which corresponds to MPS
of 706 and 1111, respectively.

4. Discussion and Conclusions

We demonstrated through simulations the feasibility of 200 Gbps per λ PAM-8 down-
stream PON transmission in C-band over up to 20 km SMF, preserving DD scheme, achiev-
ing 29 dB maximum ODN loss with different RX DSP options. We analyzed the impact
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of the peak-to-peak amplitude of the signals, which must be optimized to obtain the best
system performance. The VNLE and the SQRT can partially compensate for the nonlinear
distortions, and allow a higher optimum normalized amplitude VPP,I/Vπ , resulting in a
higher OMI and better system performance. Using the SQRT + FFE + DFE method, without
VNLE, 29 dB maximum ODN loss cannot be reached even considering a very large 70 GHz
TX and RX bandwidth. For 20 km transmission with 50G O/E devices, when the NL mem-
ory of the VNLE is higher than 12 samples, 29 dB maximum ODN loss can be reached by
using the VLNE alone. The minimum required NL memory is reduced to 9 samples when
the SQRT is combined with the VNLE. Although the reduction in terms of NL memory
is relatively small, the resulting reduction in RX DSP complexity (evaluated in terms of
MPS) is remarkable. The SQRT + VNLE requires 706 MPS, whereas 1369 MPS are needed
for the VNLE alone. This confirms that the SQRT can be used in combination with VNLE
to decrease the NL memory (and eventually the RX DSP complexity) while preserving
the required link loss budget. We also studied the impact of different RX DSP options for
different fiber length. Our findings show that, 200 Gbps PAM-8 communication can be
achieved with 29 dB maximum ODN loss by using a variable number of NL memory equal
to 5 samples and 10 samples in the 5–14 km and 15–20 km link length ranges, respectively.
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Abstract: This paper presents an experimental realization of multiband 5G new radio (NR) optical
front haul (OFH) based radio over fiber (RoF) system using digital predistortion (DPD). A novel
magnitude-selective affine (MSA) based DPD method is proposed for the complexity reduction
and performance enhancement of RoF link followed by its comparison with the canonical piece
wise linearization (CPWL), decomposed vector rotation method (DVR) and generalized memory
polynomial (GMP) methods. Similarly, a detailed study is shown followed by the implementation
proposal of novel neural network (NN) for DPD followed by its comparison with MSA, CPWL, DVR
and GMP methods. In the experimental testbed, 5G NR standard at 20 GHz with 50 MHz bandwidth
and flexible-waveform signal at 3 GHz with 20 MHz bandwidth is used to cover enhanced mobile
broad band and small cells scenarios. A dual drive Mach Zehnder Modulator having two distinct
radio frequency signals modulates a 1310 nm optical carrier using distributed feedback laser for
22 km of standard single mode fiber. The experimental results are presented in terms of adjacent
channel power ratio (ACPR), error vector magnitude (EVM), number of estimated coefficients and
multiplications. The study aims to identify those novel methods such as MSA DPD are a good
candidate to deploy in real time scenarios for DPD in comparison to NN based DPD which have a
slightly better performance as compared to the proposed MSA method but has a higher complexity
levels. Both, proposed methods, MSA and NN are meeting the 3GPP Release 17 requirements.

Keywords: digital predistortion; magnitude selective affine; radio over fiber; neural network; error
vector magnitude; adjacent channel power ratio

1. Introduction

With recent advances in 5G and beyond, the accelerating growth in base stations (BS)
has led to centralization of radio access network (RAN) [1,2], which decreases the capital
expenditure as it leads to simplifications in network management [2]. To facilitate C-RAN, a
fronthaul (FH) connects base band units (BBU) to remote radio heads (RRH) (see Figure 1).
With 5G in roll out stage in most part of the developed world, the microwave photonics-
based solutions such as Radio over Fiber (RoF) have a higher significance connecting
the BBUs with RRUs [3–5] due to advantages such as cost effectiveness; immunity to
electromagnetic disturbance, broader bandwidth and increasing the wireless links reach
for all type of distances ranging from short to long.

Appl. Sci. 2021, 11, 11624. https://doi.org/10.3390/app112411624 https://www.mdpi.com/journal/applsci35



Appl. Sci. 2021, 11, 11624

Figure 1. Block diagram of C-RAN based 5G application system comprising of Backhaul, Fronthaul and application
scenarios such as stadiums, railways, transport, factories, etc.

There have been various versions of RoF such as Analog Radio over Fiber (A-RoF) [6,7],
Digital Radio over Fiber (D-RoF) [8,9], Sigma Delta Radio over Fiber (SD-RoF) [10–12] and
other variants that have been proposed recently (see Figure 2). Up to an extent, A-RoF
links are the simplest, uncomplicated and economical solution, however, they suffer
from nonlinearities arising due to signal impairments and devices involved such as laser
modules, fibers and photodiodes. The other solutions comprise of utilizing D-RoF or
SD-RoF. Considering D-RoF systems, the requirements of conversion from analog to
digital (ADC) and digital to analog converters (DAC) makes the process very expensive.
In addition, due to high data rate capacity and requirement of high bandwidth, common
public radio interface (CPRI) restrictions are faced. CPRI bottleneck can be overcome
by exploiting the SD-RoF. Here, ADCs and DACs are not required as it is based on the
sigma-delta modulation which utilizes one bit of ADC but the method is complex hence not
preferred. Moreover, the quantization noise is high for 1 bit that requires an additional band
pass filter (BPF) at the RRH. However, this additional complexity is not alone to be handled
for S-DRoF implementation, the addition of BPF results in additional amplitude and phase
noise that requires additional solution for removal of these additional nonlinearities [13].

From this it is evident that exploiting other schemes (D-RoF/SD-RoF) is cumbersome.
Hence, comparatively, owing to the legacy, infrastructure, and cost effectiveness of the
A-RoF systems, they are the better choice for optical fronthaul (OFH). Now then, our best
alternative is to counter the nonlinearities of the A-RoF system. Given that we can do this
in a simple and practical manner, the RoF technique proves to be extremely advantageous.

Mitigating the nonlinearities of RoF transmission is essential to utilize the system to
its best potential and has become an important subject. Within all these different domains,
to counter the prevalent issues, a lot of techniques have been exploited. Amongst them, the
one that have been utilized extensively are discussed in Section 2 under literature review.

The contribution of nonlinearities from the laser and to some extent, the photodiode
part is important as transmission quality decreases and also, the interference with channels
nearby is triggered. However, while considering the long-range networks, the nonlin-
earities due to the combination of fiber chromatic dispersion and laser frequency chirp
are usually the main cause of signal impairment [7]. The Orthogonal Frequency Division
Modulated (OFDM) signals, such as the emphasized fifth generation (5G) signal, is also
liable to these distortions due to high peak-to average power ratio (PAPR).
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Figure 2. Block diagram of A-RoF, D-RoF and ΣΔ-RoF downlinks. Blocks active for A-RoF: 1-2-5-
6-7-8-11-12. Blocks active for D-RoF: 1-2-3-6-7-8-10-12. Blocks active for ΣΔ-RoF: 1-2-4-6-7-8-9-12.
BB: Base Band, Freq. Upconv.: Frequency Upconverter, Optical Tx: Transmitter, ΣΔMOD: Sigma-
Delta Modulator, Data Rec.: Data Recovery block.

To the best of the authors knowledge, this paper introduces the nonlinearity and signal
impairment compensation for OFH based RoF systems utilizing 5G NR based RoF systems.
Following a very detailed literature review on the nonlinearities mitigation in Section 2,
the novelties of this article are manifold:

1. Firstly, a multiband 5G NR signals are employed in the experimental testbed to
cover enhanced mobile broad band (eMBB) scenarios and small cells for 3 GHz and
20 GHz, respectively.

2. A robust DPD technique utilizing negative feedback iteration is shown. The proposed
DPD identification method has a relative lower computational complexity as compared
toother learning architectures. In the proposed method of DPD identification, firstly, a
DPD signal will be identified followed by the estimation of the DPD parameters.

3. The linearization performed is not limited to our previous proposed methods coming
from volterra series but includes the “out of box” approach that includes CPWL
and DVR method. In addition, a novel magnitude selective affine (MSA) method is
proposed that reduces the overheads of complexity such as multiplications in CPWL
architecture, however achieving similar efficiency as of CPWL.

4. In addition, a simple optimized neural network (ONN) based DPD algorithm is
proposed that is an upgradation of our previously proposed DPD based method
utilizing deep learning to perform linearization of 50 MHz 5G New Radio (NR) based
RoF links. The NN DPD method is executed by a different type of training which
does not utilize Indirect Learning Architecture (ILA). Initially we emulate the generic
RoF link using a RoF NN and then train the proposed DPD ONN using this, by
backpropagating the errors.

For the first time, a comparative experimental study has been held where MP, GMP,
DVR, CPWL, MSA and ONN are compared for 5G NR multiband signal. The performance
is evaluated in terms of Adjacent Channel Power Ration (ACPR) Error Vector Magnitude
(EVM) and complexity in terms of multiplications and coefficients requirements. The
summary of this work is shown in the Figure 3 where overall summary of each respective
section is shown.
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Figure 3. Organization of our work in this paper (Sections 1–8).

2. Literature Review

In this section, the linearization methodologies that have been implied for the RoF
systems are discussed. The linearization methodologies consist of Electrical, Optical
and Machine Learning Methods. Electrical methods are subdivided in to analog and
digital methods. Digital methods are subdivided into predistortion and postdistortion
methods. Optical methods consist of largely dual wavelength, singular polarization, mixed
polarization, etc., while a newer avenue of linearization has been coined that belongs to
machine learning. The higher schematic of these methods is summarized in the Figure 4.

Figure 4. Different types of linearization.

A detailed literature review is enlisted for the mitigation of the impairments of RoF
system that are categorized in Table 1. The table summarizes the method employed,
type of linearization, category, parameters evaluated, advantages and disadvantages of
respective methods.
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Table 1. Methods exploited to mitigate nonlinearities.

No. Author Type Subcategory Parameter Linearization Pros Disadvantages

1
Draa et al.;
Chen et al.

[14,15]
Electrical Analog

Predistortion IMD3

Complete RoF
system (Laser,
photodiode,

LNA)

Phase maintenance for
IMD3 generated

components

Perplexing suppression of second
order nonlinear distortion for

large bandwidth

2 Hass et al. [16] Optical Mixed
Polarization

Second/third
order nonlinear

distortion
Complete RoF

system

Suppression of second
and third order
nonlinearities

RoF transmission must be
polarization dependent.
Compression of linear

components to some extent.

3 Zhu et al. [17] Optical

Dual
wavelength
linearization

(DWL)

Second/third
order nonlinear

distortion
Complete RoF

system

Suppression of second
and third order
nonlinearities

Wavelength dependent
transmission, i.e., suppression of

nonlinear components for
anti-phased wavelengths only.

4 Ghannouchi
et al. [18] Digital

Digital
Predistortion

(DPD)

Third order
nonlinearities

Power
Amplifier

Wideband
linearization
achievable

DSP required is complicated.
Consumption of power is huge.

5 Duan et al. [19] Digital DPD ACPR, EVM Laser Added accuracy with
less DSP requirements

High complexity and calculation
time for digital linearization for
higher nonlinearity order and

memory depth.

6 Pei et al. [20] Digital DPD ACPR Laser/RoF Higher suppression in
ACPR by 15 dB Feedback complexity.

7 Lam et al. [21] Digital Digital Post
Processing ACPR, BER RoF

All order nonlinear
distortion components

significantly
compressed.

High speed digitizer required.
Only applicable to uplinks.

Deployment of DPP at RRH side,
so prototype price passes to

customer side, adding
complexity to the RRH.

8 Hekkala
et al. [22] Digital DPD ACPR, EVM Laser only Less complexity and

over head

EVM improved by 0.3%.
Link length not considered.

Intermediate frequency
used for DPD.

RoF link was not composed of
laserfiber-photodiode only.

Attenuators and amplifiers were
used so perhaps the signal

impairments were corrected due
to these components.

Limited to sinusoid I/P signal.

9 Hadi et al. [23] Digital DPD C/HD2, IIP2,
IIP3

Combination of
fiber dispersion
and laser chirp

Linearizes links up to
tens of km

Limited to sinusoidal
(single/dual) I/P tones.
No ACPR, EVM shown.

10 Vieira et al. [24] Digital DPD EVM Laser
Utilization of OFDM
signal with 5 MHz

bandwidth

Only magnitude (AM/AM)
linearization shown.

RoF link is not generic, contains
10 dB attenuator.

11 Hekkala
et al. [25] Digital DPD ACPR, BER Laser

Utilization of OFDM
signal with 12.5 MHz

bandwidth

Joint compensation proposed for
PA and RoF hence reducing

improvement.

12 Mateo et al. [26] Digital DPD EVM, ACPR RoF system Utilization of LTE
20 MHz signal

RoF link is not generic; contains
signal amplification by LNA and

a PA.
Unrealistic feedback for 10 km

length; requires an uplink for the
linearization of downlink.

13 Mateo et al. [27] Digital DPD NMSE, ACPR RoF system
Utilization of LTE

20 MHz with 16 QAM
modulation

PSD of O/P with and without
DPD is different after

normalization, DPD reduced the
bandwidth of the signal.

DFB laser has not been pushed to
higher RF I/P powers to see the

efficacy of the predistorter.

14 Mateo et al. [28] Digital DPD ACPR, EVM RoF system
Linearization

considering ideal and
no feedback

Results are attenuation
dependent, i.e., results similar to
ideal case can be obtained with

proper attenuation using
different optimization

algorithms.

15 Roselli
et al. [29] Electrical Analog

Predistortion IMD3 Laser
Maintenance of phase
for generated IMD3

components

Large scale production difficult
as variant predistorter required

per RoF transmitter.
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Table 1. Cont.

No. Author Type Subcategory Parameter Linearization Pros Disadvantages

16 R. B. Childs
et al. [30] Electrical Analog

Predistortion IMD3 Laser Accurate correction

Tough synthesis of arbitrary
transfer functions in the time

domain; due to coupling between
different paths, simultaneous
correction of both, second and

third order is not possible.

17 Veiga et al. [31] Electrical Analog
Predistortion IMD3 Laser Phase maintenance is

easy

To compensate arbitrary
bandwidth limitation in the

frequency domain.

18 Hadi et al. [32] Digital Direct DPD EVM, ACPR,
IMD Laser

Only requires
transient chirp
coefficient, no

exhaustive training.

Limited to laser; works only for
kilometers of length; complex

behavior.

19 Hadi et al. [33] Digital DPD for short
link NMSE, ACPR Laser Feasible closed loop

DPD
Training is time consuming and

complex

20 Hadi et al. [34] Digital DFB based NMSE, ACPR,
EVM Laser Utilization of DVR,

GMP, MP
High complexity.
I/Q imbalance.

21 Hadi et al. [35] Digital ML-NN
based ACPR, EVM Laser

Learns nonlinearities
of model in contrast
with Volterra based

methods, avoids
requirement of explicit

designing of
distortion causes

Limited to LTE framework.
Upgradation to 5G ambiguous.

Along with the numerous techniques listed above, mitigation of the impairments of
RoF system have also been studied previously [24–35]. A feedforward scheme has also
been analyzed [26,27] but is complex and to counter these problems, optical methods such
as dual parallel modulation [28], mixed polarization [29,30], etc. have been presented.
In addition to the nonlinearities of optical fiber/modulators, RoF is liable to other issues
such as amplified emission noise and phase noise [32,33] that further limit performance of
RoF increasing proportionally with RF carrier frequency increase.

Moreover, Digital Signal Processing (DSP) methodologies have been exploited as well
owing to their adaptive flexibility. A lot of such techniques have been studied to counter the
phase noise issue [36–38], of optical modulator [39,40]. Digital pre-distortion is presented
for laser resonance, improving results in [41]. Apart from DSP approaches, Digitized RoF
(DRoF) has also been utilized for nonlinearity mitigation [42–45].

Another important concept proposed, Sigma Delta RoF (SD-RoF) is a method involv-
ing the plus points of the DRoF in addition to its own implementation [46,47]. This is
especially advantageous when utilizing optical transmitters having low linearity. On the
other hand, considering Machine Learning as a domain of nonlinearity compensation, a lot
of models and methodologies have been proposed such as the KNN/SVM [48]; SVM [49,50];
k-means [51]; Convolution Neural Network (CNN) and Binary-CNN (BCNN) [52,53] and
Fully-CNN (FCNN) [54–61].

3. Neural Network Based DPD Architecture

Neural Networks (NN) are sophisticated networks, similar to the suggested NN based
DPD model and they require extensive training data. This model is then cascaded with the
RoF link, but its output is not known. However, in the case of an RoF link, the output is
known hence, we form an RoF NN model and train it to mirror the original RoF link. Once
we have formulated this RoF NN, we can now backpropagate through it and update the
parameters in the suggested NN DPD model.

Supposing that the considered RoF link has a transfer function H(n) and an output
signal y(n); and a baseband signal x(n) must be sent through it, DPD aims to calculate
the inverse transfer function of this RoF link denoted by Î−1, whose output will then be
denoted by x̂(n).

This can be expressed by:
x̂(n) = Î−1(x(n)) (1)
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While,
y(n) = Gx(n) = I(x̂(n)) (2)

where G is the gain. The NN here calculates Î−1 utilized for predistortion. A direct training
cannot be implemented for construction of the NN for DPD as the ideal x̂(n) is not known.

The option analyzed for performance assessment is illustrated in Figure 5 [1].

Figure 5. Block diagram of RoF system utilizing RoF NN model and NN based DPD system. The
RoF NN model Î is obtained upon transmission of I/P and O/P through the generic RoF link. Once
achieved, we train I−1 by backpropagating error through Î. Then, linearization is performed by
connecting this DPD-RoF model to generic RoF link. Predistortion is held in a digital baseband
eliminating DACs and ADCs.

Initially, the RoF link is emulated by the second NN. The generic RoF link has x̂(n) as
input and y(n)

G as output data, considering which, training is executed with the regression
based NN model for them. This results in learning of the NN and now an approximate
transfer function Î can be identified by it. Upon the formation of the RoF NN model, the
model weights are fixed after which we connect it with the NN DPD model. Now, we
use the original input, i.e., x(n) and output as training data to calculate error using a loss
function. We then backpropagate it via Î to train Î−1.

3.1. Features of the NN Model

This section will discuss all the features of the Neural networks that are essential to
be used in DPD based RoF system. The summary of the topics discussed in this section is
given as follows. Firstly, Section 3.1.1 discusses the loss functions while Section 3.1.2 talks
about optimizers. Section 3.1.3 talks about activation functions and Section 3.1.4 talks about
hyperparameters. Section 3.1.5 discusses the regularization methods and Section 3.1.6 talks
about are characteristics of NN.

The NN are layered structures that have been inspired from the human nervous
system and are an adequate choice due to their powerful accuracy at approximating any
nonlinear function and learning the relationship between their inputs and outputs. The
basic working involves an input signal provided at the input layer, processing which takes
place in the hidden layer/layers and the output is produced by the last (output layer). Each
layer represents a cluster of neurons which are not connected to one another within the
layer but are connected to the neurons of the next layer.

3.1.1. Loss Function

Prior to optimizing, it is essential that, the error is estimated for the current state of the
model. For this, selecting an error function, normally known as loss function is necessary
as it helps calculate the loss of the model. After this, the weights of the model are updated
which minimizes this loss function for further evaluations. Loss functions broadly classify
into:

i. Regression Loss.
ii. Classification Loss.
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Regression Loss Functions

Regression loss functions are divided into following:
Mean Squared Error (MSE)

MSE calculates the average of the squared differences between actual and predicted
value. Outcomes are always positive values irrespective of the sign of the actual and
predicted values. The minimum value it can result in is 0.0. Note that, larger differences
cause more error due to squaring of the value, penalizing the model for them.
Mean Squared Logarithmic Error (MSLE)

As the name suggests, here, the natural logarithm of each of the predicted values
is calculated and then the MSE is calculated. MSLE relaxes the punishing effect of large
differences in large, predicted values.
Mean Absolute Error (MAE)

The MAE is more powerful. It calculates the average of the absolute difference between
the predicted and actual values.

Classification Loss Functions:

Classification loss functions are divided into following:
Binary Cross-Entropy
This function is used when our target values belong to the set {0, 1}. A score which

summarizes the average difference between the predicted and actual probability distri-
butions is calculated and is then minimized. The least score that can be achieved by this
function is 0.

Hinge Loss
This function is used when our target values belong to the set {−1, 1}. This function

basically promotes correctness of the sign of values and will allot more error for differences
in signs between predicted values and actual values.

Squared Hinge Loss
This is a function obtained by modifications in the hinge loss function. It merely

calculates the square of the hinge loss score. This causes the error function to smoothen
making it easy to work with numerically. It smoothens the surface of the error function
and makes it easy to work with numerically. As stated in the case of hinge loss, values
must belong to the set {−1, 1}.

Multi-Class Cross-Entropy
Hinge loss is considered for binary classification similarly, multi-class cross entropy

loss is considered for multi-class classification. Every class is given a distinct integer value.
A score for all classes is summarized by calculating the average difference between the pre-
dicted and actual probability distributions. The minimum score that can be obtained is 0.

3.1.2. Optimizers

The process of optimizing loss functions improves the function of the model. The
procedure to minimize/maximize a mathematical function is called optimization and
utilizes optimizers. Optimizers work by changing the parameters of NNs such as the
learning rates or weights. The types of optimizers are:

Gradient Descent (GD)

The GD algorithm works on the principle that the direction opposite to that of the
calculated gradient will locate the lower point/surface of the considered function, i.e.,
the potential minima. It then repeatedly takes steps in that direction with every iteration.
In the case of GD, we require large memory as we calculate the gradient over the entire
dataset after which the updates are performed meaning that, for huge data, it may take
years to converge.
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Stochastic Gradient Descent (SGD)

To make up for the problem faced by the GD algorithm, SGD was developed. The
SGD algorithm works by computing derivatives by considering only one point at once.
This solves the large memory requirement problem; however, time is still an issue as one
epoch of SGD takes more time when compared to the GD algorithm.

Mini Batch Stochastic Gradient Descent (MB-SGD)

This algorithm was developed to overcome time complexity problems. MB-SGD as
the name suggests, works by considering a small batch of points or a small subset of the
whole data at once to compute the derivatives. It takes longer to converge than GD does
and additionally, its weight updates are noisy.

SGD with Momentum

SGD with momentum (momentum for short) calculates another parameter, momen-
tum in addition to the gradient in every step. This momentum is the cumulative movement
from all previous steps, overcoming the issue of noisy weight updates in MB-SGD by
denoising gradients. It moves faster owing to the accumulated momentum which helps it
prevent local minima and plateau regions. In addition, the algorithm Nesterov Accelerated
Gradient (NAG) is similar to momentum except, it is a future considering method. The
cost function is evaluated using future parameters rather than the current ones to prevent
the chance of skipping the minima in case of high momentum value.

Adaptive Gradient Descent (AdaGrad)

AdaGrad, works by accumulating the sum of gradient ‘squared’. As the name suggests
the learning rate is adaptive and doesn’t need to be tuned manually. The adaptive learning
rate property helps escape typical complexities of non-convex functions such as saddle
points as they take a straight path compared to methods such as GD, SGD, MB-SGD and
even momentum. There are chances that these methods become stuck at saddle points and
never converge to minima. Unfortunately, AdaGrad is very slow as the sum it accumulates
continues to grow resulting in the learning rate to become very small, this consequently
leads to vanishing of the gradient.

Adaptive Delta (AdaDelta)

As we know, AdaGrad is a slow converging method due to its large value of the accu-
mulated sum of gradient squared. AdaDelta was developed to resolve this by modifying
certain aspects of AdaGrad. Here, rather than storing all the past gradients inefficiently,
we recursively define the sum of gradients as a decaying average of all the past squared
gradients. This allows AdaDelta to continue learning even after multiple updates.

RMSprop (Root Mean Square Propagation)

RMSprop, similar to AdaDelta, was developed to counter AdaGrad’s problem of
vanishing learning rates. RMSProp fixes the issue by adding a decay factor which empha-
sizes on recent gradients neglecting the older ones. An exponentially decaying average
of squared gradients is used to divide the learning rate. AdaGrad might keep up with
RMSProp initially, but the sum of gradients squared for AdaGrad accumulate and become
huge, eventually AdaGrad practically stops moving, in contrast with RMSProp, smartly
stored the squares due to the decay rate. This makes it faster than AdaGrad and it impedes
search in direction of oscillations.

Adaptive Moment Estimation (ADAM)

The Adam algorithm combines the features of both Momentum and RMSProp mean-
ing that, along with accumulating the exponentially decaying average of the previous
squared gradients, it also holds exponentially decaying average of previous gradients as
well. Adam is an efficient optimizer due to the component of speed and the capability to
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adapt gradients acquired from momentum and RMSProp, respectively. This is also the
reason it is the most used optimizer.

Comparison of Optimizers

There are two metrics to determine the efficacy of an optimizer, speed of convergence
to the global minimum and generalization (the model’s performance on new data). Per-
formance of the optimizers and hence their choice is also dependent on the type of data
provided, based on that, two types of functions exist- convex and non-convex (Figure 4).
In case of the latter, optimizers must be carefully chosen as it has multiple hurdles where
our algorithm might become stuck, some of which we will discuss ahead. The performance
of mentioned optimizers on different obstacles faced on non-convex functions are discussed
below (see Table 2).

Table 2. Comparison of Optimizers.

Obstacle Type Brief Definition
Convergence Speed (Descending

Order of Converging Speed)

Saddle point

Point on the surface of a function
which is not a local extremum of the

function but the slopes in
orthogonal directions are all zero.

ADAM, RMSprop, AdaDelta,
AdaGrad, Momentum.

Plateau region
Plateau of a function is a part of its

domain where the function has
constant value.

ADAM, Momentum

Local minima Minimum of a function other than
the global minimum (extremum).

ADAM, RMSprop,
Momentum, AdaGrad

From the table, we see that ADAM has performed comparatively better than others,
especially in terms of convergence speed which is why it is the most used and most efficient
optimizer.

3.1.3. Activation Functions

The activation or capability of response of a node is not pre-defined. This is deduced
with the help of an Activation. It does this by building a relationship between various
weights and biases affecting the node and applying the relationship to the node as a
function, hence determining responses. It also helps it learn the complex patterns of data.
They transform the incoming signals in the node into an output signal which will be used
in the next layer of the network or will be the output. The different types of activation
functions are summarized in the table below (Table 3).

Table 3. Activation Functions.

Activation Function Mathematical Representation Brief Description

Binary Step (x) =
{

0 ; f or x < 0
1 ; f or x ≥ 0

only has values 1 or 0 as output.

Linear y(x) = x Linear over entire range (−∞, ∞).
Sigmoid/Logistic y(x) = 1

1+e−x Range (0, 1)
ReLu (Rectified Linear

Unit) f (x) = max(0, x) Range [0 to ∞)

Leaky ReLu f (x) = max(0.01 ∗ x , x) Range (−∞, ∞).

Softmax so f tmax(zi) =
exp(zi)

Σj exp(zi)

Range (0, 1) and
sum of O/Ps = 1

tanh/Hyperbolic y(x) = sinhx
cosh x Range (−1, 1)

When considering ReLu, the possibility of a vanishing gradient is lower, in contrast with
the gradient of sigmoids, which grow smaller with an increase in the absolute value of x.
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ReLu has a constant gradient, helping it learn faster making it the better choice, provided
we can work in the positive range of input values.

3.1.4. Hyperparameters

The implementation of algorithms on data has certain pre-requisites. There are several
hyperparameters that must be defined for the functionality of our network. These are
overall functionality defining components and are not to be confused with the internal
model parameters. This section discusses the hyperparameters definitions in Table 4.

Table 4. Definition of Hyperparameters.

Hyperparameter Definition Explanation

Batch size
Number of samples processed

while updating the internal
parameters of a model.

GD = Size of Training Set; SGD = 1;
B-SGD = 1 < Batch Size < Size of

Training Set

Epoch
Number of complete passes

through the samples
being trained.

For MB-SGD if batch size = 25,
then number of complete passes

through these 25 samples is
number of epochs.

Regularization
Penalizes weight matrices

to resolve overfitting
and underfitting

Methods-L1, L2, Dropout.

Note that there are no pre-defined fixed values for these hyperparameters. There are some conventionally used
values, but they are not mandatory and attaining a value suitable to a function is a trial-and-error method.

3.1.5. Different Methods of Regularization

All datasets are divided into two sections, namely, the training data and the testing
data. Sometimes, we come upon conditions where models do not result in good perfor-
mance on testing data despite performing well on training data. These situations arise due
to underfitting and overfitting in Figure 6. Regularization is the procedure in which weight
matrices of nodes are penalized, hence overcoming these problems.

Figure 6. Graphical representation of the training curve (black) learning the training data (purple,
scattered) in three labelled cases.

L2 and L1 Regularization

L1 and L2 are simple and widely known types. A regularization term is considered
while updating the cost function in this method. This regularization term causes a reduction
in the value of the weight matrices as they result in a simpler model, significantly reducing
the problem of overfitting.

In L2, we have:

Loss = error + λ
N

∑
i=1

∣∣∣w2
i

∣∣∣ (3)

where λ is the regularization parameter (which is updated for more precise outcomes) and
w is weight. The L2 method is referred to as a weight decay procedure because it compels
the weights to decay towards zero although never exactly becoming zero.
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In L1, we have:

Loss = error + λ
N

∑
i=1

|wi| (4)

As observed in Equation (4) here, the absolute weight value is considered. Contrary
to the L2 method, the weights here can become zero which is beneficial for compression
of models.

Dropout

Dropout is the most used type of regularization due to its efficient results. It performs
several iterations on the NN and at every iteration, random nodes are selected and removed
along with all of their input and output signals/connections as seen in Figure 7. This results
in selection of distinct nodes and hence distinct outputs per iteration. More randomness is
expressed by splitting one network into its subsets leading to better performance when
compared to a single dense model. The method can be implemented on input as well as
hidden layers making it an adequate choice for large NNs.

 
(a) (b) 

Figure 7. Schematic diagram of complete densely connected in (a) NN and (b) representation of
network upon selection and removal of random nodes, after any one iteration.

3.1.6. Characteristics of the NN Models

Based on the discussion made so far, we have built a foundation of all components of
a Neural Network and established that the two neural network models we require here
are, first, the DPD NN, used to predistort our original RoF link and second, the emulated
RoF NN, which is essential for training this DPD NN. The NN employed here contains
N hidden-layers, K neurons per hidden-layer and is a feedforward fully connected network.
The symbolic structure of the employed NN is shown below in Figure 8. The NN has two
inputs and two outputs, in view of the complex nature of baseband signals representing
both the real and imaginary parts of the signal. The ReLu activation function has been
utilized for at least one of the multiple hidden layers (owing to its lower complexity).

Figure 8. Schematic diagram of the feedforward fully connected NN structure used, with one of the
N number of hidden layers having K neurons per hidden layer. R(x) and R(y) are real I/P and O/P;
I(x) and I(y) are imaginary I/P and O/P, respectively.
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We represent the O/P for the first hidden-layer as follows:

l1(n) = f
(

W1

[
R(x)
I(x)

]
+ b1

)
(5)

where, l1 expresses the first hidden O/P layer, f is the activation function (nonlinear) and
W1 is the weight and b1 is the bias for the first output layer in the network.

We represent the general output for the ith layer as:

li(n) = f (Wihi−1(n) + bi) (6)

where, i ε N : 2 ≤ i ≤ N.
Then, the final output after N hidden layers will be:

x̂(n) = WN+1hN + bN+1 (7)

Training Algorithm

The algorithm used to train the NN DPD model is given below. The algorithm utilizes
MSE as the loss function, the optimizer used is ADAM and backpropagation is used for
updating the weights. The process is repeated for a certain number of iterations (Z) to
refine performance.

As mentioned earlier, we train our emulated RoF NN model using the I/P and O/P
of the original RoF link and once this model is acquired, we connect the NN DPD model to
it. Then, upon convergence of this training, we connect the actual RoF link with this DPD
NN and proceed with its predistortion (see pseudocode in Algorithm 1).

Algorithm 1. DPD training

x̂(n) ← x(n)
for i ≤ Z do

y(n) ← I(x̂(n)): //RoF-Transmission
Î ← Train on x̂(n), y(n)

G //Updating RoF NN
//Freeze NN weights of Î
Î ← Train on x(n). //Use Î−1( Î(x(n)))
x̂(n) ← Î−1(x(n)): //Predistort
end for

4. Comparison with Volterra Method

It will be interesting to see the comparison of NN DPD methodology with conventional
GMP method that has been validated in [1,6,34]. MP/GMP are the most viable solutions
that have been used for DPD.

Volterra series-based models are very commonly used. Upon conversion of signals
from electrical to optical domain and vice-versa, certain memory effects are introduced.
To take these effects into account, Volterra Series is considered.

We represent Volterra series as:

y̌(n) =
+∞

∑
k=1

+∞∫
0

. . .
+∞∫
0

hk(τ1, . . . , τk)
k

∏
r=1

x̌(t − τ1)dτ1 (8)

where y̌(n) represents RF out put, x̌(n) represents RF input signal and hm is the mth order
Volterra kernel. RF signal is down converted to baseband, and we obtain the envelope
through a low pass filter. Then, with input x̌(n) baseband image in discrete time is:

y(n) =
k

∑
k=0

Q−1

∑
q1=0

Q−1

∑
q2=l1

. . .
Q−1

∑
q2k+1

h2k+1(l1, . . . , l2k+1)
k+1

∏
r=1

x̌
(
t − lj

) 2k+1

∏
r=k+2

x∗
(
n − lj

)
(9)
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where, K is the nonlinearity order and Q is the memory depth.

4.1. Memory Polynomial Model (MP)

The Memory polynomial (MP) model is capable of resolving both memory effects and
nonlinearities simultaneously. It is also referred to as diagonal Volterra model as all its
diagonal terms are non-zero. It is the middle ground between a memoryless model and a
full Volterra model due to existence of diagonal memory (non-diagonal terms are zero).
The MP model is generally used as it is less complex compared to Volterra series. It can
also emulate the nonlinear behavior of Power Amplifiers to an extent which is why it has
been used to model Power Amplifiers previously. The equation is as follows [24–35]:

y(n) =
k−1

∑
k=0

Q−1

∑
q=0

Ckqx(n − l)|x(n − l)|k (10)

where K is non-linearity order, Q is the memory depth, y(n) is input sequence of the
predistorter, x(n) represents baseband input and ckq is the model coefficient.

4.2. Generalized Memory Polynomial (GMP)

GMP has been productively utilized for DPD linearization of Power Amplifiers. Here,
we will now use it to aid linearization of RoF links using the Digital predistortion method.
If we observe the equation below, we see that, the GMP model, in contrast with MP,
holds both, memory of diagonal terms along with crossing terms as well, which is why it
outperforms MP and in the coming sections, we will evaluate comparisons with GMP only
having established it is superior to MP [1,24–35]:

y(n) =
ka−1
∑

k=0

Qa−1
∑

q=0
ckqx(n − q)|x(n − q)|k

+
kb
∑

k=1

Qb−1
∑

q=0

Rb
∑

r=1
dkqr x(n − q)|x(n − q − r)|k

+
kc
∑

k=1

Qc−1
∑

q=0

Rc
∑

r=1
ekqr x(n − q)|x(n − q + r)|k

(11)

where x(n) is the DPD input and y(n) is the DPD output.
The complex coefficients ckq, dkqr and ekqr denote signal and the envelope; signal

and lagging envelope and signal and leading envelope, respectively. Ka, Kb, Kc are the
maximum nonlinearity orders, Qa, Qb, Qc are the memory depths. q, r represents the
indices of the memory k is nonlinearity index and Rc and Rb exhibit the leading and lagging
delay tap lengths, respectively. Since, in [62–71], it was established that GMP is better as
compared to MP, therefore for simplicity, evaluation with GMP is included in this paper.

5. Models Based on Canonical Piece Wise Linearization

The DPD linearization has been achieved with Volterra based methods as discussed
in Section 3. However, “out of the box” approach which can achieve better performance is
always interesting addition to the topic. Recently, it was shown in [26–28] that out of all
the possible architectures, CPWL method outperforms the other models such as memory
polynomial (MP) and generalized memory polynomial (GMP). CPWL is an obvious choice
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due to the performance enhancement that it brings, however it has a lot of complexity and
overheads. The CPWL model can be expressed as [28]:

y(n) = ∑M
m=0 ∑K

k=0 ∑L
l=1 c(1)m,k,l

∣∣∣|x(n − k)|2 − βl

∣∣∣x(n − m − k)

+∑M
m=1 ∑K

k=0 ∑L
l=1 c(2)m,k,l

∣∣∣|x(n − k)|2 − βl

∣∣∣x2(n − k)x∗(n − m − k)

+∑M
m=1 ∑K

k=0 ∑L
l=1 c(3)m,k,l

∣∣∣|x(n − k)|2 − βl

∣∣∣x(n − k) |x(n − m − k)|2

+∑M
m=1 ∑K

k=0 ∑L
l=1 c(4)m,k,l

∣∣∣|x(n − k)|2 − βl

∣∣∣x∗(n − k) x2(n − m − k)

(12)

Here, the baseband input is represented by x(n) and the output baseband signal is
represented by y(n), K is the FIR length filter, M is represented by memory depth, L is the
number of partitions in the CPWL, βl shows the threshold while c(1)m,k,l , c(2)m,k,l , c(3)m,k,l , c(4)m,k,l
presents the model coefficients.

In the Equation (1), there are many orders of multiplications and additions which
will add a lot of overhead in terms of complexity and utilization if hardware resources
during DPD implementation, the most important of them is dedicated hardware adders
and multipliers.

5.1. Decomposed Vector Rotation (DVR) Model

It is a derived from the canonical piecewise-linear (CPWL) function and is a modified
form of it. The model’s nonlinear function is constructed from piecewise vector decomposi-
tion and is entirely different to the one used in previously discussed Volterra series. The
model is more flexible and can perform better even with a comparatively small coefficient
number than the conventional models. DVR is expressed as:

y(n) =
QDVR

∑
i=0

ai|x(n − i)|+
KDVR

∑
k=1

QDVR
∑

i=0
aki,1 ||x(n − i)− βk|ejθ(n−1)

+
KDVR

∑
k=1

QDVR
∑

i=0
aki,21 ||x(n − i)− βk|ejθ(n−1).|x(n)|+

KDVR
∑

k=1

QDVR
∑

i=0
aki,22 ||x(n − i)− βk|.x(n)

+
KDVR

∑
k=1

QDVR
∑

i=0
aki,23 || x(n − i)|−βk |.x(n − i) +

KDVR
∑

k=1

QDVR
∑

i=0
aki,24 || x(n − i)|−βk |.x(n − i)

(13)

where x(n) is I/P and y(n) is O/P.
KDVR is elements in the partition and QDVR is the memory depth. βk represents

the breakpoint.

5.2. Magnitude Selective Affine (MSA) Based Linearization

Extending the previous work reported for DVR and CPWL, the objective of this work
is to further reduce the overheads and complexity of the CPWL method by proposing a
magnitude selective affine (MSA) function-based model. The advantage of this method
is that it requires only a single linear operation for the selected zone leading to a lower
complexity and simpler structure.

In order to optimize the operations, the coefficients in the zone that have similar
magnitude can be coupled together [72,73]. The comparison between threshold function
and magnitude of input samples can select which zone the samples will be falling and
which affine functions can be utilized. This simplification will result in the reduction of the
CPWL complex operation. Therefore, we can rewrite the first term of CPWL function in
Equation (13) in a simplified way in terms of MSA function that can be expressed as:

∑M
m=0 ∑K

k=0 ∑L
l=1 c(1)m,k,l

∣∣∣|x(n − k)|2 − βl

∣∣∣x(n − m − k)

= ∑M
m=0 ∑K

k=0 x(n − m − k)
(

∑L
l=1 c(1)m,k,l

∣∣∣|x(n − k)|2 − βl

∣∣∣)

= ∑M
m=0 ∑K

k=0 u(1)
m,k(n − k)x(n − m − k)

(14)
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u(1)
m,k(n − k) = ∑L

l=1 c(1)m,k,l

∣∣∣|x(n − k)|2 − βl

∣∣∣

=

⎧⎪⎪⎨
⎪⎪⎩

A(1)
m,k,1|x(n − k)|2 + B(1)

m,k,1, 0 ≤ |x(n − k)|2 < β1
...

A(1)
m,k,L|x(n − k)|2 + B(1)

m,k,L, βL−1 ≤ |x(n − k)|2 < βL

(15)

Here in Equation (15), A(1)
m,k,l and B(1)

m,k,l are the linear model coefficients defined for

each zone of the MSA function u(1)
m,k(.). The example of hardware implementation is shown

in Figure 9. The simplification shown in Equation (15) leads to this realization that input
power terms without any magnitude are compared with the thresholds for the offset and
linear gain selection for the MSA function. This leads to removal of square root calculation
operation. The overall model of Equation (12) in terms of MSA function can be written as:

y(n) = ∑M
m=0 ∑K

k=0 u(1)
m,k(n − k)x(n − m − k)

+∑M
m=1 ∑K

k=0 u(2)
m,k(n − k)x2(n − k)x∗(n − m − k)

+∑M
m=1 ∑K

k=0 u(3)
m,k(n − k)x(n − k)|x(n − m − k)|2

+∑M
m=1 ∑K

k=0 u(4)
m,k(n − k)x∗(n − k)x2(n − m − k)

(16)

u(i)
m,k(n − k) = ∑L

l=1 c(i)m,k,l

∣∣∣|x(n − k)|2 − βl

∣∣∣

=

⎧⎪⎪⎨
⎪⎪⎩

A(i)
m,k,1|x(n − k)|2 + B(i)

m,k,1, 0 ≤ |x(n − k)|2 < β1
...

A(i)
m,k,L|x(n − k)|2 + B(i)

m,k,L, βL−1 ≤ |x(n − k)|2 < βL

(17)

Figure 9. Hardware implementation example using MSA.

5.3. Negative Feedback Iteration based Modelling Approach

For the computation of DPD model coefficients, as shown in the Figure 10 with
negative feedback iteration technique, the predistortion coefficients are calculated in the
training phase. z(n) is the input of the predistorter, coming through the output of the
RoF y(n) here, z(n) = y(n)

G and G is the link’s gain. There are two main steps in this
technique. The first step is to establish a negative feedback iteration to obtain an input
signal that can be regarded as a DPD signal followed by the second step which consists of
calculating the DPD model parameters. The shared feedback path is adopted to observe the
output information in both frequency bands. In this case, the negative feedback iteration is
performed on the lower band and upper band by turns.
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Figure 10. Block diagram representing ILA architecture for Multi Band DPD utilizing Generalized Memory Polynomial
(GMP), Canonical Piecewise Linearization (CPWL) and Magnitude Selective Affine (MSA) methodology.

5.4. Estimation Algorithm

Estimation is initiated by the collection of coefficients ckq, dkqr and ekqr, into a R × 1
vector v. here, the total number of coefficients is represented by R and v is related with a
signal whose time is sampled over the same period. Coefficients c21 are associated to the
signal x(n − 1)|x(n − 1)|2. Z a N × R matrix represents the collection of all such vectors.
The predistorter training block output upon convergence will be zp(n) = x(n) hence,
z(n) = u(n).

For N number of samples, output is:

zp = Zv (18)

where Z = [Z(1), . . . , Z(N)]T and zp = [zp(1), . . . , zp(N)]T and v is as mentioned earlier,
a R × 1 vector containing set of coefficients ckq, dkqr and ekqr.

The LS solution is the solution for the equation represented by:

[ZHZ]v̂ = ZHx (19)

Solution minimizing the cost function is represented by:

C =
N

∑
n=1

∣∣zp(n)− x(n)
∣∣2 (20)
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6. Experimental Setup

For the validation of this technique, a multiband 5G NR scenario for out/in-door
environments working at 3 GHz (20 MHz bandwidth) and 20 GHz (50 MHz bandwidth),
which was discussed in our previous work [35], but no DPD was implemented. As an
upgradation of this architecture, the setup is integrated with a multiband DPD block to this
setup for enhancing the performance of this link. The setup shown in Figure 11 comprises
of a 1310 nm optical carrier is modulated by a MZM working with two distinct RF-driven
signals and a 1310 nm DFB laser. VSG1 provides RF1 which is a 5G NR waveform at
20 GHz while 5G transceiver provides RF2 which is a 3 GHz flexible (O/G/F-FDM) signal.
The process of DPD can be divided in to three main phases.

Figure 11. Block Diagram of Experimental Analog Multi Band 5G-NR-OFH RoF. The following Switches have following
functionalities: A: Selection between VSA 1 and 2. B: Selection between post processing block for performance or Synchro-
nization block. C: Connected to Synch. Block for performing synchronization followed by DPD training. D: DPD blocks
connection with training DPD block E: Required for time synchronization (TS) procedure. F: Required for performing
validation to launch DPD inputs to the VSGs. For DPD training phase, architectures can be selected that are requires such as
MSA, CPWL, ONN, etc.

In the first phase, we upconvert these signals at the respective carrier frequencies of
3 and 20 GHz, respectively, one after the other followed by the passing of these signals
through 22 km of Standard Single-Mode Fiber (SSMF) and photodetector (0.71 A/W and
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40 GHz bandwidth) receives the signal and converts the received signal back to electrical
domain. Since, the multiband needs to be isolated separately, an amplification stage is
added. Followed by a diplexer (DPX) that separates the 20 GHz and 3 GHz signals. The
signals then go to distinct vector signal analyzers (VSA). Here each VSA outputs is fed
to the post processing block for performance evaluation. This step is carried out without
DPD, this means that the output is evaluated without DPD process in this step.

In the second phase called as DPD training phase, the DPD operation depicted in the
Figure 10 is utilized in this section and training is employed unless the error converges.

In simple words, DPD ensures that the phase and amplitude responses are inverse
to that obtained at electrical amplifiers EA1 and EA2, respectively. The architectures
such as GMP, CPWL, MSA and ONN can be utilized as per the user requirement and
comparative requirements.

In order to achieve synchronization for the received input and the output wave-
form, we exploit PRS (Position reference signal) presented in the 5G NR framework. The
bandwidth for PRS is taken to be 20 MHz/106 resource blocks. The received and output
reference transmitted signal are correlated in time domain and the PDP (power delay
profile) is passed through the maximum block to find the strongest path of arrival.

Moving on to the third phase, the predistorted basebands signal are passed into the
DPD block upconverting the signals at their carrier frequency by their respective VSGs
after which they are fed into the optical link. Then, the signal that is received at photodiode
is passed through diplexer DPX to isolate the respective multi-bands ate the VSA passes to
the DPD training stage. In the phase where DPD validation is carried out, we move the
switches to the opposite direction. The evaluation for 5G NR frames is achieved which
involves predistortion followed by passing them to the VSG. The RoF link’s nonlinearities
slowly fluctuate owing to thermal effects and component ageing, from which we deduce
that real-time processing in the adaptation is inessential. The parameters utilized are
summarized in Table 5 that have been used previously in [35] and other state of the
art [20–28].

Table 5. Optical Link Parameters.

Parameters Values

5G NR Waveforms
fc = 3 and 20 GHz

Flexible G/F-OFDM
Constellation type = 256 QAM

Laser Wavelength = 1310 nm
Transmitter Type = Mach Zehnder Modulator

Optical Fiber

Type = SSMF
Fiber Dispersion = 16 ps

nmkm
Fiber Distance = 22 km
Attenuation = 0.42 dB

km

Photodiode Responsivity = 0.71 A/W
Bandwidth = 40 GHz

The parameters of different architectures that are utilized in this study for the experi-
mental setup are given in Tables 6–8, respectively. Table 6 enlists the parameters of the NN
that results in the optimized performance of NN. The parameters discussed previously in
Section 3.1 are utilized to define the structure of the proposed Optimized Neural Network
and their values are mentioned in the Table 6. The last section of the table evaluates the
complexity aspect of the NN by evaluating its expressions in terms of its coefficients. For
a comparative analysis, the parameters of GMP and DVR are also mentioned below in
Table 7. The proposed MSA-DPD technique and CPWL without modification is used with
M = 3 and K = L = 4. Similarly, for comparison, we have used GMP method previously
used in [34,65] with the parameters K = Q = R = 3. For NN, N = 10, K = 30 is utilized.
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Table 6. ONN parameters.

Architecture Parameters

Component Value/Specification
Optimizer ADAM

Activation function ReLu
O/P layer activation function Softmax

Loss- function Mean Square Error (MSE)
No. of Hidden-Layers N 10

No. of Neurons per layer K 30

Component Value/Specification
Regularization method Dropout
Regularization factor 0.001

Learning rate 0.01
Batch size 16, 32, 64, 128, 256, 512, 1024

Number of epochs 100
Validation split 0.4

Training
Component Value/Specification

Number of training samples 1,000,000
Number of testing samples 1,000,000

Complexity
Equation Value

(N − 1) K2 + (4 + N) K + 6 8526

Table 7. GMP and DVR parameters.

GMP Parameters

Component Value
Nonlinearity Order (K) 3

Memory depth (Q) 3
Delay taps length (R) 3

DVR
Component Value

Elements in partition (K) 3
Memory depth (Q) 3

Breakpoint (β) 1

Table 8. CPWL and MSA parameters.

CPWL Value

Memory Depth (M) 3
Number of partitions (L) 4

Length of the FIR filter (K) 4

MSA Value
Memory Depth (M) 3

Number of partitions (L) 4
Length of the FIR filter (K) 4

7. Experimental Results and Discussion

In this section, the results are discussed for the experimental setup discussed in the
earlier section. The Mean Square Error (MSE) is one of the ways to estimate the accuracy of
the estimation of coefficients for different architectures utilized. The MSE when No DPD is
applied is measured to be −27 dB, while for GMP it is −30 dB. The value reaches as low as
−35 dB for CPWL and MSA while NN has a MSE of −39 dB.
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In addition to MSE, the wellness of the proposed methods is compared and are
presented in form of Adjacent Channel Leakage or Power Ratio (ACLR/ACPR) and Error
Vector Magnitude (EVM).

7.1. Error Vector Magnitude

Error Vector Magnitude is the most common performance metrics that is utilized
for performance evaluation for this study item in 3GPP. EVM determines the difference
between the ‘expected’ value of the symbol in demodulated form to ‘actual’ value of the
demodulated received symbol. EVM can be mathematically written as [5]:

EVM (%) =

√√√√ 1
M ∑M

m=1|Sm − S0,m |2
1
M ∑M

m=1|Sm |2 (21)

where M is the quantity of constellation symbols, Sm is the real symbol of the constellation
associated with the symbol “m” and S0,m is the real symbol associated with Sm. The 3GPP
has set an EVM limit for 256 QAM to be 3.5% [74].

In Figure 12a, the Error Vector Magnitude EVM is represented by sweeping the RF
input power. It is evident that MSA-DPD results in EVM reduction to <3% as compared to
5% obtained with GMP. The MSA-DPD has a slight improvement as compared to CPWL,
but this is not the significant contribution, we expect to have similar improvement but with
smaller complexity. In addition to this, DPD NN has a better performance as compared
to MSA-DPD by 1%. It can be seen that DPD NN has a better performance as compared
to MSA technique between 0 and 5 dB, however, MSA has overall better performance
from −15 to 0 dB as compared to all other techniques. Similarly, In Figure 12b, EVM is
reported for all the comparative methodologies employed for different flexible waveforms
that has been used in 5G NR framework for 0 dBm RF input power. Clearly, MSA-DPD has
almost similar performance as compared to CPWL knowing MSA reduces the complexity
as compared to CPWL. It can be seen that MSA has a better reduction by 1% as compared
to CPWL. When compared to NN, the NN has better performance as compared to MSA.
It is clearly observable that NN has the best performance.

7.2. Adjacent Channel Leakage Ratio

ACLR also called as Adjacent Channel Power Ratio (ACPR) is a quantity that deter-
mines the distortion components outside the useful signal bandwidth. It is expressed as [5]:

ACLRdBc = 10 log10

⎡
⎣
∫ abu

abl
T( f ) d f∫ ubu

ubl
T( f )d f

⎤
⎦ (22)

where T( f ) denotes Power Spectral Density (PSD) of the output signal while abu and
abl are the upper and lower frequency limits of the adjacent channel; ubl and ubu are the
frequency bounds of useful bands.

In addition to EVM, we look at the ACLR also called as MIA. In Figure 13a, ACLR
for given input power variations and for different methodologies is represented. We can
see that, at an RF I/P power of 0 dBm, the ACPR value for no DPD utilization is around
−28 dBc, for DPD-GMP the value is around −41 dBc, for DPD-CPWL, it is around −44 dBc,
for MSA-DPD, it is around −45 dBc and finally for DPD-NN, the value is around −48 dBc
keeping the ACPR below −45 dBc set by 3GPP [74]. With this it is obvious that DPD-NN
has achieved significantly 3 dBc lower ACPR value as compared to MSA-DPD which has
the best performance as compared to other Volterra series methods.

Similarly, in Figure 13b, the spectral density is shown. The power spectral density
(PSD) with and without DPD at 3 GHz is shown. It is observed that MSA technique
is achieving good performance as compared to CPWL while the NN DPD has a little
advantage over the MSA with spectral regrowth suppression in the 10 to 15 MHz zones.
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Similarly, in Figure 13c, the electrical spectra are shown, there are two main compo-
nents that show the carrier signals at 3 and 20 GHz, respectively. It represents that the aim
of the proposed MSA-DPD technique further reduces the complexity and implementation
of the DPD methodology and enhance the performance of the link as compared to CPWL,
GMP and when no DPD is applied. Therefore, it is observable that ACPR is reduced with
the proposed MSA-DPD methods as compared to CPWL and GMP method by a good
proportion keeping the ACPR below −45 dBc set by 3GPP [74]. It is important to observe
that MSA-DPD performs a little better than CPWL, however, the performance gain is not
the only benefit, but the complexity reduction is the most important benefit of the proposed
MSA-DPD technique (discussed in Section 7.3).

 
(a) 

 
(b) 

Figure 12. EVM results (a) for DPD methods utilized in this study vs. No DPD case. DPD with CPWL
(blue), GMP (black), MSA (green), NN (light blue) and No DPD (red). (b) 5G NR OFH performance
DPD efficacy with MSA, CPWL, GMP and without DPD for flexible 5G transceiver waveforms.
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(a) 

 
(b) 

 

(c) 

Figure 13. 5G NR OFH performance (a) ACPR vs. varying RF input power. (b) DPD efficacy
with MSA, CPWL, GMP and without DPD in terms of Power Spectral Density/Spectral Regrowth.
(c) Electrical Spectra showing the two carrier frequencies.
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7.3. Complexity Considerations

The complexity reduction that MSA-DPD brings with gaining similar performance
as compared to CPWL method is significant contribution. The complexity of the DPD
model construction of the models is shown in Table 9, which is mainly measured by the
required number of real multipliers, as the multipliers take up most of the hardware re-
sources. Table 9 signifies that MSA DPD (220 multiplications) has much lesser complexity
as compared to CPWL (880 multiplications). The advanced variations in Volterra series
can be obtained by changing memory depth and nonlinearity order to higher numbers.
However, the computational complexity has to be considered as shown in Equation (11).
This means that while selecting the DPD model and its complexity, a smart trade-off
between complexity and performance can be made accordingly. For a comparative eval-
uation of NN and GMP methods in terms of complexity and performance, we evaluate
expressions for each method in term of its complexity. The number of coefficients and mul-
tiplications in CPWL architecture are higher as compared to GMP, however, the complexity
in CPWL results in better performance as compared to GMP (as seen in results section
in Figures 11 and 12). The reduction in complexity is brought into the play as proposed
in MSA method. The performance of MSA achieves similar performance as compared to
CPWL, however, the complexity in terms of coefficients in MSA is reduced from 520 to 260
and multiplications are reduced from 880 to 220. Similarly, looking at NN architecture, the
performance (see Figures 11 and 12) is comparable to MSA which is in similar proportions
to NN, however, the number of coefficients rise to 8526 and number of multiplications
reached to 8224. NN complexity is a challenging issue, and this can be reduced as shown in
this work that a very limited number of hidden layers and neuron per layer are employed.
The multiplications and complexity of the NN increases exponentially with the increase in
number of hidden layers and neurons per layer, depending on the application, MSA with
much less complexity and similar based DPD can be employed as they achieve a similar
performance as compared to NN.

Table 9. Complexity Comparisons.

DPD Method Coefficients # Coefficients Multiplications

GMP Ka(Qa + 1) + Kb(Qb + 1)Rb + Kc(Qc + 1)Rc 84 244
CPWL (4M + 1) (K + 1) L 260 (14M + 2) (K + 1) L = 880
MSA 2(4M + 1) (K + 1) L 520 (14M + 2) (K + 1) = 220
NN (N − 1) K2 + (4 + N) K + 6 8526 (N − 1)K2 + 4K + 4 = 8224

7.4. Real Time Implementation

In a realistic NN scenario, linearization methodology is carried out at the Central
Office (CO) where the BBUs are placed and a periodical re-training of the DPD system is in
this case necessary, requiring however a negligible time with respect to the time of normal
operation of the RoF system. Recently, a Xilinx DPD kit has been developed that can be
used for this purpose [75].

Bringing feedback signal from the BS to RAU is one of the main challenging task
in the adaptive recompense of the RoF link. This is due to possible nonlinearity of the
feedback link; actually, it can be as nonlinear as the RoF link, which is being compensated
for. The present work is based on the fact that the predistorter sees only the non-idealities
that it needs to compensate. Since it is assumed that the nonlinear feedback connection
is uncompensated, therefore, it would destroy the performance of the compensation. In
simple words, it means that an approach is utilized where the RoF link is first compensated
for using a post distorter and known training signal from the RAU is used here. After that,
the already compensated for downlink RoF link can be used as a feedback connection for
the compensation [76]. However, as a possible feedback scenario, Figure 14 represents a
realistic implementation of an adaptive DPD that shifts complex processing of the signals
at the Central Office/Base Transmit Station (CO-BTS).
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Figure 14. Conceptual Possible Realization of an Adaptive Predistortion Scheme.

It should be noted that DPD works as a black box, it counter acts the overall nonlin-
earities of the system including that of MZM (laser), fiber and photodiode. For tens of km,
the combined effect of laser chirp and fiber dispersion becomes a major nonlinearity issue
after tens of km [5]. Therefore, laser and possibly photodiode are the primary source of
nonlinearity which is mitigated in this proposed bench. In future, it will be interesting to
increase the length of fiber and linearize the link by mitigating the fiber nonlinearities such
as Kerr effect.

Indeed, with the higher modulation format and higher bandwidth similar to multiple
LTE carriers or 5G new radio (NR) waveforms as discussed, they would lead to higher
complexity of DPD operation due to stronger PAPR. Concomitantly, the elevation in
bandwidth will lead to overall increase in the base-band memory of the system model.
Nevertheless, the evaluated models are still valid. However, higher values of the Q and K
will be indispensable as compared to the considered case.

To summarize the discussion above, Table 10 lists the values of ACPR, MSE and EVM
for all the utilized methodologies.

Table 10. Results Summary for ACPR (0 dBm), EVM (5 dBm) and MSE.

Methodology ACPR (dBc) EVM (%) MSE (dB)

No-DPD −28 11 −27
DPD-GMP −41 5 −30

DPD-CPWL −44 4 −35
DPD-MSA −45 3.5 −35
DPD-ONN −48 2.7 −39

8. Conclusions

This work summarizes a successful realization of 5G NR multiband OFH with a novel
unprecedented DPD solutions for reducing RoF nonlinearities using the conventional
volterra based methods and further exploiting deep learning methods to further improve
results using Neural Networks. Firstly, a novel MSA DPD method has been proposed
which reduces the complexity of CPWL method and reaches similar performance with
reduction of complexity overheads and multiplications by 75%. The article also explains
the theoretical foundations and elements required for building a Neural Network. The
5G NR multiband signals at 3 GHz and 20 GHz are employed to 22 km fiber length. The
proposed MSA-DPD method results in reduction of ACPR from −28 dBc to −45 dBc while
NN results in ACPR reduction to −48 dBc. Similarly, 11% of EVM is reduced to 3.5% with
MSA method and NN leads to 2.7% at RF input power of 5 dBm. The results signify
that proposed MSA-DPD method reduces the signal impairments in better proportions
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as compared to GMP method and CPWL. The estimated multiplication operations from
CPWL to MSA are reduced from 880 to 220 leading to much less complexity and overheads
meeting the standardization requirements set by 3GPP Release 17. MSA with much less
complexity and similar performance to NN can be employed for DPD depending on the
application scenario.
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Abstract: InGaAs quantum well (QW) lasers have attracted significant attention owing to their
considerable potential for applications in optical communications; however, the relationship between
the misorientation of the substrates used to grow InGaAs QWs and the structural and optical
properties of QWs is still ambiguous. In this study, In-rich InGaAs/GaAsP single QWs were grown in
the same run via metal organic chemical vapor deposition on GaAs (001) substrates misoriented by 0◦,
2◦, and 15◦ toward (111). The effects of substrate misorientation on the crystal quality and structural
properties of InGaAs/GaAsP were investigated by X-ray diffraction and Raman spectroscopy. The 0◦

substrate exhibited the least lattice relaxation, and with increasing misorientation, the degree of lattice
relaxation increased. The optical properties of the InGaAs/GaAsP QWs were investigated using
temperature-dependent photoluminescence. An abnormal S-shaped variation of the peak energy and
inverse evolution of the spectral bandwidth were observed at low temperatures for the 2◦ substrate,
caused by the localization potentials due to the In-rich clusters. Surface morphology observations
revealed that the growth mode varied with different miscuts. Based on the experimental results
obtained in this study, a mechanism elucidating the effect of substrate miscuts on the structural and
optical properties of QWs was proposed and verified.

Keywords: misorientation; optical communication; InGaAs/GaAsP quantum well; optical properties;
localization potential

1. Introduction

Long wavelength semiconductor laser diodes have been an important technology
in recent years, because of their major role in optical communications [1]. These lasers
emit at wavelengths near the infrared band, and the InGaAs material system has shown
promise as an active layer candidate for realizing wavelengths beyond 1 μm. Because
the large lattice mismatch between InGaAs and GaAs substrates limits the layer thick-
ness and heterointerface smoothness, several studies have been performed to improve
the interface roughness and crystal quality. Nagle et al. improved the quality of the
GaAs/InGaAs interface using short annealing steps at various growth temperatures [2].
Ma et al. demonstrated the possibility of avoiding strain accumulation in InGaAs layers
using a gas-switching technique during growth [3]. In order to achieve a longer excitation
wavelength, it is necessary to increase the indium (In) content in InGaAs QWs. However, a
high content of In tends to cause a significant lattice mismatch between the wells and barri-
ers. Lattice-mismatched heteroepitaxy is always accompanied by the generation of strain
and dislocations, which degrade the device performance [4]. In order to reduce or eliminate
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strain accumulation and the formation of defects in QWs, tensile-strain GaAsP barrier
layers have been employed to compensate for the compressive strain in the InGaAs QW
layer. Compressive strain in the well and tensile strain in the barrier can offset each other
during epitaxial growth, which reduces the formation of defects, such as dislocations [5].
Therefore, radiative recombination and surface roughness can be improved. However,
the precise strain-balanced condition is not straightforward, and the mismatch strain is
unavoidable. The growth of high quality InGaAs/GaAsP QWs is vital for realizing high
performance devices. Choi et al. found that a reduction in the growth temperature yielded
highly strained epitaxial layers with decent optical properties presumably owing to the
reduced formation and propagation of dislocations [6]. Hou et al. studied the influence
of different compositions of phosphorus in the barrier layer on the production of a high
quality and smooth heterointerface of InGaAs/GaAsP QWs [7]. Dong et al. investigated
the influence of growth temperature on interfacial quality of InGaAs/GaAsP multiple
quantum wells [8]. Therefore, the optimization of crystal growth conditions is crucial to
facilitate the production of high-performance devices.

Substrate misorientation is known to be crucial for developing high-efficiency solar
cells and high-performance QW diode lasers [9]. However, the correlation between the
structural and optical properties of InGaAs QWs and GaAs substrates with different
misorientation angles has not yet been thoroughly investigated. Lin et al. investigated the
influence of a tilted substrate on the photoluminescence, mismatch, doping, thickness, and
morphology of GaInP QWs and found that the 15◦ substrate was a suitable choice for use
in a red light waveband laser diode wafer [10]. Botha et al. studied the influence of growth
interruption and substrate misorientation on the optical and heterointerface properties;
the use of the growth interruption technique during growth resulted in the 2◦ substrate
being preferred for the growth of InGaAs/GaAs QWs [11]. They mainly explored the effect
of epitaxial growth conditions on the structure of materials with little lattice mismatch
on misoriented substrate. However, there are few studies about the effect of substrate
misorientation on QWs with large lattice mismatch. The use of vicinal substrates for
growing InGaAs/GaAsP QWs has become technologically significant because they result
in improved optical properties [9]. However, the correlation between the structural and
optical properties of In-rich InGaAs QWs and GaAs substrates with different misorientation
angles has not been elucidated.

In this study, the dependence of structural and optical properties of large-mismatch
InGaAs/GaAsP QWs on substrate misorientation were investigated and analyzed in detail.
This provides a better experimental method and theoretical basis for the preparation of
novel optoelectronic materials and devices.

2. Materials and Methods

In-rich InGaAs/GaAsP QWs were grown on n-type GaAs (001) substrates misoriented
by 0◦, 2◦, and 15◦ toward (111) using a MOCVD AIXTRON 200/4 reactor under identical
growth conditions. The following reactants were used: trimethylindium (TMIn), trimethyl-
gallium (TMGa), arsine (AsH3), and phosphine (PH3). Purified H2 was used as a carrier
gas. The growth pressure and temperature of the MOCVD system were set to 100 mbar
and 630 ◦C, respectively, a growth rate of 0.5 nm/s during the growth and V/III ratios of
80 were employed. The structure of an InGaAs/GaAsP QW is depicted in Figure 1. For all
three samples, the substrate surface was deoxidized via thermal desorption at 680 ◦C for
5 min under an AsH3 atmosphere. A 300 nm GaAs buffer layer was subsequently grown
on the 2-inch oriented GaAs substrate using TMGa and AsH3 with a growth time of ~600 s.
A 5 nm GaAsP barrier was subsequently grown, followed by the growth of a 7 nm InGaAs
QW. Finally, a 5 nm GaAsP barrier with a PH3:AsH3 ratio of 3.5:1 in the vapor phase was
employed as the capping layer.
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Figure 1. Schematic of the InGaAs/GaAsP quantum well.

To achieve lasing at near-infrared wavelength in this study, the In and phosphorous
compositions were fixed at 38% and 20% in the InGaAs QWs and GaAsP barriers, re-
spectively; the thicknesses of the QWs and barriers were estimated to be 7 and 5 nm,
respectively. Lattice constants are known to change with composition, and the effects of
the composition of In on lattice constants can be expressed as follows:

aInxGaAs = aGaAs + (aInAs − aGaAs) · x. (1)

The strain in the layers can be defined as follows:

ε =
Δa
asub

(2)

where Δa is the difference between the lattice constants of the two materials and asub is the
lattice constant of the substrate. The lattice constant of In0.38GaAs is obtained as 5.807 Å
using Equation (1) and the compressive strain of the In0.38Ga0.62As layer is evaluated
to be 27,224 ppm (Equation (2)). Tensile strain GaAsP barrier layers were employed to
compensate for the compressive strain in the InGaAs QW layer, and then the defect density
was reduced. The average strain is defined as [7]

(TInGaAs × εInGaAs + TGaAsP × εGaAsP)/(TInGaAs + TGaAsP). (3)

where T and ε represent the thickness and strain of each layer, respectively. ε is positive
if the layer has compressive strain and is negative for tensile strain. The accumulated
strain in the InGaAs/GaAsP QW was 7006 ppm, which indicated that it was not fully
compensated and residual strain was likely present in the material.

To investigate the crystal quality, and strain mismatch of the epitaxial layers, the
samples were identified by X-ray diffraction (XRD, Bruker D8). A Raman spectrometer
(RENISHAW InVia) was employed to study the structural disorder and residual strain in the
epitaxial layers of the three samples. Atomic force microscopy (AFM, Bruker MultiMode 8)
was used to conduct morphological analysis and determine the RMS surface roughness.
The optical characteristics of the InGaAs/GaAsP QW were investigated using temperature-
dependent photoluminescence spectroscopy (ARS 8200 cryogenic system) with a 488 nm
continuous-wave laser.
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3. Results and Discussion

Figure 2 shows the XRD patterns of the InGaAs/GaAsP QWs with different miscut
angles. The strongest peak originated from the GaAs substrates, and the satellite peaks of
the QW are clearly visible in samples with miscut angles of 0◦ and 2◦. However, the satellite
peaks of the InGaAs/GaAsP QW disappeared in the XRD pattern of the 15◦ sample, which
indicated its poor interfacial quality [12]. From the XRD patterns of the three samples in
Figure 2, the relax are obtained by the simulation of the diffraction patterns, 5.03% strain
relaxation occurs in the 0◦ sample while 19.26% strain relaxes in the 2◦ sample, as for the
15◦ sample, 90.58% strain relaxation occurs [13]. The XRD result show that the crystal
quality degraded with increasing the angle of substrate misorientation.

 
Figure 2. Omega-2θ scans around the (004) symmetric XRD patterns of InGaAs/GaAsP QWs grown
on substrates with misorientations of (a) 0◦, (b) 2◦, and (c) 15◦.

Raman scattering is an important technique used to investigate the optical properties of
materials, wherein the disorder and local strain phenomena in materials can be adequately
represented by vibrational spectra. The disorder and strain in materials can alter the
phonon frequency and phonon lifetime, which can lead to the broadening of the Raman
spectrum and breaking of Raman selection rules [14]. The frequency shifts of longitudinal
optical (LO) phonons are extremely sensitive to strain; compressive and tensile strain are
known to result in positive and negative frequency shifts, respectively [15].
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The samples prepared in this study feature a lattice mismatch between the In-rich
InGaAs QW and the GAs substrate. The In-rich layer generates a lattice mismatch stress in
the adjacent epitaxial layer. The residual stress in the epitaxial layer can be obtained by
measuring the frequency shift of the characteristic peak of GaAs via Raman scattering. The
stress in the InGaAs material can be evaluated using the frequency shift of the GaAs-like
LO mode of the InGaAs material; Equation (4) was utilized to calculate the frequency of
the GaAs-like LO mode in the InGaAs epitaxial layer [16]:

ωLO = 290 − 18.6x − 32.5x2, (4)

where x is the content of In and ωLO is the GaAs-like LO frequency in the strain-free
InGaAs material as a function of x. The GaAs-like LO frequency in an ideal strain-free
In0.38Ga0.62As layer is evaluated to be 278.2 cm−1. The residual strain in the epitaxial layer
is evaluated using the deviation from the measured frequency of the GaAs-like LO mode
to that of the ideal strain-free In0.38Ga0.62As layer [17].

GaAs-related LO phonons from InGaAs/GaAsP QWs are known to consist of two
LO phonon modes [18]—one from the GaAs buffer layer because of the thin QW that
can be penetrated into the GaAs buffer layer [19], and the other from the InGaAs layer
that exhibits a GaAs-like LO phonon peak. As shown by the dashed line in Figure 3, the
GaAs-like LO frequency in the ideal strain-free In0.38Ga0.62As epitaxial layer was obtained
as 278.2 cm−1. The GaAs-like LO frequency of the 2◦ GaAs substrate was observed at
283.4 cm−1 via fitting of the Raman spectra; this sample features the smallest shift with
respect to 278.2 cm−1 compared to that of the 0◦ GaAs substrate (285.2 cm−1), which
indicated that the strain induced via lattice mismatch was partially relaxed in the epitaxial
layer in the 2◦ GaAs substrate. The GaAs-like LO frequency of the 15◦ GaAs substrate was
observed at 279.8 cm−1 which is very close to the ideal strain-free In0.38Ga0.62As layer and
indicated that substantial strain had relaxed in 15◦ substrate.

 
Figure 3. Raman spectra of InGaAs/GaAsP QWs grown on a GaAs (001) substrate with misorienta-
tions of 0◦, 2◦, and 15◦ using a 488 nm laser.

The full width at half maximum (FWHM) values of the GaAs-like LO frequencies
for the 0◦ and 2◦ substrates were obtained as 3.0 and 5.6 cm−1, respectively, by fitting
the Raman spectra. The increase in the FWHM of GaAs-like LO phonons suggests that
the residual strains released through defect generation and structural disorder [15,20].
Consequently, the epitaxial layer on the 2◦ GaAs substrate exhibited a poorer crystalline
quality than that of the 0◦ GaAs substrate.
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Raman selection rules are often applied for analyzing the crystal quality; the LO
phonon is allowed and the TO phonon is forbidden for the (001) plane of a sphalerite
crystal structure [21–24]. The disorder in InGaAs films can be assessed by the ratio between
the TO and LO peak intensities because the presence of the TO phonon is an indicator of
crystal structural disorder. As shown in Figure 3, the TO mode at 267.4 cm−1 appeared only
in the 15◦ sample, confirming its extremely large degree of crystal disorder compared to that
of the other two samples [25]. The above results show that the strain relaxes gradually with
the increase of the misorientation. These results follow trends similar to those observed in
the XRD results.

AFM analysis was subsequently conducted to verify the growth model of the In-
GaAs/GaAsP QWs. Figure 4 shows the AFM results on the surface morphologies of the
three samples with different misorientations. Figure 4a reveals that the 0◦ sample exhibited
a step-flow characteristic with RMS surface roughness of 0.147 nm, which indicated the
high quality of the heterointerface in the 0◦ sample. Figure 4b indicated the narrowing
of the terrace width in the 2◦ sample; the RMS surface roughness increased from 0.147 to
0.363 nm due to the composition-related inhomogeneity of In clusters that lead to a partial
internal strain relaxation. In this case, the localization potential was formed because of
the In clusters. Figure 4c reveals the presence of self-assembled quasi-quantum dots in the
15◦ sample. Randomly positioned growth nuclei were formed and the local strain subse-
quently relaxed at the locations of these nuclei [26,27]; a surface roughness of 0.479 nm was
obtained. Based on these results, a growth model is proposed to elucidate the different
morphologies with the substrates featuring different misorientations.

   

(a) (b) (c) 

Figure 4. AFM images of InGaAs/GaAsP QWs in a 3 × 3 μm2 scan area with different misoriented substrates: (a) 0◦, (b) 2◦,
and (c) 15◦.

Figure 5 illustrates a surface on a substrate that is composed of steps and terraces.
The growth condition in this scenario is presumed to involve surface coverage of the
misoriented substrate with As atoms, because of the high V/III ratio (~150). Two dangling
bonds are present on the terrace and three dangling bonds are at the kinks of the terrace
edges. The incorporation probability of group III atoms into step kinks is presumed to be
higher than that on the terraces. Upon reaching the growing surface, the group III species
preferentially adhere to the step and kink sites on the terrace edge. This results in a step
flow growth mode. The width of the terrace is known to decrease with increasing substrate
misorientation, owing to the high density of growth steps on the tilted substrates [28].
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Figure 5. Schematic illustration of the growth process.

The disparity in the samples from the 0◦ to the 2◦ substrate was possibly caused by
the inequality of diffusion lengths of the In and Ga cations for the growth of InGaAs. Ga
cations possess smaller diffusion lengths than those of In; therefore, In atoms are likely
to be mobile enough to incorporate at the step edges of the 2◦ substrate. The bonds in
the kink sites are occupied with In cations, and therefore, Ga atoms tend to incorporate at
the flat terrace [29]. If this occurs, a severe compositional nonuniformity can arise owing
to a “step-induced” clustering of In atoms, which can lead to nonuniform components
and the formation of local energy level states, and partial strain relaxation occurs with the
formation of in clusters. This modulation, or clustering, did not occur in the 0◦ substrate
due to the absence of a high density of step edges. As for 15◦ sample the formation of
randomly positioned growth nuclei and the subsequent local strain relaxation at the nuclear
locations could occur owing to the large degree of misorientation, resulting in high strain
relaxation and the formation of island.

To study the optical characteristics of the InGaAs/GaAsP QWs on different substrate
orientations, temperature-dependent photoluminescence analysis was performed. Figure 6
shows the temperature-dependent PL spectra of three samples. For the 0◦ and 15◦ samples,
it can be seen that the PL intensity decreased and the PL peak wavelength had a red-shift
with increasing temperature. But the peak position of the 15◦ sample reached 1206 nm at
room temperature and its extremely high FWHM and relatively low intensity indicate the
PL characteristics of self-assembled quantum dots. The results are consistent with the AFM
results shown in Figure 4c. However, the 2◦ sample exhibited an anomalous blue shift
tendency of PL peak wavelength in the temperature range from 40 K to 85 K; the reason is
discussed in detail below.

   
(a) (b) (c) 

Figure 6. Temperature-dependent of PL spectra for InGaAs/GaAsP QWs on (a) 0◦, (b) 2◦, and (c) 15◦ misoriented substrates.
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Figure 7 shows the temperature dependence of the PL peak energy of the three samples.
The PL peak position of the 0◦ sample shifted toward lower energies as the temperature
increased over the entire range; this typical behavior can be well fitted using the Varshni
empirical formula [30]:

Eg(T) = Eg(0)− αT2/(β + T), (5)

where Eg(0) is the energy gap between nominal subband edges at 0 K, and α and β are the
Varshni equation parameters. The optimizing parameters, α and β, obtained from optimal
fits of the QW data are listed in Table 1.

   
(a) (b) (c) 

Figure 7. Temperature-dependent peak energies of the InGaAs/GaAsP QWs on (a) 0◦, (b) 2◦, and (c) 15◦-misoriented
substrates.

Table 1. Fitting parameters, α, β, and σ, for the differently misoriented substrates.

Sample Eg(0) (eV) α (eV/K) β (K) σ (meV)

0◦ 1.127 3.49 × 10−4 150
2◦ 1.153 4.03 × 10−4 109 14.7

15◦ 1.089 2.84 × 10−4 120

The peak energies of systems with the 0◦ and 15◦ substrates can be well fitted using
Equation (5); however, the data corresponding to the 2◦ sample cannot be fitted using
the Varshni empirical formula in the low-temperature range (T < 60 K). An anomalous
band gap evolution in the form of an S-shaped (redshift–blueshift–redshift) PL peak energy
was observed at low temperatures. This abnormal behavior may be attributed to the
localization effect caused by composition fluctuation [31–35]. Eliseev et al. amended the
Varshni empirical equation using band-tail states to fit this type of experimental data as
follows [36]:

Eg(T) = Eg(0)− αT2/(β + T)− σ2/kBT, (6)

where kB is the Boltzmann constant and σ represents the degree of the localization effect.
The fitting parameters are listed in Table 1.

Figure 7b indicates that the data representing the 2◦ substrate can be adequately fitted
in the 60–300 K temperature region. However, the aforementioned empirical models cannot
accurately describe the temperature dependence of the peak energy in the InGaAs/GaAsP
QW with a 2◦ substrate at temperatures below 60 K; the PL peak of the 2◦ substrate
exhibited a redshift as the temperature increased from 15 to 40 K. The S-shaped variation
over the entire temperature range occurred because of the existence of different localization
potentials [37,38]. A possible explanation for the S-shaped behavior of the peak energy is
illustrated in Figure 8.
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(a) (b) 

  
(c) (d) 

Figure 8. Schematic diagrams illustrating the possible mechanism of the S-shaped temperature-dependent PL peak energy.
(a) At the lowest temperature, carriers exist in all possible potential minimums. (b) At a slightly higher temperature, carriers
relax to the deepest potentials. (c) As the temperature continues to rise, carriers redistribute to higher energies. (d) As the
temperature rises very high, most carriers escape from the localization potentials.

At low temperatures, carriers are freely distributed throughout the QW layer (Figure 8a).
With increasing temperatures, the weakly localized carriers are thermally activated and
have a greater chance to relax to the deep localized states (Figure 8b); this results in a red
shift in the PL peak energy. A further increase in the temperature leads to the carriers in the
deep localized states obtaining sufficient energy to repopulate the shallow localized states
(Figure 8c), which produces a blueshift in the emission peak energy. As the temperature
continues to rise, the thermal carriers escape from the localized states into the barrier
states and become free carriers (Figure 8d); at even higher temperatures, the peak energy
exhibited redshifts owing to the shrinkage of the temperature-induced band gap upon
thermal activation and delocalization of the carriers [39].

Typically, two factors are known to affect the PL linewidth of the InGaAs/GaAsP
QWs, one is inhomogeneous broadening which is primarily determined by fluctuations of
circumstance, for example, interface roughness, composition variation, and crystal disorder.
The other one is homogeneous which is closely related to temperature and is primarily
affected by the interaction between electrons and phonons [40,41].

Figure 9 shows the behavior of the FWHM with respect to temperature. Inhomoge-
neous broadening and exciton interactions with phonons are considered. The trends of
FWHM conform to the following expression [42]:

Γ(T) = Γ0 + aT + γ/[(exp(ELO/kBT)− 1], (7)

where Γ(T) represents the FWHM of the photoluminescence spectra, Γ0 represents the
inhomogeneous contribution to the FWHM that is related to the interface roughness and
crystal disorder, a is a parameter representing the acoustic phonon scattering strength, γ
is a parameter that is related to the exciton–phonon coupling, and ELO is the longitudinal
optical phonon energy of QW layer. The experimental data of the three samples were fitted
using Equation (7) and shown in Figure 9; the fitted parameters are listed in Table 2. The
value of Γ0 is noted to increase with increasing misorientation, which indicates that the
interface roughness and alloy disorder increased as the substrate misorientation increased.
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A higher value of ELO is known to indicate a larger strain in the epitaxial layer [13,42]. The
highest ELO value corresponded to the 0◦ sample and indicated the largest strain in this
sample compared to those of the others; considerable strain relaxation was noted to occur
in the 2◦ and 15◦ samples, which had also been implied by the Raman scattering results.

   
(a) (b) (c) 

Figure 9. PL full width at half maximum (FWHM) as a function of 1000/T of the InGaAs/GaAsP QWs on substrates
misoriented by (a) 0◦, (b) 2◦, and (c) 15◦. The fitting curves of the FWHM data of the PL spectra are predictions based on
the exciton–optical phonon coupling model.

Table 2. FWHM-fitting parameters for samples with different misoriented substrates.

Sample Γ0 (meV) a (meV/K) γ (meV) ELO (meV)

0◦ 14.36 0.058 1 0.83
2◦ 20.91 0.015 43 0.05

15◦ 28.00 0.081 12 0.01

The evolution of FWHM vs. temperature revealed a unique tendency before 70 K for
the 2◦ sample. The FWHM increased slowly below 40 K, sharply decreased in the 40–70 K
range, and increased above 70 K. The FWHM trends exhibited a reverse temperature-
dependent relationship compared to that of the PL peak energy. The FWHM data for
the 2◦ sample are plotted against the corresponding peak energies in Figure 10, with the
temperature spanning the entire region from 15 to 300 K. The fitting linear curve was
obtained by the least square method drawn by the solid red line, a clearly negative linear
relationship can be observed between them, which indicates that the evolutions of peak
energy and FWHM of QW with temperature obey a similar or associated mechanism [43].

At low temperature (<40 K), carriers are thermally activated upon an increase in the
temperature and have a significant opportunity to transit to deeper localization potentials;
therefore, the range of energy levels of the carrier distribution widens, which leads to
an increment in the FWHM. As the temperature increases to a critical level, the carriers
obtain sufficient energy to enable their delocalization. The decrease in FWHM in the
temperature range of 40–70 K was due to the process of carrier escape from the located
states. The increment in FWHM at temperatures above 70 K presumably occurred because
of a combination of the thermalization of carriers and phonon scattering caused by the
increase in temperature. It is worth noting that the variations of PL peak position and
FWHM of the 15◦ sample were not similar to the 2◦ sample. In addition, the value of the
PL peak and FWHM of the 15◦ sample were much higher than the 0◦ and 2◦ samples, this
is because large misorientations yield substantial strain relief and random quantum dots
can form, therefore the luminescence characteristics are dominated by quantum dots.
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Figure 10. Relationship between photon energy and FWHM for the 2◦ sample. The red solid line
represents the curve fit to the presented data.

The temperature-dependent PL intensity data can be fit using the Arrhenius equation
shown below to study the mechanism of PL quenching with increasing temperatures [44]:

I(T) ∝ 1/(1 + ∑
i

Ci exp(−Ei/kBT)). (8)

I(T) represents the integrated PL intensity at temperature T, Ci represent the factors re-
lated to the densities of nonradiative recombination centers, and Ei represent the activation
energies of the relevant nonradiative recombination centers. Two types of nonradiative
recombination channels have been proposed for the quenching mechanism of PL inten-
sities in epitaxially grown materials. The modified Arrhenius equation used to fit these
experimental data can be expressed as [45–47]

I(T) ∝ 1/(1 + C1 exp(−EA/kBT) + C2 exp(−EB/kBT)), (9)

where EA and EB are the activation energies of the corresponding nonradiative recom-
bination processes, and C1 and C2 are two constants that are related to the number of
nonradiative recombination centers in the QWs. The modified Arrhenius equation pro-
vides excellent fits for the integrated PL intensity data corresponding to the 0◦ and 15◦
samples and for data obtained at temperatures above 60 K for the 2◦ sample, as shown
by the red lines in Figure 11. The parameters used to obtain the optimal fits are listed in
Table 3.

Two different nonradiative recombination processes have been typically described.
The first process involves thermally activated recombination in traps that are related to the
incorporation of impurities [48,49], whereas the second involves the thermal emission of
the carriers out of the located states with an activation energy related to the depth of the
located states potential, followed by effective nonradiative recombination [38].

The fitting results revealed that all investigated samples (0◦, 2◦, and 15◦) possessed
nearly similar values of EA and C1. This suggests that the types of impurities in the
three samples were similar because of them being grown under identical growth condi-
tions. However, the EB of the 2◦ sample was significantly higher than those of the 0◦
and 15◦ samples, because of the deep localized potential formed by the In-rich cluster
during its epitaxial growth. The EB of the 15◦ sample was lower than those of the other
samples, because the quantum effect of quasi-nanocrystals caused by the severe relaxation
of stress during the growth of the 15◦ sample and the diffusion of In atoms from the well to
the barrier in nanodots reduce the potential barrier [50]. The high C2 values of the 2◦ and
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15◦ samples indicate the high defect density that was caused by stress relaxation during
the growth process.

   
(a) (b) (c) 

Figure 11. Temperature dependence of PL integrated intensities of the InGaAs/GaAsP QWs on substrates misoriented by
(a) 0◦, (b) 2◦, and (c) 15◦; the data are fitted using the Arrhenius model. An abnormal temperature-dependent PL intensity
is observed in the sample with the 2◦-misoriented substrate.

Table 3. Parameters obtained by fitting the Arrhenius model for data representing samples with
differently misoriented substrates.

Sample C1 EA (meV) C2 EB (meV)

0◦ 5.30 21.72 260 106.55
2◦ 4.01 35.25 1100 148.47

15◦ 5.96 18.72 1525 87.26

4. Conclusions

The effect of substrate misorientation on the structure and optical properties of In-rich
InGaAs/GaAs QW structures grown via MOCVD was investigated. Results obtained
via XRD and Raman spectroscopy indicated that the strain in the InGaAs/GaAsP de-
creased monotonically with increasing misorientation. AFM was used to probe the surface
morphology and microstructures of the samples, which revealed that with a substrate
misorientation of 0◦, the growth mode became a step-flow mode and the heterointerface
smoothness was degraded as the substrate misorientation increased. The growth mode
transformed into three-dimensional growth as the substrate misorientation increased to 15◦.
Based on these results, the growth of the InGaAs/GaAsP QW nanostructures was modeled
from the viewpoint of atomic step motion; a mechanism associated with the accumulation
of In on tilted substrates was proposed and verified. The localization potentials formed
by the In clusters were primarily caused by the appropriate misoriented substrates and
the preferential of In/Ga atoms on the terrace to the steps. Based on these results and the
parameters related to the temperature-dependent photoluminescence of the samples, the
strain relaxation degree of 0◦ substrate is the minimum due to the absence of a high density
of step edges, a mechanism was proposed for the S-shaped temperature dependence of the
peak energy and FWHM of the 2◦ sample. Partial strain relaxation occurs with the forma-
tion of in clusters owing to the relatively narrow steps, when the substrate misorientation
increases to 15◦, the formation of randomly positioned growth nuclei yield substantial
strain relaxation.
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Abstract: We experimentally evaluate the high-speed on–off keying (OOK) and four-level pulse
amplitude modulation (PAM4) transmitter’s performance in C-band for short-reach optical inter-
connects. We demonstrate up to 100 Gbaud OOK and PAM4 transmission over a 400 m standard
single-mode fiber with a monolithically integrated externally modulated laser (EML) having 100 GHz
3 dB bandwidth with 2 dB ripple. We evaluate its capabilities to enable 800 GbE client-side links
based on eight, and even four, optical lanes for optical interconnect applications. We study the
equalizer’s complexity when increasing the baud rate of PAM4 signals. Furthermore, we extend
our work with numerical simulations showing the required received optical power (ROP) for a
certain bit error rate (BER) for the different combinations of the effective number of bits (ENOB) and
extinction ratio (ER) at the transmitter. We also show a possibility to achieve around 1 km dispersion
uncompensated transmission with a simple decision feedback equalizer (DFE) for a 100 Gbaud OOK,
PAM4, and eight-level PAM (PAM8) link having the received power penalty of around 1 dB.

Keywords: optical interconnects; on–off keying; pulse amplitude modulation

1. Introduction

Datacenters experience enormous traffic growth due to the vast amount of data to be
stored, transmitted, and processed [1–5]. This explosive growth of Internet Protocol (IP)
traffic is driving datacenters to the so-called “Zettabyte Era”. The Cisco Report predicts
that annual global IP traffic will reach over 4.8 zettabytes/year by 2022 [5]. For some appli-
cations, such as those on Facebook, the internal traffic may be several orders of magnitude
greater than external. In addition to the internal traffic required to build web pages and
search indices, relatively recent machine learning (ML) applications are driving increasing
amounts of both computation and traffic on the datacenter interconnection network [4].
Due to that, challenges arise to keep up the bandwidth scalability. The community is look-
ing into cost-efficient short-reach optical interconnect for 800 GbE intra-datacenter links [6].
We see solutions based on eight optical lanes thanks to compatibility with 400 GbE building
blocks [7]. Eight optical lanes-based 400 GbE solutions are already being deployed [8,9]. So-
lutions based on eight optical lanes [10–15], or even four optical lanes [16–27], for 800 GbE
are more appealing thanks to the use of using high bandwidth components. This allows
reducing of costs, power consumption, and complexity of parallelism.

The current industrial solution for 400 GbE is based on four-level pulse amplitude
modulation (PAM4) [8,9] instead of on–off keying (OOK) [19,28]. PAM4 reduces band-
width requirements without excessive costs for sensitivity, digital signal processing (DSP),
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and transceiver complexity [29–32]. The higher spectral efficiency of advanced multilevel
modulation formats, such as carrier-less amplitude and phase (CAP) or discrete multi-tone
(DMT) modulations [33–36], can be beneficial to increase the bitrate of the single lane.
However, we need to take into consideration the implementational complexity. Advanced
modulation formats are also being extensively investigated to scale up the speed, even
up to 1.6 TbE [37,38]. To gradually achieve this goal, we need to increase the baud rate of
individual lanes even higher. In that manner, we can achieve the four optical lanes 800 GbE
solution. That requires broadband InP and/or silicon optoelectronic components with high
phase and amplitude linearity [39–42]. Optical interconnects operating at 100 Gbaud and
beyond per lane are needed. In this way, we can confront the growing bandwidth density
and scalability issues in datacenters. We foresee that the industrial solution for codesigned
and cointegrated electronics and photonics is around the corner. The required ultrahigh
bandwidth building blocks are available: integrated circuits for generating PAM4 [43,44]
even without equalization [45]; modulators and photodetectors (PD) [17,39,46]; and ana-
logue to digital converter (ADC) frontend for receivers [47]. We also need to mention
that electronic instruments, such as arbitrary waveform generators (AWG) and digital
storage oscilloscopes (DSO), have reached sampling rates beyond 200 GSa/s with plenty of
bandwidth for 100 Gbaud signals. This will allow scaling bandwidth for intra-datacenter
networks in a cost-efficient manner. The C-band enables proportional efficiency in bidi-
rectional bandwidth for intra-datacenter links thanks to mature and efficient wavelength
division multiplexing technology. However, the reach is limited in this band due to the
chromatic dispersion (CD) imposing limitations for the system design. It is worth looking
into the achievable system performance and reach with high baud rate to enable four
optical lanes solutions for 800 GbE links.

In this paper, we experimentally evaluate high-speed OOK and PAM4 transmitter
performance in C-band for short-reach optical interconnect applications. Compared to our
previous demonstrations [18,20], we show detailed analysis on equalizer configurations
and filtering for signals operating at up to 100 Gbaud. It is important to show the pros and
the cons of the PAM4 generation scheme used to achieve this result. We characterize the
performance using the externally modulated laser (EML) having 100 GHz 3 dB bandwidth
with a 2 dB ripple. Furthermore, we also include the results of numerical simulations.
We study required received optical power (ROP) for a certain bit error rate (BER) for the
different effective number of bits (ENOB) and extinction ratio (ER) at the transmitter. This
allows estimating what implementation penalty to expect when designing high-speed
transmitters. Besides, we also show achievable transmission reach in C-band for 100 Gbaud
OOK, PAM4, and eight-level PAM (PAM8) signals over standard single-mode fiber with a
simple decision feedback equalizer (DFE). This paves the way for cost-effective short-reach
optical interconnects with high-speed multilevel modulation formats. The remaining parts
of the paper are organized as follows. In Section 2, the experiment setup is detailed, and
corresponding results and discussion are presented. In Section 3, we show the simulation
setup and results along with a discussion. The conclusions are drawn in Section 4.

2. Experimental Setup and Results

Figure 1a shows the experimental setup for evaluating the intra-datacenter link per-
formance. First, we amplify and decorrelate two pseudorandom bit sequences with a word
length of 215-1 (PRBS15) at 40 Gbaud, 45 Gbaud, and 50 Gbaud. Then, we multiplex them
in time domain using 2:1 selector [48] to form a single 80 Gbaud, 90 Gbaud, and 100 Gbaud
nonreturn to zero (NRZ) sequences, respectively. In the case of OOK, we use one of the
multiplexed outputs (as shown in Figure 1 with dashed line) at 100 Gbaud amplified in
a 65 GHz linear amplifier to drive the EML. In the case of PAM4, the attenuated signal
is passively combined in an electrical 65 GHz three-resistor combiner with an inverted
decorrelated version. The generated PAM4 signal at electrical back-to-back (b2b) already
has a penalty due to the nonequally spaced signal amplitude levels. This happens due to
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different losses in two paths of OOK signals that do not allow to achieve a precise 6 dB
difference, since the decorrelation suffers from technical implementation limitations.

DSO

Clock recovery

BER counting

DFE

LPF
200 Gsa/s, 

70 GHz

VOA
EDFA

PPG (up to 
50Gbaud)

MUX (up to 
100Gbaud) DFB-TWEAM

  

 6dB 65 GHz65 GHz

DSP
400 m 
SMF

PAM4

OOK
100 GHz

~200 mV@8dBm

~2V

Figure 1. (a) Experimental setup (PPG: pulse-pattern generator), (b) optical spectra of the 100 Gbaud OOK and PAM4 signals
(Mux: multiplexer, T: delay line, DFB-TWEAM: distributed feedback laser with traveling-wave electroabsorption modulator,
SMF: single-mode fiber, EDFA: erbium-doped fiber amplifier, VOA: variable optical attenuator, DSO: digital storage
oscilloscope, DSP: digital signal processing, LPF: low-pass filter, DFE: decision feedback equalizer, BER: bit error rate).

In this paper, we wish to quantify this simple PAM4 generation scheme’s impact on
the introduced penalty. Therefore, we gradually increase baud rate from 80 Gbaud to
100 Gbaud. Then, the PAM4 signal is amplified in a 65 GHz linear amplifier to drive the
EML. We achieve around 2 volts of the electrical signal (peak to peak) for OOK and PAM4
high-speed signals. EML is based on a monolithically integrated distributed feedback
laser with traveling-wave electroabsorption modulator (DFB-TWEAM) designed by KTH,
fabricated by KTH and Syntune, and packaged by u2t Photonics. The DFB laser threshold
current is around 25 mA and the slope efficiency is 0.04 W/A. The wavelength of the DFB-
TWEAM is 1550.15 nm in this experiment. The EML has a 3 dB bandwidth beyond 100 GHz
with less than 2 dB ripple in the passband, which indicates high phase linearity [39]. These
figures of merits make this EML considered an excellent candidate for four optical lanes-
based 800 GbE solution [19,20,36]. We use a current of 120 mA for the DFB and a voltage of
−1.85 V for the TWEAM, resulting in around a 5 dB extinction ratio. We achieve an output
power of −0.9 dBm. Higher power values can be achieved with a reduced bias voltage,
which also reduces the extinction ratio of a modulated signal. In the experiment, we found
a trade-off between the bias voltage and the extinction ratio. In Figure 1b, one can see that
the modulated optical spectra are around 1550.15 nm for the OOK and PAM4. The optical
link consists of 400 m of SMF. The receiver consists of a preamplifier, a variable optical
attenuator (VOA), a >100 GHz PD from u2t with a responsivity of 0.5 A/W, a 65 GHz
linear amplifier, and a 200 GSa/s, a 70 GHz bandwidth Tektronix DSO (DPO77002SX). An
automatic gain-controlled erbium-doped fiber amplifier (EDFA) with fixed output power
is employed as the preamplifier due to a low PD responsivity. The noise figure of the
amplifier is around 4.5 dB. Due to limited maximum input power to the photodetector, an
additional 65 GHz linear amplifier is used to ensure around 200 mV peak to peak voltage
of the received signals required for better performance. In the case of OOK, we could skip
the optical amplification when no variable optical attenuator is used. Instead, we keep the
amplifier for OOK to compare it to PAM4 under similar noise conditions. The sampled
signal is then processed offline using a typical DSP. We perform low-pass filtering, clock
recovery, and resampling to ensure 1 sample per symbol for a symbol-spaced DFE with a
different configuration of feed-forward taps (FFT) and feedback taps (FBT) to overcome
inter symbol interference (ISI) in the presence of the noise. The main limitations are due to
the limited effective 3 dB bandwidth of the electrical components and the implementation
penalty itself. After the equalization, we perform BER counting. We consider hard-decision
forward error correction code (HD-FEC) with 7% and 20% overheads (OH) and soft-
decision FEC (SD-FEC) with 20% OH with pre-FEC BERs at 5E-3 [49], 1.1E-2 [50], and 2E-2,
respectively. We use the SD-FEC due to the poor electrical b2b signal quality related to the
implementation penalty. We study different DFE configurations to improve the received
signal quality (see Figure 2). We express the performance in terms of ROP required for a
certain BER. We use a 7% HD-FEC limit of 5E-3 and a 20% SD-FEC limit of 2E-2 for OOK
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and PAM4 signals, respectively. For both signals, we fix the number of feedback taps to 15
and a low-pass filter (LPF) bandwidth to 0.75*baud rate. Then we choose the feed-forward
taps number to be 3, 7, 11, and 15 for OOK and 15, 29, 43, 57, and 71 for PAM4 signals.

 

Figure 2. Received optical power versus different configurations of decision feedback equalizers for (a) 100 Gbaud OOK,
(b) 80 Gbaud PAM4, (c) 90 Gbaud PAM4, and (d) 100 Gbaud PAM4 signals.

From Figure 2, we observe that with the increase in the feed-forward tap number we
require lower received optical power to achieve the specified pre-FEC BER. For 100 Gbaud
OOK signal with 15-tap FFT and 15-tap FBT equalizer, we see around 0.7 dB power penalty
for 400 m SMF transmission compared to optical back-to-back. If we compare PAM4 signals
with the same equalizer, we get a power penalty of around 0.2 dB for 80 Gbaud and 1 dB
for 90 Gbaud signals. For 100 Gbaud PAM4 signal after 400 m transmission over the SMF,
we could not achieve a bit error rate of 2E-2 for any received power. This forced us to
increase the complexity of the equalizer. Still, we observe a higher power penalty—around
1.3 dB with 29-tap FFT and 15-tap FBT equalizer. For further analysis, we choose equalizers
with higher complexity to reduce the required ROP for a certain BER.

Afterward, we obtain the bit error rate as a function of LPFBW/baud rate for OOK and
PAM4 signals (see Figure 3). During the processing, we set the LPFBW/baud rate from 0.45
to 0.8. We choose received optical power of −1 dBm for OOK and 8 dBm for PAM4 signals
to observe the BER performance around the specific FEC limits mentioned above. For the
OOK signal, both curves are mostly below the 7% HD-FEC limit. Similar performance for
optical b2b and after 400 m is obtained with a 15-tap FFT and 15-tap FBT equalizer. We see
that the best signal performance is for the LPFBW/baud rate of 0.575, which is now chosen
for further processing. For PAM4 signals, we must increase the equalizer’s complexity. We
increase the number of feed-forward taps to 71 and keep the same number of feedback
taps, i.e., FBT = 15. For 80 Gbaud PAM4 signal, we managed to reach BERs below 5E-3 for
above 0.6 of LPFBW/baud rate for both curves. It is also the case for the optical b2b curve of
90 Gbaud PAM4 signals with a 71-tap FFT and 15-tap FBT equalizer and LPFBW/baud rate
of 0.75. We need to increase the HD-FEC overhead to 20% to detect 90 Gbaud PAM4 signals
after 400 m of SMF transmission. In the case of 100 Gbaud PAM4, the performance is below
the 20% SD-FEC limit. For all three cases of the PAM4 signals, we choose LPFBW/baud
rate of 0.75 for further analysis.

Figure 3. Bit error rate versus LPFbw/baud rate for (a) 100 Gbaud OOK, (b) 80 Gbaud PAM4, (c) 90 Gbaud PAM4, and
(d) 100 Gbaud PAM4 signals. We use minus 1 dBm received optical power for OOK and 8 dBm for PAM4 signals.
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Finally, we show bit error rate, eye-diagrams, and amplitude histograms for OOK
and PAM4 signals after the optical b2b and 400 m transmission. BER results as a function
of received power for different signals and DFE configurations are shown in Figure 4a.
The BER curves are obtained using a 15-FFT and 15-FBT equalizer for OOK and a 71-FFT
and 15-FBT for PAM4. In the case of OOK, we manage to achieve the 7% HD-FEC limit
for both the optical b2b and the 400-m transmission. We observe around 0.5 dB received
power penalty at the 7% HD-FEC limit due to a large implementation penalty which
adds up to the transmission penalty over 400 m of SMF. The implementation penalty can
also be observed from the equalized eye diagram and histograms in Figure 4b. Further,
we study transmission with 80 Gbaud PAM4 signals. One can observe a severe PAM4
signal degradation due to both higher sensitivity requirements and poor electrical signal
performance at the transmitter due to the implementation penalty. This can be seen from
the eye diagrams and amplitude histograms in Figure 4. The suboptimal passive combining
ratio due to the imperfect components explains such worse performance. The electrical
signal performance imposes a strict error floor for PAM4 signals. One can observe that the
use of a 71-FFT and 15-FBT equalizer allows achieving below the 7% HD-FEC performance
limit after 400 m of SMF for 80 Gbaud PAM4 signals with a small penalty compared to the
optical b2b. We need to increase the number of equalizer feed-forward taps significantly
compared to the OOK case to reduce the impact of the implementation penalty on high-
speed PAM4 signals. When increasing the PAM4 signal data rate to 90 Gbaud, we obtain
the performance below the HD-FEC limit only for optical b2b. The performance has
degraded after 400 m transmission and we need to increase the overhead to 20% for the
HD-FEC. In this case, we observe around 1.3 dB received power penalty. Then, we increase
the transmission speed to 100 Gbaud and achieve only the 20% SD-FEC limit. Here, we
observe around 2.3 dB of received power penalty. We achieve 149 Gbit/s, 150 Gbit/s, and
166 Gbit/s post-FEC bitrates for 80 Gbaud, 90 Gbaud, and 100 Gbaud PAM4 signals and
93 Gbit/s for 100 Gbaud OOK signal.

Figure 4. (a) BER curves for OOK and PAM4 signal for b2b and 400 m, (b–e) eye diagram and histograms for optical b2b at
ROP of 8 dBm.
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We point out that the histograms obtained with the 71-FFT and 15-FBT DFE for the
electrical b2b and the optical b2b signals at 90 Gbaud and 100 Gbaud are comparable
in their performance (see Figure 4d,e). We measure the electrical b2b signals before the
DFB-TWEAM and after the 65 GHz amplifier. We attribute the main implementation
penalty to electrical components in the transmitter which could be remedied by improving
the bandwidth and linearity in the electrical domain. Further improvement in the electrical
signal generation scheme for PAM potentially would allow achieving better signal quality
and, thus, improving the link latency thanks to a reduced FEC [21,31]. This would result
in an even higher baud rate for multilevel signal transmission with the EML [19]. The
operational wavelength of the EML is around 1550 nm in the measurements. The obtained
results demonstrate the capability of the EML to enable 800 GbE client-side links for
short-reach optical interconnect applications.

3. Simulation Setup and Results

We perform numerical simulations to complement the experiments. We use the
MATLAB-based Robochameleon framework [51]. It is a coding framework and component
library for simulation and experimental analysis of optical communication systems. We
focus on transmitter imperfections and CD tolerance. The simulation setup is shown in
Figure 5 and its main configuration parameters are specified in Table 1. The transmitter
includes a digital to analog converter (DAC), an intensity modulator (IM), and a continuous
wave (CW) laser. The link is based on lossless single-mode fiber. In the receiver, we have
a variable optical attenuator, a photodetector with a transimpedance amplifier (PD-TIA),
and an ADC. Then we perform a typical DSP to recover transmitted bits. We choose a
simple DFE with 6-FFT and 3-FBT to perform channel equalization since the modulator is
driven in the linear region and we have a linear dispersive fiber link. We use hard-decision
demodulators for the 100 Gbaud OOK, PAM4, and PAM8 signals after the equalization. We
set a CD coefficient to 16 ps/nm/km. The PD has a bandwidth of 112 GHz and the Gaussian
receiver filter has bandwidth of 75 GHz, as can be seen from Table 1. We use root-raised
cosine pulse shaping with 0.75 roll-off to have similar signals as in the experiment.

 

ADC Clock recovery

BER counting

DFE with 6-FFT&3-FBT

LPF (0.75·baudrate)

VOA
PD TIA

DAC IM

DSP
SMF

CW laser

Figure 5. Simulation setup. DAC: digital to analog converter, CW laser: continuous-wave laser, IM:
intensity modulator, SMF: single-mode fiber, VOA: variable optical attenuator, PD-TIA: photodetector
with a transimpedance amplifier, ADC: analog to digital converter, DSP: digital signal processing,
LPF: low-pass filter, DFE: decision feedback equalizer, FFT: feed-forward taps, FBT: feedback taps,
BER: bit error rate.

We study the required ROP for a certain BER (see Figure 6a–c) and the power penalty
(see Figure 6d–f) for the different ENOB and ER at the transmitter for 100 Gbaud OOK,
PAM4, and PAM8 signals for optical b2b. The power penalty was calculated by using
separate references for each modulation format. For the OOK and PAM4 signals, we
sweep the ENOB from 2 to 6, while for the PAM8 from 3 to 7. This is because PAM8 has
more amplitude levels to be represented. For all three modulation formats, we choose
the extinction ratio to be from 3 to 10 dB. Values are color-coded with the respect to the
minimum and the maximum ROP and penalty values, respectively. One can observe from
the curves that the extinction ratio of the signal at the transmitter has a crucial impact on
the required ROP for a certain BER and the power penalty. In all numerical simulations,
we are using the 7% HD-FEC limit with a BER of 5E-3. One can see that the required ROP
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is modulation format-dependent. For instance, the required ROP is around minus 4.5 dBm
for OOK, minus 1 dBm for PAM4, and 2 dBm for PAM8 when the ER is set to 5 dB and the
ENOB to 5. We observe around 4 dB power penalty for OOK and PAM4 signals for the
same ER and ENOB. The penalty is slightly higher for PAM8. For further simulations, we
set ER = 5 dB and ENOB = 5, because it is the closest value to the experiment.

Table 1. Simulation setup parameters.

Transmitter Parameters

Modulation format OOK, PAM4, PAM8
Pulse shaping Root raised cosine

Roll-off 0.75
ENOB 2 to 7 or 5

Modulator driving signal Vpp 0.4*Vπ

Laser RIN 145 dB/Hz
Extinction ratio 3 to 10 or 5
Output power 5 dBm

Wavelength 1550 nm

Lossless Channel Parameters

Dispersion 16 ps/nm
Length 0 to 1000 m

Receiver Parameters

Photodetector PIN-TIA
Photodetector responsivity 0.5 A/W

Noise current 18 pA/
√

Hz
Photodetector filter model 4th order Butterworth filter
PD-TIA cut-off bandwidth 112 GHz

Digital Signal Processing Parameters

Gaussian filter bandwidth 0.75*baud rate
Equalizer Decision feedback equalizer

Demodulation OOK/PAM
FEC limit 5E-3

Vpp: peak-to-peak voltage; Vπ = 2 V.

Fiber’s CD will limit the transmission distance if we consider single-mode operations
in the C-band. Therefore, we also investigate CD tolerance for different modulation formats.
We are not considering chirp at the transmitter to show degradation coming only from
fiber’s dispersion at the operational wavelength of 1550 nm. The received power penalty as
a function of transmission distance is shown in Figure 7. We obtain curves for a 6-FFT and 3-
FBT equalizer. Considering a 1 dB power penalty, the 100 Gbaud PAM4 can be transmitted
up to 1000 m. It is more than two times (2×) increased compared to the experimental
demonstration. For the 100 Gbaud OOK, the fiber distance can be increased beyond 1000 m
while maintaining the same penalty and equalizer parameters. The transmission distances
over SMF can be significantly improved by the microwave design of the EML that can be
applied to a semiconductor material with a larger bandgap to achieve modulation at zero
dispersion wavelength [39].
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Figure 6. Extinction ratio versus the effective number of bits in terms of received optical power and penalty for 100 Gbaud
(a,d) OOK, (b,e) 8PAM4, and (c,f) PAM8 signals for 6-FFT and 3FBT equalizer configuration at optical b2b.

Figure 7. Received power penalty (at BER = 5E-3) as a function of transmitted distance for 100 Gbaud OOK, PAM4, and
PAM8 signals with 6-FFT and 3FBT equalizer configuration (see inset).

4. Conclusions

We have demonstrated 100 Gbaud OOK and PAM4 transmitter performance in C-
band for short-reach optical interconnect applications as a potential solution for four/eight
optical lanes 800 GbE links. We achieve 149 Gbit/s, 150 Gbit/s, and 166 Gbit/s post-
FEC bitrates for 80 Gbaud, 90 Gbaud, and 100 Gbaud PAM4 signals and 93 Gbit/s for
100 Gbaud OOK signal. Furthermore, we perform numerical simulations to study the
impact of transmitter parameters and chromatic dispersion impact of power penalty for
100 Gbaud OOK, PAM4, and PAM8 signals. We observe the significant chromatic dispersion
impact in both experiments and simulations.
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